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Foreword

INTERACT 2023 is the 19th International Conference of Technical Committee 13
(Human-Computer Interaction) of IFIP (International Federation for Information Pro-
cessing). IFIP was created in 1960 under the auspices of UNESCO. The IFIP Technical
Committee 13 (TC13) aims at developing the science and technologyof human-computer
interaction (HCI). TC13 started the series of INTERACT conferences in 1984. These
conferences have been an important showcase for researchers and practitioners in the
field of HCI. Situated under the open, inclusive umbrella of IFIP, INTERACT has been
truly international in its spirit and has attracted researchers from several countries and
cultures. The venues of the INTERACT conferences over the years bear testimony to
this inclusiveness.

INTERACT2023was held fromAugust 28th to September 1st 2023 at theUniversity
of York, York, United Kingdom. The INTERACT Conference is held every two years,
and is one of the longest-running conferences on Human-Computer Interaction. The
INTERACT 2023 Conference was held both in-person and online. It was collocated
with the British Computer Society HCI 2023 Conference.

The themeof the 19th conferencewas “Design for Equality and Justice”. Increasingly
computer science as a discipline is becoming concerned about issues of justice and
equality – from fake news to rights for robots, from the ethics of driverless vehicles
to the Gamergate controversy. The HCI community is surely well placed to be at the
leading edge of such discussions within the wider computer science community and in
the dialogue between computer science and the broader society. Justice and equality
are particularly important concepts both for the City of York and for the University of
York. The City of York has a long history of working for justice and equality, from the
Quakers and their philanthropic chocolate companies, to current initiatives. The City
of York is the UK’s first Human Rights City, encouraging organizations and citizens to
“increasingly think about human rights, talk about human rights issues and stand up for
rights whether that’s at work, school or home”. The City of York has also launched “One
Planet York”, a network of organizations working towards a more sustainable, resilient
and collaborative “one planet” future. York is now working to become the first “Zero
emissions” city centre, with much of the medieval centre already car free.

Finally, great research is the heart of a good conference. Like its predecessors,
INTERACT 2023 aimed to bring together high-quality research. As a multidisciplinary
field, HCI requires interaction and discussion among diverse people with different inter-
ests and background. We thank all the authors who chose INTERACT 2023 as the venue
to publish their research.

We received a total of 375 submissions distributed in 2 peer-reviewed tracks, 4
curated tracks, and 3 juried tracks. Of these, the following contributions were accepted:

• 71 Full Papers (peer reviewed)
• 58 Short Papers (peer reviewed)
• 6 Courses (curated)
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• 2 Industrial Experience papers (curated)
• 10 Interactive Demonstrations (curated)
• 44 Interactive Posters (juried)
• 2 Panels (curated)
• 16 Workshops (juried)
• 15 Doctoral Consortium (juried)

The acceptance rate for contributions received in the peer-reviewed tracks was 32%
for full papers and 31% for short papers. In addition to full papers and short papers, the
present proceedings feature contributions accepted in the form of industrial experiences,
courses, interactive demonstrations, interactive posters, panels, invited keynote papers,
and descriptions of acceptedworkshops. The contributions submitted toworkshops were
published as an independent post-proceedings volume.

The reviewing process was primary carried out by a panel of international experts
organized in subcommittees. Each subcommittee had a chair and a set of associated
chairs, who were in charge of coordinating a double-blind reviewing process. Each
paper received at least 2 reviews of associated chairs and two reviews from external
experts in the HCI field. Hereafter we list the twelve subcommittees of INTERACT
2023:

• Accessibility and assistive technologies
• Design for business and safety/critical interactive systems
• Design of interactive entertainment systems
• HCI Education and Curriculum
• HCI for Justice and Equality
• Human-AI interaction
• Information visualization
• Interaction design for culture and development
• Interactive systems technologies and engineering
• Methodologies for HCI
• Social and ubiquitous Interaction
• Understanding users and human behaviour

The final decision on acceptance or rejection of full papers was taken in a Programme
Committee meeting held in London, United Kingdom in March 2023. The full papers
chairs, the subcommittee chairs, and the associate chairs participated in this meeting.
The meeting discussed a consistent set of criteria to deal with inevitable differences
among the large number of reviewers. The final decisions on other tracks were made
by the corresponding track chairs and reviewers, often after electronic meetings and
discussions.

INTERACT 2023 was made possible by the persistent efforts across several months
by 12 subcommittee chairs, 86 associated chairs, 28 track chairs, and 407 reviewers. We
thank them all.

September 2023 José Abdelnour Nocera
Helen Petrie

Marco Winckler
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Established in 1989, the International Federation for Information Processing Technical
Committee on Human–Computer Interaction (IFIP TC13) is an international committee
of 37 IFIP Member national societies and 10 Working Groups, representing specialists
of the various disciplines contributing to the field of human-computer interaction (HCI).
This field includes, among others, human factors, ergonomics, cognitive science, com-
puter science and design. INTERACT is the flagship conference of IFIP TC13, staged
biennially in different countries in the world. The first INTERACT conference was held
in 1984, at first running triennially and becoming a biennial event in 1993.

IFIP TC13 aims to develop the science, technology and societal aspects of HCI by
encouraging empirical research promoting the use of knowledge and methods from the
human sciences in design and evaluation of computing technology systems; promoting
better understanding of the relation between formal designmethods and system usability
and acceptability; developing guidelines, models and methods by which designers may
provide better human-oriented computing technology systems; and, cooperating with
other groups, inside and outside IFIP, to promote user-orientation and humanization in
system design. Thus, TC13 seeks to improve interactions between people and computing
technology, to encourage the growth of HCI research and its practice in industry and to
disseminate these benefits worldwide.

The main orientation is to place the users at the centre of the development pro-
cess. Areas of study include: the problems people face when interacting with computing
technology; the impact of technology deployment on people in individual and organisa-
tional contexts; the determinants of utility, usability, acceptability and user experience;
the appropriate allocation of tasks between computing technology and users, especially
in the case of autonomous and closed-loop systems; modelling the user, their tasks
and the interactive system to aid better system design; and harmonizing the computing
technology to user characteristics and needs.

While the scope is thus set wide, with a tendency toward general principles rather
than particular systems, it is recognised that progress will only be achieved through
both general studies to advance theoretical understanding and specific studies on prac-
tical issues (e.g., interface design standards, software system resilience, documentation,
training material, appropriateness of alternative interaction technologies, guidelines, the
problems of integrating multimedia systems to match system needs and organisational
practices, etc.).

IFIP TC13 also stimulates working events and activities through itsWorking Groups
(WGs). The WGs consist of HCI experts from around the world, who seek to expand
knowledge and find solutions to HCI issues and concerns within their domains. The list
of current TC13 WGs and their area of interest is given below:

• WG 13.1 (Education in HCI and HCI Curricula) aims to improve HCI education at
all levels of higher education, coordinate and unite efforts to develop HCI curricula
and promote HCI teaching.

http://ifip-tc13.org/
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• WG 13.2 (Methodology for User-Centred System Design) aims to foster research,
dissemination of information and good practice in the methodical application of HCI
to software engineering.

• WG 13.3 (Human Computer Interaction, Disability and Aging) aims to make HCI
designers aware of the needs of people with disabilities and older people and encour-
age development of information systems and tools permitting adaptation of interfaces
to specific users.

• WG 13.4/WG2.7 (User Interface Engineering) investigates the nature, concepts and
construction of user interfaces for software systems, using a framework for reasoning
about interactive systems and an engineering model for developing user interfaces.

• WG 13.5 (Resilience, Reliability, Safety and Human Error in System Development)
seeks a framework for studying human factors relating to systems failure, develops
leading-edge techniques in hazard analysis and safety engineering of computer-based
systems, and guides international accreditation activities for safety-critical systems.

• WG 13.6 (Human-Work Interaction Design) aims at establishing relationships
between extensive empirical work-domain studies and HCI design. It will promote
the use of knowledge, concepts, methods and techniques that enable user studies to
procure a better apprehension of the complex interplay between individual, social and
organisational contexts and thereby a better understanding of how and why people
work in the ways that they do.

• WG 13.7 (Human–Computer Interaction and Visualization) aims to establish a study
and research program that will combine both scientific work and practical applica-
tions in the fields of Human–Computer Interaction and Visualization. It will integrate
several additional aspects of further research areas, such as scientific visualization,
data mining, information design, computer graphics, cognition sciences, perception
theory, or psychology into this approach.

• WG 13.8 (Interaction Design and International Development) aims to support and
develop the research, practice and education capabilities of HCI in institutions and
organisations based around the world taking into account their diverse local needs
and cultural perspectives.

• WG 13.9 (Interaction Design and Children) aims to support practitioners, regula-
tors and researchers to develop the study of interaction design and children across
international contexts.

• WG13.10 (Human-Centred Technology for Sustainability) aims to promote research,
design, development, evaluation, and deployment of human-centred technology to
encourage sustainable use of resources in various domains.

IFIP TC13 recognises contributions to HCI through both its Pioneer in HCI Award
and various paper awards associated with each INTERACT conference. Since the pro-
cesses to decide the various awards take place after papers are sent to the publisher for
publication, the recipients of the awards are not identified in the proceedings.

The IFIP TC13 Pioneer in Human-Computer Interaction Award recognises the con-
tributions and achievements of pioneers in HCI. An IFIP TC13 Pioneer is one who,
through active participation in IFIP Technical Committees or related IFIP groups, has
made outstanding contributions to the educational, theoretical, technical, commercial, or
professional aspects of analysis, design, construction, evaluation, and use of interactive

http://ifip-tc13.org/
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systems. The IFIP TC13 Pioneer Awards are presented during an awards ceremony at
each INTERACT conference.

In 1999, TC13 initiated a special IFIP Award, the Brian Shackel Award, for the most
outstanding contribution in the form of a refereed paper submitted to and delivered at
each INTERACT Conference, which draws attention to the need for a comprehensive
human-centred approach in the design and use of information technology in which
the human and social implications have been considered. The IFIP TC13 Accessibility
Award, launched in 2007 by IFIPWG13.3, recognises themost outstanding contribution
with international impact in the field of ageing, disability, and inclusive design in the
form of a refereed paper submitted to and delivered at the INTERACT Conference. The
IFIP TC13 Interaction Design for International Development Award, launched in 2013
by IFIP WG 13.8, recognises the most outstanding contribution to the application of
interactive systems for social and economic development of people around the world
taking into account their diverse local needs and cultural perspectives. The IFIP TC13
Pioneers’ Award for Best Doctoral Student Paper at INTERACT, first awarded in 2019,
is selected by the past recipients of the IFIP TC13 Pioneer title. The award is made to
the best research paper accepted to the INTERACT Conference which is based on the
doctoral research of the student and authored and presented by the student.

In 2015, TC13 approved the creation of a steering committee for the INTERACT
conference. The Steering Committee (SC) is currently chaired by Marco Winckler and
is responsible for:

• Promoting and maintaining the INTERACT conference as the premiere venue for
researchers and practitioners interested in the topics of the conference (this requires
a refinement of the topics above).

• Ensuring the highest quality for the contents of the event.
• Setting up the bidding process to handle future INTERACT conferences. Decision is

made up at TC13 level.
• Providing advice to the current and future chairs and organizers of the INTERACT

conference.
• Providing data, tools, and documents about previous conferences to future conference

organizers.
• Selecting the reviewing system to be used throughout the conference (as this impacts

the entire set of reviewers).
• Resolving general issues involved with the INTERACT conference.
• Capitalizing on history (good and bad practices).

Further information is available at the IFIP TC13 website: http://ifip-tc13.org/.

http://ifip-tc13.org/
http://ifip-tc13.org/
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AHO-Guide: Automatically Guiding
the Head Orientation of a Local User

in Augmented Reality to Realign
the Field of View with Remote Users

Lucas Pometti(B) , Charles Bailly , and Julien Castet

Immersion SA, Bordeaux, France
{lucas.pometti,charles.bailly,julien.castet}@immersion.fr

Abstract. Augmented Reality (AR) offer significant benefits for remote
collaboration scenarios. However, when using a Head-Mounted Display
(HMD), remote users do not always see exactly what local users are
looking at. This happens when there is a spatial offset between the center
of the Field of View (FoV) of the HMD’s cameras and the center of the
FoV of the user. Such an offset can limit the ability of remote users to see
objects of interest, creating confusion and impeding the collaboration. To
address this issue, we propose the AHO-Guide techniques. AHO-Guide
techniques are Automated Head Orientation Guidance techniques in AR
with a HMD. Their goal is to encourage a local HMD user to adjust
their head orientation to let remote users have the appropriate FoV of
the scene. This paper presents the conception and evaluation of the AHO-
Guide techniques. We then propose a set of recommendations from the
encouraging results of our experimental study.

Keywords: Augmented Reality · Mixed Reality · Remote
collaboration · Guidance · Field-of-View

1 Introduction

Seeing what other users see, do and in which context are key features for col-
laboration [29,35]. This is even more crucial when users are not collocated,
for instance in remote assistance scenarios [10,17]. Many approaches have been
explored to let users share a viewpoint from their workspace, from mobile devices
[9] to robotic systems with cameras [10]. In this paper, we focus on Augmented
Reality (AR) with Head-Mounted Displays (HMDs). Most HMDs are equipped
with cameras and leave the hands of the user free. Turning the head around
is enough to show to remote users the local workspace from a first-person
perspective.

Supplementary Information The online version contains supplementary material
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Fig. 1. Example of Field of View miss-alignment in a collaborative setting with an
Augmented Reality HMD. a) Overview of the complete workspace. b) Vision of the
local user wearing the HMD. c) Vision of the remote user seeing the headset video
stream. The Field of View is vertically shifted, partially masking the augmented scene.

However, that does not mean that remote users see exactly the same view
than the HMD wearer. As illustrated in Fig. 1, there can be a non-negligible gap
between the two. This is for instance the case with the Hololens 2 HMD from
Microsoft: the center of the Field of View (FoV) of the HMD’s cameras is higher
than the center of the HMD wearer’s FoV. The result is a shifted view for remote
users, who see only partially the main object of interest. This phenomenon can cre-
ate confusion and harm the collaboration between users. While it may not have
a significant impact in some application contexts, slowing down the collaboration
and creating misunderstandings can be very problematic in critical contexts like
industrial remote assistance [10] or augmented surgery [3,8]. One solution could
be to let remote users ask the HMD wearer to re-orient the head so that they bet-
ter see the scene. This may slow down the collaboration and force remote users
to guide the HMD wearer towards a more suitable viewpoint. Another approach
could be to let HMD wearers visualize what remote users can see so that they
can adjust their FoV as needed. Nonetheless, this puts the burden of monitor-
ing and adapting the FoV on the HMD wearer’s shoulders. While acceptable for
simple tasks, this additional burden is not suitable for mentally-demanding tasks
like surgery [3]. Instead of relying on user actions, we explore in this paper an
automated approach. The AHO-Guide techniques we propose are AR techniques
designed to automatically encourage users wearing the HMD to adjust their head
orientation. This way, remote users can see the salient part of the scene correctly.
Our goal is to investigate the following research questions:

– Does an automatic detection and guidance approach can facilitate the work
of the local user wearing the HMD? What are the impacts of the automation
compared to letting users fully handle FoV adjustments?

– To what extend an automatic approach is distracting users? What level of
intrusion and visual occlusion is acceptable to encourage the HMD wearer
to quickly adjust the FoV without impacting too much the main task to be
performed?
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This paper contributes to explore these questions. We first detail the design
of the 3 AHO-Guide techniques. Then, we evaluate these techniques through
an experimental study. We use the results of this study to propose a set of
recommendations about the automatic detection of shifted FoV and guidance
techniques to correct this shift. These recommendations focus on 1) cognitive
load considerations and 2) distraction and visual occlusion considerations.

2 Related Work

AHO-Guide techniques are inspired by previous studies about remote collabo-
ration scenarios in Augmented Reality (AR). The following sections summarize
recent advances on AR with an HMD for remote collaboration. We also consider
attention guiding techniques and shared activity cues that could encourage a
local user to adjust their FoV for remote users.

2.1 Seeing the Local Workspace

There is a large panel of literature investigating collaborative AR for many appli-
cations domains, including medicine [8], remote assistance in industrial contexts
[10] or even education [25]. But independently of the application domain, conver-
sational cues like voice and gestures are often not enough to support efficiently
remote collaboration. The system should also provide to remote users a way
to perceive the local workspace [35]. Some authors like Gauglitz et al. explored
using mobile devices to offer a first-person view of the scene to remote users
[9]. However, this approach forces the local users to hold the device with one or
two hands, which is not suitable in many contexts like augmented surgery [8]
or manufacturing [23]. Head-mounted displays (HMDs) and body-worn devices
[27] allow to share a first-person view of the workspace while letting the wearer’s
hands free. For instance, Lee et al. proposed a system where a 360◦ camera
in mounted on top of a HMD [19]. Such a system allows the remote helper to
explore the whole scene panorama, even if the origin of the viewpoint is still
linked to the local user’s head. To avoid this issue, Gurevich et al. proposed a
system based on a wheeled platform with cameras to let a remote user remotely
explore the workspace [10]. This TeleAdvisor system is nonetheless design to
offer an external and independent viewpoint of the scene. It may be difficult to
get the exact first-person view of the local user (“through the eyes” view) due
to the platform size.

Positioning of Our Study: In our work, we want remote users to have this
exact view from the local user. We thus focus on HMDs streaming in real-time
the mixed reality scene.

2.2 Explicitly Guiding the HMD Wearer

If remote users cannot see exactly what they want, they could simply guide the
local user towards a more suitable viewpoint. Many previous studies investigated



6 L. Pometti et al.

guidance techniques for this kind of scenario. Huang et al. divided explicit guid-
ance cues into 4 main categories: pointer-based techniques, sketches and annota-
tions, hand gestures and object-model techniques [13]. The 3 first categories are
quite common, especially annotations [8,10]. However, object-model techniques
are less frequent. Huang et al. regrouped in this category studies where a virtual
model of task objects where shared with the local user to illustrate complex steps
[13]. For instance, Oda et al. proposed to use virtual replicas of engine parts to
facilitate assembly tasks [22]. Beyond these four categories, another distinction
can be made: the intention of 1) guiding the attention towards a specific target
(for instance, an object) or 2) encouraging the local user to adopt a given scene
viewpoint. Many studies investigated AR techniques and visualizations to guide
the attention towards an object [30,31] or location [33]. Some techniques also
focus on offscreen targets to compensate the limited FoV of AR devices [24]. On
the contrary, some previous studies worked on techniques to guide to another
viewpoint. For instance, LeChenechal et al. proposed an AR system with vir-
tual stretchable arms to help the HMD wearer to be correctly positioned in the
workspace [5]. Sukan et al. proposed ParaFrustrum, a visualization technique to
guide a user to a constrained set of positions and orientations [32].

Independently of these categorizations, it is important to keep in mind cog-
nitive aspects related to explicit guidance techniques. For instance, Harada et al.
observed that the direction of guidance could have an influence on the interaction
and participants’ cognitive load [11]. Markov et al. investigated the influence of
spatial reference on visual attention and workload and observed that egocentric
viewpoint guidance can be more efficient than allocentric guidance [20].

Positioning of Our Study: We hypothesize that letting remote users explicitly
guide the local user to adjust the FoV slows down the collaboration and increase
cognitive load. Instead, we want to investigate automatic techniques, without
input from remote users. Besides, we focus on egocentric guidance only.

2.3 Implicitly Sharing Activity Cues

To avoid explicit input from remote users, previous studies have explored implicit
cues [13]. Sharing activity cues may help the HMD wearer to realize when to
adjust the FoV to the current point of attention of their collaborator. Many
studies considered eye-gaze as a promising implicit cue to communicate activity
and intentions [1,16,18,28]. For instance, Akkil et al. studied shared eye-gaze
and the influence of the remote user’s awareness of the eye-gaze sharing [1].
Blattgerste et al. compared eye-gaze and head-gaze [2] while Piumsomboon et
al. also compared them with a FoV cue [26]. While head-gaze may be slower
than eye-gaze [2], it can also be judged as more useful, easier to use and less
confusing [26]. Other authors explored the combination of modalities, like Wang
et al. with a system based on shared 2.5D gestures and eye-gaze [34].

Positioning of Our Study: Implicit cues require the HMD wearer to monitor
them to keep track of the activity of remote users. We hypothesize that it may
cause distraction and increase the HMD wearer’s cognitive load. Our goal is
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to offload this work to the system. This way, we hope that the HMD wearer
can better focus on the task and only adjust the FoV when needed instead of
monitoring the activity of collaborators.

3 Proposed AHO-Guide Techniques

The main factor which influenced the conception of AHO-Guide techniques was
the trade-off between user attention and the emergency of the FoV shift. We
wanted the HMD wearer to be able to adjust the FoV quickly and precisely
when needed. However, creating visual occlusion and drawing the user’s atten-
tion could significantly impact the task currently performed. The first factor
we wanted to explore was the level of distraction the technique could create for
users. To do so, we chose to focus on visual occlusion, which particularly matters
in AR due to the limited size of augmented FoV. The second axis we considered
was the different spatial reference of guidance cues. On the one hand, visual cues
anchored on the HMD FoV (hereafter noted FoV-anchored) are always visible
for the user but can quickly create visual clutter. On the other hand, World-
anchored cues are spatially anchored within the scene, but may be outside of
the augmented FoV of the HMD.

By combining our two axes, we conceived three AHO-Guide techniques: Tar-
getZone, HeadAvatar and Mask. These techniques are illustrated in Fig. 2.

Fig. 2. Overview of the proposed AHO-Guide techniques. Example where the local
user needs to realign the FoV to the right for remote users to better view the scene.
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TargetZone: The goal of the TargetZone technique is to limit visual occlusion.
When a FoV shift is necessary, a red empty square and a blue arrow appear in
the center of the user’s FoV (FoV-anchored cues). The blue arrow indicates the
direction of the FoV shift to be made and points towards a blue visor in the scene
(World-anchored cue). The user simply has to align the red square (similarly to
a 2D homing task) with the visor to reach a viewpoint suitable for remote users.
Upon reaching this viewpoint, the visual cues disappear.

HeadAvatar: This technique consists in displaying a virtual head model fac-
ing the user (FoV-anchored cue). The orientation of the head cue and a blue
arrow indicate which movement should be performed to reach a suitable head
orientation. Both these cues are adapted in real time based on the movements
of the user. There is no World-anchored cue in this technique. Nonetheless, we
hypothesized that showing a head model could be more explicit and clear than
abstract cues like in TargetZone, which may help users despite the higher level
of intrusion.

Mask: We designed the Mask technique to explore how we could constraint users
to adjust the FoV as soon as possible. To do so, we hide nearly all the augmented
FoV with an opaque orange mask when the technique triggers. Only a circular
area centered on the target viewpoint is visible (World-anchored Cue). If the user
is far from this viewpoint (area outside of the HMD FoV), then a small circular
area on the side is left visible to indicate in which direction the user should turn
the head (FoV-anchored cue). To limit creating too much distraction, the mask
appears progressively. Besides, we chose a dark orange color to find an acceptable
compromise between opacity and brightness.

An important aspect of AHO-Guide techniques is the automated trigger of
these techniques. Determining the current object of interest for users and if
remote users have a suitable view of it is a complex task. Performing this detec-
tion robustly and in real-time is out of the scope of the current study. Nonethe-
less, it is possible to obtain an approximation using activity cues like the HMD
wearer’s eye gaze [28]. Besides, each HMD affected by the FoV miss-alignment
has a fixed offset which can be computed or at least empirically approximated.

4 Experimental Protocol

We conducted an experimental study to explore our research questions about
impact of automatic detection and guidance of FoV realignment. To do so, we
designed a AR task to compare our AHO-Guide techniques to a baseline, non-
automated technique described below. Our goal is not to determine which tech-
nique is the best. Instead, we investigate a diverse panel of approaches within
these techniques to find which factors seem the most impactful.

4.1 Task

Our goal was to create a collaboration scenario where the HMD wearer would
have to realign their FoV. We also wanted to engage participants in different
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visual tasks to investigate the impact of the techniques on task distraction and
visual occlusion. To do so, participants were playing the role of a shepherd in
an AR game with asymmetric collaboration. Their goal was to protect a sheep
enclosure from the attacks of wolves. They were helped by a remote player
called hereafter the hunter, interpreted by an experimentor in the same room.
An overview of the setup and AR game is available in Fig. 3.

Fig. 3. Overview of the AR shepherd game used as experimental task.

Overall, the task was divided into 4 phases:

1. Watch the sheep. Participants seated and started by looking at a forest clear-
ing with a virtual sheep enclosure displayed in front of them. Upon pressing a
virtual button to start the trial, a number appeared in the enclosure to show
the number of sheep present inside the enclosure. They had three seconds to
memorize this number.

2. Find attacking wolves. After the three seconds, a wolf alert was triggered and
the sheep number disappeared. Participants had to look around the woods
nearby the enclosure to find the attacking wolves.

3. Evaluate the threat and help the hunter. Upon finding the attack location, par-
ticipants had to addition the number displayed near each wolf to evaluate the
pack threat. Red wolves threat had to be doubled. In parallel, they also had
to help the hunter scare the wolves. Two seconds after locating the wolves, the
current technique was triggered in a random direction to encourage partici-
pants to re-align their FoV. Once the hunter’s FOV was correctly centered on
wolves, the hunter could release a shepherd dog towards the wolves to make
them flee.
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4. Decide if the sheep should be sheltered for the night. Once the wolves were
gone, participants could resume their counting task if needed (the numbers
stayed visible). Then, they had to go back to the sheep enclosure and decide
if the sheep should be sheltered for the night (wolf threat > sheep number)
or if the sheep could stay in the enclosure (wolf threat < sheep number). A
correct decision was awarded with +10 points (+0 for a wrong decision), then
participants could start another trial.

The task was inspired by an ISO pointing task design [15] and Wizard of
Oz techniques [6]. Wolf attacks were evenly split across 8 locations forming a
circular pattern centered on the sheep enclosure. The sheep number and wolf
threat assessment were designed to add memorization and calculus to the task
in order to increase participant’s cognitive load [4,12,14]. Our goal was to reflect
occupied real users who do not focus only on re-align their FoV for remote
users. When a FOV re-alignment technique was triggered, a sound notification
was played to notify participants (in addition to the visual feedback depending
on the technique). FOV re-alignement was associated with a direction (North,
West, South or East) because different HMDs may have different spatial offsets
between the cameras and wearer’s point of view. Besides, we also wanted to
take into account the fact that human attention can be biased among spatial
directions [11].

4.2 Participants and Apparatus

16 participants from 22 to 44 years old (sd = 6.9) were recruited for this study
from nearby universities and companies. As illustrated in Fig. 4, only 4 of them
were using AR on a regular basis (at least several times per month). Participants
were seated in a calm room and wore the Hololens 2 headset [21]. The real-
time video stream from the Hololens was sent to a nearby laptop running the
Windows Device Portal application. This allowed the experimentor seated in the
same room to follow the AR scene and play the role of the hunter.

Fig. 4. Demographic data about participants recruited for the study.

4.3 Selected Techniques

In addition to the three AHO-Guide techniques, we selected a reference tech-
niques without automation. SharedCursor was designed to be a continuous visual
feedback reflecting the activity of the remote user. Directly after starting a trial,
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participants could see a virtual white cursor representing the head cursor of the
hunter. This cursor was placed to match the order of magnitude of the Hololens 2
offset between the first-person view and the camera view sent to the hunter. No
additional reminder or cue was given to encourage participants to re-
align their FoV. In other words, the HMD wearer had to remember that they
needed to re-align the FoV to help the hunter before they could give their answer
about sheltering the sheep. On the contrary, we simulate automated techniques
(as detailed at end of Sect. 3). Still, with AHO-Guide techniques participants do
not have to remember or monitor implicit or explicit input from remote users to
re-align their FOV correctly.

4.4 Study Design

After initial explanations, participants performed 4 sets of trials (1 set per inter-
action technique). Each set began with 4 training trials followed by 8 recorded
trials. In addition to the technique currently tested, we considered two factors:
the wolves locations (8 possible locations, each visited once during recorded tri-
als) and the direction of the FOV re-alignment (4 possibilities, balanced random
order). Upon finishing the recorded trials for a given technique, participants
could take a short break before answering to an SUS questionnaire. Overall,
participants performed a total of 32 recorded trials (4 sets of 8 trials each). The
experiment took 45 min on average and the order of techniques was balanced
between participants using a Latin-square design.

4.5 Measures

We recorded all relevant time measurements during trials. This included but
was not limited to total trial times, times to find wolves locations and times
to realign the FOV, as shown in Fig. 5. SUS questionnaires were also given to
participants after each technique. Finally, for qualitative measures, we organized
semi-structured interviews at the end of the experiment. Questions included
ranking all techniques according to several criteria: easiness, speed, precision,
feeling of distraction and overall preference.

Fig. 5. Times measurements taken during trials.
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4.6 Data Analysis

We conducted statistical analysis using Repeated-measures ANOVA (with α =
0.05) followed by post hoc tests (pairwise t-tests) with Bonferroni correc-
tions. When a non-parametric test was more suitable (ANOVA assumptions
not respected or discrete data like number of errors), we employed a Friedman
test instead followed by a Wilcoxon post hoc test with Bonferonni corrections.
As suggested by Dragicevic [7], we aim at limiting as much as possible binary
interpretations of results. To do so, we put emphasis on confidence intervals,
effect sizes and nuanced language. In all Figures, error bars are 95% Confidence
Intervals (CI).

5 Results

5.1 Quantitative Results

We observed good evidence of difference between the 4 interaction techniques
in terms of total task completion time ((F (3, 45) = 2.5, p = 0.07). Partici-
pants needed an average of 21.2 s with TargetZone to perform a shepherd task,
22.7 s with Mask, 23.7 s with SharedCursor and 25.0 s with HeadAvatar. Over-
all, there was thus a difference of 3.8 s on average between the quickest and the
slowest technique. Post-hoc analysis highlighted a strong evidence of difference
between TargetZone and HeadAvatar (p = 0.009). To better understand this
phenomenon, we analysed each step of the task. As expected, we found no evi-
dence of difference for step 1 (Watch the sheep, constant time of 3 s) and step 2
(Find attacking wolves, identical for each technique). However, we observed good
evidence of difference for FoV realignment times, i.e. times between the trigger
of the technique and its end (F (3, 45) = 5.8, p = 0.002). More precisely, we
observed a strong evidence of difference between TargetZone (3.8 s on average)
and HeadAvatar (7.1 s on average) with p = 0.001. We also found good evidence
of difference between Mask (4.4 s on average) and HeadAvatar (p = 0.06). This
phenomenon is illustrated in Fig. 6.

No other evidence of difference was found about time measurements, wolf
location, technique direction or about the number of errors for each technique.
Nonetheless, we observed evidence of difference on the average SUS score. On
the one hand, TargetZone reached a high usability score of 87.1. On the other
hand, the three remaining techniques reached a lower average usability score:
71.2 for SharedCursor, 68.2 for HeadAvatar and 68.5 for Mask.

5.2 Qualitative Results

Results from the final questionnaire given to participant support the SUS scores.
12/16 participants ranked TargetZone as their favourite technique overall (see
Fig. 7). It was also perceived as a quick (ranked first by 11/16 participants),
precise (ranked first by 10/16 participants) and intuitive technique. Four partic-
ipants mentioned that TargetZone was similar to a video-game mechanism, in
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Fig. 6. Average FoV shift completion times and average SUS score per technique. Error
bars are 95% CI.

Fig. 7. Overview of technique ranking made by participants at the end of the study.

either a negative way or a positive way. For instance, P9 declared that it “may
not be appropriate for all professional contexts”.

SharedCursor was ranked as second favourite by half of the participants. 9/16
participants ranked SharedCursor as the least intrusive technique. Participants
found that having a cursor was not visually disturbing and allowed to be pre-
cise. P9 mentioned that the cursor could even be bigger without being visually
disturbing. Interestingly, we noticed of the video stream that 8/16 participants
forgot once to three times to realign the FoV during trials. After computing
the wolf pack strength, they directly went back to the sheep enclosure to give
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their answer. Upon seeing that the answer buttons were not yet displayed, they
remembered that they had to help the hunter and went back to the wolves to
realign the FoV.

A majority of participants judged that HeadAvatar was not precise enough
(12/16 ranked it last in terms of precision). 7/16 participants reported they
used only arrows to find the appropriate viewpoint, and 2/16 reported using
both arrows and the head cue. We also noted that despite the lack of precision,
half of participants found the technique intuitive and suitable for a tutorial or
beginner; 3/8 explained that they particularly appreciated the aesthetic quality
of this technique. Besides, 4/16 participants mentioned that HeadAvatar could
be useful when large head movements are required to realign the FoV.

Finally, opinions were mixed about the Mask technique. It was perceived
as an intrusive technique, which imposes a constraint (7/16 participants). For
instance, P14 mentioned: “I feel constrained more than assisted by it”. Nonethe-
less, 3 of these 7 participants also saw this constraint as a positive way, feeling
more guided since they had no choice other than realigning the FoV first. P9
found the technique “simple, not distracting because it’s quick and it allows to
switch to something else efficiently”. Only P13 reported trying to still count the
wolves despite the orange mask. Nonetheless, after a few trials, this participant
finally decided to change strategy and started realigning the FoV first. Overall,
we did not observe any feedback about visual, physical or mental fatigue from
participants.

6 Lessons Learned

6.1 Participants Preferred Having a Precise Indicator of Where
to Turn the Head

Overall, the TargetZone is the AHO-Guide technique which led to the best com-
promise between visual occlusion, speed and precision. To achieve the latter, it
seems that a majority of users preferred seeing the exact position they had to
reach when turning the head. We observed this despite the facts that 1) the
head movement amplitude was limited in our study and 2) participants did not
need a high level of precision to validate a FoV realignment (the hidden targets
we used for head ray-casting had a comfortable size). In our study, nearly all
participants who ranked HeadAvatar as their least favorite technique mentioned
a feeling of lack of precision. When choosing between using World-anchored and
FoV-anchored cues, we thus recommend designers to consider how to precisely
convey the location of the optimal head position.

6.2 Without Adapted Feedback, Participants Can Forget FoV
Realignment

The non-automated baseline technique SharedCursor led to a good performances
and feeling of precision while minimizing the level of intrusion. However, this last
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aspect can be a double-edged sword as half of participants forgot once or several
times to realign their FoV during trials. Such an observation suggests that a
passive cue based on implicit input from the remote user can sometimes not be
enough. If the local user’s cognitive load is high enough, the FoV realignment may
be forgotten. On the contrary, we did not observe any oversight with the three
AHO-Guide techniques. Of course, these three techniques created more visual
occlusion and made appear visual cues at the center of the FoV. Many factors can
influence to which extend a visual cue will draw user’s attention. This includes
visual cue size, placement, timing of trigger and visibility/contrast. Overall, we
thus encourage designers to consider all these factors instead of only relying
on classical passive cues linked to implicit input from remote users. Automated
techniques and momentary visual occlusion can be better to let remote users
fully view the salient part of the scene and facilitate the cooperation.

6.3 Forcing Immediate FoV Realignment Can Be Acceptable

Our study also suggests that it is possible to force an immediate FoV realign-
ment. With the Mask technique, all participants ended up realigning as soon as
possible their FoV. Of course, this approach forces users to interrupt their task
and partially hides their surroundings. Nonetheless, despite the extreme visual
occlusion, the constraint imposed by Mask was not always perceived negatively
by participants. Leaving no choice can sometimes be perceived as more simple.
We hypothesize that simply encouraging a FoV shift may leave more freedom
to users, but also more cognitive load since they have to determine themselves
the balance between their ongoing task and the need to help remote users to see
the scene. Automation can thus be applied at two stages: 1) the detection of the
FoV realignment need and 2) the immediate constraint to perform this realign-
ment. Depending on the context, task and user profile, forcing an immediate
realignment could thus be considered as a suitable option.

7 Limitations and Future Work

As a first exploration of the potential of AHO-Guide techniques, our study has
several limitations. First, our experimental evaluation included limited collabo-
ration between a participant and an experimentor. Secondly, we also considered
only limited amplitudes for FoV realignment to reflect the offset we initially
observed in the Hololens 2 HMD. Finally, we conceived a simple AR game with
arithmetic and memorization as the main study task. It would be interesting
to investigate further in more realistic contexts with a more complex task. Our
current goal is to investigate further cognitive load aspects of the interaction in
a more ecological collaboration context. In particular, we would like to quantify
the benefits of AHO-technique in terms of cognitive load compared to 1) a tech-
nique based on implicit input but active cues and 2) the baseline technique of
letting the remote user ask for a FoV realignment.
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8 Conclusion

This paper contributes to exploring how to encourage a local user in AR with a
HMD to realign their FoV with remote users. To do so, we proposed three AHO-
Guide technique. Experimental results suggest that AHO-Guide techniques like
TargetZone can reach high level of usability, user preference and feeling of pre-
cision. Besides, our techniques can prevent users from forgetting to adjust their
FoV, which is not always the case for techniques directly based on implicit cues
from remote users. Finally, we observed that forcing immediate FoV realign-
ment is possible and not always perceived as a negative constraint despite a
significant visual occlusion. The next step of our exploratory work will consist
in investigating further cognitive load aspects in a remote assistance context.
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Abstract. Multi-object acquisition is indispensable for many VR appli-
cations. Commonly, users select a group of objects of interest to perform
further transformation or analysis. In this paper, we present three multi-
object selection techniques that were derived based on a two-dimensional
design space. The primary design dimension concerns whether a tech-
nique acquires targets through point-based methods (selecting one object
at a time) or volume-based methods (selecting a set of objects within a
selection volume). The secondary design dimension examines the mech-
anisms of selection and deselection (cancel the selection of unwanted
objects). We compared these techniques through a user study, emphasiz-
ing on scenarios with more randomly distributed objects. We discovered,
for example, that the point-based technique was more efficient and robust
than the volume-based techniques in environments where the targets did
not follow a specific layout. We also found that users applied the dese-
lection mechanism mostly for error correction. We provide an in-depth
discussion of our findings and further distill design implications for future
applications that leverage multi-object acquisition techniques in VR.

Keywords: Multiple targets · Object selection · Virtual Reality

1 Introduction

The rapid development of virtual reality (VR) systems shows great potential for
its use in practice, such as in industrial design, data exploration, and professional
training [7,17,18]. Many of these application scenarios require the acquisition of
multiple targets altogether. For example, as shown in Fig. 1, a user wants to pick
up all the bottles in a virtual chemistry lab or acquire data points with certain
features in a 3D data cloud for further analysis.

To satisfy this particular need, many off-the-shelf VR applications, includ-
ing Google Blocks, Tilt Brush, Tvori, Microsoft Maquette, and Gravity Sketch,
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Fig. 1. Example scenarios of multi-object acquisition in VR. Left: a user is trying to
select all the bottles in a virtual chemistry lab. Right: a user is attempting to acquire
all the green data points in a data cloud for further investigation. (Color figure online)

have released a diverse range of multi-object acquisition techniques [25]. Some
techniques require users to select multiple targets by “touching” each one of
them (point-based selection), others allow the creation of a selection volume
that collects all of the objects inside (volume-based selection). These different
approaches indicate that there is still no consensus on which technique is the
most efficient and effective, thus highlighting the importance of investigating the
design space of multi-object acquisition in VR.

We highlight two design factors of VR multi-object acquisition that are still
underexplored in the existing literature. First, while volume-based selection tech-
niques have been proven to be useful in structured environments [16,28], further
research is needed to verify their performance in more randomized scenarios.
In these randomized scenarios, the position of targets does not follow a specific
layout and is difficult to predict (e.g., Fig. 1). Second, the effect of deselection,
the mechanism that helps users remove unwanted selections, remains unclear in
multi-object acquisition tasks. In such tasks where there are many interactable
objects, no matter whether they are desired or undesired, it is likely that users
will accidentally include unwanted objects in their initial selection. Thus, the
deselection technique allows them to correct their errors. It may even enable
new strategies for acquiring desired objects. For example, in a condition where
the majority of the objects are targets, users may prefer selecting a whole vol-
ume of objects with a volume-based selection technique first and then remove
unwanted objects with a deselection mechanism.

Our research, therefore, aims to explore how the choice of point-based and
volume-based selection techniques, especially under randomized environments,
and how the adoption of a deselection mechanism may affect user performance
and experience. To achieve this, we first define a two-dimensional design space
that considers point-/volume-based techniques and selection/deselection mecha-
nisms. We implemented three techniques based on the design space and evaluated
them in a user study that contains both randomized and structured scenarios.
We found that a point-based technique was more robust in randomized sce-
narios, while a volume-based technique can perform particularly well in more
structured, target-dense scenarios. We also found users rarely applied the des-
election mechanism and mostly used them for error correction. Based on our
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findings, we provide implications that can inspire future designs of VR multi-
object acquisition techniques.

2 Related Work

2.1 Object Acquisition in VR

Virtual pointing and virtual hand are the most common techniques for object
acquisition in current VR systems [20,23,35,41]. Virtual pointing selects an
object that intersects with a selection ray, while virtual hand selects an object
that is “grabbed” by a user’s hand. Many techniques have been proposed to over-
come the limitation of virtual pointing and virtual hands (see reviews [1,14]).
For example, because acquiring out-of-reach objects with a virtual hand is chal-
lenging, Poupyrev et al. [24] have proposed Go-Go which leverages a non-linear
mapping function between real and virtual hands to extend the user’s reach.
More recent work proposed Ninja Hands which uses many hands to further
extend the interactable area [26]. Baloup et al. [3] and Yu et al. [38] aimed to
tackle the selection of small or even occluded targets, which are challenging sce-
narios for virtual pointing because of hand tremors and visual occlusion. Wagner
et al. [32], on the other hand, tried to combine both virtual pointing and virtual
hands to allow the technique to be adaptable to more complicated scenarios.
However, most of these selection techniques were designed for selecting a sin-
gle target, while being limited in selecting multiple targets as a user can only
perform the selection serially (i.e., one target at a time).

2.2 Multi-object Acquisition

Multi-object acquisition is a frequent task for both 2D interfaces (e.g., desktop,
tablet) and 3D interfaces (e.g., VR). Dedicated techniques have been proposed
in the literature for such a task, which can be roughly categorized into two main
approaches: selecting targets point-by-point (serially, one-by-one) or group-by-
group.

2D Interfaces. There are several common interaction scenarios that require
tools for multi-object acquisition on 2D interfaces. A user may want to select
a subset of items for coloring, transformation, removal, or other further opera-
tions. One option is to select the targets one by one [28] by holding an additional
button (e.g., the Ctrl button). Another common option is to use a rectangle
lasso (i.e., a selection volume) to select a group of targets. For example, users
can select files by creating a rectangle area that encloses the desired files [34].
Mizobuchi and Yasumura’s work evaluated the performance of lasso selection
and found it was efficient in selecting targets that are aligned with high cohe-
siveness [21]. Another multi-object acquisition strategy is to automatically select
similar objects altogether based on certain algorithms that calculate a similar-
ity score (e.g., pixel-wise correlation) [8]. However, performance results from 2D
multi-object acquisition techniques may not be easily transferred to 3D because
of the additional depth dimension.
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3D Interfaces. Lucas et al. were the first to present a taxonomy of 3D multi-
object acquisition [16]. One design dimension was concurrency, which means
that a technique can enable the selection of either one object per operation
(serial selection) or a group of objects at once (parallel selection). The authors
conducted a user study to evaluate serial and parallel selection techniques, and
analyzed their selection performance within a structured environment where all
objects were placed on a grid. The authors found that the parallel selection
technique outperformed the serial technique when objects are placed on a highly
cohesive layout and when the number of target objects is large.

Ulinski et al. [29,30] also investigated techniques that select a group of objects
within a created box (cube). Specifically, three bimanual box creation methods
were evaluated, which were Two Corners (TC), Hand-on-Corner (HOC), and
Hand-in-Middle (HIM). The authors found that TC outperformed the two other
methods regarding both completion time and accuracy but can introduce more
arm strain. Other researchers have also investigated methods that create various
shapes of selection volumes. For example, Kang et al.’s technique [13] allowed the
creation of selection volumes with customizable shapes by performing different
hand gestures. Although this seemed to provide a handy way of fitting the layout
of the targets, it was shown to have lower efficiency when users wanted to adjust
the volume to a desired shape, and it was difficult for users to remember the
gesture set. Worm Selector [9] leveraged an easier method to create 3D volume by
auto-connecting multiple 2D surfaces to form a 3D worm-like volume. Although
this technique can be intuitive and efficient to use, it does not provide further
support on editing the selected volumes.

Physically-Based Volumetric Selection [4] allowed users to manipulate the
position of objects before making a selection so that they can cluster the desired
objects first and then apply a selection volume. This mimics how people would
manipulate multiple objects in the physical world. However, this technique lacks
efficiency since it takes time to translate objects. Magic Wand [28] leveraged a
grouping mechanism that automatically selects objects based on their local prox-
imity to other objects. The technique was shown to be highly efficient and easy
to use when the object layout followed certain structures. Slicing-Volume [22]
used a tablet to map 3D data points onto 2D surfaces and enabled group-based
selection by using a controller and a pen metaphor. Balloon [5] uses a 2D inter-
face to control the selection in 3D environments through a balloon metaphor.
The size of the position of the selection volume (i.e., the balloon) was controlled
by a user’s fingers.

Existing research has also investigated point-based selection techniques that
can be applied for selecting multiple objects serially in 3D interfaces. Brushing
mechanisms [12] select objects that intersect with the trajectory of the virtual
hand or end-point of the ray. Sewing [15] selects an object by penetrating its
surfaces which simulates the real-life action of sewing with a needle and fabric.

Summary. We have identified two gaps in the literature. First, while most
previous studies focus on applying volume-based selection techniques for more
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structured environments, it is unclear if they are still beneficial compared to
point-based selection in randomized target layouts where the location of the tar-
gets can be difficult to predict [18,25]. Second, while previous research focuses
on the selection phase of the acquisition process, the effect of object deselection
(removing unwanted objects) has not been investigated. The ability of deselec-
tion can influence the overall selection strategies (e.g., selecting a large volume of
objects that may include distractors and then trimming them off via deselection
methods).

3 Technique Design

3.1 Design Space

We divided the design space into two dimensions. In the first design dimension,
we separated a multi-object acquisition task into two action phases: selection and
deselection. Selection represents the process of acquiring or identifying a partic-
ular subset of objects from the entire set of objects available [14]. Deselection
represents the process of removing a subset of objects from the selected set of
objects. In the second design dimension, we had point-based and volume-based
techniques. A point-based method selects/deselects objects one by one while
a volume-based method enables the selection/deselection of objects group by
group. We used volume-based techniques because our literature review showed
that it was the most prevalent for selecting multiple targets at once. Therefore,
the design space leads to four combinations of techniques as shown in Fig. 2.
Among the four combinations, we deemed that point-based selection + volume-
based deselection to be counter-intuitive because users rarely select a series of
wrong objects individually and then deselect all of them. We thus removed it
from further exploration.

Fig. 2. Our design space resulted in four combinations of multi-object acquisition tech-
niques.

3.2 Techniques

Based on the design space, we derived three techniques for multi-object acquisi-
tion. We made the following design factors consistent across all the techniques
so that we could compare them through an experiment. All techniques leveraged
game controllers rendered in the virtual environment as an indicator of the hand
position. The techniques could be used with either one of the hands. There was
consistent visual and audio feedback when object selection or deselection was
triggered. Additionally, we rendered an outline to an object if it was selected
and removed it once it was deselected.
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PSPD (Point Selection + Point Deselection). With PSPD, a user can
select an object by touching the object with the controller and pressing the
trigger button (see Fig. 3). A group of objects can be selected by triggering the
selection of each object serially. One can deselect an object by touching the
selected object and pressing the trigger. Deselection of a group of objects also
happens serially. This technique is similar to virtual hands [23] but applied in
the context of multi-object acquisition.

Fig. 3. With PSPD (Point Selection + Point Deselection), a user can select/deselect
an object by touching the object with the controller and pressing the trigger button.

VSVD (Volume Selection + Volume Deselection). With VSVD, a user
can select/deselect a group of objects with a volume-based selection mechanism.
A user starts the process by creating a box-shape volume. Once the user presses
the trigger of a controller, a box corner is initiated and fixed at the same position.
The diagonal corner of the box updates as the position of the controller updates,
so that the size of the box increases or decreases based on a user’s action (see
Fig. 4). Once the user releases the trigger, all objects within the box volume will
be selected, and the selection box disappears. The same process is applied to the
deselection phase.

A user can switch between selection and deselection mode by pressing the
primary button of a controller. The mode was set to selection mode by default
while entering a task. An indication of mode was attached to the center of the
virtual controller, with a “+” sign representing the selection mode and the “-”
representing the deselection mode. Unlike PSPD, we explicitly separated the
two modes because we found it could cause user confusion if the two modes were
combined during our pilot test.

We chose a box-shape selection volume to mimic the Two Corner technique
proposed by Ulinski et al. [29,30], where the creation of a box was defined by the
positions of two diagonal corners. However, unlike the Two Corner technique,
which used both hands to manipulate the corners, our technique leveraged a
single hand to create the cube to be consistent with the PSPD technique. The
selection volume for both modes is semi-transparent, which was deemed as an
effective representation of a fix-shaped selection box [37,40]. We distinguished
the two modes further by using a green box to represent the selection box and
a yellow box to represent the deselection box.
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Fig. 4. With VSVD (Volume Selection + Volume Deselection), a user can
select/deselect a group of object at once by creating a selection/deselection volume.

VSPD (Volume Selection + Point Deselection). With VSPD, a user can
select a group of objects with a box-shape selection volume, like VSVD. The
user can deselect one object at a time with the point-based mechanism, as in
PSPD. The technique also has two explicit modes for selection and deselection,
which requires a button click to switch between the different modes (Fig. 5).

Fig. 5. With VSPD (Volume Selection + Point Deselection), a user can select a group
of objects through a selection volume and deselect one object at a time.

4 User Study

4.1 Participants and Apparatus

We recruited 12 participants (5 women, 7 men) between the ages of 19 to 27
(mean = 22.83). Participants self-reported their familiarity with VR, and all of
them had rather limited knowledge of VR (mean = 2.08, on a 5-point Likert
scale). The system was implemented in Unity and the study was conducted on
an Oculus Quest 2 headset.

4.2 Task Scenarios

We employed two types of task scenarios: randomized scenarios and structured
scenarios. As we wanted to test whether volume-based selection would still be
beneficial if the target layout was randomized and evaluate how selection and
deselection mechanisms affect user performance, we leveraged a controlled sce-
nario with randomly generated target layouts. Furthermore, as we also wanted
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to verify previous findings in more structured layouts, we also composed two
structured scenarios.

For both task scenarios, there were targets and distractors, and all of them
were selectable. While objects may be represented by different shapes in each
task (e.g., a sphere, a book, molecules), the targets were always set in red to
make them consistent across the tasks. All the tasks were in the primary working
space [36] where objects were all in front of the user and were within arm-reach
distance. We deemed that further manipulation of the objects normally happens
within this space.

Randomized Scenarios. In the randomized scenarios, all objects were gen-
erated in a random position within the region of 100 cm× 50 cm× 50 cm. The
objects were all spheres with a fixed diameter of 7.5 cm, representing a relatively
easier selection of each target as seen in previous work [2]. These scenarios were
designed to assess the techniques’ performance with more randomized target
layouts, such as selecting some data points for further analysis in an immersive
analytics scenario and acquiring certain items from a messy workspace, where
the target positions may not follow a particular structure. Programmatically, we
generated the objects with the built-in Random.Range function in Unity within a
bounding box. The targets could overlap with each other. Since the overlapping
could happen in all conditions, it is quite unlikely to be a confounding factor.

We varied two independent variables in the randomized scenarios: Task Dif-
ficulty and Target Majority. With Task Difficulty, we varied the total
number of each scenario, with a total of 15 objects in the simple condition and a
total of 40 in the difficult condition. The choice of these numbers was inspired by
the result of a previous study [16], which showed that the volume-based selection
techniques started to show a significant advantage over the point-based tech-
niques when the target number was large (around 30). With Target Major-
ity, we varied the proportion of the targets among all the objects. In the target
minority condition, the total number of target objects was approximately 1/3 of
the total number of objects, while in the target majority condition, the target
objects were 2/3 of the total objects. With this variable, we aimed to investigate
whether the proportion of the targets would affect a user’s strategy of using
selection and deselection methods (Fig. 6).

Fig. 6. Example conditions in the randomized scenarios.
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Structured Scenarios. We designed two application scenarios to verify find-
ings from previous research that volume-based selection techniques may have a
better performance when the layout of objects were more structured.

The first was a bookshelf scenario where participants were supposed to select
books from a bookshelf. There were a total number of 30 books (24 targets),
and all of them were in the size of 15 cm× 5 cm× 20 cm. There were a total of
4 layers on the bookshelf, where each layer contained 7 or 8 books (see Fig. 7,
left). The targets were always next to each other and the selection of targets was
predetermined. The second scenario was to select certain atoms from a molecule.
There were 28 atoms in the molecule and all of them had a diameter of 7 cm.
There were 6 non-target atoms inside the molecule, which were placed together
and were not in red. The two structured scenarios gave different layouts where
all objects were placed at the same depth in the bookshelf scenario and the
objects were placed at different depths in the molecule scenario. The parameters
(i.e., target size, the number of targets) were fixed. The target number for both
scenarios was larger than 20, with which the volume-based techniques were more
likely to excel [16].

Fig. 7. Structured scenarios: the bookshelf scenario (left) and the molecule scenario
(right).

In sum, we studied 6 scenarios (= 4 randomized scenarios + 2 structured
scenarios). The randomized scenarios were composed of 2 Task Difficulty ×
2 Target Majority, whereas the structured scenario consisted of 1 bookshelf
scenario (2D arrangement) and 1 molecule scenario (3D arrangement).

4.3 Evaluation Metrics

Performance Measures. To evaluate the techniques’ performance, we
employed the following two measures:

– Selection time: the time taken to complete the task for each trial.
– Error rate: the number of incorrect objects selected/not selected (i.e., false

positives and false negatives) in relation to the total number of objects. The
errors were recorded at the end of each trial, which was determined by par-
ticipants pressing a finishing button on the controller.
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Hand Movement Measures. We were interested in investigating how the
techniques influence hand movement distance, which can correlate with arm
fatigue [36,39].

– Hand movement distance: the aggregation of the hand movement distance by
accumulating the displacement of hand per frame.

Subjective Measures. We further measured participants’ subjective experi-
ence of using the techniques.

– User Experience Questionnaires - short version (UEQ-S) [27]: a questionnaire
on 7-point scales regarding user experience.

Strategy Measures. We were interested in participants’ strategies to solve
the multi-object acquisition task, particularly in volume-based selection meth-
ods (e.g., performing multiple separate selections or selecting a large volume of
objects and then teasing out unwanted objects). The following two measures
were used as indicators of users’ strategies.

– Number of operations: the number of selections/deselections have been made
for each task trial.

– Objects per operation: the averaged number of selected/deselected objects in
each operation of selection or deselection. If there is no such operation in a
trial, the value is set to zero.

4.4 Design and Procedure

The study employed a 3× 6 (techniques × scenarios) within-subject design. The
techniques and scenarios have been introduced in previous sections. For each
condition, we provided 7 repetitive trials to balance the stability of the results
and user engagement in the study. Different trials had different targets and
positions (i.e., re-randomized). The 4 randomized scenarios and 3 techniques
were counterbalanced for 12 participants, and the structured scenarios appeared
after the randomized conditions.

Before the experiment, participants were briefly introduced to this study and
were asked to fill out a pre-test demographic questionnaire. Participants were
instructed on how to use the VR system and the techniques and had enough time
to practice before the start of each session. We did not prime participants on
different selection strategies to simulate how the techniques would be used in real-
world scenarios. During the experiment, participants remained seated, with no
physical obstacles within arm-reach distance. They were also asked to complete
the task as quickly and accurately as possible. User feedback was collected with
UEQ-S after participants completed a technique in each scenario. Participants
were asked to take a break before starting a new technique. After they completed
all the tasks, participants were asked to rank the techniques and provide oral
feedback regarding the experience of using each technique. The experiment lasted
around 45 min in total for each participant.
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4.5 Hypotheses

We were specifically interested in verifying the following three hypotheses via
our user study.

– H1. The point-based selection technique (PSPD) will outperform the volume-
based selection techniques (VSVD and VSPD) in randomized scenarios where
the majority of the objects are distractors. Because the number of targets is
not high in those cases, selecting objects in groups may make less sense with
a randomized layout.

– H2. The volume-based selection techniques (VSVD and VSPD) will outper-
form the point-based selection technique (PSPD) in randomized scenarios
where the majority of the objects are target objects, as it might be easier for
users to make a large group selection and remove unwanted objects rather
than selecting the targets additively.

– H3. The volume-based selection techniques (VSVD and VSPD) will outper-
form the point-based selection technique (PSPD) in the structured scenarios
because the two volume-based techniques can select multiple clustered objects
at once.

5 Results

We collected 1512 trials of data (12 participants × 3 techniques × 6 scenarios ×
7 repetition) from the within-subject experiment. The trials that had time and
error rates greater than three deviations from the mean value had been discarded
in each condition (30 trials, 3% in the randomized scenarios; 18 trials, 3.6% in
the structured scenarios). After removing the outliers, we performed Shapiro-
Wilk normality tests. The results indicated that the data were not normally
distributed. Hence, we used Aligned Rank Transform [33] to pre-process the
data in both scenarios. We further conducted repeated-measures ANOVA (RM-
ANOVA) and ART-based pairwise comparisons [10] to evaluate the performance
and user experience of different techniques. In the following sections, we focus on
main effects and two-way interaction effects that are related to the Technique
factor, because our main goal was to explore the difference in techniques under
various conditions. We present the raw statistical results in the supplementary
material.

5.1 Randomized Scenarios

Selection Time. RM-ANOVA showed that Technique had a significant
impact on task completion time (F2,954 = 103.50, p < .001, η2

p = 0.18). On
average, the point-based selection technique (PSPD) took the least amount
of time while VSPD took the longest (see Fig. 8 left). An interaction effect
between Technique and Target Majority on complete time was identified
(F2,954 = 18.98, p < .001, η2

p = 0.04)—the influence of the majority of target-
major or distractor-major on the two volume-based selection techniques (VSVD
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and VSPD) was significantly larger than on the point-based selection technique
(PSPD), as shown in Fig. 8 right. In the target minority scenario, the difference
between VSVD and PSPD was not as large as in the target majority scenario.

Fig. 8. Left: Average selection time (±1S.E.) of the techniques in the randomized
scenarios. Right: interaction effect between Technique and Target Majority.

Error Rate. RM-ANOVA showed that Technique had a significant main
effect on error rate (F2,954 = 13.74, p < .001, η2

p = 0.03). Interactions between
Technique × Target Majority (F2,954 = 27.84, p < .001, η2

p = 0.06) and
Technique × Task Difficulty (F2,954 = 18.06, p < .001, η2

p = 0.04) were also
identified. Pairwise comparisons showed that PSPD had a lower error rate than
VSVD (p = .024), while VSVD led to lower error rate than VSPD (p = .031).
However, the overall error rates of the techniques were very low (PSPD: 0.97%;
VSVD: 1.15%; VSPD: 1.19%;).

Hand Movement Distance. RM-ANOVA indicated that Technique had
a significant main effect on hand movement distance (F2,954 = 56.84, p <
.001, η2

p = 0.11). As in Fig. 9 left, the two volume-based techniques led to
longer hand movement distance than the point-based technique (both p < .001).
An interaction between Technique and Target Majority was also identi-
fied (F2,954 = 8.79, p < .001, η2

p = 0.02). While the hand movement distance
increased when the majority of the objects became targets, as indicated in Fig. 9
right, the influence of Target Majority was much larger on the volume-based
techniques than on the point-based technique. We also observed that the hand
movement distance of the three techniques did not differ significantly in the
target minority condition.

Number of Operations. For the number of selection operations, RM-ANOVA
indicated that Technique had a significant main effect (F2,954 = 797.99, p <
.001, η2

p = 0.63). Interaction effects of Technique × Target Majority
(F2,954 = 268.29, p < .001, η2

p = 0.36) and Technique × Task Difficulty
(F2,954 = 518.24, p < .001, η2

p = 0.52) were also identified. As shown in Fig. 10
left, the point-based technique (PSPD) required significantly more operations



32 Z. Wu et al.

Fig. 9. Left: Average hand movement distance (±1S.E.) of the techniques in the ran-
domized scenarios. Right: an interaction effect between Technique and Target Majority.

than the other two volume-based techniques (VSVD and VSPD) when the tar-
get number was high in the difficult condition. Also, the number of selection
operations of the three techniques was quite similar in the other three condi-
tions.

For the number of deselection operations, RM-ANOVA suggested that Tech-
nique had a significant main effect (F2,954 = 98.30, p < .001, η2

p = 0.17). Interac-
tion effects of Technique × Target Majority (F2,954 = 4.10, p = .017, η2

p =
0.01) and Technique × Task Difficulty (F2,954 = 42.97, p < .001, η2

p = 0.08)
were also identified. Overall, as shown in Fig. 10 right, the number of deselection
operations was quite low (i.e., less than 1.15 on average). The number for the
difficulty-target major condition was slightly higher for all techniques than for
the other conditions.

Fig. 10. Average number of (de-)selection operations in the randomized conditions.

Objects per Operation. For the number of objects per selection opera-
tion, RM-ANOVA indicated that Technique had a significant main effect
(F2,954 = 438.78, p < .001, η2

p = 0.48). Interaction effects of Technique ×
Target Majority (F2,954 = 154.05, p < .001, η2

p = 0.24) and Technique ×
Task Difficulty (F2,954 = 130.46, η2

p = 0.21) were also identified. As shown in
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Fig. 11. Average number of (de-)selected objects per operation in the randomized
conditions.

Table 1. Summary of the statistical main effects of Technique on the evaluation metrics
in the structured scenarios.

Dependent Variable Bookshelf Molecule

F-value p-value η2
p F-value p-value η2

p

Selection time 38.06 <.001 0.25 1.50 0.224 0.01

Error rate 3.35 0.037 0.03 1.74 0.176 0.02

Distance 14.92 <.001 0.11 3.94 0.021 0.03

Selection operation num 378.28 <.001 0.77 325.02 <.001 0.74

Deselection operation num 66.52 <.001 0.37 5.54 .004 0.05

Objects per selection 436.07 <.001 0.79 376.65 <.001 0.77

Objects per deselection 36.91 <.001 0.24 4.09 .018 0.03

Fig. 11, the number of selected object per operation was higher in the difficult-
target majority condition for both volume-based selection techniques (VSVD
and VSPD).

For the number of objects per deselection operation, RM-ANOVA indi-
cated that Technique had a significant main effect (F2,954 = 77.84, p <
.001, η2

p = 0.14). An interaction effect of Technique × Task Difficulty
(F2,954 = 25.12, p < .001, η2

p = 0.05) was also identified. Very limited objects
were getting deselected per operation (i.e., lower than 1 on average) for all the
techniques.

5.2 Structured Scenarios

We summarize the statistical main effects of Technique on different evaluation
metrics in Table 1 and the average results of the techniques in Fig. 12. More
details on the ART-based RM-ANOVAs and pairwise comparisons can be found
in the provided supplementary material.

In the bookshelf scenario, overall, the volume-based techniques (VSVD and
VSPD) were significantly faster than the point-based technique (PSPD), while
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Fig. 12. Average selection time, error rate, hand movement distance, number of selec-
tion/deselection operations, and number of selected/deselected object per operation
for both of the structured scenarios. Error bar indicates one standard error.

all of them maintained a relatively low error rate (<4%) throughout. VSPD
led to the lowest movement distance, while PSPD was the highest. The selec-
tion operations were significantly lower for the volume-based techniques (VSVD
and VSPD) than PSPD, and correspondingly, the objects per selection of these
techniques were significantly higher. The number of deselection operations was
significantly lower for VSVD and VSPD. The objects per deselection of VSPD
was the lowest while VSVD was the highest.

In the molecule scenario, overall, the performance difference in terms of selec-
tion time and error rate among the three techniques was not identified to be
significant. However, the hand movement distance while using VSPD was found
to be significantly higher than PSPD. Similar to the bookshelf scenario, we also
found that the volume-based techniques led to a much lower number of selection
operations and a higher object number per selection. VSVD led to significantly
lower deselection operations than PSPD, and VSPD led to a significantly lower
number of objects per deselection as compared to PSPD. We infer group selec-
tion led to higher accuracy during the selection phase in structured scenarios,
so there was less need to deselect objects.
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5.3 User Experience

The UEQ-S results are summarized in Table 2. Overall, the PSPD led to the
highest pragmatic value, while the VSVD and VSPD were more interesting to
use. VSVD led to slightly higher overall quality than PSPD.

Table 2. UEQ-S results of each technique (the higher the better).

Technique Pragmatic Hedonic Overall

PSPD 2.31 (Excellent) -0.04 (Bad) 1.14 (> Average)

VSVD 1.35 (> Average) 1.13 (> Average) 1.24 (> Average)

VSPD 1.18 (> Average) 0.5 (< Average) 0.84 (< Average)

5.4 Observations and Subjective Feedback

We observed that most participants tended to select the objects one by one rather
than creating selection volumes in the randomized environment even with the
volume-based selection techniques. One participant mentioned the reason behind
this behavior: the volume-based selection techniques were used as the point-based
selection technique by instantiating very small cubes, and that was an easier
way for this participant to complete the task in the randomized scenarios. In
fact, seven of the participants self-reported that they preferred to make multiple
separated selection operations rather than creating a large selection volume and
then make deselections to remove unwanted objects. Half of the participants did
not realize the later strategy, and the others felt the interaction of deselection
to be overly complicated in randomized scenarios.

We also observed that participants moved the controller forward and back-
ward repetitively to try to include or remove objects when creating a selec-
tion volume. Two of the participants commented that they had to make a few
attempts to resize the selection volume to know how far they have reached.

When asking participants to rank the techniques, PSPD was the most favorite
in general (10/12). Most preferred to use the volume-based selection techniques
in the structured scenarios and the point-based selection technique in the ran-
domized scenarios. Two of them further commented that VSVD was the most
useful in the structured scenarios since it could cancel the selection of more than
one object per operation.

6 Discussion

In the following, we compare and discuss the techniques based on our design
dimensions: point- vs. volume-based technique and selection vs. deselection. We
also examine the effect of different environmental factors (i.e., randomized vs.
structured scenarios, task difficulties, and target/distractor majority) on tech-
nique performance.
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6.1 Point- vs. Volume-Based Selection

Overall, when the target locations did not follow a certain layout (i.e., in the
randomized scenarios), we found that the point-based technique (PSPD) led to
significantly lower selection time and shorter movement distance as compared
to the volume-based techniques (VSVD and VSPD). The difference between the
techniques was larger in scenarios where the majority of the objects were targets.
This contradicted our initial hypothesis (H2 ) that the volume-based techniques
would outperform the point-based technique because of their convenience in
selecting a large group of objects. H1 was partially supported because the point-
based technique led to, on average, lower selection time when the majority of
the objects were distractors.

We identified two potential reasons why the volume-based techniques led
to worse performance than the point-based technique in randomized scenarios.
First, volume-based selection techniques might not be suitable for randomized
scenarios. Indeed, both participants’ comments and selected objects per opera-
tion indicated that they preferred to use the volume-based techniques similar to
how they use the point-based technique by making small, additive selections (i.e.,
selecting a small number of objects per operation). It might also be the chaotic
nature of the randomized environment that made the participants believe that
it might not be beneficial to select a large group of objects altogether.

Second, based on our observation and participants’ feedback, the difficulty
of depth perception might also be one reason for delaying the task completion of
the volume-based techniques. For example, participants were found to move the
controller forward and backward repetitively to try to gauge how far they have
reached and whether they would be able to include or remove particular objects.
These findings are in line with Ulinski et al.’s work [29,30], where participants
also had difficulty in creating volumes since the depth information was not clear
enough in a monitor. Our immersive 3D VR setting, which allowed participants
to observe the selection volumes from different perspectives, did not seem to
alleviate this issue of depth perception. Notably, we have provided proper depth
cues for objects in the 3D environment. For example, strong depth cues like
shading, occlusion, and relative object sizes were given. One issue might be
because the selection volume was rendered in a monotonous color [19,31].

In the (structured) bookshelf scenario, both volume-based techniques outper-
formed the point-based technique in terms of selection time while maintaining a
relatively low error rate (<4%). However, in the (structured) molecule scenario,
the performance difference among the three techniques was not significant. In
both cases, the volume-based techniques led to a significantly lower number of
selection operations and thus higher object number per selection. These findings
partially confirmed H3 and indicated that participants were more willing to
apply the group-based selection mechanism when objects were structured (e.g.,
on average >10 objects per selection in the bookshelf scenario and >5 objects
per selection in the molecule scenario).

In both scenarios, the volume-based selection techniques did result in less
number of selection operations (thus higher object number per selection) in a
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more complex condition (i.e., difficult-target majority in the randomized scenar-
ios). This indicates that volume-based selection activities did happen when the
targets were clustered together, but it was not more efficient to do so.

6.2 Selection vs. Deselection

According to the selection and deselection operation numbers, we found that,
overall, participants applied selection more frequently while rarely using the
deselection mechanism. We also found that few participants seek to use a new
strategy multi-object acquisition as proposed in H2, where we assumed that users
would select a large group of objects and then remove unwanted objects. They
preferred selecting objects additively by making several separate selections, even
with the volume-based selection techniques.

6.3 The Effect of Environmental Factors

We found changing Task Difficulty in randomized scenarios led to a some-
what more consistent impact on the performance of different techniques (all of
them suffered similarly in more challenging scenarios [1,14]). In contrast, when
switching from distractor majority to target majority conditions, both volume-
based techniques were more severely impacted as compared to the point-based
technique—there was a more significant increase in selection time and hand
movement distance for the volume-based techniques.

Overall, our results suggest that the point-based technique (i.e., PSPD) was
more robust under different environmental factors which resulted in its highest
pragmatic value in UEQ-S [27]. The volume-based technique (i.e., VSVD and
VSPD) can reduce the number of operations across different environments, and
may perform especially well in more structured, target-dense scenarios.

6.4 Design Implications

Based on the study results and our discussions, we distilled the following design
implications.

– When the target locations do not follow a specific layout (i.e., with more ran-
domized, hard-to-predict object locations), we recommend choosing the point-
based selection technique (PSPD) among the three techniques (PSPD, VSVD,
and VSPD). Our results suggest that the point-based technique (PSPD) is
not only more efficient than the volume-based techniques (VSVD and VSPD)
but is also more robust across different environmental conditions (e.g., the
majority of objects are targets or distractors).

– When the targets are structured or clustered, we recommend considering
applying a volume-based technique (either VSVD or VSPD). Our results sug-
gest that VSVD and VSPD tend to perform well on structured layouts. Fur-
thermore, VSVD and VSPD led to a significantly lower number of selection
operations in those scenarios.



38 Z. Wu et al.

– We recommend enabling the deselection mechanism (i.e., allowing users to
remove unwanted selections). However, be mindful that users may only use
this function occasionally to correct their errors and may not switch their
acquisition strategies depending on enabling/disabling this function.

– To further improve our volume-based selection techniques (VSVD and
VSPD), we recommend focusing on providing a better depth perception of
the selection volume. Unlike 2D group-based selection techniques used in com-
puters (i.e., a 2D rectangle selection volume), in a 3D VR environment, we
might want to apply extensive depth cues for the selection volume itself (not
a transparent box with a monotonous color). Providing additional depth cues
like color/texture gradients is likely to be beneficial.

6.5 Limitations and Future Work

We have identified several limitations of this research. First, we only evaluated
one type of volume-based selection mechanism (i.e., a cube selection volume [29,
30]), which seemed to be a good approximation of the rectangle lasso selection
in PCs. We acknowledge that there are other types of strategies in VR, like
using spherical selection volume or applying bimanual selection volume creation
methods [25]. The choice of the volume-based selection mechanism can influence
the technique’s performance.

Second, we only evaluated one parameter level of the structured scenarios
(i.e., the bookshelf and molecule scenarios). We did this because we wanted to
focus on the randomized scenarios as they were less explored in previous research.
While we were interested in verifying previous findings on structured scenarios,
we did not want to put too much emphasis on these conditions considering
the workload of the participants according to our pilot study (the experiment
already lasted about 45 min). Also concerning the participant workload, we did
not examine the effect of other factors such as target disparity, spread of targets,
and target intersection and occlusion [1,6,11,38] while kept them the same across
conditions. Future research may scrutinize their effects and potential interactions
in different application scenarios.

Third, all the participants in this study were novice users that only had
limited experience in using VR. Future studies could include expert users to
reduce the potential novelty effect [6]. Also, expert users who have experienced
other off-the-shelf multiple interaction techniques in VR might provide interest-
ing insights.

7 Conclusion

In this research, we investigated point-based and volume-based multi-object
acquisition in VR. Specifically, we leveraged a two-dimensional design space that
considered (1) point- or volume-based operation and (2) selection and deselec-
tion mechanisms. We derived three techniques based on the design space, and
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explored the performance and usability of these techniques under both ran-
domized and structured scenarios. We found that point-based techniques are
more efficient in randomized scenarios, while volume-based techniques are bet-
ter suited for structured scenarios. We also found that users rarely applied the
deselection mechanism and mostly used them for error correction. Based on
our results, we discuss potential reasons behind technique performance under
different conditions, and provided design implications that can aid the future
design of similar techniques. We believe this research provides valuable lessons
for designers to both optimize their interaction techniques and adopt deselection
mechanisms in VR multi-object acquisition tasks.
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Abstract. When users interact with mid-air gesture-based interfaces, it
is not always clear what interactions are available, or how they might be
executed. Mid-air interfaces offer no tactile affordances, pushing systems
to rely on other modalities (e.g. visual) to guide users regarding how to
interact with the interface. However, these alternative modalities are not
always appropriate or feasible (e.g. eyes-free interactions), meaning that
they are not easy to learn from touch alone. Despite the possibility of
conveying contactless haptic information in mid-air through ultrasound
phased arrays, this technology has been limited to providing feedback on
user interactions. In this paper, we explore the feasibility of using mid-air
haptics to guide gestures in mid-air. Specifically, we present approaches
to guide the user’s hand in cardinal directions, execute a hand gesture
and navigate a 2D mid-air plane, which we tested with 27 participants.
After, reporting encouraging results which suggest good accuracy and
relatively low workload, we reflect on the feasibility and challenges of
using haptic guidance mechanisms in mid-air.

Keywords: Mid-air haptics · guidance · gesture · mid-air interfaces

1 Introduction

Mid-air, touchless, gesture-based interfaces are increasingly common [29]. They
are a means for users to interact with augmented and virtual reality (AR/VR)
[70], vehicles [61], home environments [60] and public displays [49]. Research has
considered how complex interactions, such as continuous control with interface
elements [30] and text input [45], can be done in mid-air. This is often a challenge
because mid-air interactions provide no tactile feedback, and visual and auditory
feedback is often undesirable or insufficient (e.g. when driving [61,62] or flying
[26]). In response to this, researchers have turned to mid-air haptics. Mid-air
haptic devices provide tactile sensations on the user’s skin, without the need
for physical connection with a user’s body [11,36,53]. This is commonly accom-
plished by focusing ultrasound – sound > 20 kHz and beyond the human hearing
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range – onto a user’s hand [53]. Mid-air haptics have been used to provide feed-
back on mid-air, eyes-free control tasks when driving [32,38], and in situations
where it is unhygienic to touch a device physically, e.g. medical settings [54] or
public displays [34,40].

A remaining challenge with mid-air interfaces is their lack of explicit informa-
tion on how to use them as they are not, as Delamare et al. put it, self-revealing
[14]. Mid-air interactions are innately ambiguous as they have no visual or phys-
ical representation. The available interactions, and how they should be executed,
are not clear [56]. Currently, no work has considered how these cues might be
provided through mid-air haptics, which are increasingly considered as an out-
put modality for mid-air interactions. In this paper, we suggest that information
about how to interact with a mid-air interface might be provided by mid-air
haptics, addressing the potential ambiguity of mid-air interfaces. We explore
how mid-air haptic sensations can be used to guide users in specific interactions,
namely directional movement, hand gestures and path-based interactions. Our
key contributions are:

1. Methods for mid-air haptics that guide directional movement, hand gestures
and path-based interaction from users

2. An investigation of the efficacy and user experience of the proposed methods

2 Background

2.1 Mid-Air Interactions and Guidance

A key challenge for touchless mid-air interactions is the lack of tactile information
as users complete gestures or control tasks. It is therefore not clear what gestural
interactions are available to a user, or how successfully they are interacting.
Information about possible interactions, or the user’s ongoing interactions can be
provided in visual form. However, this can add cognitive load to the interaction
and is undesirable in many eyes-free contexts (e.g. driving [32]).

A common method for supporting users in understanding the ways they
might interact with a mid-air interface is to tell them explicitly what interactions
are available. For instance, some systems provide textual or spoken instructions
about the relation between gestures and outcomes [62]. Others provide training
for learning gestural input [2], or methods to simply suggest that mid-air inter-
action is possible in the first place [27]. Explicit tuition and feedback on gestures
has also been considered in language therapy [55], but with the goal of commu-
nicating with others gesturally, rather than with a system. A body of research
has also investigated what gestures are intuitive to people. Elicitation studies
(see [66] for a systematic review), where participants respond via gesture to a
given stimulus and preferences are aggregated, have been used to understand
expected gestures in various contexts [16,68,72]. Research has also considered
how we might best inform users when their interactions are out of the range of a
sensor system. For instance, Morrison et al. [50] use audio to inform users when
their body is out of range of a computer vision system.
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Research has also been conducted to explore the notion of providing guides
for users to support their interactions – e.g. giving information about the path
which the user must traverse to complete a gesture. All prior approaches we are
aware of are visual or offer only binary haptic feedback (e.g. off/on). OctoPocus
[5] provides 2D visual indicators of the next steps in a given path to show where
the user should move their gesture next in 2D space. Similarly, Delamare et
al. [15] consider how these approaches might support interactions in 3D space.
Anderson et al. [4] considered, through their ‘YouMove’ system, how users might
record and then learn custom gestures for full-body interaction with augmented
reality mirrors. Visual information has also been used to support users in con-
tinuous mid-air interactions by showing the next points in a gesture path in AR
[10]. Freeman et al. [19] explored a feedforward method for conveying what inter-
actions are possible with a mid-air interface via wrist-worn rhythmic vibration
information and light displays. Finally, Lopes et al. [42] considered the concept
of dynamic affordance, i.e. providing feedback on possible interactions to users
via muscle stimulation.

Freeman et al. [20] augmented a mid-air haptic device with LEDs. The
authors then showed that the combination of mid-air haptic and visual cues
could help guide the user to a given position above the device. Van den Bogaert
et al. [6] argued that using mid-air alone could convey information to the users
before they executed an action. For instance, they suggested using mid-air hap-
tics to produce a “force field” around potentially harmful home appliances (e.g.
a hot oven). However, this idea was neither implemented nor tested. Taking the
idea one step further, Brown et al. [9] showed that associations between patterns
and given meanings could be conveyed through mid-air haptic patterns, which
suggests the feasibility of employing mid-air haptics as a guidance mechanism.
However, the guidance itself is something that remains to be implemented and
tested – an endeavour that we undertake with the present study.

2.2 Mid-Air Haptics

Mid-air haptics have been considered as a means for providing tactile feedback
without the need for physical contact with an interface. This has involved the
use of air jets [64], electric arcs [63] and focused ultrasound [24,36]. Focused
ultrasound approaches have been commercialised, based on the work of Carter
et al. [11], in the form of Ultraleap (formerly Ultrahaptics). Typically, these sys-
tems use optical hand-tracking and an array of ultrasonic transducers to produce
focused ultrasound on the user’s palm, which induces a tactile sensation. Local-
isation and movement of such induced haptic stimuli have been demonstrated
[71]. Building on this, modulation techniques have been developed to render 2D
planar patterns [22,31,57], as well as 3D objects [37,41,47].

Due to its relative maturity in this field, we consider focused ultrasound as
a means to convey mid-air haptic stimuli in the remainder of this section and in
our work. Several researchers have explored the possibilities and limitations of
mid-air haptics using ultrasound. Wilson et al. [71] reported that participants
could localise mid-air haptics focus points on their hand within 8.5mm accuracy,

https://www.ultraleap.com/
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finding motion perception best when the focus point travelled longer distances
across the hand. Further studies [39,52] investigated oblique motion (e.g. diag-
onally across the hand), finding that it was easier to recognise cardinal (i.e.
left/right/up/down) rather than oblique motion. Hajas et al. [31] showed that
tracing a given 2D pattern with a slowly moving focal point on a user’s hand
produced better recognition performance than tracing the pattern rapidly and
repeatedly [22], or with several focal points [57].

Applications of ultrasound mid-air haptics are diverse. For instance, the tech-
nology has been used for in-vehicle infotainment systems [25,32,38], to add hap-
tic properties to objects in VR/AR [43,54], for interaction with public displays
[40], and to augment audiovisual media [1]. In all these scenarios, mid-air hap-
tics are employed as feedback mechanisms, using haptic information to convey
the state of the interface following user actions. The presence of a feedback
mechanism improves the user’s perception of control in their action (i.e. sense
of agency) [12,17]. However, it remains unclear whether mid-air haptics could
help users in planning or learning a given action. Indeed, using mid-air haptics
as a guidance mechanism has received little attention within HCI and haptic
communities.

3 Mid-Air Haptic Guidance Stimuli Development

In this paper, we consider the use of mid-air haptics to guide users or suggest
given actions. In doing this, we focused on two main types of interaction with
mid-air interfaces:

– Directional movement in a 2D plane, which is common for the control of
cursor-like elements and mid-air widgets – e.g. sliders, knobs;

– Gestures, due to the large number of mid-air interfaces which use gestures
as input.

We began with the assumption that there is a finite number of directions and
gestures that the user can use with a system. In future studies, larger and more
complex sets of gestures might be considered via approaches such as elicitation
(see [73] and Sect. 6). We developed mid-air haptic stimuli for conveying a limited
number of directional, gestural and path-based interactions through 3 rounds of
piloting with 8 researchers and students in City, University of London (4 male,
4 female), along with various intermediary piloting to tune parameters, also
including self-piloting (by the authors of this paper). All mid-air haptic stimuli
were developed using the Ultrahaptics Evaluation Kit (UHEV1) developed by
Ultraleap (formerly Ultrahaptics). We also developed a custom Python front-end
that would allow us to change the parameters of the stimuli for piloting, which
linked to the Ultrahaptics SDK for driving the ultrasonic array (as in Fig. 3).
The Python front-end, and usage instructions, can be found here.

https://github.com/smaffra/haptics2023
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3.1 Mid-Air Haptic Stimuli to Convey Direction

We started with the aim of investigating how to suggest a notion of direction
to a user – i.e. that they should move their hand in a specific direction. This
is analogous to the visual guides provided in prior work [4,5,14]. Lerusso et al.
[39,52] have shown that motion is better perceived in cardinal directions, rather
than oblique directions. We, therefore, considered cardinal direction as an initial
focus. Building upon research such as [31,71], we chose to explore stimuli which
traverse the whole hand as this research, and our initial piloting, found that
larger movement differences are perceived better than smaller. Through piloting
we also found that to convey a given direction, it was better to move the stimuli
in the direction of intention – e.g. to convey ‘left’ it was better to move from right
to left. This is analogous to ‘default’ rather than ‘inverted in videogame controls’
[23] and reverse scrolling, rather than natural, with a computer mouse. This is
also similar to the methods used in similar work on (visual) guides [4,5,14], e.g.
showing visual movement in the direction that the user should travel. The speed
of the focus point’s traversal and its frequency were also piloted until we found a
good ‘average match’ for the population. We began with traversal values around
100 ms, up to around 1000 ms (maxima and minima from [71]), finding 500 ms
to be the best fit overall. For modulation frequency, we arrived at 200 Hz. The
final stimuli are shown in Fig. 1.

Up

Pinch

Right

Swipe Left Tap

Down

Swipe Right

Left

Fig. 1. All stimuli used in the experiment relative to a users’ right hand. The mid-air
sensation interpolated across all points on the user’s palm – e.g. ‘Left’ interpolates
from [1, 0] to [−1, 0]. Parameters set after piloting were: sensation duration of 500ms;
modulation frequency of 200 Hz; a distance of 50 mm (most effective distance travelled
on the palm from piloting – we did not fit ‘per participant’). Darker dots indicate later
in time (e.g. left goes from centre to far left).

3.2 Mid-Air Haptic Stimuli to Convey Gesture

We then explored specific gestures. Our aim here was to understand if we could
convey the gestures available to a user, given some known qualities of the inter-
face and its interactions – e.g. cardinal direction to convey translation (movement
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of a UI element in a given direction). In addition, we saw the potential for not just
suggesting gestures available but using guidance information as a way to train
a user in completing specific physical motions. This might be applied to learn-
ing a new mid-air interface and its inputs, but also in other digital, or remote
learning environments – for instance guiding a user towards the correct note on a
piano (e.g. extending [35]’s mid-air piano), or for specifically training gestures. A
motivator for this work was also the importance of gestures in functional com-
munication for people with complex communication needs. Gesture is a vital
pathway for people who face challenges with verbal output. Augmented com-
munication technologies should consider this, but currently do not [13]. Finally,
on training gestural response for access needs, Marshall et al. [46] and Roper et
al. [55] have also considered how technology can train gestures for those with
complex communication needs.

We selected four commonplace gestures – “Swipe Left”, “Swipe Right”,
“Tap”, “Pinch” – based on their frequency of use in mid-air interactions litera-
ture – including those shortlisted by Van den Bogaert et al. [7] in their elicitation
study, and those explored by Ameur et al. [3] and Marin et al. [44]. The final ges-
tures are shown in Fig. 2. Guidance stimuli for these gestures were based on the
Ultraleap Sensation Editor demos. Again, these stimuli were fine-tuned through
piloting with participants. Stimuli are shown in Fig. 1.

Swipe Right PinchTapSwipe Left

Fig. 2. Gestures used in the study – ‘Swipe Left’, ‘Swipe Right’, ‘Tap’, ‘Pinch’. Images
use ‘motion blur’ to indicate movement.

3.3 Mid-Air Haptic Stimuli to Convey Paths

Finally, we investigated conveying 2D paths to users as a form of guidance (i.e.
the computer continuously ‘controlling’ a user in space). This is analogous to
Burny et al. [10]’s work – previously discussed – who use visual information to
support users in completing paths. We also sought to understand if we might
use this strategy to position users anywhere above a mid-air haptic board (in 2D
space) so that they can begin interactions – this might be useful, for instance, for
positioning a user’s hand correctly to interact with a specific part of the mid-air
UI. As discussed in the Background section, previous work has considered how to
position the user’s hand in the centre of the board and at the correct height for
stimulation with static mid-air haptics and light-based information [20], however,
we saw this as an opportunity for positioning the user at any point (in a 2D
plane) above the board. In piloting, we explored how we might support users
in navigating paths. We found that a fruitful approach was to use the same

https://gallery.leapmotion.com/
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stimuli as for cardinal direction to move a user across a discretized (3× 3) grid
(as shown in Fig. 3). We implemented it so that the cardinal direction stimuli
discussed previously were linked to the keyboard – up to the ‘up’ key, down to the
‘down’ key, etc. – and controlled by a researcher. The directional stimuli played
repeatedly and looped when the keys were held down, then stopped immediately
(e.g. half-way through a stimuli) as soon as the key was released. We chose to
use a human-controlled interaction to explore this proof of concept, rather than
implement a control algorithm to guide the user on the path. We accept that
this might have introduced a human-based bias into the interaction, but chose
to do this after finding that error handling (e.g. a user straying from the path)
introduced confounds beyond the scope of our present. We also chose to do this to
explore human-in-the-loop dynamics for remote interaction (further delineated
in the discussion).

4 Study Method

We undertook a study to determine the potential of our prototype mid-air stimuli
for guidance addressing the following research questions:

RQ1 How intuitive are the mid-air haptic stimuli for guiding directional move-
ment?

RQ1.1 How accurately can we guide users with mid-air haptic stimuli in
specific directions without prior experience?

RQ1.2 How accurately can we guide users with mid-air haptic stimuli in
specific directions with prior experience of the stimuli?

RQ1.3 What is the user’s subjective experience when guided in directions
using mid-air haptics?

RQ2 How intuitive are the mid-air haptic stimuli for guiding gestural responses?
RQ2.1 How accurately can we guide users with mid-air haptic stimuli to

perform specific gestures without prior experience?
RQ2.2 How accurately can we guide users with mid-air haptic stimuli in

performing specific gestures with experience of the stimuli?
RQ2.3 What is the user’s subjective experience of being guided to perform

specific gestures with mid-air haptic stimuli?
RQ3 How effective are the developed stimuli for continuous, real-time guidance

along a given path?
RQ3.1 How accurately can users follow a given mid-air path when guided

by the developed mid-air haptic stimuli?
RQ3.2 What is the subjective experience of being guided along a mid-air

path with guidance from the mid-air haptic stimuli?

4.1 Participants

We recruited a convenience-based student sample of 27 participants. No par-
ticipants had been involved in the earlier piloting stages. All participants self-
reported good or corrected visual acuity and no challenges with experiencing
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sensations in their hands. 19 identified as male and 8 as female. Ages ranged
from 20—33 (average = 25.4; SD = 4.0). All participants, except one, were con-
fident with technology – agreeing or strongly agreeing with the statement “I am
technologically proficient - e.g. I use tablets, smartphones, computers regularly”.
Only 2/27 participants had experience with mid-air haptics before the study.

4.2 Study Procedure

The study was conducted in a usability testing room at King’s College London
(Fig. 3). The study was run by one experimenter who had practised using the
developed stimuli (discussed in the previous section), and the experimental tech-
nique, through piloting as described previously at City, University of London.
Participants were consented by the experiment coordinator on the day through
an informed consent procedure in line with our ethical approval process, with
authorisation from the ethics committee at King’s College London.

We used the Evaluation Kit developed by Ultraleap – an ultrasound phased
array which provides tactile sensations in mid air (pictured top left, Fig. 3).
Participants sat in front of the ultrasound phased array board with a large TV
display (Samsung QM55R-B) directly in front of them for visual information
when required. Each participant was instructed to place their hand 20cm above
the board. Stimuli were played from a laptop (Lenovo IdeaPad 3) connected to
the board, through a custom front-end interface built in Python. Participants
were positioned so that they had no view of the experiment coordinator’s laptop
display. The experiment coordinator also used the directional keys on the laptop,
again linked to the stimuli. Response data were collected via a spreadsheet by the
experiment coordinator (on a separate laptop – a MacBook Pro) and subjective
data were captured via an iPad. Pauses were introduced between trials and
participants were free to rest when they wanted to mitigate fatigue.

Part 1.1: Conveying Directional Movement: No Prior Experience with
Developed Stimuli. To answer RQ1, in Part 1 of the study, we aimed to
find out if participants could determine cardinal direction from the developed
mid-air haptic stimuli, with no prior experience with the stimuli (RQ1.1). We
explained to participants that the device would produce a sensation and they
should respond in the way they saw appropriate. On the display, we provided a
visual aid showing the four possible responses the device was trying to convey to
them – 4 videos of a hand moving in the given directions (up/down/left/right).
Each participant received all four direction stimuli once (i.e. 4 trials), but in
a random order. After each sensation was played, the participant was asked to
respond by moving their hand in the direction they thought the stimuli was
conveying, and verbally confirming the direction – e.g. “up”. The experimental
coordinator then entered the response into the spreadsheet.

Part 1.2: Conveying Directional Movement: With Knowledge of
Developed Stimuli. After completing Study Part 1.1, regardless of success
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Fig. 3. Study setup shown left. Participants were seated on the left chair, the exper-
iment coordinator on the right. Top right shows the UltraLeap UHEV1 board (later
referred to as ‘the board’) used in the study, with example of hand position overlaid.
Bottom right shows the UI for guiding the participant in Part 3 of the study – the
nine grey points correspond to points in 2D space above the board – top left being
the top left corner, for instance. The red point shows the position of the centre of the
participant’s hand. (Color figure online)

in determining the stimuli, participants were instructed with the ‘correct’ cor-
respondence between given stimuli and intended response: they were given the
chance to experience each stimulus again and the experiment coordinator told
them its correspondence. To answer RQ1.2, participants then undertook 10 trials
in which they were tasked with determining the cardinal direction from a given
stimulus. Stimuli were played randomly across the four cardinal directions. As
in Part 1.1, participants gave their response through movement and verbal con-
firmation.

Part 1.3: Subjective Response to Conveying Directional Movement.
To answer RQ1.3 – the users’ subjective experience – we administered a NASA
TLX to understand workload, and asked participants to rate how hard/easy they
found it to understand each cardinal direction on a 5-point Likert scale, ranging
from Strongly Disagree to Strongly Agree – e.g. I found it easy to understand
when the device was indicating to go ‘up’.
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Part 2.1: Conveying Gestures: No Prior Experience with Developed
Stimuli. To answer RQ2.1 we adopted the same strategy as was employed in
Part 1.1, but this time we asked participants to respond from a set of common
gestural responses (rather than from a set of directions). Again, the chosen four
gestures – ‘Swipe Left’, ‘Swipe Right’, ‘Tap’, ‘Pinch’ were shown on the display
and participants were asked to respond without prior knowledge of the gesture-
stimuli correspondence.

Part 2.2: Conveying Gestures: With Prior Experience of Developed
Stimuli. As in Part 1.2, regardless of their success in determining the gestures,
participants were instructed with the ‘correct’ correspondence between given
stimuli and intended gestures. We then conducted 10 randomised trials in a
manner similar to Part 1.2 to answer RQ2.2.

Part 2.3: Subjective Response to Conveying Gestures. As before, sub-
jective response (RQ2.3) was determined via NASA TLX and a Likert question-
naire with 5-point Likert scale questions to understand the ease of identifying
each gesture.

Part 3.1: Path Tracing. We created four paths in a 2D plane across 9 points.
Paths were analogous to a pattern unlock screen and the task analogous to
teaching a user how to unlock a mid-air interface. Four paths, to be given to all
participants, were chosen by choosing a random start and end coordinate four
times (using a random number generator). Final generated paths are shown in
Fig. 8.

To address RQ3.1, the experiment coordinator ‘guided’ the participant
around each of the four paths indicated in Fig. 8. The experimental coordinator
viewed the participant’s hand position on their laptop screen (see Fig. 3, bottom
right) and then used the mid-air haptic stimuli to guide the users’ hand in the
four cardinal directions, towards a target. The experiment coordinator operated
the stimuli with the arrow keys which corresponded to the intended direction
of travel. The stimuli were the same as in Part 1 (e.g. focus point traversing
from right to left to indicate left travel), however, they were repeated as long as
one of the arrow keys was held down. If the participant deviated from the path,
the experiment coordinator aimed to bring the participant back to the point
from which they diverged. Analysis was conducted by plotting each path and
classifying it as ‘correct’ (all edges and points followed), ‘partially correct’ (over
50% of edges followed with correct start/end points) or incorrect (anything else),
with 2 independent coders classifying the data. Plots of combined paths (i.e. all
participants) were also made for aggregated analysis.

Part 3.2: Subjective Response to Path Tracing. As with the previous parts
of the study, we administered a NASA TLX and a 5-point Likert questionnaire,
asking about the ease of following the path, after the four paths were completed.
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5 Results

5.1 Part 1.1: Conveying Directional Movement: No Prior
Experience

As shown in Fig. 4, given no prior experience of cardinal direction stimuli, par-
ticipants were able to correctly identify the stimuli-direction correspondence in
a total of 95 out of the 108 trials (4 × 27) – 88% accuracy, with 2 no movement
or a negative verbal response (accounting for the rows of Fig. 4 not summing
to 100%). A confusion matrix is shown in Fig. 4 (left) – suggesting the most
common confusion was right/left and up/down.

Down Left Right Up
Down 89% 0% 0% 7%

Left 0% 89% 7% 4%

Right 0% 11% 85%

89%

0%

Up 7% 0% 4%

Part 1.1 (without prior knowledge)

Down Left Right Up
94% 1% 0% 4%

0% 93% 5% 2%

2% 3% 92% 3%

7% 7% 0% 87%

Part 1.2 (with prior knowledge)

A
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p
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Observed User Response

Fig. 4. Results of Parts 1.1 and 1.2, comparing the mid-air haptic stimuli for cardinal
direction and user responses.

A χ2 test of independence was conducted to determine the relationship
between stimuli and observed user response to stimuli without prior experience.
There was a significant relationship – Pearson-χ2 (9, N = 106 = 240.125, p <
0.001), with a strong effect size (Φ = 1.50) suggesting that users could identify
the stimuli for cardinal directions significantly better than chance.

5.2 Part 1.2: Conveying Directional Movement: With Experience

With experience about how the stimuli related to the cardinal directions, par-
ticipants were able to correctly determine the correspondence in 247 out of a
total of 270 trials (10 × 27) – i.e. 91% accuracy). The random seed generated
‘Down’ 72 times, ‘Up’ 76 times, ‘Left’ 59 times and ‘Right’ 63 times. A confusion
matrix is shown in Fig. 4 (right). A χ2 test of independence was conducted to
determine the relationship between stimuli and user response with experience
of the stimuli. There was a significant relationship (Pearson-χ2 (9, N = 270 =
639.784, p < 0.001), with a strong effect size (Φ = 1.54), suggesting users could
determine the correct response significantly better than chance.

Part 1.3: Subjective Response. Post-Part 1 Likert data results are shown
in pink in Fig. 6. The cardinal directions were universally perceived as “easy to
understand” – all with a median value of four. A Friedman test across the four
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Part 2.1 (without prior knowledge) Part 2.2 (with prior knowledge)
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Pinch
Swipe
Left

Swipe
Right

Tap Pinch
Swipe
Left

Swipe
Right

Tap

Pinch 58% 12% 4% 27% 73% 10% 3% 13%
Swipe Left 7% 74% 11% 7% 4% 88% 3% 5%
Swipe Right 0% 11% 85% 4% 4% 8% 80% 7%
Tap 28% 12% 0% 60% 23% 3% 2% 72%

Fig. 5. Confusion matrix for Parts 2.1 and 2.2. of the study, comparing the mid-air
stimuli for gestures and the user responses.

conditions suggests no significant difference in reported ease between cardinal
directions: χ2(3) = 1.0, p = 0.80. As shown in Fig. 7 NASA TLX for this was
29.2.

5.3 Part 2.1: Conveying Gesture Without Prior Experience

For the response to gesture-based stimuli, with no prior experience participants
correctly determined the relationship between the stimuli and the intended ges-
ture in 73 out of 105 trials (3 missing datapoints where participants responded
that they did not know) – a total accuracy of 68%. A confusion matrix is pre-
sented in Fig. 5. The most common mismatch was between the ‘Tap’ and ‘Pinch’
gestures. As with Part 1.1, a χ2 test of independence was detected to determine
if participant could determine stimuli without prior information better than
chance. A significant relationship was (Pearson-χ2 (9, N = 105 = 123.61, p <
0.001), with a strong effect size (Φ = 1.09).

5.4 Part 2.2: Conveying Gesture with Prior Experience

With experience about how the stimuli related to the intended gestures, the
participants’ response accuracy increased to 79% – 212 out of 270 trials, with 2
missing data points. The random seed generated ‘Swipe Left’ 77 times, ‘Swipe
Right’ 71 times, ‘Pinch’ 60 times and ‘Tap’ 62 times. Again, as shown in Fig. 5,
the most common confusion was ‘Tap’–‘Pinch’ (23%), however, this was smaller
for ‘Pinch’–‘Tap’ (13%). There was a significant relationship (Pearson-χ2 (9, N
= 268 = 425.9, p < 0.001), with a strong effect size (Φ = 1.26), showing that
participants could determine the gestures substantially better than chance.

5.5 Part 2.3: Subjective Experience of Gestural Response

Results of Part 2.3 are shown in Fig. 6. ‘Swipe Left’ and ‘Swipe Right’ gestures
were generally perceived as easy to understand, with median ratings of 4. ‘Pinch’
and ‘Tap’ gestures were perceived as more challenging, with medians at 2, with
only 5 (‘Tap’) and 4 (‘Pinch’) participants agreeing that this was easy. The four
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Type of Stimuli/Task
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Fig. 6. Agreement with the statement “I found it easy to understand when the device
was indicating given [direction/gesture/path]”, where 1 is “Strongly Disagree” and 5 is
“Strongly Agree”.

stimuli were compared via Friedman test, with a significant difference across
the four gestures – χ2(3) = 44.08, p < 0.001. Post-hoc Wilcoxon Signed-Rank
tests to determine differences in understanding between gestures were conducted.
‘Tap’ was perceived as significantly harder to understand than a ‘Swipe Left’ (Z
= −3.643, p < 0.001) and ‘Swipe Right’ (Z = −3.885, p < 0.001). Similarly,
‘Pinch’ was significantly harder to understand than ‘Swipe Left’ (Z = −4.016,
p < 0.001) and ‘Swipe Right’ (Z = 4.274, p < 0.001). There was no significant
difference when comparing ‘Pinch’ and ‘Tap’ (Z = − 0.711 p = 0.477), and also
no significant difference between ‘Swipe Left’ and ‘Swipe Right’ (Z = −1.134
p = 0.257). As shown in Fig. 7, NASA TLX for gestural stimuli was 40.37 – a
higher workload than for the cardinal directions in Part 1 of the study.

NASA-TLX Average

Part 1: Cardinal Direction
Part 2: Gesture

Part 3: Path Tracing

Mental
Demand

Physical
Demand

Temporal
Demand Performance Effort Frustration Average

31.3 33.5 29.4 29.6 30.6 20.6 29.2
45.4 31.3 26.7 52.8 49.3 36.9 40.4
37.8 40.9 35.0 34.4 43.0 31.5 37.1

Fig. 7. Combined NASA-TLX averages for all 27 participants.

5.6 Part 3.1: Path Tracing

Success of path completion was determined by two coders. Coder agreement was
high (96.4%). Inter-rater Reliability (IRR) was calculated (Cohen’s κ = 0.85, p
< 0.001) – i.e. ‘almost perfect’ agreement. The outcomes are shown in Table 1.
Overall, the coders deemed that 75% of paths were completed correctly, 14.8%
of paths were partially correct and 10.2% of paths were incorrect.
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Table 1. Time to complete and the standard deviations are shown, along with the
correctness of the paths overall.

Path 1 Path 2 Path 3 Path 4 Overall

Time (seconds) 26.1 9.5 37.4 15.1 22.0

Time (Standard Deviation) 15.9 15.9 16.1 16.1 16.0

Correct (%) 66.7 77.8 74.1 81.5 75.0

Partially correct (%) 22.2 3.7 25.9 7.4 14.8

Incorrect (%) 11.1 18.5 0.0 11.1 10.2

5.7 Part 3.2: Subjective Experience of Path Tracing

As shown in Fig. 6, the path tracing task was judged as more challenging than
determining cardinal directions in Part 1, but less challenging than determining
non-directional gestures (‘Tap’, “Swipe”) in Part 2. This is also the same for the
TLX score which, as seen in Table 7, falls between the two, with an overall score
of 37.1.

Path 1

Ta
rg

et
R
es

ul
t

Path 4Path 3Path 2

Fig. 8. Top shows the four target paths. Bottom shows combined paths of 27 partici-
pants as a heatmap for each path.

6 Discussion, Applications and Limitations

6.1 Discussion of Directional Guidance

Regarding RQ1, while the use of mid-air haptic stimuli to guide directional move-
ment has not been reported in the literature, the results of Part 1 suggest that
this is possible and feasible. Participants were able to determine which direction
the system was guiding them to move in without prior experience of the rela-
tionship between stimuli and direction (RQ1.1). Then, after experiencing the
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relationships between stimuli and directions, this accuracy increased (RQ1.2)
– indicating that training is effective. As discussed in the Background section
of this paper, Wilson et al. [71] conducted a study of directional recall – e.g.
which direction users believed the haptic sensation was moving in. Importantly,
we differentiate our work from this by considering which direction the stimuli is
indicating the user should move in – analogous to the visual guidance approaches
previously discussed (c.f. [4,5,14]). Given that our results are broadly compa-
rable – although with varying setups – suggests that using mid-air haptics for
directional guidance is reasonably intuitive to a user. In comparison with other
work which has considered the determination of cardinal direction, our accuracy
figures were higher than studies using finger-based sensations (e.g. [59]), likely
due to the larger surface area of the whole hand, and prior work which found
that larger distances of movement of sensation across the hand result in more
accurate recall [71]. Our findings slightly contrast with Wilson et al.’s [71] who,
when asking users to differentiate between longitudinal (up/down) and trans-
verse motion (left/right), found that transverse was more accurately recalled.
We found no significant difference with our methods.

Considering perceived workload and user experience (RQ1.3), our NASA
TLX data suggest that workload for cardinal direction is relatively low compared
to other computer-based tasks, and in the bottom 20% of all tasks measured
by TLX [28]. To build upon our work, future studies might consider expand-
ing mid-air haptic guidance to support users in learning gestures/inputs which
incorporate oblique and curved motion, as in [39]. Our approaches could sup-
port users in learning potential ways to interact and which interactions might
be available, rather than relying entirely on visual or auditory representations of
gestures. This might be important UIs where eyes-free interactions are important
– e.g. automotive UI [25,32,62]. Beyond supporting the guidance of directional
movement-based interactions, these forms of mid-air haptic stimuli might be
used to support other interaction paradigms such as error handling. Consider a
scenario such as a user scrolling through a horizontal list (e.g. of songs) in an
automotive UI through mid-air hand movements. When the user reaches the end
of the list, we might go beyond considering just feedback methods (e.g. vibrating
to tell the user there are no more interactions they can perform), to consider
how we might design feedforward-based guidance interactions. We might, for
instance, suggest what the user could do to remedy their situation – e.g. sug-
gest an ‘escape gesture’ or that they should go in a given direction. We might
also provide users with information about how much there is in each direction
before the scroll – analogous to [8]’s sonically enhanced scrollbars. This might be
implemented by varying the intensity of the stimuli – e.g. by changing the fre-
quency of the modulation, or by using movement speed as a proxy for intensity,
as explored by Freeman et al. [21].

6.2 Discussion of Gestural Guidance

Regarding RQ2, guidance of gestural response via mid-air haptics has not been
considered in the literature. Our study suggests that while directional gesture
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stimuli (‘Swipe Left’, ‘Swipe Right’) were effective, ‘Pinch’ and ‘Tap’ were less
successful, yet still mostly determined correctly and significantly better than
chance. When trained, this improved substantially – indicating that training is
effective. There could be a number of reasons for this confusion. One reason is
that the ‘average’ point of the stimuli was similar – and while ‘Pinch’ involved
transverse motion (away from the centre), users were less able to make this
differentiation. This might also relate to the primacy effect, a psychological effect
where the first stimuli is remembered most prominently. In our case, as the
starting points (in time) of the pinch and tap stimuli (see Fig. 1) are the same
(the centre), it means that these are most prominently felt and remembered
at the end of the stimuli. This concords with research by Wang et al. [69],
who report a similar effect for haptic stimuli. Generally, this might mean that
we consider avoiding stimuli with similar average points across the duration of
the stimuli or similar beginning/end points when using haptic stimuli to convey
gestural responses to users. However, more studies are needed to make conclusive
recommendations. The workload, as measured by NASA TLX, was higher for
gestures than for cardinal directions and path tracing. However, it was well
within the lower 50% of workload for computer tasks, and in the lower 30% of
tasks generally – again, suggesting promise in terms of general user experience
and feasibility.

In future work, our gesture stimuli might be improved by offering a greater
diversity of duration and frequency. Future stimuli might be designed through
elicitation studies similar to Vogiatzidakis and Koutsabasis [67], except that the
referent – i.e. the stimuli the user must respond to [73] – would be the mid-
air haptic stimuli and the users’ responses would be the basis for the analysis.
Related to this, to complement use cases such as the training of gesture for people
with severe language impairments (e.g. [46,55]), more stimuli are needed, with
more considered design. For instance, to support the 30 pantomimic gestures
used in Marshall et al. [46] would require diverse stimuli. Moreover, some gestures
would be challenging to support without more flexibility of the apparatus –
gestures such as ‘Camera’ (see [46]) require a user to hold their hand to their face,
with their thumb and index in front of their eye. Keeping one’s hand fixed in a 2D
plane 20 cm above the board makes this impractical. Moreover, mid-air haptics
is limited by its planarity – present implementations (e.g. the board used in this
study) affect a 2D plane; we cannot affect the top of the hand from below, or
indeed closed elements (e.g. when the user closes their hands by connecting their
thumb to fingers). To overcome these obstacles, we might consider approaches
such as Howard et al. [33], who consider the physical actuation of mid-air haptic
boards, or approaches with transducer arrays above and below a user’s hand (as
in acoustic levitation work [48]).

6.3 Discussion of Path Tracing Guidance

The data suggest that our stimuli could guide users along a specified path. When
guided by another user (the experiment coordinator) this was done with high
accuracy, following the exact path 75% of the time and only failing in about 10%
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of cases. Our work, therefore, could extend approaches such as Freeman et al.
[19] – we might not only be able to guide a user to the ‘sweet spot’ on a mid-
air haptic board, but indeed any spot. This might support users in discovering
UI elements – for instance, encouraging users to move towards a slider/knob
to begin a control task. Moreover, we might be able to indicate affordances to
the user while completing this control task – e.g. that a slider is ‘slidable’ – an
interaction that could be relevant to in-car settings such as [32]. Considering
workload, it was higher for the path tracing task than for the simple cardinal
direction, but lower than for gestures. Contrasting this with other TLX studies,
it would be within the lowest 30% of tasks in general [28] – suggesting feasibility.
We do acknowledge the limitation, however, that participants’ experiences from
Part 1 of this study might have supported them in completing the path-tracing
tasks as the stimuli were similar and they had become more accustomed to the
mid-air haptic stimuli. It is also notable that Physical Demand for path following
was the highest recorded TLX dimension of all. This was likely caused by the
fact that the paths required more time to complete and therefore required the
user to elevate their hand for longer – resulting in greater physical demand. This
is supported by the fact that ‘Temporal Demand’ was also the highest for this
task.

Our work also shows that, beyond guiding a user to a specific point, we can
move them along a specific path. Practically, this might have benefits such as sup-
porting users in avoiding UI elements in mid-air interfaces, or guiding/teaching
users to complete specific path-based interactions. For example, a mid-air unlock
screen, or mid-air motions for teaching dancing, surgery, or even games that use
mid-air control. Finally, we envision scenarios like the ones explored in this paper,
where a user is being guided by another person (the experiment coordinator in
this case). In some ways, this was a limitation to our study – control algorithms
might have been used to guide the user along a path, or to a point. For exam-
ple, in future implementations, one could envision that a recogniser, such as
the $1 uni-stroke recognizer [74], could be used to provide instant feedback on
whether the user has performed the correct path/gesture. Human-driven control
via our approaches, however, are also scenarios we might envision. For instance,
we might imagine using mid-air haptics for remote physicality – e.g. work such as
[65], which considers how remote physical contact might be embodied through
technology, or Neate et al. [51] who express the importance of tangibility in
accessible communication (and indeed its loss during the pandemic for those
who require it most). Finally, we might consider how mid-air haptics could be
used for the remote control of objects (e.g. similar to [48,58]) – for remote pres-
ence and remote manipulation tasks such as those discussed by Follmer et al.
[18] through actuation of objects in their inFORM project.

6.4 Limitations

Despite the general efficacy of our mid-air haptic approach to mid-air guidance,
we acknowledge limitations in our work. One limitation is the convenience sam-
ple used for the study. As we recruited from a student population, our sample
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was biased towards a younger, ‘tech-savvy’ demographic. Moreover, the sample
was skewed towards males in the main study (but with an equal male/female
split in the piloting). Future work seeking to build on our proof of concept should
ensure a more diverse sample of participants. Another limitation is the low num-
ber of stimuli explored for conveying gestures – this is a somewhat constrained
discoverability task, with a small number of potential interactions. Further stim-
uli might result in more challenges in the disambiguation of gestures. Finally –
as discussed in the background – we are constrained by the limitations of the
Ultraleap board. While these have progressed since the UHEV1 board used in
the study, further technical innovations in mid-air haptics (e.g. resolution, tac-
tile sensation strength), and other future haptic approaches might make our
approaches more feasible.

7 Conclusion

Mid-air interactions are increasingly commonplace, and are more frequently aug-
mented by mid-air haptics. This paper has explored how we might leverage
mid-air haptics to address one of the key challenges with mid-air interfaces –
the lack of knowledge about how we might interact with them. We iteratively
developed stimuli to guide users and to provide information about how they
might interact. Our methods resulted in relatively low mental workload – sug-
gesting the approach is feasible. While our stimuli set was limited, and providing
guidance for the increasing set of interactions available with mid-air interfaces
will be a major challenge, we have presented what we believe to be an inter-
esting approach for supporting users with more intuitive mid-air interfaces. We
invite future researchers to consider new guidance approaches to interactions
with mid-air haptics, and to consider how they might be integrated into inter-
action scenarios and complement other modalities to make mid-air interactions
more intuitive.
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Abstract. People with visual impairments in India have low literacy rates and
only a few pursue higher education at the country’s top universities. We present
an insight into the educational experiences of these few university students with
visual impairment based on the Frame of Interdependence. We found that educa-
tional challenges arise when interdependence fails due to restricted or misfitted
assistance from social relations and ableist social interactions. Analysis of prac-
tices to overcome these challenges from the lens of Resilience Theory revealed
that students develop a sense of self-confidence through successful academic expe-
riences, internalise external stressors into intrinsic motivation, and find ways to
navigate inaccessibility with the available social resources. In addition, students
express the need to increase the integration of assistive technologies in educa-
tion and facilitate social integration. Finally, we discuss the implications of these
findings for equitable and inclusive education practices.

Keywords: Visual Impairment · Education · Assistive Technologies · Global
South · Interdependence · Resilience · Interview Study

1 Introduction

Nearly a quarter of a million children with visual impairments live in India, where
visual impairment (VI) is one of the most feared health problems [1]. Children born
with a visual impairment who lose sight at a young age face emotional, social, and
economic challenges over a lifetime [2]. The implementation and utilisation of public
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health programs and overall socioeconomic development have decreased the prevalence
of childhood visual impairment in India [3]. On the one hand, it is imperative to reduce
vision loss in children by managing preventable and treatable visual impairment. At
the same time, it is important to support children with visual impairments to become
independent, integrated and contributing individuals to their society.

Education is the single greatest tool for achieving social justice and equality. But
the literacy rate for students with visual impairments (SVIs) in India is significantly
lower than the overall literacy rate of the country [4]. Despite having one of the most
progressive policy frameworks in the Global South towards the education of people with
disabilities, there remain considerable gaps in implementation. Issues still need to be
addressed in providing science and math education, teacher support and training, braille
book access, assistive technologies, tactile displays, and training for screen readers.
Attitudinal barriers and an apathetic approach to curriculum adaptation for SVIs also
create a challenging environment to succeed [5, 6].

Some universities have implemented policies to support the enrolment of SVIs and
provide accommodations to support learning. However, the specific number of SVIs in
higher education is hard to find as enrolment is relatively low. A few students overcome
significant challenges to attain higher education in competitive subjects from the coun-
try’s top universities. Previous work has provided a good understanding of the barriers
to the education of SVIs. However, it is unclear how social interdependencies play a
role in the education of SVIs and how challenges are overcome. Likely, the combina-
tion of intrinsic motivation, problem-solving skills, a supportive social network, and the
availability of assistive technologies influences overcoming challenges. Understanding
the challenges and how SVIs are overcoming them is instrumental for designers and
HCI practitioners to create products and services that facilitate more students tomake it.
Therefore, in this paper, we contribute a thematic analysis of the educational challenges
of university students from India through the lens of the Interdependence Framework
for Assistive Technology [7] and the strategies students use to overcome challenges with
reference to the Resilience Theory [8]. We also identify and interpret the most pressing
needs of students considering the above findings.

2 Related Work

2.1 Education of Students with Visual Impairments

In diverse and complex societies, experiences with disabilities intersect with sociocul-
tural issues of class, gender and traditional beliefs [9]. The general understanding of
disability exacerbates stigmatisation, and gender differences marginalise females with
disabilities [10]. A significant proportion of people with disabilities with low income
also have limited access to healthcare, education, and stable employment [11]. In India,
for instance, less than 0.5% of the total number of students in university education are
disabled [12], 9.65% of disabled people in India receive higher education [13] out of
which 32.13% are visually impaired [14]. The Constitution of India cites the Right to
Education as a fundamental right for free and compulsory education for all children
aged six to fourteen years [15]. The National Education Policy (NEP) 2020 mandates
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that ‘children with disabilities will be enabled to fully participate in the regular school-
ing process from the foundational stage to higher education’ [16]. There are schemes
to provide accessible content, teaching aids, transport allowance and teacher training.
Still, a lack of support for training teachers in integrated schools [17], limited guidance
and bureaucratic delays create challenges in obtaining the allocated funds to procure
assistive technologies [18, 19].

Similar barriers in other countries have made teaching SVIs a neglected area. Borah
and Sorathia [20], Sahasrabudhe and Palvia [21], Lamichhane [22] and Dey et al. [23]
illustrates SVIs in India and Nepal’s limited access to educational tools and report the
consequences of limited assistive technology, for instance, being unable to take up math
or science in higher education [5].Wong andCohen [24] describe the disconnection in the
knowledge of assistive technology and ICT skills among teachers in Singapore. In their
book Ableism in Academia, Brown and Leigh [27] theorise contemporary academia’s
ableist context, challenges and practices in the UK, while Baker et al. [25] explained
reflections and barriers for visually impaired programmers fromEurope andNorthAmer-
ica through surveys and follow-up interviews. They reported that barriers permeate all
parts of SVI’s education, from accessing material and doing homework, which increases
isolation and decreases motivation.

As we can see, the education of blind students globally has many barriers and chal-
lenges. However, the community in SVIs is not behind in technology adoption and use.
Due to the shortage of tactile content, students turn to audiobooks to access educational
materials and freely share content with peers [26]. Pal and Lakshmanan [27] presented
a rich narrative picture based on the voices of visually impaired employees in India
and their increased use of assistive technologies at the workplace. India et al. [28] have
shown that visually impaired students in an inclusive setting actively participate in play
through tangible interfaces to understand basic math concepts and computational think-
ing without explicit instructions. It shows that students and teachers are keen to learn,
provided there are ways to make education accessible, such as using games aligned with
the educational curriculum [29]. An improved understanding of the challenges SVIs in
higher education face in India, their voices, and leveraging the enhanced frameworks to
understand ableism and inclusion will provide valuable insight for disability innovation
[30, 31] and pathways towards a more accessible and inclusive society.

2.2 Disability and HCI

Mankoff et al. [32] brought learnings from disability studies to the domain of HCI. They
argued that ‘by exploring individual, cultural, societal and theoretical foundations of
assistance, one can expand the view of Assistive Technology (AT) and its place in the
complex world of disability’. From there on, particularly the social and biopsychosocial
(BPS)model of disability has been used to understand and design for the diverse needs of
users with disabilities, such as designing self-tracking devices for patients with chronic
illness [33]. Applying the BPS models in the context of HCI resonates with Interdepen-
dence Framework for AT devices suggested by Bennett et al. [7]. The authors emphasise
that an individual’s relationship with the environment is mediated by ATs and relation-
ships with people who collectively work to create access. It challenges the traditional
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ability-centric understanding and highlights the importance of considering the interac-
tions between the user’s impairment, technology, and the environment inwhich it is used.
For example, through autoethnography, Jain et al. [34] explains in-situ coping strategies
and how they go beyond technology. The authors, who themselves are disabled, realised
that proactive customisations by social network, collaboration, and participation must
go hand in hand to solve the in-situ need. Gadiraju et al. [35], through observations and
interviews, brought in teachers’ expectations of technology and found that introducing
an element of play, including parents, and increasing collaborative skills can enhance
education. Shinohara et al. [36] also reports that the inaccessibility of research tools adds
time and effort but increases social and collaborative relationships.

However, despite being a practical framework for HCI and approximately one-third
of thework published inHCI about accessibility relates to visual impairment [37], the use
of the Interdependence Framework as a lens to understand the educational experiences
of people with visual impairments, mainly where technology use is limited is at a nascent
stage. Therefore, our study analyses the educational experiences and challenges of SVIs
in India through the lens of the Interdependence Frame.

2.3 Resilience and Visual Impairment

Adverse events due to visual impairment life can be understood as a perturbation towhich
the person must adapt. This trait of Resilience has been previously used to analyse the
coping process among visually impaired individuals. Resilience explains how a system
recovers from adversity, sustains itself, and thrives. Ungar and Theron [8] describe
resilience as the ‘process of multiple biological, psychological, social and ecological
systems interacting in ways that help individuals regain, sustain or improve their mental
wellbeing when challenged by one or more risk factors’.

People can cope with visual impairment through self-awareness and adaptation,
facing circumstances, and through positive reinforcement processes [38]. Pathways to
resilience are also formed by independence, allowing people with visual impairments
to understand their self-identity, create social connections, and engage in recreational
activities [39]. For people with visual impairments in low-income contexts, mobile inter-
actionswith technologies aremediated through existing social infrastructure support that
influences the use and experience of technology and, therefore, the perception of self [40].
It is also evident that to holistically support individuals with disabilities in India, cross-
cutting health issues, caste, religion, gender, and hierarchymust be considered alongside
fostering resilience [11]. Our study uses theories of Resilience [41, 42] to identify the
promotive, protective factors and processes that help overcome the difficulties faced in
the education of SVIs in India.

3 Methods

The study aimed to learn about the challenges faced by students who made it to top
universities in India, understand how they overcame the challenges in the journey, and
identify themost pressing unmet needs. Data collection took place through a focus group
discussion with SVIs who were at the time studying at some of the best universities in
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Delhi. A focus group was suitable for this research question because it could discuss the
topic in-depth. Furthermore, education and its challenges are relatable to every partici-
pant in the group, and there may bemany overlapping experiences. The group discussion
will bring forward prevalent challenges and differences, leading to sharing practices and
strategies to address some issues. The Research Ethics Committee from UCL (UCL
REC 18925/001) and Institute Ethics Committee from IIT Delhi (IEC P-086) provided
the ethical clearance to conduct this study.

3.1 Participants

Table 1. Participants for the study

Participant Age Current
Educational
Degree

Visual
Impairment

Background

P1 20 Bachelors in
computer science

Congenital Blindness Urban

P2 20 Bachelors in
computer science

Congenital Blindness Rural

P3 32 PhD in Political Science Congenital Blindness Urban

P4 27 MSc in
Economics

Congenital Blindness Rural

P5 28 PhD in English Literature Congenital Visual
Impairment (Light
perception)

Rural

P6 21 Bachelor’s in
Political Science

Congenital Visual
Impairment (Light
perception)

Urban

P7 20 Bachelors in
economics

Congenital Blindness Urban

Seven university students with visual impairments participated in the study (Table 1).
All the participants have been visually impaired since birth. The mean age of the par-
ticipants was 24 (SD = 4.93). The recruitment took place using convenience sampling
through personal communication with three participants in direct contact with the first
author. They were requested to identify more volunteers for the study, which resulted in
four more participants being a part of the study. Remuneration in the form of food and
travel expenses was provided to the participants.

We balanced the group composition to include participants from urban and rural
backgrounds. Three participants (P2, P4 and P5) were from rural backgrounds where
awareness and understanding of disability are low, social stigmatisation against people
with visual impairment is high, and schools are not adequately equippedwith the required
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AT [5]. Their recalled experiences of not having access to appropriate braille books in
inclusive schools and being dependent on listening to teachers and friends. The remaining
four participants (P1, P3, P6 and P7) were from an urban background and had studied at
a special school for the blind. They had access to a bespoke education ecosystem where
learning materials were available in braille, and special educators taught subjects like
math and science. Despite a better education environment, there were still challenges at
a social level and in integrating into an inclusive university.

The group represented a community of exceptionally educated young, congenitally
visually impaired students of India who went through competitive exams to get admitted
to one of the top institutions in the country. These exams included the Joint Entrance
Exam for Engineers (JEE), JNU PhD Entrance Exam and Joint Admission Test for
Masters (JAM). Everyonewas comfortable in using digital technologies and socialmedia
and worked with laptops and smartphones daily.

3.2 The Procedure of the Focus Group Discussion

The focus group discussion was conducted in person in a well-ventilated room. It started
with an icebreaker that warmed the participants to share their thoughts and ideas with
the group. The focus group guide to conducting the data collection enquired about their
motivations to pursue education, the difficulties they faced in the educational context,
the general challenges in society and how they were overcome. The discussion also
discussed the ideal vision in 25 years that the participants would like for future SVIs
in India. The final questions of the discussion enquired about the most pressing unmet
needs of the participants at present. The entire discussion happened in English and
Hindi according to the participant’s preference. The conversation was audio recorded,
translated into English as needed and transcribed for analysis.

The discussion lasted for just over two hours, during which participants showed
energy and engagement, leading to a natural flow of the conversation. Participants shared
anecdotes, observations, and thoughts about their educational experiences, their percep-
tion of their societal attitudes, how they overcame challenges, and their expectations for
the future.

3.3 Analysis of the Focus Group Discussion

Transcripts were analysed through a thematic analysis process through a hybrid reflex-
ive approach [43]. Bennet et al. [7], with their Frame of Interdependence, proposed
that the frame allows us to see how people and things are connected to create access.
We used the frame to identify where things are disconnected and create inaccessibility.
Therefore, the transcripts were coded by two researchers to find instances when the
tenet of interdependence fails due to failing social relations, lack of assistance, ableist
hierarchies and notions towards the achievements of the participants. These codes were
clustered and combined to identify themes for challenges. Previous research has cited
difficulties accessing suitable content and inadequate teaching practices [5, 11, 17, 20,
22]. Our findings highlight interactions between people and the environment that are
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restricted, misfitting or motivated by ableist notions. Therefore, with the frame of inter-
dependence, we provide a new perspective on ecosystem problems beyond the more
commonly reported financial, instructional, and technological barriers.

It is important to note that more is presented in literature about difficulties in educa-
tional experiences than factors that show how the difficulties are overcome. Therefore,
from the data, we identified practices illustrating how the participants overcame the dif-
ficulties. Two researchers again coded practices from the data and used the principles of
the Resilience Theory [8, 41] to interpret how students overcome challenges. Based on
this data reflection, we contribute the themes of self-confidence, internalising extrinsic
stressors and navigation with social resources to overcome difficulties.

For the speculative inquiry about the ideal future and critical reflection on the
most pressing need, the seven participants one-by-one shared their vision and then the
most pressing needs and challenges in the context of education. During the discussion,
statements from each participant were enriched by comments, discussions, and anec-
dotes from other group participants. The discussions were noted on sticky notes. The
notes were analysed through an affinity mapping exercise with the participants on the
spot. Through this process, the group co-identified two significant themes – integrating
assistive technologies and integrating disabled people in society.

4 Challenges

Participants in this research study were academically exceptional but shared several
challenges in the educational context to achieve their accolades. Challenges arise when
interdependence is broken, and this happens in two thematic ways:

4.1 Restricted and Misfitting Assistance in Learning

This thematic group entails scenarios where SVIs are keen to attain education, but
social relations could be more cooperative, and technologies are unavailable to create
the required access. The participants narrated many incidences in which they struggled
to get essential attention because SVIs are considered an extra burden. Due to this
perception, the needs of SVIs are entirely neglected, especially in an inclusive setting.
For example, when P4 took what is often referred to as PCMB (Physics, Chemistry,
Mathematics, and Biology) and made it into the 11th Std class, which is the first of two
senior secondary education years in India, they faced discrimination:

“When I was in school, I took PCMB. I somehow managed 11th, but the
schoolteachers were in a psychologically damaged mindset. Their first reaction
towards me was, it’s a government school, [and] they have the result as a liability
or accountability, so from the principal to all the teachers, they were like the result
will be bad only. Out of 20, this one will fail. He [P4] has come to this school, but
our 5% result is gone, so out of that 95%, let us see how many students we can
pass.” – P4.

This resulted in actions such as:



74 T. Bhatnagar et al.

“They [teachers] will come to the class, teach, and go without caring that I am
there. There was a shortage of reading material there as well. I used to record their
lecture, listen to them repeatedly.” – P4.

This outright denial shows how the social environment may not take the necessary
steps to create a relationship with SVI. It is not restricted to the school environment but is
also prevalent in university education. Considering the mandates from a policy perspec-
tive, this social attitude creates a tokenistic approach toward people with disabilities.
Rather than providing a more active environment with the support of assistive technolo-
gies, the social ecology in educational contexts is static and, to an extent, unwilling to
support SVI’s education. P6 explains this with an example:

“You see, there are a lot of [SVI] students enrolled in XXX University, and there
has been an awareness [of disability] in the university for a long time. Once, it
happened to me when our political lecture was going on, and I requested my
professor to record his lecture, to which he refused directly, saying, ‘No, you can’t
record my lecture’. Then I had to write an email to the principal and meet her.
Further, she made my professor understand that we have such students, so you
must conduct yourself needfully. Forcefully, I must work on such things, and then
get the required returns.” – P6.

This attitude also creeps to the top, where policies and directives get established.
Misinformed perceptions about the capabilities of SVIs and the lack of awareness of
assistive technologies limit opportunities for learning by creating barriers citing a lack
of AT. It is likely because the voices of people with visual impairments in decision-
making panels are also tokenistic. P5 shared his experience at a high-level meeting with
government officials:

“I was invited to a high-level meeting with government secretaries, as a case was in
the XXX Court, and they had to give feedback on what should be done to improve
accessibility. They had a draft with them in which it was written that PPTs could
not be provided, and another clause mentioned those sign language interpreters
couldn’t be provided.” – P5.

To this attitude, P5 responded:

“I mean, how can you [secretaries] conclude in advance that such things can’t be
provided? It would help if you tried it first.” - P5.

The negative perceptions about the capabilities of SVIs limit curriculum that dis-
allows them to pursue specific subjects. For example, the omission of math from the
curriculum of students with visual impairments in educational boards creates barriers
for those who understand math and wish to pursue it in future. P1 explained this:

“One major problem is that after Std. 7th, the school will not let you study Math.
Schools say that you will have to study the same math you studied in classes 5th,
6th, 7th, 8th, 9th, and 10th. So, because of this, it is hard to get Math in std. 11th &
12th.” – P1.
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Some narratives in the discussion appreciated attemptsmade by social relations in the
educational context to bridge the access gap. Unfortunately, due to a lack of awareness
of fit-for-purpose solutions and a casual approach to implementation, the bridge often
does not fit. Social relations attempt to assist in education, but due to various reasons,
the support needs to be aligned and complete. Such misfitting relations can happen
when the mediative AT is inappropriate due to unawareness of dedicated AT solutions
or their non-availability. It can also occur when the social environment attempts to
create workarounds to communicate but at the cost of increased workload and poor
management. For example, P4 shares:

“Professors wanted to help. They wanted to provide accessible material and work
harder but had no ideas or knowledge. There were few things that they used to do
at their personal level such as Latex typing and rather than sending us a scanned
image and would be willing to type the equations and make the ppt.”– P4.

This shows that there needs to be more awareness in general about best practices
for inclusive education. Previous research also suggests that few learning resources and
training are available for tutors in an integrated learning environment [44]. We found
that institutions have created some form of accessible learning methods, which were
in response to the demands of previous SVIs. However, even if tutors are cooperative,
additional effort takes time to create accessible content that can be restrictive for the
students. A lack of awareness about the importance of inclusion and weak enforcement
of accessibility in education is also evident through these procrastinated and reactive
attitudes to create an accessible solution for SVIs.

“The coding/programming course I was talking about had teaching assistants. So,
whatever teachers have written on the blackboard, they have typed and given to
me, but after the 1st lecture, they would give it to me after 15 days or a month
later.” – P2.

4.2 Ableist Social Interactions

From a social perspective, building relations with peers can often be challenging due to
the need for more awareness and sensitisation about visual impairment. Lack of commu-
nication can cause stigma about disability and leads to the formation of social bubbles.
P7 shared his discovery of this social phenomenon while in conversation with one of his
sighted friends.

“I was talking to a sighted friend, and shemade a very good point thatmany people,
even inmy university, are in their bubble. Someone in the ‘normalcy bubble’ wants
to stay in that bubble. They may ask you [SVI] out of curiosity but don’t want to
leave their comfort zone. They don’t want to go out of the way and understand our
angle and things related to it.” – P7.

People in these bubbles assert caution and hesitance when speaking to SVIs. P3
reflected that if people with visual impairments are part of society, then communication
should be accessible and natural, be it about disability or anything else.However, suppose
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a person with visual impairment is not part of society. In that case, communication will
be confounded with presumptions that may cause fear of sounding offensive. Such
presumptions emerge when society fails to consider a person with a disability a part of
society. Fear of speaking about disability by stepping out from the bubble of normalcy
is created by the fact that a disabled person is perceived as not normal or as unfortunate
and in need of charity.

“Most people consider us as an object of charity, people who need help, as if we
are victims and we only need help and people owe a sympathy perception, but this
is something we don’t want now.” – P1.

Directly talking to peoplewith visual impairments about their disability appears to be
discomforting, and people generally prefer to be in a bubble of misperceptions. It high-
lights deeply engrained attitudes that lead to ability-based hierarchies in which people
with visual impairments must prove their capabilities more than others. Often SVIs are
not considered productive or contributing group members and cannot be treated equally.
Such notions often lead to social situations in which people with visual impairments are
alienated despite being part of a group.

“Imagine there is a group of four friends. Amongst them, there is one friend’s
birthday is sighted. For his birthday, everyone will contribute except the VI one;
no one will ask the visually impaired person.” – P2.

On the contrary, in scenarios where the person does well in life, for example, lands a
competitive job or clears a difficult public exam, society considers a person with a visual
impairment to be a person with superpowers and gets subjected to inspiration porn [45].

“Recently, I visited my village where a lot of people say sir, you must have a
super-intelligent mind’. I reply I have the same level of brain as you, it’s just that
I try to utilise it.” – P4.

The examples show that the contributions from SVIs are not recognised due to the
traditional ableist notions of disability. Hard work and persistence are misinterpreted to
be superpowers. A general lack of participation and visibility of SVIs in education leads
to these ableist notions. In conclusion, the participation of people with disabilities is
promoted through inclusive policies, but the emergent social relations are not equitable.
Assistance through these relations happens reactively and can be tokenistic, casual or
procrastinated.

5 Overcoming Challenges

While speaking of the above challenges, participants also narrated how they overcame
them.These practices reflected an understanding of themselves and the underpinning rea-
sons for the motivation for education. The following three themes illustrate the personal
and social factors that foster students’ resilience in an educational environment.
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5.1 Developing Self-confidence

Self-confidence is an individual’s attribute concerned with the belief that a judgement is
accurate. It is also considered an individual’s ability to be sure about their abilities. For
resilience, belief in one’s abilities is crucial [41]. Positive educational experiences created
a sense of self-confidence that motivated the participants to push ahead through limita-
tions and difficulties. With increased self-confidence, SVIs develop a resilient mindset
and a strong acceptance of their visual impairment. For instance, P5 had extremely few
resources during his schooling, but positive experiences in learning created excitement
to learn more.

“When I was in school in rural XXX, I did not have books. I requested other people
to narrate, yet I saw that I was performing much better than others by listening.
I saw that despite my difficulties, I am doing good. I started enjoying this and
wanted to take this further and try different things. It’s becoming my personal
journey by pushing through my limitations.” – P5.

Social ecology plays a crucial role in building a positive sense of self and confidence
in one’s actions, for instance, bridging the access divide was enough for P5 to see his
capabilities and build his confidence. Repeated positive experiences build autonomy,
allowing students to experiment, try and explore to identify and navigate resources that
sustain and improve well-being. Students demand more from the social environment to
provide resources in the form of ATs and social support, which P7 explained:

“I want to be successful and stand out from the crowd. Technology is there, I
have a laptop and mobile phone in my hand, of course, limitations are there, but
technology is there. I must focus, and developing my skills can’t be limited. For
that, I do a lot of experiments. I fail, but that’s okay. This was one of the main
reasons to pursue Liberals Arts and Sciences.” – P7.

A positive mindset about self also helps build personal coping strategies to adapt to
adverse situations. As explained in Sect. 4.1, restricted and misfitted interdependencies
create adversities. Due to a positive self-identity and confidence in one’s ability, SVIs
identify workarounds in such scenarios and continue to excel. For instance, P4 devel-
oped his method to understand mathematical derivations that had missing steps due to
inaccessible class notes.

“We all are surviving because of being outstanding. We must get out of the box.
For a sighted student, all the resources are available but for us reading material
isn’t there, you can’t seek help from a book and the internet is not accessible. So,
I used to read the logic step by step and imagine ways the sequences used to be
formed to fill in the gaps in notes and then I used to check if it matched the result.
But can every student [SVI] do this?” – P4.

As highlighted above, a strong personal belief is critical to overcoming adversities.
The previous examples also showed that positive self-identity is necessary to build this
resilience developed through successful experiences and increased autonomy to identify
and create the resources needed to support well-being.
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5.2 Internalising Extrinsic Stressors to Intrinsic Motivation

It was interesting to note that some participants had transformed extrinsic factors and
events into intrinsic motivation. Reflecting on these behaviours from the theory of self-
determination proposed by Deci and Rayn [42], social factors have created an intrinsic
desire to achieve to give a response either to social injustices or become valued in the
eyes of society. For example, P3 faced many social situations that motivated him to show
people they were wrong in thinking about him and his mother.

“As I was VI by birth, the first VI in my family, my mother faced societal taunts.
So, when I was 3–4 years old, I often wondered why these people were saying
such things to my mother. No one used to speak to me; instead, they talked with
someone who used to accompany me. This was a strange societal problem as well.
So, I wanted to become independent and have my own identity that people talk to
me.” - P3

Some stories revealed the years of discrimination and suppression that the partic-
ipants faced due to their visual impairments. Responding appropriately to the stigma
motivated the participants to attain a good education from a reputable place and acquire
high-paying jobs. In this way, they believed society would respect them and their capa-
bilities rather than doubt their abilities and potential for life. For example, for P4, his
perceived image in the community he came from was important to him, and increasing
his social value within this community motivated him:

“I come from a rural background where educated people are highly valued. If,
along with education, you get a permanent job, people literally worship you, so
that’s the kind of value you get there. So, for me that was a huge motivation to get
a better education and get back to my region where I can get valued there.” – P4

P6wasmotivated by amore personal factor – his grandfather’s job in the government
service. The esteem and privilege that his grandfather’s employment bestowed hadmoti-
vated him to gain similar employment that would enable him to contribute to society’s
development, and in turn, he would be viewed as a contributing member of society.

“Someone close told me that if I get educated, I will be a big man, so the words ‘to
be a big man’ attracted me. My grandfather had a government job and was highly
respected because of that. He was a big man. So, I wanted to be a big man.” – P6

The above examples describe the internalization of social factors to create the
intrinsic motivation to be educated. Social relations also facilitate access to missing
information which we describe ahead in greater detail.

5.3 Navigating with Social Resources

In recent years, Resilience Theory has been used extensively to study social ecology’s
effect on an individual’s ability to cope with adversities [8]. Many of the narratives
described before highlight the role of empathetic teachers, peers, and friends to support
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and provide the access required for education. We use the term empathetic because these
activities are not generally standardised and are invented by social relations in bespoke
ways to create access. These include teachers who understand the needs of students
and are willing to put in the required efforts to help them understand the subjects. It
requires additional time from their end, increasedworkload, and creative effort to develop
interfaces that are accessible to the students and help them learn about a concept. For
example, for P6, learning Math was a challenge until a new teacher worked closely with
him and changed his perspective and self-confidence toward learning.

“A new teacher had come; she didn’t know how to teach well. I was very weak
in Math. You can say that I used to fail in Math. But then we had another new
teacher. He worked on me a lot and pushed me to the point that I could pass my
Std.10th. Otherwise, I had no hope of passing.” – P6.

P2 and P7 shared that teachers who provide special attention to students are highly
appreciated. They can make learning more enjoyable and improve their educational
experience.

“There used to be one teacher who supported me in English, Math, Science. I
couldn’t see much; there were no books. I was partially sighted, so we used to sit
under the bright sun, and the teacher used to write big letters on the board from
either a sketch pen or write big letters on the copy and teach Math. He used to
teach me separately.” – P5.

However, special attention can only reach some. It alsomeans that education depends
on the motivation and intelligence of the special educator. A good teacher can build
confidence and capabilities; however, a bad teacher can severely damage the SVI’s
personal resilience and problem-solving ability. Teachers may also be unable to find
ways to teach students with visual impairments at the same level as their sighted peers.
In such scenarios, students tend towards friends and family members.

We identified many situations in which friends and family helped with reading,
writing, and explaining a topic. Beyond access to education, these practices promote
social inclusion and the formation of new relations and begin to include SVIs as part of
the group. For example, when the teacher of P1 could not provide access in a needed
way, he turned to friends, which increased his social integration within the university.

“My professor used to write code on boards rather than laptops. This used to be
his problem. Many times, I told him to explain whatever he wrote, but he used to
say it was my habit and used to say that he would do it next time, but he never did.
So, I reached out to my friends and studied with them.” – P1.

This highlights how SVIs and their community organise themselves to create path-
ways to access education. Better AT to promote and support such social relations can
also improve inclusion and learning experiences. However, the ATs must promote the
right attitudes towards people with visual impairments because existing perceptions may
still be constrained within the ableist hierarchical structure. SVIs in social scenarios can
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still be perceived as an object of ill-health, as a student who is less productive, not equal,
and in need of help.

6 Unmet Needs

Having understood the challenges SVIs face in education and how they overcome them,
this section focuses on needs that still need to be met.

6.1 Integration of Assistive Technologies

Participants agreed that educational resources need to be improved for independent
education, and access to graphs and diagrams is a significant issue. Specifically, the lack
of accessibility to graphical data was highlighted, creating challenges for students to
pursue math and science subjects to survive the challenges posed by the subject. Not
being able to understand the subject due to a lack of resources is damaging as they may
not understand and deliver to their fullest expectations.

“If diagrams are unavailable and friends are not always available to help, how
will a student survive at a university level? It will be very problematic. If one is
interested in the field and cannot learn 100% in the field or give his 100%, then he
will get demotivated.” – P7.

Two participants strongly advocated that all visual media must be made accessible
for students with visual impairments to understand the subject through tactile graphics
or automated means to provide text-based descriptions of the graphics. This raises the
need for a tactile display interface that is visualised by one of the participants in the
following comment:

“At the initial stages in school, during 9th and 10th, the tactile diagrams are avail-
able, but what after that? In college, there are not a finite number of problems.
Making diagrams for everything is not possible. So, in this case, there needs to
be a device, like a braille display, something that we connect to the laptop or
smartphone and just like the braille text, we can see the diagram.” – P1.

Enquiring further about tactile displays, it was surprising to note that none of the
participants had purchased a tactile display. Two participants were given a refreshable
braille display from the university, while one borrowed a display from a friend. The
remaining participants have just seen such devices or never felt the need to buy one.
Despite the need for tactile interactions expressed in academic literature and the amount
of research and development in this field, people still are unsatisfied with the available
products or at least need to perceive a sufficient benefit to purchasing.Another participant
mentioned that finding a good scribe who can understand the answers and translate them
to write in exams is a significant burden and can be eliminated by introducing computers
as a medium for exams. Deliberating on this thought, the group discussed that it is
possible only if computers are introduced in early education and with software solutions
that require minimum human intervention. Accessing academic books through audio
and appearing in exams through computers can solve many challenges that SVIs face.
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“If we make computers accessible and available at an early school level, where
the subjects are also confined, that will give more students a better education who
may also take up technical fields. They will demand more and will create the need
for better and more accessible materials.” – P7.

Previous research has also pointed to increasing access to tactile media and intro-
ducing computer interfaces at an early school level. Doing so will provide SVIs with
an opportunity for independent learning, increasing personal resilience and improving
autonomy and problem-solving ability.

6.2 Integration in Society

Fostering personal resilience covers half of the factors necessary for a better educational
experience. Two participants from the group (P4 and P2) strongly felt that the most
pressing challenge is the lack of awareness and negative societal attitudes towards people
with disabilities. The group regarded this issue as the root of the other challenges, as can
be seen in the comment from P4:

“My biggest challenge is the lack of awareness of teaching and non-teaching staff.
They don’t know how to help or treat.” – P4.

Participants shared that all educational institutions should treat an SVI like a reg-
ular student, not a special student with special needs. Participants agree that ATs dis-
cussed earlier willmake people’s lives easier andmore productive. However, how society
changes to include and value people with visual impairments at par with sighted people
was still concerning.

“New technologies will keep coming, but how far the mindset of people will
change, we don’t know.” – P2.

The group felt that attitudinal changes in society go much slower than technological
advances. The availability of technology would surely facilitate the change in levels of
accessibility. Still, it will create a gap between places where technological accessibility
is available and where it does not exist.

“Attitude change is obviously at a very slow pace. Because of this, there would be
a huge gap, which would be the most negative side because some institutes like
private institutes will provide, and some will not.” – P7.

Discussing this point further, P3 shared that the empowerment of people with tech-
nology will make them more independent and successful. As dependence on society
decreases, society’s negative attitude can be easily ignored or improved through better
participation of SVIs. Hence, technological advances must also aim to change societal
perceptions and attitudes toward disability. Society creates greater barriers for people
because of its procrastinated, burdensome attitude toward accessibility and inclusion.
The bubble of normalcy is so comfortable that people are happy to stay in the shad-
ows of misinformation, away from reality and need for proper accessibility, equitable
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opportunities, and relevant support so that the motivation that drives SVIs is facilitated.
Participants share this attitudinal concern concerning their social integration.

“Because of technology, we will get empowered. The technological shift will be
there, but change will be at our level only. The attitudinal level changes at a slower
pace. With AT, disabled people can do everything independently but won’t have
self-satisfaction with society. They will be educated and have everything but still
will not get valued. Suppose you are doing a good job and still you face delays for
your marriage.” – P2

7 Discussion

This paper attempts to understand the challenges, practices, and needs of SVIswhomake
it to competitive universities in India based on the Framework of Interdependence and
the Resilience Theory. We found that educational challenges arise when the tenants of
interdependence break and the social environment around an SVI fails to take the nec-
essary steps towards access. A lack of awareness about assistive technologies solidifies
the ableist bubble of normalcy. Further, it hinders the development of social relations,
while a lack of communication causes misperceptions about the capabilities of SVIs.

We also found that overcoming challenges requires self-confidence fostered by aca-
demic success. Many participants had also developed a method to internalise extrinsic
social stressors into intrinsic motivation to succeed in education and navigate the chal-
lenges of inaccessibility with whatever is available in their ecology. Finally, we found
that in terms of technology, there is still a dire need to increase the availability of tactile
media and computers in education, with which students can learn independently and
build their autonomy and command over the subjects of their choice. It is also impor-
tant to note the need to facilitate social integration in the ecosystem to abolish ableist
hierarchies and establish equitable interactions and collaborations.

7.1 Rethinking Education to Facilitate Independence and Interdependence

Existing education policies and practices can be critiqued to promote ableism and
tokenism. It focuses on adapting SVIs to the education system, citing differences in
abilities and accepting that visual impairment is a problem that requires special adjust-
ments to be fixed. For example, it motivated the curricular adaptations that limit choices
for students, and its implementation without appropriate teacher training limits the sup-
port SVIs get in schools. The policy allows students to use screen reading software
to appear for exams and use computers in schooling; however, schools or the board
have no mandate to provide software or hardware support [18, 19]. The lack of access
to AT creates dependencies, and with inappropriate support, surviving the educational
environment becomes challenging.

Therefore, on the one hand, the education system needs to empower students with
AT to develop autonomy over their experience and develop more command by hav-
ing the opportunity to learn independently. At the same time, the system needs to be
empowered to identify ways that facilitate better and deeper relations with their social
ecosystem. Empowerment through assistive technology in employment [27] and peer
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effects in learning [26] have been discussed before. Our findings extend these works by
showing the impact of makeshift AT by interdependent actors in the educational ecosys-
tem that creates access to information. Previous research also highlights the challenges
in learning math at high schools [20, 22, 23]. Still, participants opted for math in our
study. Our findings highlight how some exceptional students can internalise the chal-
lenge and develop bespoke methods to visualise and access mathematic information.
We also found teachers overcoming the disconnection in AT knowledge and using ICT
skills [24] but with the perception of an extra burden.

Therefore, there is more that needs to be done beyond access to affordable AT [46],
better teaching practices [47], and putting people with diverse abilities together in an
integrated classroom [16]. The ability-based design framework [48] proposes designing
systems focusing on users’ abilities. The Frame of Interdependence allows us to see these
social relations, relations with AT, and the contributions of people with disabilities [7].
The Disability Interactions framework brings in the value of co-design and co-creation
that acknowledges participation and power balances [49]. These frameworks and co-
designing educational tools that increase independence and foster interdependence will
be necessary for inclusive education. We aim to explore solutions at the intersection of
these frameworks in future work.

7.2 From Assistive Education to Inclusive Education

Previous research has shown that due to a lack of tactile tools [20], accessible information
[21, 23, 26, 27] and appropriate teaching practices [22], students find it difficult to
pursue education. Our research highlights that assistive education was realised through
makeshift tech by teachers in the educational ecosystem (such as Latex files) and through
peers that collaborate to create access to information. In practice, these actions were
considered an extra or a special effort to support a few capable and outstanding students;
not every SVI can have that entitlement. Therefore, education as a human right needs
to move away from the disability-centric bespoke approaches that have been reported
to cause an invisible burden to the person with a visual impairment and their social
environment [50] to widely available inclusive practices that every student can engage
using their respective abilities.

Project Torino is an excellent example of an AT that can provide an equal col-
laborative learning experience not determined by the visual impairment [29, 51]. Its
implementation has shown that students with diverse abilities actively participate in
play through tangible interfaces to understand basic computational thinking concepts
without explicit instructions [28]. Another tool called Tip-Toy uses tangible blocks with
QR codes that allow students with diverse visual abilities to learn basic computing
[52]. Play-based approaches have been used to co-design inclusive games that promote
engagement between disabled and non-disabled players. The games used multisensory
feedback and a tactile crafting process that engaged children in an engaged and col-
laborative behaviour [53]. However, despite the improved learning experience provided
by tangible interfaces, their practical implementation in contexts where technology use
has not been a traditional way of teaching requires developing ways for manageable
adoption. In such cases, more mature technologies such as Alexa are paving the way to
facilitate inclusion [54].
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7.3 Limitations of the Study

While we contribute a qualitative rich insight into the challenges, practices and needs
of SVIs in India that compliments research from around the world, the study has some
limitations. Although the participants have diverse backgrounds and provide a good
representation of challenges, the small sample size of seven participants needs to be
improved in how SVIs create creative ways to overcome challenges. Second, all the
study participants were male because very few people with visual impairments in top
universities, and the number of female students is even less. From our sampling, finding
more participants in the given was not feasible. However, this study is part of a longer
ongoing research within which we hope to further develop our understanding through
different genders, stakeholders of the educational system and cities. Third, using the
frame of Interdependence and Resilience Theory to understand challenges and ways
of overcoming them is just one of the many ways this data can be reflected. Further-
more, these are evolving conceptual frameworks; hence, we can identify richer andmore
detailed insights in future work as the frameworks evolve.

8 Conclusion

In this paper, we report findings from a focus group study that explored the educational
experiences of university students with visual impairments in India. To improve educa-
tional experiences, significant steps are required.A lack of understanding about inclusion
and a casual approach creates restricted or misfitted assistance and ableist social interac-
tions. Students overcome these challenges through self-confidence, intrinsic motivation,
and honing the ability to navigate accessibility through available social resources. We
emphasise the need to empower SVIs through the necessary AT to support independent
learning, foster social interdependence, and for the education system and practices to
move from assisted education to inclusive education.
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Abstract. A lack of accessible controls remains a barrier to disabled
users engaging in virtual reality experiences. This paper presents a mod-
ified cognitive walkthrough of 120 virtual reality applications to identify
2,284 pairs of operant and resultant actions and creates an inventory
of domain objects and their operant and resultant actions in the vir-
tual space. This inventory captures both the form and prevalence of
interactions that are expected of users in current virtual reality design.
An analysis of this inventory reveals that while many barriers could be
addressed by existing solutions, those options currently are not often
present in current designs. Further, there are a set of barriers related to
embodied controls that represent opportunities and challenges for new
and innovative designs in virtual reality.
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1 Introduction

Virtual reality (VR) is a platform for users to escape inside incredible virtual
worlds, socialize with their friends and family, and to play games. Unfortunately,
much of virtual reality, even at the very basic access level [20] of interaction
remains inaccessible to disabled people1 [7,9,27].
1 In this paper we have chosen identity first language over people first language which is

consistent with some communities. We acknowledge that language around disability
is evolving and have made this choice for consistency within the paper.
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While there is an increasing amount of information about the barriers to users
in VR, we have very little information about the design space in VR that leads to
those barriers. For example, while we know that controllers and controls in VR
can be a barrier, we do not know what specific designs that are being used that
are causing the mismatch between users and the technology. Therefore, the goals
of the research presented in this paper are to: analyse existing VR applications
to identify the range of different controls available, analyze where there is the
potential for barriers to disabled users, and where there are opportunities for
innovation in design.

2 Literature Review

VR is often presented as a new and emerging technology. While it is true that the
fidelity and commercialization of these technologies are ever advancing [16], the
challenges of making VR accessible are not new. Indeed, accessibility research of
VR applications emerged in the late 1990s s with some early VR devices. At that
time, VR was being used in a range of innovative areas including: telepresence
in medical consultations, exploratory virtual archaeology, and in providing an
alternative venue for educational journeys for students [2,12,23].

The introduction of these early VR devices also coincided with the emergence
of the dominant philosophies in accessibility and inclusion [5], which resulted in
an increased interest in first-wave [11] research looking at the perceptual, motor
and cognitive aspects of VR.

The devices that were available during this period of VR research provided
opportunities to explore multi-modality in the virtual reality for both input
and output. At that time, the most prevalent research was in accessibility for
people with sensory disabilities, focused on modalities for presenting information
in virtual spaces. Research with this generation of hardware investigated how
blind and low vision users interpreted virtual objects, how different textures and
shapes are perceived on surfaces in virtual space, and even how variations in the
type of device and its mapping to VR changed perception [6,15,18,19]. Research
into interactions of blind and low vision users in virtual reality continue today [7].

Most of these studies worked with devices that had limited controls. In most
cases, they consisted of a thimble or pen interface providing 6 degrees of move-
ment in a virtual space and 1 or 2 buttons. In comparison, modern VR devices
have one or more handheld controllers with many buttons and/or joysticks avail-
able to users. While these controls are immensely powerful, they are grounded
in many assumptions about people having physical abilities that are similar to
the average population [16,17,27] or what Gerling and Spiel refer to as the cor-
poreal standard body [10]. For example, many recent VR devices assume users
have two hands and two arms with full range of motion and motor control. A
recent interview study by Mott et al. [17] found 7 broad barriers, many of which
focused on the hardware and controls, with participants describing issues relat-
ing to reach of buttons or hand and arm strength to hold controllers, with no
ability to replace the controller with something they can use, despite calls for
this feature from users [27].
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Beyond the controllers themselves, there is often need to adapt the mappings
of the controller activations into the virtual space. Zhang et al. [28] undertook
research on the actions related to locomotion within virtual spaces, and examined
several different types of control variants. Authors ap Cenydd and Headleand [1]
provide a model of locomotion that describes the physicality and freedom of
different types of control schemes. This model proposes four different types of
movement and demonstrates the applicability of their model to a single appli-
cation. However, both papers focus on a single interaction type: locomotion.
While these papers can inform the design and evaluation of variety of locomo-
tion controls, they do not provide any insight into what is a broad range of
other interactions that can happen in VR space. Further, while Gerling et al. [9]
indicates that remapping is a highly desired option within VR, we broadly lack
a comprehensive examination of what controls exist and the form they take in
VR in order to be able to propose that type of remapping or other forms of
accessible design.

To address this gap in knowledge, we undertook an analytical study of exist-
ing VR applications to answer the following questions:

1. What is the form and function of interactions that users have in VR spaces?
2. How does the form of these VR interactions contribute to accessibility barri-

ers?
3. Given the form of VR interactions, what are existing accessible design solu-

tions for barriers to disabled users?

By answering these questions, we can understand the where there are solu-
tions, and where there need for new designs for more accessible VR controls.

This paper presents the methodology, results, and analysis of a systematic
review of 120 VR applications with 2,284 interactions that users can take in those
applications. These interactions were analyzed to create a descriptive inventory
of interactions in VR apps including both the physical actions that users under-
take and how they map to the virtual world.

3 Methodology

In this study, VR applications were analyzed regarding the objects that users
interacted with in the virtual world. The interactions with these objects were
broken down into operant actions, that is the actions taken in the physical world
undertaken by users, and the resultant actions that occur in the virtual space.
This section details the systematic approach that was taken to identify the
dimensions of users’ interactions in VR.

3.1 Devices

Three virtual reality devices were chosen for the study as an opportunity sample
of what was available on the market at the time of the study. The three devices
represented different levels of complexity input devices including the Oculus Go
[8] with a single handset, the Sony PlayStation Virtual Reality [24] with its wand
controller or game controller and the HTC Vive [14] which had dual handsets.
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3.2 Application Sample

For each platform, an opportunity sample of applications were selected for review
on each of the 3 platforms. The sampling method for each platform was as follows:

1. Applications on each platform’s online store were ranked by popularity.
2. The list was filtered for the applications were free.
3. Up to 40 applications were selected from that list.

The exception to the above was a small number of pre-purchased VR titles
that were already available to the researchers on the PlayStation VR system.

This resulted in a set of 120 applications. Within the sample there were 5
broad categories of applications: single player games, multi-user social spaces,
walking simulators, virtual tours and 360 o video archives.

The complete list of applications chosen for this study are provided in the
Appendix of this paper.

3.3 Data Collection

For each application, a modified version of the cognitive walkthrough inspection
method was used to systematically record the operant and resultant actions that
are applied by users [25,26].

After installation of each application, a researcher reviewed the application
for the key tasks users undertake in the application until saturation was reached
and no new tasks were discovered. Each task was decomposed by the researchers
into its most atomic tasks2. Then, researchers documented the path from where
users would identify an action, perform it on a controller (the operant action),
and then receive feedback from that action from VR (the resultant action).

For example, in many games there was the need to attack a target with a
handheld projectile weapon. The task of firing the weapon was broken down
into facing the target with the camera, aiming the weapon, and then firing the
weapon via a virtual trigger mapped to a button. When using the PlayStation
VR, this task resulted in the operant and resultant actions listed in Table 1. In
cases where there were multiple possible operant actions for a single resultant
action, all discovered alternative operant actions were recorded.

3.4 Data Analysis

After reviewing all of the applications, a content analysis using open coding was
undertaken on the complete set of pairings of operant and resultant actions [13].
One researcher undertook the coding and a second researcher performed inde-
pendent checks on the codes to ensure consistency and clarity of the coding
scheme. This produced codes for a set of domain objects in virtual space that
users interact with and a set of codes for both operant and resultant actions.

2 For those familiar with hierarchical task analysis, these atomic tasks correspond to
the leaves of the task tree.
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Table 1. Example mapping of firing a weapon in a game to operant actions and
resultant actions.

Task Operant Action Resultant Action

Firing Weapon Aim with Head Camera Turn Left/Right

Aim with Controller Aim Weapon

Hold Up on D Pad Aim Weapon

Press X Fire Weapon

4 Results

There were 2,284 pairs of operant and resultant actions collected from the appli-
cations.

There were 5 domain objects identified on which users interacted with oper-
ant/resultant pairs. These objects included: Avatars representing the user in
virtual space regardless its form (e.g. person versus vehicle); Camera: a view-
port to the world; Combat Objects: melee and range weaponry; Environmental
Objects: items user may interact with in virtual space for a task, such as a tool,
door, or box; and User Interface Objects: the user interface components that are
included in the heads-up display (HUD).

For each object, there were groups of resultant actions that commonly
occurred together. For example, all the controls in Table 1 labelled Aim Weapon
in their resultant actions were put into a group: Aim, whereas Fire Weapon
was grouped under Attack with other aggressive actions, and the Camera Turn
Left/Right was grouped under Smooth Camera Movement. Table 2 shows the
relationship between domain objects, groups and resultant actions.

Many applications encourage the manipulation of objects in diverse ways
(173) and the movement of objects within the VR space (192). Similarly, when
an Avatar is present in VR, movement along the horizontal plane (x/y axis),
such as walking or driving, is common (189). In comparison, Avatar movement
along the z-axis is seldom used (31).

Codes for operant actions included Embodied Upper Limb Movement and
Embodied Head Movement which are actions that have a direct mapping between
motions in the physical world and in the virtual one. There were four codes
identified for actions through conventional button and joystick controls, one for
a Single Button press and release, one for when users press and Hold a button or
joystick for an extended period of time and one for repeated Rapid activations
of a button connected to a single operant action. Finally, there was a code for
Complex activations which combined two or more of the above. Table 3 presents
the resultant groups mapped to the operant actions.

Embodied Head Movement is the most consistently mapped and used operant
action. The movement of the head to target the camera was present in every
app (720), with each using the full range of motion, which is consistent with the
unique selling point of VR of being immersed in a completely virtual world.
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Table 2. Number of unique instances of each resultant action grouped by domain
objects.

Domain Object Resultant Group Resultant Action Instances

Avatar Control Velocity Accelerate, Boost, Brake, Stop Movement, Stop Accelera-
tion

30

Horizontal Movement Forward, Back, Left, Right, Move to Highlighted Area 189

Vertical Movement Hover, Jump, Land, Wall Climb, Wall Walking, Crouch,
Stand, Dash, Dodge

31

Camera Calibration Calibration 11

Hold Camera Lock camera on target 3

Smooth Camera Movement Up, Down, Left, Right, Forward, Backward 750

Still Camera Capture Take Picture 2

Tile Camera Movement Up, Down, Left, Right, Reverse 46

Viewpoint Change Change Viewpoint (Front Facing, Panoramic, First Person
View, Third Person View) Zoom-in, Zoom-out, Move Object
View (Up, Down)

30

Combat Aim Up, Down, Left, Right 112

Attack Melee Attack, Throw Object, Fire Weapon, Rapid Fire
Weapon, Use Ability, Stop Firing,

135

Modifiers Charge Attack, Increase Power, Prepare Weapon, Swap
Weapon, Reload, Cancel Action

39

Environmental Change Environment Change Game Speed, Change Time of Day, Spawn Item 13

Object Manipulation Aim Tool (Up, Down, Left, Right), Use Tool, Highlight
Object, Select Highlighted Object, Use Object, Interact with
Object, Release Object, Shake Object, Change Gears

173

Object Movement Rotate Object (Up, Down, Left, Right), Use Object, Use
Tool, Stop, Grab Object, Hold Object, Movement of Object
(Up, Down, Left, Right)

192

User Interface Control Application Pause, Unpause, Exit, Skip Cutscene 70

Menu Manipulation Up, Down, Left Right, Forward, Back 295

Move Menus Drag UI 5

Navigate Menu Highlight Menu Option, Select Highlighted Menu Option,
Close Menu, Open Menu, Grab/Release Menu, Drag Menu,
Game Specific Menu, Yes

158

Embodied Upper Limb Movement in VR is a common activation when con-
ducting an Aim related action on a combat weapon (72) and, surprisingly, in
horizontal movement (65). For example, a user may point with their arm where
they want to go while flying like Superman. Aim resultant actions were also
used heavily in the user interfaces components of VR with the need to have
users extend, wave, or hold their arms to target menu items within the display
(82).

Predominantly, single button presses are seen in object manipulation (117)
and menu manipulation (165). However, for movement of an avatar in the hori-
zontal plane (60), movement of objects (51) and attacking in combat (37) there
is a prevalence of users having to hold controls for an extended period. Holding
an activation was often used as an alternative for embodied movement in the
horizontal or vertical planes, making holding a surprisingly prevalent activation
across the data set.

Most of the applications have a small number of one or two alternative oper-
ant action options. In cases where there was more, it was almost always isolated
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Table 3. Cross-tabulation of the number of instances of each operant action within
each resultant action group.

Resultant Group Complex Embodied Head Movement Embodied Upper Limb Movement Hold Rapid Single Button Total

Aim 20 12 72 2 - 6 112

Attack 21 2 3 37 6 66 135

Calibration 3 - 2 3 - 3 11

Change Environment 4 - 1 1 1 6 13

Control Velocity - - - 13 - 17 30

Control Application - - - 3 - 67 70

Hold Camera - - - - - 3 3

Horizontal Movement 21 7 65 60 9 27 189

Menu Manipulation 7 16 82 24 1 165 295

Modifiers 3 2 - 17 - 17 39

Move Menus 1 - - 2 2 - 5

Navigate Menu 12 - 1 2 39 104 158

Object Manipulation 9 12 20 9 6 117 173

Object Movement 72 - 35 51 4 30 192

Smooth Camera Movement 6 720 4 17 3 - 750

Still Camera Capture - - - - - 2 2

Tile Camera Movement 1 - - 2 6 37 46

Vertical Movement 6 - - 3 2 20 31

Viewpoint Change 7 - 1 6 2 14 30

to a specific group of actions. For example, some apps allowed alternative controls
for movement in the horizontal plane for all directions but had no alternatives
for other controls. A few applications had alternatives for camera movement, or
firing weapons, or for grabbing/releasing objects. Finally, there was one consis-
tent place where there were there were multiple operant actions, and this was
in access to menus in the User Interface resultant group. For example, selecting
highlighted menus had the largest number of apps that afforded operant control
alternatives for that single resultant action (23).

5 Limitations

In this study we have undertaken a review of 120 applications, and while care
was taken to select a wide variety of application types, there is a selection bias
due to the focus on primarily free tier or low-cost applications. Even though this
was an opportunity sample, we have representative applications from across the
industry from commercial titles, to educational services such as museums, to
games, meaning the applications sample is robust at least in terms of its variety
of types of interactions that users are likely to have with VR. However, we cannot
make any generalizations about control schemes in particular applications.

Finally, this data was gathered towards the end of 2019, meaning that the
results are true for that time. With VR being a fast-moving field, these platforms
are now being surpassed by the next generation of devices. However, given that
we used three platforms from the very simple in the Oculus Go [8], to the very
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complex with the HTC Vive [14], we feel that the inventory produced in this
study is representative of at least the minimum of what current platforms can
do. Validation with current platforms will help increase the external validity of
the results.

6 Discussion

While there are a variety of different virtual spaces that users will encounter
in VR applications the things that they interact with can be categorized into 5
coherent domain objects whose resultant actions fall into 19 different categories.
Moreover, there were 5 distinct categories of operant actions that map into all
of those different resultant actions. These results can inform accessible design of
VR by giving us a means to identify where we already have solutions and where
we have difficult research problems to address.

Many of the operant actions require people to press buttons for activation
in different ways, often with many individual actions being needed in a single
application. As identified in existing literature, this will create barriers to people
who are unable to use standard controllers due to disabilities related to dexter-
ity or fine motor control, as well as those who can only use specific fingers or
one hand. There are well understood techniques from a variety of computing
environments about how to provide the much desired feature of remapping one
button to another [3,9,21]. However, these options were rare in the applications
we surveyed.

One of the most common control activations in VR was where users were
required to hold controls when they are undertaking movement of cameras,
avatars and objects. This type of hold for controls for extended periods of time
can impact individuals who have strength related disabilities in their hands or
where users fatigue quickly. Similarly, these same users will often encounter bar-
riers to technology use when they have to conduct rapid repeated pressing of con-
trols. However, there are good patterns and examples in domains such as digital
games of how to toggle these controls to provide alternatives for users, meaning
addressing this issue should be relatively straight-forward for VR designers.

In contrast, it is the embodied interactions that present the biggest opportu-
nities and challenge for control research and innovation in VR. Whether operant
actions are an embodied movement on their own, or if they are combined with
one of the many button presses, simple remapping is unlikely to solve the accessi-
bility barriers. In addition to users who have disabilities discussed above anyone
with disabilities related to strength, motor control, or movement of their arms
have the potential to encounter barriers.
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For example, consider the fishing game Bait! [22]. Users must face the direc-
tion they want to cast, then press a button and hold it, swing their arm backward
and then forward and release the button in time with the forward swing. In order
to appropriately account for everything in this action, at a minimum designers
would need a control scheme that can move in two dimensions for the head, a
control that can move in one dimension for the arm, and a button, and yet be
accessible to users where the original control scheme creates barriers.

7 Conclusion

In this paper, an analysis of 2,284 controls in VR has identified a variety of
sources of barriers to disabled users. In some cases, the source of the barriers is
the number or location of controls required for an application, which are barriers
that can be addressed by existing solutions such as providing control remapping
on existing controllers or to users’ own custom controllers as is seen in other
domains [21]. In other cases, such as holding buttons or rapid repeated presses
of buttons, alternative ways of toggling controls or control reduction are well
understood.

However, within VR there are a variety of embodied movements that are
used for control. These controls create barriers to disabled users where there are
no obvious pre-existing solutions. Given that there is a substantial number of
key actions in VR that are linked to these types of embodied controls, expedited
research and design is needed to create new alternatives that encompass the
many dimensions these controls use to manipulate the virtual world.

Any alternative control solutions would fundamentally change the way a user
engages with VR in comparison to the original controls. Beyond the question of
how to implement new control schemes, there is the more important question of:
how do adaptations alter the experience of users? There are studies in gaming
that indicate that control changes can change experiences that are key to VR [4].
If this holds in VR, it means that disabled users will get a different experience
from their non-disabled peers. Thus, we also need to understand the experi-
ential goals of disabled users in virtual reality and whether or not the altered
experiences delivered through adapted interfaces are acceptable and meet those
goals.
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Appendix: Application Sample

Table 4. Sample applications used in this study.

HTC Vive Oculus Go PlayStation Virtual Reality

1 2 3 Bugle A Dead Body Drops Allumette - Move Controllers

A Beautiful Anywhere AltSpace VR Ancient Amuletor Demo - Move Controllers

AD 2047 Demo Amaze: Interactive Movies Animal Force Demo - Move Controllers

BE THE HERO : Prototype Bait Aquishies Demo - Move Controllers

Blobby Tennis Break a Leg Astro Bot Rescue Mission Demo - PS4 Controller

Budget Cuts - Premature Demo Edition Coco VR Batman VR - PS4 Controller

Cast Demo Conflict0: Shattered Battle Zone - PS4 Controller

Chromatic Shift VR Dark Corners Bound Demo - PS4 Controller

Circaian Rhythm Dead and Buried Cyber Danganronpa VR - PS4 Controller

Cosmic-Attack VR Demo DEO VR - Video Player Dark Eclipse - Move Contollers

Cube Dancer Epic Roller Coasters Dino Frontier - Move Contollers

Domino Craft Face Your Fears Driveclub VR Demo - PS4 Controller

Exogen Facebook 360 Eden Tomorro - PS4 Controller

Fairyland Facebook Watch Eve Valkerie - PS4 Controller

Finnair Virtual Flight Fail Factory Demo Far Point - PS4 Controller

Google earth VR Gala 360 - Travel and Relax Grand Turismo Sport - PS4 Controller

Guns’n’Stories: Preface VR Galavi Shows Harmonix Music VR - Move Contollers

Heart of the Eberstone: Coliseum Guide Meditation VR Head Master Demo - PS4 Controller

HyperVisor Henry Here They Lie Demo - PS4 Controller

Incane: Solo Training Jurassic Park: Blue Hustle Kings VR - Move Contollers

Invasion Jurassic World: Apatosaurus Job Simulator - Move Controllers

MermaidVR Video Player Laura Croft Moss Demo - PS4 Controller

Netflix VR Maze VR Playroom

PROGHET: A VR EXPERIENCE - Demo Merry Snowballs Prision Boss VR Demo - Move Contollers

Proze Prologue Mission ISS Raw Data Demo - Move Contollers

Ready Player One: Oasis beta Oculus Browser Rez Infinite - PS4 Controller

Sinister Halloween Demo Oculus Rooms Rigs - PS4 Controller

Spiderman Far From Home Oculus TV Skyrim VR - PS4 Controller

Spiderman Homecoming Pet Lab Star Child - PS4 Controller

Spirit Warrior VR Play With Me Superhot VR Demo - Move Controllers

Taphouse VR PolyRunner VR Tethered Demo - PS4 Controller

The Bellows Project Rampage VR The Last Guardian VR - PS4 Controller

The Body VR Rilix Coaster The Persistence Demo - PS4 Controller

The Last Day Defense Shooting Showdown 2 Thumper Demo - PS4 Controller

USS Eisenhower Virtual Reality Space Time Tiny Trax - PS4 Controller

VIVEPORT VR Star Wars: Droid Repair Bay Tom Grennan - PS4 Controller

VR Aquarium Temple Run TumbleVR Demo - Move Controllers

VR Dino War VeeR: Video, Movie, and Photo Platform Until Dawn: Rush of Blood Demo - Move Controllers

Weapons Master Wonderglade VR Worlds - Move Controllers AND PS4 Controller

Weather God Wonders of the World Wayward Sky Demo - PS4 Controller
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Abstract. This paper introduces WAM-Studio, an online Digital Audio
Workstation (DAW) for recording, mixing, producing, and playing mul-
titrack music. WAM-Studio advances music development by proposing
a web-based environment based on a visual programming paradigm of
end-user programming (EUP). In this paper, we describe how users can
associate individual tracks with real-time audio processing plugins that
can then be customized to produce a desired audio effect. Moreover, we
describe how users can visually create macros to control multiple plugin
parameters at once. While programming macro controls and customizing
track parameters might have many applications in the music industry,
they also present an opportunity to afford Hard-of-Hearing users greater
control over their music listening. To illustrate the potential of WAM-
Studio, we present a case study illustrating how this tool could be used by
Hard-of-Hearing users to modify individual musical elements in a multi-
track listening context to create a more enjoyable listening experience.

Keywords: Web Audio · DAWs · plugin architecture · Web standards

1 Introduction

The advent of synthesizers, samplers, and sequencers completely changed the
paradigm in the music creation process [4]. Computer-assisted music production
is a rapidly evolving field that utilizes computers to record, edit, and produce
music. Many musicians embrace the use of Digital Audio Workstations (DAWs)
for creating and manipulating digital audio and MIDI content to create music.

A DAW is a feature-rich software, resulting in a notably high complexity of
use. It allows musicians to create multi-track songs by: (1) using audio samples
directly (e.g., by incorporating an audio file into a track or recording from a
microphone or sound card input), (2) synthesizing audio using virtual instru-
ments (e.g., a software recreation of a piano), (3) mixing various audio tracks
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together, and (4) applying sound effects to each track (e.g., reverb, frequency
equalization, or auto-tune on vocals).

The four DAWs with the lion-share of the market (Logic Audio, Ableton,
Pro Tools, Cubase)1, are all large standalone software applications that must
be installed. The first online DAWs appeared in 2008, using Flash technology,
while the first DAWs using HTML5 and the Web Audio API for audio processing
only appeared between 2015 and 2016 [3]. Online DAWs present distinct advan-
tages over conventional DAWs such as lower barriers to entry and the ability
to easily share and access projects from any device with an internet connec-
tion. A large variety of audio plugins (a kind of software module) extends the
functionality of DAWs, offering users greater flexibility and control over their
music production [2]. Since 1997, a significant market has developed for third-
party plugin developers offering thousands of plugins that are compatible with
all major DAWs.

A DAW is a complex application. A variety of individually adjustable param-
eters are available on each track, including volume, stereo panning, plugins, and
their associated parameters, as well as the plugin order. Finally the “master
track” sums all individual tracks together and presents an additional opportu-
nity for plugin use and parameter tweaking. Given the amount of customization
and complexity present in DAWs, they can be daunting applications for many
users to engage with [4]. However, previous work has shown that even basic
DAW controls can effectively be used to empower cochlear implant (CI) users to
customize their music listening experience [7]. This is largely due to the reduced
frequency resolution and speech-focused nature of CI processing.

Previous work has illustrated the similarities between end-user programming
(EUP) tools and music composition tools such as DAWs [6,11,15]. EUP aims
to solve the mismatch between end users’ high expectations and specific domain
knowledge but limited programming expertise [14]. Current practice shows that
computer musicians become a kind of end-user programmer who face challenges
that are similar to their professional counterparts in software engineering [8,12].
The difference is that DAWs aim to enable end users (musicians) to design,
tailor, and customize audio. We suggest that some of the difficulties might be
a result of the choice of programming paradigm. The user’s ability to negotiate
the constraints of the tool and assimilate its particular language is crucial in
either case, whether engaging with visual metaphors or learning system-specific
languages to build highly determined musical processes.

In this paper, we present a new Web-based digital audio workstation, WAM-
Studio, that employs the visual programming paradigm for creating and editing
multitrack audio. Section 2 introduces the main features of WAM-Studio and
highlights how WAM-Studio enables users to create macro controls for adjusting
many plugin parameters simultaneously (Sect. 2.4). Section 3 describes the over-
all tasks orchestration, demonstrating how the macro manager of WAM-Studio
helps to simplify the process of adjusting various parameters at the same time.
Apart from its conventional application in the music industry, we have discovered
a potential utilization of the macro control feature to empower Hard-of-Hearing

1 https://tinyurl.com/s4tbjzew.

https://tinyurl.com/s4tbjzew
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users to customize their multi-track listening experience, as detailed in Sect. 4.
The remaining sections compare WAM-Studio (Sect. 5) with similar tools before
presenting conclusions and future work.

2 WAM-Studio’s Main Features

Figure 1 shows WAM-Studio’s user interface. This includes multiple tracks, their
associated audio waveform, and a selection of available effect plugins (located
inside the window titled WAM2 Pedalboard on the right-hand side) that can also
be uniquely assigned and configured to each track.

Fig. 1. Overview of WAM-Studio, featuring a set of tracks (on the left-side) and the
associated effect plugins (the WAM2 Pedalboard window to the right-side).

2.1 Overview of Tracks

A track is a container for audio-related data that comes with an interactive
display of these data, editing, and processing facilities as well as basic control
parameters such as volume and left/right panning. WAM-Studio supports two
types of tracks: audio tracks and MIDI tracks. Audio tracks contain recorded
audio, such as a vocal take, a guitar recording, or any other type of audio signal,
that is generally rendered graphically as waveforms. These audio tracks can be
edited, processed, and mixed by copying, cutting, and pasting audio samples
in the audio buffer associated with the track. The audio track’s output can be
further processed by a chain of audio effects, or plugins. As the name suggests,
MIDI tracks do not contain audio information but rather MIDI data (the pitch
of notes, velocity, and duration), which is used to control virtual instruments
such as synthesizers. Figure 2 shows an isolated audio track with the waveform
display of the associated audio buffer, and the default track controls/parameters
on the left side (mute/solo, volume, stereo panning).



104 M. Buffa et al.

Fig. 2. A track in WAW-Studio.

Tracks can be added or removed from WAM-Studio, played in isolation, or
with other tracks. They can also be armed for recording, allowing the armed
track to record selected incoming audio while all other tracks can play along.
Each track output is connected to a single “master track” where the global
volume and panning of the final mix can be adjusted. It is also possible to
apply audio effect plugins to the master track, allowing for a final adjustment
of dynamics, frequency balancing, etc. A plugin, or multiple, can be applied to
individual tracks, as shown in Fig. 3, to apply audio effects or synthesize audio
(in the case of virtual instruments).

All audio effects and virtual instruments are plugins in the WAM-Studio.
This design gives an extensive degree of control and adaptability and enables
users to blend and manipulate the sound of each track with high precision and
sophistication, thus making it easier to create intricate audio productions. So
that, when one presses the play button of the DAW, all the tracks are rendered
simultaneously, resulting in the final output signal, i.e. “the mix”.

Fig. 3. Selecting a track and associating it to a chain of plugins.
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2.2 Managing Plugin Chains

To apply a chain of effect plugins, WAM-Studio provides a special plugin, called
Pedalboard [2], that acts as a central host for all other plugins, as illustrated by
Fig. 3. The Pedalboard connects to a plugin server that sends back the list of
plugins available as a JSON array of URIs. From this list of URIs, the Pedalboard
plugin retrieves the descriptors and initializes the plugins to be displayed (upper
part of Fig. 3). To create a chain of effects, plugins can be moved to the bottom
part of the window in Fig. 3, re-ordered, and have their parameters set to create
special effects.

Any configuration can be saved as a named preset (e.g. “guitar crunch 1”).
Presets can be organized into banks (“rock”, “funk”, etc.). Naming and man-
agement of banks of presets is a task of the Pedalboard plugin. The parameters
exposed correspond to the entire set of parameters of the active preset, with this
whole process able to be automatad [3]. When a project is saved, the state of
each track is saved, along with the state of the plugin configurations.

2.3 Recording, Dealing with Latency, Other Features

Recording in a DAW is one of the most delicate features to implement correctly.
For instance, when recording a guitar track with real-time effects plugins, and
playing over drum and bass tracks, it is crucial to ensure that the latency during
recording is not noticeable as the musician must be able to play comfortably.
Additionally, input latency is introduced as the time between a signal being
emitted from a physical instrument and the time it is actually digitally recorded
is non-trivial. This time depends on the sound card, operating system, drivers,
audio buffer size, etc. The recorded audio must then be shifted back in time so
that during playback, it is perfectly synchronized with the other tracks. There
are many strategies to deal with latency issues [3] and WAM-Studio is able to
automatically select the best strategy according to the context of use.

2.4 Macro Control for Synchronous Multi-track Management

A macro is a customized control that allows users to adjust a variety of settings at
once, making it easier to manipulate sounds and effects in real-time, as illustrated
in Fig. 4. A macro control refers to a way of controlling multiple parameters
belonging to a plugin (effect or instrument) using a single knob, slider, or button.
Therefore, when a parameter is assigned to a macro, a mapping is created that
associates it to a specific range of values. When the macro is adjusted, the
associated parameters change accordingly. For example, one might assign the
filter cutoff, resonance, and envelope amount of a synth to a macro, so that it is
possible to adjust all of these settings at once using a single knob called “timbre”.
Overall, macros are a powerful tool in WAM-Studio that can help streamline the
workflow of sound production. WAM-Studio’s macros are inspired by the system
available in the Ableton Live DAW2.
2 https://www.youtube.com/watch?v=NOufylM AEA&t=177s.

https://www.youtube.com/watch?v=NOufylM_AEA&t=177s
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Fig. 4. Editing Macros in WAM-Studio: macro editor above the plugin chain.

Macros can be created, loaded, and saved dynamically within the WAM-
Studio macro manager. They can be saved as presets, allowing custom settings
to be quickly recalled and reused in future projects. When a project is saved,
the current state and configuration of macros are saved as well.

3 Tasks for Creating a Multitrack Song in a Nutshell

The process of recording and mixing a new song is often iterative. Here are the
different main tasks involved:

– Hardware and instrument set-up: Connect the computer, sound card,
instruments, MIDI controllers, etc. and calibrate latency3.

– Create a new track: For each audio element being recorded or played back;
– Add plugins: As needed on a track-by-track basis, such as audio effects for

voice or virtual instrument to synthesise MIDI data, and adjust parameters;
– Arm the track and record: Record the desired section of audio and, if

other tracks are present, recording is made while playing back other tracks in
time.

– Mix: Adjust the volume and stereo panning of each track, and refine the
sound by adjusting the plugin parameters of each track, including the master
track.

All these steps are time-consuming, and require a certain amount of expertise
and knowledge about each plugin. Macros play an important role in simplifying
3 See at [3] details about why gear setup is required for every new hardware connected

and security constraints prevent hardware discovery.
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the often complicated process of plugin parameter adjustment, especially for
users unfamiliar with audio processing. Unlike most existing DAWs, the WAM-
Studio is a web application so that projects can be shared via simple http links,
allowing remote collaborators to record and tweak settings. Therefore, macros
play an additional role as they allow collaborators to create and share macros
easily among collaborators, or even to the entire community of users.

4 Using Macro Controls to Customize Multi-track
Listening for Cochlear Implant Users

More than 1 in 5 people worldwide are D/deaf or Heard-of-Hearing (DHH)4,
with many of them experiencing a large quality of life improvements through the
use of hearing assistive technologies, such as hearing aids or cochlear implants
(CIs) [18]. CIs are electronic devices that convert acoustic sound signals into
electrical ones that are used to stimulate the cochlea. Currently, the internal
audio processing on CIs is optimized for speech, resulting in the perceptual
experiences of music and other complex auditory stimuli varying greatly among
CI users [10,16]. CI users experience a maximum dynamic range that is reduced
from 40–80 dB and a frequency resolution approximately 10–20 times lower than
people with traditional hearing [5,19]. Therefore, CI users’ perceptions of cer-
tain musical features, such as rhythm and tempo, are comparable to those with
traditional hearing; however, the perception of timbral, harmonic, and melodic
information differs greatly [9].

Fig. 5. Simplified view of WAM-Studio allowing DHH users to adjust sound properties.

4 DHH is an expansive term for people with hearing loss or are otherwise aurally
diverse, including those who identify as culturally Deaf and may use a signed lan-
guage as their primary language.
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Whilst the target users of WAM-Studio are musicians, we have found that
macro controls could be useful for Hard-of-Hearing (HH) users. 10 CI users pro-
vided feedback and rated various mixes using a mix of qualitative and quantita-
tive metrics, allowing us to determine mixing strategies and plug-in combinations
that were often used in highly-rated mixes. Using WAM-Studio’s macro controls
to adjust certain sound parameters may increase CI user’s enjoyment of listening
to recorded music. In order to make the use of controls more easier to users, we
have created a simplified view of macro controllers for HH users shown in as
shown in Fig. 5. The first simplification is the replacement of the audio buffer
waveform associated with the track by relevant macro sliders.

As we shall see in Fig. 5, the macro controllers are generated through previous
research and given non-technical labels, such as “clarity”, “punch”, or “weight”,
allowing users to granularly adjust multiple settings of a plug-in chain using a
single slider. A series of macros have been developed to be used on multiple
instruments of varying genres. This includes macros tailored to both genre and
instrumentation, for example:

– “Clarity (Pop Vocal)”: Increasing this macro increases the amount of 2kHz
and 5kHz present in the signal, increases the wet/dry mix of a de-esser, and
adds a medium-attack, slow-release compressor.

– ‘‘Punch (Rock Drums)”: Increases the compression ratio and wet/dry
mix of a compressor with medium-fast attack and fast release, increasing the
wet/dry mix on a sub-octave pitch-shifter, as well as the wet/dry mix on a
saturation plug-in.

– “Shine (Country Guitar)”: This reduces the amount of sub-250 Hz infor-
mation, increases the wet/dry mix on a one-octave-above pitch-shifter, and
increases the ratio and wet/dry on a slow-attack slow-release compressor.

Several plugins have been developed specifically for HH users, such as an
octaver and a tracking-EQ which boosts the fundamental frequency of the sig-
nal. The macros controls for HH users were created by the research team and
advanced users using the WAM-plugin macro creator. The macro created can be
exported for use in the simplified view that is aimed to reach a large audience
of CI’s users.

5 Related Work

In [17] a comparison of an online DAW (Soundtrap) with two native-based
solutions (Avid Cloud Collaboration and VST Transit) showed that web-based
DAWs “have the potential for widespread adoption and may even surpass the
usage of the existing paradigms in professional audio mixing practice in future”.
Additionally, the use of a custom DAW for empowering HH users to customize
multitrack listening is an original contribution to the field. Current approaches
to enhance music enjoyment for CI users include adjustments to the internal
signal processing on the CI itself, the creation of music composed specifically for
CI users, and algorithmic pre-processing [13]. These approaches certainly have
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merits, but they fail to recognize the enormous diversity and variance in audi-
tory perception and aesthetic preferences among CI users. Additionally, these
processes assume a passive CI listener with a limited desire to play an active
role in their listening experience.

WAM-Studio is an ongoing work, nevertheless, it is the only web-based DAW
that features a macro system, that is open source, and that supports third-party-
plugins. A survey of online DAWs can be found in [3] and a comparison with
collaborative solutions based on native DAWs in [17].

6 Discussion and Future Work

In this paper, we have presented the design details and various features of WAM-
Studio. Whilst the target users of WAM-Studio are musicians, we have found
that some of its features (in particular the macro controls for multi-track man-
agement) could be useful for HH users. We illustrated how some macros can be
created to help to adjust multitrack music using a simplified view of the WAM-
Studio. This unexpected use of WAM-Studio presents an exciting opportunity to
research questions of practical and theoretical importance about the uses of tools
for creating sounds and customizing listening experiences. Of particular interest
are CI users, as this user population is largely under-designed for, despite there
being over 736K registered CI users (as of December 2019) [1]. CI users are
additionally extremely heterogenous, potentially being well served by the level
of customization and personalization offered by WAM-Studio.

It is worthy of notice that all tools described in this paper use recent Web
technologies: W3C APIs WebAudio, WebMidi, Web Components, WebAssembly
and have been developed as an open source demonstrator of what can be done
on the web today in real time audio processing. WAM-Studio is readily available
at http://annonymousURL.

Future work should include user testing with both versions of the tools includ-
ing musicians and Hard-of-Hearing users, as well as additional focused user-
testing and co-design sessions with CI users to adjust the mapping of various
macros and further tailor the UI to increase the ease of use of the customized
multitrack music player.
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Abstract. University websites should be accessible and easy to navigate for all
users, regardless of their ability or disability. However, many university web-
sites still have inaccessible features, even in countries where web accessibility is
a legal requirement for public organizations. This study aims to investigate the
accessibility of Norwegian university websites using both manual and tool-based
evaluation methods. The results reveal significant accessibility violations in 6 of
10 websites, despite the implementation of regulatory frameworks since 2013.
The most common violations include an absence of alternative text and very low
contrast. Other frequent violations are a lack of keyboard support, lengthy nav-
igation, empty buttons, missing form labels, empty links, and empty headings.
These issues are considered critical and need to be addressed urgently because
incorrect design elements and navigation problems can cause confusion and loss
of control for users, particularly those relying on screen readers. The study indi-
cates that the above-mentioned violations result from insufficient awareness and
understanding of the accessibility prerequisites of individuals with a wide variety
of characteristics.

Keywords: Web Accessibility · Accessibility Evaluation ·Manual Evaluation ·
Tool-based Evaluation · Higher Education for All · University Websites

1 Introduction

University websites serve a multifaceted function, acting as a central information hub
for students, providing access to everything from course materials to campus events and
resources.With the increasing reliance on digital services, students with disabilities have
a greater desire to access and engage with online information and services [14], i.e., they
require assistive technologies adapted to their specific needs. Therefore, it is essential
for universities to provide universally designed websites and thus meet the needs of
“all people to the greatest extent possible, without the need for adaptation or special-
ized design” [23]. In the context of higher education, web accessibility aims to ensure
inclusive learning by enabling all current and prospective students to access, perceive,
navigate, and interact with university websites effectively, efficiently, and satisfactorily.
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To support academic success for all students, universities must guarantee that neces-
sary information, announcements, course content, and online services are accessible
with ease. By prioritizing web accessibility, universities can promote inclusive lifelong
learning and create a positive learning environment, especially for those at risk of being
excluded [12, 16, 18].

The World Wide Web Consortium (W3C) is recognized as the leading advocate for
web accessibility and recommends accessibility guidelines for websites and equal access
[28]. The guidelines include essential features that must be incorporated and are sup-
ported by technical specifications and educational materials to promote the development
of accessible websites. However, despite regulatory frameworks for public and private
organizations implemented for years in many countries [29], unmet accessibility guide-
lines - and thereby inaccessible features on university websites continue to hinder access,
hence segregating and stigmatizing users. For instance, Laamanen et al. [17] explored the
accessibility of all Finnish higher education institutions’ homepages. The study revealed
that the evaluated websites did not meet current accessibility requirements, there were
in fact significant variations among the institutions regarding accessibility compliance.
A more comprehensive study conducted by Acosta-Vargas et al. [1] on higher education
institutions in Latin America found that the evaluated websites violated many check-
points in the accessibility guidelines, especially the one for alternative text. Similarly,
Alim [3] evaluated the web accessibility of the top research-intensive universities in the
United Kingdom and found that the most common violations were related to insufficient
text alternatives for non-textual content, contrast problems, and the ability of webpages
to work with upcoming technologies and tools.

Ismailova and Inal [12] tested the web accessibility of top universities in Kyrgyzstan,
Kazakhstan, Azerbaijan, and Turkey and discovered that most websites failed to meet
the guidelines. The distribution of errors revealed that they mostly stemmed from failing
to adhere to success criteria pertaining to non-text elements and modifying text sizes.
In 2007, 2008, and 2009, Espadinha et al. [7] tested the accessibility of all Portuguese
public university websites’ landing pages aiming to detect the difference in accessibility
compliance.Although the universities showed significant progress during the assessment
period, the overall accessibility resultswere not at an acceptable level. In fact, only 12.5%
of the universities supported services to students with a wide variety of characteristics. In
another longitudinal study, Thompson et al. [22] assessed the accessibility of college and
university websites in the United States over a five-year period. The findings revealed a
noticeable improvement in accessibility according to certain measures. However, other
measures demonstrated a deterioration in accessibility, such as full keyboard support.

The Norwegian government has shown a significant commitment to improving the
quality of university websites by implementing regulatory frameworks for web accessi-
bility. In 2013, Norway introduced legislation to force public and private sectors to meet
accessibility guidelines [29]; and as of February 2023, all organizations must have an
accessibility statement in place on their websites [25]. Nevertheless, previous research
has consistently shown that professionals in general have low awareness of the field [8],
and, moreover, the websites have significant accessibility issues [10, 19, 21]. This goes
against national regulations and must be fixed to offer fully accessible online services to
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everyone in society. Since universities have the primary responsibility to provide infor-
mation for all prospective and current students - no matter their skills or abilities, it is
crucial to explore to what extent they have designed their websites to ensure accessibil-
ity, usability, and inclusion. Thus, in this study, ten Norwegian university websites were
evaluated by performing manual and tool-based evaluations.

2 Methods

By conducting manual and automated tests, ten Norwegian universities - owned by the
Ministry of Education and Research - were assessed regarding their compliance with
WCAG 2.1 level AA [30]. The list of universities was obtained from the website of
the Directorate for Higher Education and Skills [20], and all tests were conducted in
February 2023. The names of the universities are the Norwegian University of Science
and Technology (NTNU), Norwegian University of Life Sciences (NMBU), University
of Bergen (UiB), University of Oslo (UiO), University of Stavanger (UiS), Univer-
sity of Tromsø - The Arctic University of Norway (UiT), University of Agder (UiA),
NordUniversity (Nord), University of South-Eastern Norway (USN), OsloMetropolitan
University (OsloMet).

The regulations say that public websites must provide complete keyboard support
and be compatible with assistive technologies, such as screen readers, to ensure easy
access and navigation for individuals who are blind, visually impaired, or otherwise
rely on a keyboard. In this regard, a manual evaluation was conducted using a screen
reader to identify accessibility violations in detail - combined with a commonly used
online evaluation tool called WAVE [31]. By performing both manual and tool-based
assessments, we aimed to identify as many accessibility violations as possible based on
the WCAG guidelines.

2.1 Scope of the Evaluation

To ensure a practical evaluation framework, representative samples of pages were
selected from each university website rather than testing all pages. This is common
practice, followed by many researchers when evaluating website accessibility. There-
fore, ten representative homepages from each university website were evaluated, includ-
ing the homepages for the university, library, faculty, department, staff, admission for a
bachelor’s program, admission for a master’s program, admission for a Ph.D. program,
exchange agreement, and student life, respectively. Homepages are most often the vis-
itors’ first point of contact before navigating to other pages; thus, they must comply
with the accessibility guidelines. Likewise, inaccessible homepages, whether partially
or completely, can cause difficulties when trying to access other website pages. Further-
more, accessibility violations are often repeated when two pages have the same layout
and structure [I0], i.e., selected homepages from each university have their unique layout,
structure, menu design, and content flow, thereby representing many subpages on the
respective university website. Please note that these representative pages were deemed
essential by current and prospective students seeking information about a university.
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2.2 Measures

Online tools have been employed to evaluate website accessibility for years and provide
useful feedback on the identified accessibility violations and help developers in recti-
fying the detected issues. WAVE (Web Accessibility Evaluation) has been extensively
used in several accessibility studies [10, 15, 33] and was utilized to evaluate accessibil-
ity compliance in this study. The tool generates proposals to fix errors and alerts based
on WCAG compliance and offers comprehensive accessibility evaluation information
such as errors, contrast errors, alerts, features, structural elements, and ARIA (accessi-
ble rich internet applications). To conduct this research, we established the evaluation
criteria to identify the number of errors on evaluated pages that compromise WCAG 2.1
conformance level AA.

However, previous research demonstrates that less than half of the available accessi-
bility errors are detected by online tools [13, 27]. Therefore, elucidating the outcomes of
accessibility evaluation derived fromonline tools requires vigilant scrutiny. For example,
online evaluation tools can detect if the alternative text is linked to an image but cannot
judge its accuracy without interpreting the image’s content. Consequently, manual eval-
uation is always needed to provide higher accuracy and coverage of accessibility issues
[13, 27]. It is, moreover, the most accurate and reliable way of identifying accessibility
issues on a website [26]. In this study, we used the Google Chrome Screen Reader to test
each selected homepage individually. Afterward, we attempted to access each selected
homepage from their respective websites.

3 Results

3.1 Manual Evaluation (with a Screen Reader)

We classified the various issues detected in the evaluation into different groups as per
the categorization framework defined by WebAim [32]. These groups included focus
indicators, navigation order, items that should not receive keyboard focus, inaccessible
custom widgets, and lengthy navigation. The tests indicated that the provision of alter-
native text for non-textual content on the websites must be more consistent. Images that
lack descriptive information, especially when text is already present within the image,
should have alternative text to comply with regulations. Also, some web pages provided
comprehensive descriptions of their images, while others did not include alternative text
for non-textual content - or offered only perfunctory descriptions. There were tendencies
for some websites to use animations; however, these elements were either not focusable
or did not contain alternative text. Needless to say that providing accurate and compre-
hensive alternative text consistently for images, videos, and other non-textual content is
crucial for users who rely on screen readers.

The websites also exhibited problems with keyboard access, making it difficult to
follow the order of the content. On some pages, the keyboard focus shifted abruptly
between different sections of the page, causing confusion andmaking it hard to determine
the precise location. To ensure that website users can access all information on a page,
regardless of theirmode of access, websitesmust be designed to accommodate keyboard-
based navigation. Additionally, some websites demonstrated illogical and unintuitive
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default keyboard navigation orders, particularly evident in the tabbing order - deviating
from the standard visual flow from top to bottom and left to right. In some instances, some
crucial areas were skipped, while insignificant portions were read aloud. Furthermore,
somewebsites featured inaccessible customwidgets, such as buttons, hamburger menus,
and chat bubbles.

A notable accessibility challenge in web design involves the limited functionality of
screen readers, which may fail to accurately capture and convey certain text elements.
Consequently, users who fully rely on screen readers may require assistance in inter-
preting the page content and may thus face incomplete or inaccurate information. The
evaluation showed instanceswhere screen readers selectively ignored the critical text and
focused solely on links present on the page. Given the significance of these challenges,
websites must be optimized to ensure that all content is accessible. Failure to do so can
result in substantial barriers to accessing and comprehending important information,
hence excluding and discriminating against screen readers.

The study also identified challenges in the navigation process on many of the web-
sites. i.e., the abundance of interactive elements requires users to tab through numerous
components, a processwhich exacerbates the challenge of accessing the desired informa-
tion. Although the ‘skip to the main content’ feature enables easy keyboard navigation,
it could have been more effective on some websites. In sum, this confuses the user’s
location on the page, disrupts their sense of orientation, forces them to spend additional
time figuring out their position, and highlights the need for such features.

3.2 Tool-Based Evaluation

The tool-based evaluation generally complemented the manual review by addressing
similar issues. The results showed that none of the university websites were error-free
(see Table 1). As amatter of fact, all websites displayed a certain number of errors in web
accessibility and were furthermore not consistent with accessibility guidelines. In total,
the University of Stavanger had the highest number of checkpoint violations (n= 1661),
followed by the Norwegian University of Life Sciences (n = 465), Nord University (n
= 111), the University of Adger (n = 97), the University of South-Eastern Norway (n
= 75), and the University of Bergen (n= 72). Conversely, the Norwegian University of
Science and Technology (n = 13), the University of Oslo (n = 18), Oslo Metropolitan
University (n = 24), and the University of Tromsø - The Arctic University of Norway
(n = 25) contained the least number of violations.

The most frequent accessibility issue detected (n = 1464) was ‘very low contrast’,
which relates to 1.4.3 Contrast (minimum) at the conformance Level AA. Insufficient
contrast between image and text color negatively impacts user experience, particularly
for individuals with limited vision or color deficiency. Therefore, background and fore-
ground color combinations should be suitable for all users. The University of Stavanger
(n = 796) and the Norwegian University of Life Sciences (n = 408) had the highest
number of issues with very low contrast, while the Norwegian University of Science and
Technology and Oslo Metropolitan University only had three contrast errors each.



116 Y. Inal and A. B. Torkildsby

Table 1. Frequently repeated errors across the universities

Error types NTNU NMBU UiB UiO UiS UiT UiA Nord USN OsloMet

Very low
contrast

3 408 72 15 796 17 65 52 33 3

Linked
image
missing
alternative
text

– 3 – 1 780 – 4 12 2 –

Empty link – 1 – – 25 – 1 30 10 9

Missing
alternative
text

– 25 – – 34 – – 7 2 –

Empty
button

10 27 – – – – 14 – – 10

Missing
form label

– – – 2 2 8 11 2 9 2

Empty
heading

– 1 – – 9 – 1 8 12 –

Image map
area
missing
alternative
text

– – – – 15 – – – – –

Language
missing or
invalid

– – – – – – – – 7 –

The ‘linked image missing alternative text’ error was the second-highest error inci-
dence, relevant to 1.1.1 Non-text Content (Level A) and 2.4.4 Link Purpose (Level A).
This error occurs when images and links lack alternative text and images within a link -
that do not contain alternative text, results in an empty link. Another common error was
the absence of alternative text, indicating that the universities did not provide descriptive
text for non-text content. Without this, non-text content will be unavailable to screen
readers. Hence, it is necessary to add the ‘alt’ attribute to each non-text content along
with an adequate and equivalent description describing the content, as well as presenting
the function of the link.

Other errors with a high incidence were ‘empty link’ (n = 76), ‘missing alternative
text’ (n = 68), ‘empty button’ (n = 61), ‘missing form label’ (n = 36), and ‘empty
heading’ (n= 31). Relevant checkpoints include 1.1.1 Non-text Content (Level A), 1.3.1
Info and Relationships (Level A), and 2.4.4 Link Purpose (Level A). Only one university
included the following errors; ‘imagemap areamissing alternative text’ (n=15), relevant
to 1.1.1 Non-text Content and 2.4.4 Link Purpose, and ‘language missing or invalid’ (n
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= 7), relevant to 3.1.1 Language of Page. These errors can negatively impact the ability
of people to comprehend the content and navigate the website efficiently. Sufficient
descriptions must accompany all design elements to prevent the loss of control and
confusion for screen readers. Rectifying these issues can be achieved by incorporating
a descriptive title for the form element and providing text within the link.

Table 2. Accessibility errors identified on evaluated homepages

Evaluated
homepages

NTNU NMBU UiB UiO UiS UiT UiA Nord USN OsloMet

Homepage 3 66 8 3 561 1 13 10 9 2

Library 1 55 9 2 445 11 9 12 10 3

Faculty 2 59 10 0 184 3 16 17 12 2

Department 1 62 4 0 254 3 13 3 6 2

Staff 1 52 4 0 2 1 5 4 5 2

Admission
(bachelor)

1 50 4 3 27 1 11 11 7 2

Admission
(master’s)

1 36 4 3 29 1 8 8 7 2

Admission
(PhD)

1 36 10 0 25 1 6 27 5 2

Exchange
study

1 48 8 4 110 1 8 14 5 4

Student life 1 1 11 3 24 2 8 5 9 3

Moreover, the findings indicate that the university homepages exhibited the highest
number of accessibility errors (n= 676), followed by the library (n= 557), department (n
= 348), and faculty (n= 305) homepages (Table 2). Among the universities, the highest
number was detected on the University of Stavanger homepage (n = 561), followed by
the Norwegian University of Life Sciences (n = 66). Conversely, the homepages of the
University of Tromsø - The Arctic University of Norway (n= 1) and Oslo Metropolitan
University (n= 2) had the least number of errors. The student life (n= 67) and staff (n=
76) homepages were found to have the least accessibility issues. In terms of admission
homepages, the bachelor’s, master’s, and Ph.D. program admission pages contained
117, 99, and 113 accessibility errors, respectively. These results suggest that university
homepages are particularly prone to accessibility errors, and efforts should be made
as soon as possible to enhance the accessibility of these pages - thus ensuring a more
inclusive and user-friendly online experience for all users.
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4 Discussion

This study explored the current state of accessibility of ten Norwegian university web-
sites by performing both manual and tool-based evaluations to determine their level of
compliance with WCAG 2.1 Level AA. The results showed that all websites failed to
meet accessibility compliance, i.e., they lacked the required features to adhere to the
recommended level of accessibility conformity and had a considerable number of acces-
sibility errors. Consequently, this implies that the impact on user navigation, particularly
for those with visual impairment and blindness, is adverse.

Themost common errors were related to providing a text equivalent for non-text con-
tent, as outlined in WCAG 2.1 checkpoint 1.1.1 Non-text content. The main violations
identified in the tool-based evaluation included missing alternative text, linked images
missing alternative text, and image map areas missing alternative text - findings that are
consistent with previous research [1, 2, 12, 17, 18]. Moreover, the manual evaluation
revealed that the websites show inconsistency in offering alternative text for non-textual
content to further enhance the use of screen readers. Some pages on the same website
provided detailed descriptions for their images, while others did not - or provided only
brief descriptions that may not accurately convey the image’s essence and content. Pre-
vious research supports this finding and concludes that people with visual impairments
cannot comprehend the content properly unless an adequate and equivalent description
of non-text content is provided [10].

Concerning design elements, the tool-based evaluation identified empty links, empty
buttons, empty headings, andmissing form labels as the primary accessibility violations,
which are all necessary to provide clear and relevant information on a website. Alhadreti
[2] and Calvo et al. [4] reported that the lack of adequate description for design elements
and inappropriate use of headings is the most commonly violated accessibility error,
respectively. Both issues can leave screen readers feeling disoriented, severely impacting
their engagement and performance. The tool-based evaluation also revealed that all
websites had low contrast between the background color and foreground text color,
which causes problems for users with low vision and color deficiency. This finding
aligns with those of Laamanen et al. [17], who identified inadequate color contrast of
the text and background on higher education institutions’ web pages, with 58% of the
total errors relating to low color contrast. Likewise, the research of Alim [3] reported
that almost three-quarters of the university websites contained contrast errors - with an
average of nine errors.

Regarding keyboard access, the manual evaluation identified numerous issues that
negatively impact screen readers’ comprehension of the website’s structure. On some
pages, the content orderwas extra challenging to follow; and, in some cases, the keyboard
focus suddenly changed between different sections leading to confusion and difficulty
pinpointing the exact location. Besides, some websites had unintuitive keyboard nav-
igation orders, which should be structured from top to bottom and left to right. These
findings are consistent with Parajuli and Eika’s [19] study, where navigation was iden-
tified as the most frustrating issue screen readers encounter when accessing websites.
Furthermore, some websites lacked functional focus indicators - notably with sufficient
color contrast - enabling users to navigate through interactive elements such as links,
buttons, images, and input fields on the page.
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Last but not least, testing the websites using a screen reader showed that the nav-
igation process often was excessively lengthy, which creates a significant obstacle for
screen readers. Adding a ‘skip to main content’ feature is an effective way to improve the
navigation of websites. However, some of the websites were found to have implemented
this feature ineffectively. This improper usage may lead to additional user confusion
and, moreover, users feeling a lack of control over their browsing experience.

Taken together, these findings clearly show that an absence of conformity with the
accessibility guidelines results in web accessibility barriers that may impact an individ-
ual’s daily life to various extents. The violations prevent users, particularly those with
visual impairments, blindness, and difficulties in controlling mouse movements due to
various physical and motor conditions, from easily accessing and navigating any text,
image, audio, video, or program on a web page. Considering the fact that all people have
the same rights when it comes to accessing online information and services provided by
public institutions, e.g., universities and university colleges, the urgent need for equal
access to information for all cannot be ignored to the same degree as today. Inal and
Ismailova [9] suggest that web accessibility is an indication of human development,
measuring various countries’ levels of social and economic growth. Moreover, seeing
that the EU’s Action plan on human rights and democracy was implemented in 2020
[6], prioritizing human rights and democracy ought to be the primary goal for every
European country by now.

Despite the fact that legal obligation has been implemented in many countries - Nor-
way included - to ensure the accessibility of web content, and furthermore that country-
specific regulations have been instrumental in promoting awareness among practitioners
concerning implementing accessibility practices in the web development process [2, 8],
a significant number of websites still remain inaccessible. Needless to say that this is a
serious situation that hampers diversity, equity, and inclusion in digital society world-
wide [e.g., 3, 10, 17]. Moreover, it indicates that enacting laws and regulations at the
national level does not necessarily guarantee accessibility, and additionally, that chang-
ing practitioners’ mindsets, etc., might take more time and effort than first expected.
That said, previous studies show that raising awareness among practitioners regarding
the importance of accessibility leads to the incorporation of accessibility attributes into
digital systems [11, 17], and so we argue that a positive change is possible.

5 Conclusion and Recommendations for Further Work

This study aimed to assess the accessibility of ten university websites in Norway through
a combination of manual and tool-based evaluations conducted in accordance with
WCAG compliance. Overall, none of the university websites passed the test and the
most common violations were lack of alternative text and very low contrast. As dis-
cussed above, the results from this study provide clear evidence that not adhering to
accessibility guidelines creates obstacles to web accessibility - with a variety of negative
consequences for the users. Thus, we recommend improvements in the following key
areas:

• Provide text equivalents for non-text content
• Address design element issues
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• Optimize keyboard access
• Streamline navigation process
• Raise awareness and provide education amongst all stakeholders
• Embrace inclusive education - therefore, accepting diversity amongst students

In line with the UN’s focus on “leaving no one behind” [24] and the European higher
education policies, that strongly promote inclusive education to provide equal opportu-
nities for diverse students [5], the universities examined in this study should consider
increasing both understanding for - and awareness of the accessibility requirements to
further enhance the accessibility, usability, and inclusion of their websites. Seeing that
most of the detected errors in this study were associated with a lack of awareness and a
general understanding of the accessibility prerequisites of people regardless of skills or
abilities, we find it imperative to keep educating and training all stakeholders - including
content editors, designers, developers, andmanagers - in the ecosystem to ensure an even
more accessible web, thus promoting access and improved outcomes for all students in
higher education in Norway. Also, we call upon the research society to conduct more
studies focusing on user evaluation, including potential users with various disabilities,
as this would help to understand the bigger picture and why it is important.
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Abstract. When museums worldwide are introducing digital technol-
ogy to help the heritage interpretation for visitors, blind and low vision
(BLV) people are still excluded by various challenges. What BLV people
need in museums is an in-depth learning and independent exploration
process. However, the audio guide provided in museums is mostly sim-
ple descriptions, and cultural relics can not be touched, which cannot
meet the cultural needs of BLV people. In this paper, we designed and
implemented Wesee, an interactive platform that combined interactive
narrative, voice interaction, and tactile interaction, to help BLV peo-
ple experience cultural heritage more independently and interactively.
The preliminary evaluation was conducted with 20 BLV participants.
The results show that this platform is effective in helping BLV people
experience cultural heritage.

Keywords: Multi-model interaction · Digital cultural interpretation ·
Blind and low vision

1 Introduction

The needs of blind and low vision (BLV) people are no different from those of
sighted people when visiting museums. People won’t lose interest in cultural her-
itage and historical knowledge because of blindness [8]. There have been growing
efforts to make museums and cultural heritages accessible to BLV people. Muse-
ums often provide accessible services, including audio guides, tactile books, and
accessible talks [5]. Some regular group tours offer special guides and explanation
services [6]. However, there is still a gap between the current accessible design in
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museums and the needs of BLV people. The audio introduction provided to BLV
visitors is relatively plain and simple, which cannot meet their profound cultural
learning needs [2]. Although museums offer information that can be heard and
touched, they are still unable to visit independently. Research showed that only
5% of BLV people in Europe visited museums [4]. BLV people are a group from
different backgrounds, what they need is diverse and interactive content rather
than a unified introduction [8].

Fig. 1. (a): Wesee is an interactive platform designed and implemented for the BLV
people to help them experience cultural heritage more independently and interactively;
(b): A blind participant was interacting with Wesee.

Digital technology should be more widely used to improve the accessibility of
museums and enable BLV people to visit more independently. Hafizur Rahaman
et al. proposed an interpretive framework (PrEDiC) [10] to help users attain the
desired perceptual sense of heritage culture. This framework has been applied
to many digital heritage projects and proved effective in interpreting digital cul-
tural heritage. Based on this framework, we designed and implemented Wesee
(Fig. 1), an interactive platform that can be used in museums to help BLV peo-
ple experience cultural heritage more independently and interactively. Through
Wesee, BLV people can experience interactive narration and perform auditory-
tactile interaction. In addition, a comparative experiment was conducted with
20 BLV participants to verify the effectiveness of Wesee. The results show that
this platform is effective in helping BLV people experience cultural heritage.

2 Related Work

Over the years, the accessibility of museums has garnered increasing attention.
Existing works have offered approaches to help BLV people visit museums and
learn about cultural relics. Kyle Rector et al. realized a live installation [11] that
can provide different audio descriptions according to the spatial distance between
BLV visitors and artworks to help them feel more immersed during their appre-
ciation. Using a 3D printing board combined with a fingertip sensor, Tooteko [3]
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provided a cultural heritage accessible design that provided audio descriptions
based on where BLV visitors are touching. The Victoria & Albert Museum pro-
posed several measures for BLV visitors to improve the museum’s accessibility,
including audio description, tactile books, accessible talks, and events [5]. Art
Beyond Vision is Fine Arts Houston’s monthly gallery tour for BLV visitors [6]
to explore exhibits through verbal descriptions and combining observations. Fur-
thermore, several works provided facilities for the wayfinding of BLV visitors.
To help BLV visitors better access multidimensional information, Xiyue Wang
et al. designed 3D maps for each floor of a museum [13], and BLV visitors can
stack them or place them on a touch screen to learn about different levels of
detail. Saki Asakawa et al. developed a solution that can continuously track the
location of BLV people and link the navigation and the audio introduction of
the different exhibits [1].

Previous works have improved the experience of BLV people in visiting muse-
ums in different ways. However, the BLVs prefer to explore the museum’s cul-
tural heritage independently and own a complete experience [2]. One study by
Vaz et al. examined the trend in visiting museums from the perspective of BLV
visitors [12]. They found that museums worldwide continue to provide innova-
tive experiences for the sighted. However, to varying degrees, millions of BLV
people still face difficulties in accessing the information they want and enjoying
the exhibits independently. A study investigating BLV people in museums and
galleries [2] reported that the accessible education of museums could not meet
the needs of BLV people because the audio tours were often general and sim-
ple, and what they want was a more comprehensive and in-depth introduction.
Moreover, museums’ one-to-one tour guide service often lacks clear publicity
and contact information. For various reasons, BLV people need to spend a lot
of time and energy to get the resources and information they want in museums
and exhibitions.

In recent years, human-computer interactions have been constantly applied
in museums to improve cultural heritage interpretation as an effective learning
and communication tool that increases sighted visitors’ awareness and empathy
to heritage [9]. Developments in digital technology and human-computer inter-
action have also opened up many new possibilities for museum experiences for
BLV people. However, the process of digital heritage interpretation for BLV peo-
ple has not been discussed. Based on a digital heritage interpretation framework
(PrEDiC) [10] that has been proposed, we implemented an interactive platform
called Wesee. This platform can be used in museums to help BLV people expe-
rience cultural heritage more independently and interactively.

3 Wesee

We designed and implemented a platform named Wesee (Fig. 2). The platform
consists of a tactile integration board, a headset, and a control system that con-
trol the overall process. Wesee is designed according to the interpretive frame-
work (PrEDiC) proposed by Hafizur Rahaman in 2018 [10], which puts forward
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a set of methods to help the users to attain the desired perceptual sense of
heritage culture and artifacts. Presentation, culture learning, embodiment, and
dialog interaction are considered four aspects of digital heritage interpretation.

Fig. 2. Based on the interpretive framework (PrEDiC), we designed and implemented
a platform named Wesee.

Wesee combines interactive narrative, voice interaction, and tactile inter-
action to show BLV users the historical stories and cultural connotations of
Chinese rites of the Zhou Dynasty. The interactive narration of this platform is
based on non-linear storytelling rather than simple audio descriptions. Users can
conduct voice questions answering in the interactive narration. And the tactile
integration board displays 3D patterns and braille for users. Tactile interaction
on the tactile integrated board is combined with voice interaction to achieve
multi-modal interaction in the experience. Users can share messages with other
participants through voice or braille dialog.

3.1 Presentation-Interactive Narration

The effective presentation helps users access new information in a simpler and
freer way. We designed an interactive narration to present the content of Chinese
rites of the Zhou Dynasty, which combines background music, sound effects, and
picture descriptions. Users experience it from a first-person perspective under
guidance. During the experience, BLV users can choose the introduction content
through the physical buttons on the tactile integration board. They can also
select ritual objects (bronze or jade) and patterns (phoenix pattern or moire
pattern) to learn about further. This way can provide immersion in the context
and help BLV users raise their interest and engagement in the experience.

3.2 Culture Learning-Voice Question Answering

Cultural learning enables users to construct cognition of cultural heritage and
gain an in-depth understanding of symbolic meanings of heritages. So we design
voice questions answering in the interactive narration. The questions are based
on verified cultural knowledge and historical allusions. After the user says the
answer, the system recognizes the keywords and gives a corresponding reply. In
this process, the BLV user’s concentration will be improved, and the understand-
ing and memory of the content will be deepened.
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3.3 Embodiment-Tactile Board Interaction

Embodiment provides effective feedback and helps users engage actively. Tactile
interaction will promote embodied interaction of BLV users and encourage their
active participation. We implemented a tactile integrated board(Fig. 3a) as the
tactile interaction carrier of Wesee, including three interaction areas: pattern
display area, braille display area, and physical buttons. The pattern display area
emerges different three-dimensional patterns according to the narration. The
braille display area displays the braille content. The entity button allows users
to select interested content in interactive narration. The tactile integrated board
can display patterns and braille, enhancing BLV visitors’ concrete and abstract
cognition.

Fig. 3. (a): There are three interaction areas on the tactile integrated board; (b): The
pattern display area uses the pneumatic actuator to emerge different three-dimensional
patterns; (c): Constant sinusoidal alternating current (AC) voltages applied to different
electrets cause them to vibrate, thus forming braille.

Figure 3b shows the pattern display area, which uses the pneumatic actuator
to emerge different three-dimensional patterns according to the user’s choice.
Similar to Ye Xing’s work [14], the pattern display board is made of polylac-
tic acid (PLA) and a flexible membrane of thermoplastic polyurethane (TPU)
material. The 3D-printed plate is engraved with a concave pattern of external
outline and internal texture. TPU film is used for sealing bonding with an inflat-
able interface and connected to the air pump. By controlling the air pump to
drive different parts, the film changes under the action of air pressure, forming
touchable patterns. Two pattern display boards are distributed respectively on
the tactile integrated board’s card slot, which makes it possible to present more
patterns. Figure 3c shows the braille display area based on previously proposed
flexible electret actuator arrays by Jiang Tao [7]. A braille unit is composed of
six electrets arranged as a 3*2 matrix. The current braille, most widely used in
China, consists of three braille units. Therefore, the braille display area adopts
a 3*2*3 matrix design. Constant sinusoidal AC voltages applied to different
electrets cause them to vibrate, thus forming palpable braille. Two push-type
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physical buttons are distributed on the left and right sides of the integrated
board, through which users can issue interactive commands.

3.4 Dialog Interaction-Messages Sharing

Dialogue allows users to explore and contribute at the narrative level to enhance
the interaction. Communication and dialogue of BLV users are mostly carried
out through voice and braille. Therefore, through the process of message sharing,
users can be encouraged to leave voice messages and share them with other
participants. The voice messages left by users are recorded and translated into
braille. Other users can listen to the voice messages or read the messages by
touching the braille display area on the tactile integrated board.

4 Preliminary Evaluation

To verify the effectiveness of the Wesee platform in cultural heritage interpreta-
tion for BLV people, we tested its performance through controlled experiments.

4.1 Participants and Procedure

20 BLV participants were recruited to participate in our preliminary experi-
ment. The experiment was agreed upon by the participants, and we obtained
the informed consent of the experiment from participants to participate in this
study. Participants are between 24 and 52 years old, including 7 females and 13
males.

The entire process of the experiment is presented in Fig. 4a. After filling
out the background prior questionnaire, the experimental group (EG, n = 10)
experienced our platform Wesee, and the control group (CG, n = 10) simulated
the tour of the traditional museum and listened to the audio introduction by
wearing headphones (Fig. 4b). The information provided by the two groups of
participants was consistent. After the experience, both groups filled out a ques-
tionnaire designed based on a 5-point Likert scale to evaluate the interpretation
effect. According to the framework, our evaluation points include presentation,
embodiment, cultural learning, and dialog interaction. All the evaluation spots
were designed in the questionnaire, with seven questions ranging from 1 (not at
all) to 5(extremely). The questionnaire content is provided in the supplementary
material. Finally, we conducted semi-structured interviews with the participants
at the end of the study. The whole process was video and audio recorded for
further analysis.

4.2 Results

We collect and analyze all the questionnaire data. Firstly, We analyze the reli-
ability and validity of the questionnaire. The Cronbach’s α of interpretation
effect (Cronbachα = 0.893,KMO = 0.716) is greater than 0.8, and KMO is
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Fig. 4. (a): Overall process of the experiment; (b): The experimental group experienced
our platform Wesee and the control group simulated the tour of the traditional museum
and listened to the audio descriptions.

greater than 0.7, showing the questionnaire has good reliability and validity.
Secondly, we study the difference between the EG and CG groups through
variance analysis. The two groups show significant differences in presentation
(F = 20.307, p = 0.000), embodiment (F = 5.696, p = 0.028), cultural learning
(F = 16.2, p = 0.001), and dialog interaction (F = 5.236, p = 0.034). All the
detailed analysis results are provided in the supplementary material. In addition,
we show the average level and fluctuation degree of samples in different groups
through the box chart. As shown in Fig. 5.

Fig. 5. Questionnaire data boxplot of interpretation effect

4.3 Discussion

According to the results, the questionnaire used in the experiment has good
reliability and validity, and the difference between the EG and CG groups is
significant. The box chart shows that the score of EG is higher than that of
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CG in both dimensions. And the data of EG shows less fluctuation than CG,
showing a higher consistency.

Results show that Wesee is significantly better than traditional visiting in
the effect of interpretation. This phenomenon is also confirmed in the interview.
P4 mentioned that “It (Wesee) tells cultural stories in the form of stories. At
the same time, some patterns can be touched, which is a feast for the senses of
hearing and touch... It left a deep impression on me”. For the traditional visiting,
P16 said, “Offline museum explanation is a simple introduction of some basic
information. We can’t see the appearance of the cultural relics, nor can we touch
them. It is difficult to form their appearance just by listening to them.”

5 Conclusion and Future Work

In this paper, we implemented an interactive platform called Wesee based on
the interpretive framework of PrEDiC. In addition, we designed and developed
a tactile integrated board as the carrier of tactile interaction. A preliminary
experiment was conducted with 20 BLV participants, and the results show the
platform’s effectiveness.

In the future, we will further enrich the interactive ways of Wesee in the dia-
logue and message sharing, and explore the possibility of allowing multiple BLV
users to participate together. The display of different types of cultural heritage
will be further explored to improve the flexibility of Wesee in the presentation
content. We will optimize the structure and function of the tactile integrated
board to achieve a more diverse content presentation in the pattern display
area. The braille display area will be enlarged to enable the long presentation of
braille content. Moreover, it is a potential tool for BLV children to learn braille,
and we will carry out relevant applications and research. In addition, we will col-
laborate with local museum institutions to conduct more extensive applications
in museums.
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Abstract. Providing accessibility in mobile applications is essential for
the appropriate use by people with disabilities. Different evaluation
methods yield different results, and professionals and researchers must be
aware of the types of results obtained by user evaluations and inspections
performed by professionals with different expertise levels. This study
aimed to compare the results from manual inspection of mobile apps
performed by two groups of professionals with different expertise lev-
els and to compare them with user evaluations conducted by users with
visual disabilities. The Saraiva and Receita Federal applications usability
evaluations carried out with nine visually impaired users encountered 189
problems divided into 39 violations of accessibility guidelines. Then, the
applications were inspected by two groups of professionals: 17 specialists
in different areas of software development (full-stack developers, testers,
and front-end developers) and ten specialists in Human-Computer Inter-
action (HCI) with previous experience in accessibility. The results indi-
cated a difference between accessibility assessment methods. In accessi-
bility inspections, there was a difference between software development
specialists (DEV group) and HCI specialists (HCI group). The results
indicated a difference in the number of violations the DEV group encoun-
ters compared to the HCI group. Inspections by HCI experts and testing
with users with disabilities encountered a greater diversity of problem
types. HCI professionals also showed a broader repertoire of accessibility
inspection approaches. The results allow for an initial understanding of
the extent to which evaluations by developers without HCI background
can cover compared to inspections by HCI specialists and users with
disabilities.
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1 Introduction

Mobile applications have been used in countless everyday tasks, such as social
networks, online banking services, shopping and access to messaging services.
However, many mobile applications still have accessibility barriers that jeop-
ardize their use by people with disabilities. Understanding which evaluation
methods effectively detect violations in different contexts is crucial for devel-
oping such applications. These methods include approaches such as evaluations
by users with disabilities and inspections by professionals. Each method provides
distinct input for developers, testers, and designers to allocate. It is essential to
know how to assign different methods appropriately to varying stages of the
development cycle.

Several studies focused on the web platform compared different accessibility
assessment methods. Mankoff [15] showed the importance of comparing profes-
sionals with experience in accessibility and professionals without expertise in
accessibility and user. Their results showed that experienced developers tend
to encounter more accessibility violations. Other studies [4,14,21] showed that
different assessment methods find specific accessibility problems on websites.

In accessibility inspections, other studies have shown how evaluators with
different expertise levels conduct their inspections [5–7]. Such studies showed
that non-expert evaluators find fewer problems with low precision and validity.
However, despite showing the objective differences in how expert and non-expert
evaluators perform inspections on websites, such studies did not show qualita-
tive aspects concerning the strategies used by evaluators with different levels of
expertise on accessibility.

One important aspect that motivate the present study was the low number
of studies on accessibility evaluation methods focused on mobile devices. Most
studies comparing accessibility evaluation methods have focused on websites, and
few have addressed the accessibility evaluation of mobile applications. Mobile
applications have a number of particularities, such as different structures of
interface components and different ways of employing assistive technologies than
those used in websites, for example.

This study aimed to compare the results from manual inspection of mobile
apps performed by two groups of professionals with different levels of expertise
in accessibility and to compare with user evaluations conducted by users with
visual disabilities. The study consisted of the inspections of two apps: Saraiva
and Receita Federal by two groups of professionals. The apps were inspected
by 17 specialists in different areas of software development (full-stack develop-
ers, testers, and front-end developers) and ten specialists in Human-Computer
Interaction (HCI) with previous experience in accessibility. The results from the
inspections were compared with a set of 189 instances of problems encountered
by nine users with visual disabilities who had previously evaluated the same
applications [9,10].

The following research questions were defined:
RQ1: “Is there a difference between the violations encountered by users, soft-

ware developers and HCI professionals?”.
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RQ2 “What factors impact manual accessibility inspections of mobile apps
performed by specialists?”

This paper is organized as follows. Section 2 presents concepts related to
mobile accessibility and related work. Section 3 presents the methods employed
in the study. Section 4 presents the results and discussion and, finally, Sect. 5
presents conclusions and future work.

2 Theoretical Background

This section presents basic concepts and related studies that have approached
accessibility inspections, tests with users, automated tests, and comparisons
between evaluation methods in mobile applications.

2.1 Accessibility in Mobile Applications

Accessibility is defined by ISO 9241-11 as “Usability of a product, service, envi-
ronment or installation by people with the widest range of resources” [13]. ISO
9241-11 defines usability as “The extent to which a system, product or service
can be used by specific users to achieve specific objectives with effectiveness,
efficiency and satisfaction in a specific context of use” [13].

Accessibility guidelines are commonly used to guide the development of appli-
cations intended to promote best practices. However, these guidelines alone can-
not cover all accessibility requirements by users [11,16,21]. Accessibility guide-
lines were created to promote accessibility of digital technology, such as the Web
Content Accessibility Guidelines (WCAG 2.1) [24], the British Broadcasting
Corporation’s (BBC) HTML Accessibility Standards v 2.0 [3] and BBC Mobile
Accessibility Standards and Guidelines v1 .0 [8].

In October 2022, the Brazilian Standard NBR 17060 for the accessibility of
mobile apps was released [2]. This standard is based on the WCAG Web Content
Accessibility Guidelines), whose principles are; 1 Perception and understanding;
2 Control and interaction; 3 Media; and 4 Codification. Its main objective is to
support article 63 of the Brazilian Inclusion Law (LBI 13.146/2015) [12].

The set of guidelines developed by the World Wide Web Consortium (W3C)
as the Web Content Accessibility Guidelines (WCAG) has its version 3.0 under
development [26]. Version 2.2 was published as a working draft in 2021 [25], which
extends from version 2.1, published in 2018 [24]. Those are extensions to version
2.0, published in 2008 [23], originating from the first publication published in
1999 [22]. This set of guidelines is the most widely used worldwide.

The evaluation of mobile applications, like web applications, may be per-
formed by different methods. The main types of evaluations are automated tests
performed by tools [1], manual inspections by specialists and evaluations by
users with disabilities [17]. As described in the following section, each method
has advantages and disadvantages and can be used in different stages of devel-
opment.
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2.2 Related Work

The study by Power et al. [16] revealed problems with web accessibility in six-
teen sites, with thirty-two users with visual impairment. Using the WCAG 2.0
guidelines, they observed that only 50.4% of the problems would be covered by
the guidelines. This result demonstrated that methods based solely on guidelines
cannot find all accessibility problems.

Rømen and Svanæs [18] conducted tests with thirteen users on two sites
in Norway - three people with visual impairments, two with dyslexia, two with
motor disabilities and six without disabilities. As a result, the study showed that
WCAG 2.0 coverage corresponds to approximately 49% and WCAG 1.0 to 42%
of the problems users encountered. Even if developers followed the guidelines,
they could not cover all problems.

Vollenwyder et al. [21] also evaluated the impact that compliant and non-
compliant websites have on 66 users with visual disabilities and 65 users without
disabilities. The study showed that compliance with technical accessibility stan-
dards did not account for significant differences in usability measures but showed
improvements in the perceptions expressed by users with disabilities. The study
confirmed the value of using accessibility guidelines for addressing common issues
but also confirmed they have limitations.

Another study conducted by some of the authors of this paper in Brazil [9,10]
aimed to understand the types of problems encountered by visually impaired
users in mobile applications. This study provided input from the user evalua-
tions used in the present dissertation. The study involved user evaluations of
four applications: Caixa Econômica Federal (government-owned bank), Receita
Federal (National Treasury), Decolar (tourism agency), and Saraiva (bookseller)
on Android and iOS platforms. The study recruited eleven users, six blind and
five with low vision. The results yielded 39 types of problems and 415 prob-
lem instances. Table 1 and Table 2 present the problems with higher instances
encountered by blind users and users with low vision, respectively. In addition
to the accessibility problems identified, this study [9,10] showed that users with
visual impairments had more significant difficulties completing tasks than users
without disabilities and that the severity of the problems encountered is also
greater.

The problems encountered in that study [9,10] were categorized using a cat-
egorization scheme adapted from Power et al. [16]. The most frequently encoun-
tered problems by blind users and their frequencies are shown in Table 1. Table 2
presents the list of partially-sighted users’ most frequently encountered problems
in the same study [9,10].

Other related studies have also investigated the interplay between differ-
ent accessibility evaluation methods, including specialist inspections. Accessi-
bility studies using different assessment methods can target whether websites
follow accessibility guidelines. The study by Jaeger [14] sought to identify the
accessibility of ten US government websites to determine if they followed the
Sect. 508 accessibility guide. The following evaluation methods were used: tests
by specialists, tests with users carried out by visually and motor impaired peo-
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Table 1. Most frequently encountered problems by blind users and their frequencies
[9,10]

Problem category Total (N)

3.4.1 Inappropriate feedback (Controls, forms and functionality) 34

3.4.5 Unclear or confusing functionality (Controls, forms and functionality) 25

3.5.1 Lack of identification (Buttons) 22

3.4.9 Users inferred that there was functionality where there wasn’t (Controls, forms and functionality) 18

1.1.3 Users cannot make sense of content (Content - meaning) 15

3.4.8 Sequence of interaction is unclear or confusing (Controls, forms and functionality) 15

3.5.2 Button functionality is nuclear or confusing (Buttons) 15

2.2.1 No textual alternative (Image) 14

1.1.4 Inconsistent Content organization (Content - meaning) 12

3.4.10 Default presentation of control or form element is not adequate (Controls, forms and functionality) 11

3.4.4 Expected functionality not present (Controls, forms and functionality) 10

6.1.3 System problems with assistive technology (System characteristic) 8

1.1.7 Meaning in content is lost (Content - meaning) 6

2.3.1 No textual alternative (Audio, video and multimedia) 6

3.4.2 Functionality does not work (as expected) Controls, forms and functionality 6

Table 2. Most frequent problems encountered by partially-sighted users [9,10]

Problem category Total (N)

3.4.1 Inadequate feedback (Controls, forms and functionality) 15

3.4.10 Default presentation of control or form element is not adequate (Controls, forms and functionality) 12

2.1.5 Default presentation is not adequate (Text) 11

6.1.4 System too slow (System characteristic) 11

3.4.2 Functionality does not work (as expected) Controls, forms and functionality 10

3.4.9 Users inferred that there was functionality where there wasn’t (Controls, forms and functionality) 9

3.5.1 Lack of identification (Buttons) 8

6.1.1 Server not working appropriately (System characteristic) 8

1.1.4 Inconsistent content organization (Content - meaning) 6

3.4.8 Sequence of interaction is unclear or confusing (Controls, forms and functionality) 6

1.1.3 Users cannot make sense of content (Content - meaning) 5

3.4.4 Expected functionality not present (Controls, forms and functionality) 5

4.1.1 Inadequate navigation elements (Navigation) 5

1.1.7 Meaning in content is lost (Content - meaning) 4

2.2.5 Default presentation not adequate (Image) 4

ple, automated tests and questionnaires for webmasters and professionals from
the selected sites. This study showed that implementing Sect. 508 improved
the accessibility of websites. However, it showed that testing with users offered
greater detail about the problems encountered.

Brajnik et al. [6,7] analyzed how two groups with 19 expert and 57 non-
expert inspectors performed web accessibility evaluations using the barriers walk-
through method. The results showed significant differences between the num-
ber of problems encountered and the reports’ quality concerning the inspectors’
validity and precision. However, the study did not provide in-depth qualita-
tive information about the strategies employed by the inspectors. In another
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study, Brajnik et al. [5] demonstrated that novice evaluators tend to encounter
a broader range of problems when they conduct evaluations in groups.

Vollenwyder et al. [21] conducted a study analyzing the relationship between
the conformance of websites to the Web Content Accessibility Guidelines
(WCAG) [24] the evaluation by users with visual disabilities and sighted users.
Their study showed no statistically significant difference in usability and user
experience measures in conformant and non-conformant sites, in alignment with
previous results from the literature [11,16,18]. However, comments from partic-
ipants with visual disabilities showed that conformant websites provided more
positive experiences than non-conformant sites. They highlight that conformance
contributed to the improvement of the usability of websites but needs to be com-
plemented by user-centred design and evaluation.

3 Methods

3.1 Study Design

The study involved the following methodological components:

1. Consolidation of results from evaluations of mobile apps by users with visual
disabilities [9,10];

2. Inspection of the mobile apps by software development and Human-Computer
Interaction professionals in different areas;

3. Follow-up interviews with professionals regarding their experiences in the
inspections.

The study started with analysing the results of the user evaluations of the
apps Saraiva and Receita Federal performed in previous studies [9,10]. We classi-
fied the issues identified by users according to related WCAG 2.1 success criteria.
The consolidation of the results from that study allowed us to analyze how the
results from manual inspections from specialists compared to user evaluations.
The university’s research ethics approved the previous study, with CAAE code
49781115.9.0000.5148.

The next step was a manual inspection task and recruiting software devel-
opers and HCI professionals for an empirical study. We compared the results of
these inspections with the results of user tests. In the study design, we observed
what types of problems were encountered by each group of participants (users
and professionals).

Further to the analysis of the results from the evaluations, we also used
observation and interview data to identify possible factors that impacted the
inspections performed. The university’s Research Ethics Committee approved
the study with professionals under the code CAAE 41956121.7.0000.5148.

For the present study, we considered data from three groups of partici-
pants: users (USER), software developers (DEV), and HCI specialists (HCI).
The USER group is composed of eleven participants, six blind and five with low
vision.
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3.2 Participants and Recruitment

The recruitment of participants for the DEV and HCI groups occurred through
the researcher’s social circle and social networks. Contact was made by e-mail,
WhatsApp and telephone. Tasks were performed remotely through Google Meet.
Participants received the Free and Informed Consent Form (ICF) and all the
guidelines and clarifications about the process. Participants who agreed to com-
plete the evaluation responded via e-mail, expressing their acceptance.

We recruited 27 professionals, 17 software developers and 10 HCI profes-
sionals. The DEV group comprised developers of three professional expertise:
front-end and full-stack developers and testers. Following is the description of
the members of the DEV group.

– Front-end developers: responsible for coding interfaces;
– Tester: responsible for carrying out tests on the system;
– Full-stack developers: people who can act as a back-end or front-end devel-

opers, and tester.

A summary of the academic and professional training profiles of the DEV
group is presented as follows:

– Front-end developers: six professionals with work experience ranging from
one year to six years, all with a BSc degree in Computing-related courses or
PhD in Computing;

– Tester: two professionals with work experience ranging from one year to two
years, all with a BSc degree in Computing;

– Full-stack developers: nine professionals with work experience ranging from
one year to twelve years, all with a BSc degree in Computing, one with a
post-graduate continuous-developement degree in Computing and three with
research degrees (Master’s and PhD degrees).

A summary of the academic and professional training profiles of the HCI
group is presented as follows:

– HCI: ten professionals with experience in accessibility research, professors,
professionals from private companies and public companies with a BSc degree
in computing, and four with a continuous development postgraduate, master’s
or PhD in Computing.

The front-end group consisted of 7 participants, with four males with a
median age of 36 and six months and an average age of 37 years and six months.
They had undergraduate degrees in computer science and approximately one
year of front-end development experience in private and public sector compa-
nies. The group also includes three female participants with a median age of
38 years and an average age of 35 and three months. They have undergraduate
degrees in computing and around one year of experience in front-end develop-
ment in the public sector.

The tester group comprised two participants, one male aged 30, with a degree
in Computer Engineering and approximately one year of experience in software
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testing in a private company. The other participant is a 25-year-old female with
a degree in Information Systems and around two years of experience in software
testing in a private company.

The full-stack group consists of 9 participants, with eight males and a median
age of 36 years, and an average age of 34 years. They have undergraduate degrees
in computer science and an average of 5 years of experience in both the public
and private sectors. The other participant is a 34-year-old female with a degree
in Information Systems, a master’s and a PhD in Computational Ontology, and
approximately eight years as a full-stack developer in the public sector.

The HCI group comprised 10 participants, with six males with a median age
of 33 and an average age of 37. They have undergraduate degrees in Computer
Science, with two having master’s degrees and one holding a PhD in Computer
Science. Additionally, one participant is an HCI professor. The other 4 partici-
pants are females with a median age of 37 and six months and an average age
of 34 and six months. They have undergraduate degrees in computer science,
with one having a postgraduate degree, one holding a master’s degree, and one
holding a PhD, all in Computer Science. Moreover, all participants have experi-
ence in accessibility implementation and accessibility testing. 50% had published
articles in the field of accessibility, and 40% conducted tests with disabled users.

Users Group: The six blind users included in the previous study from which
the data were drawn [9,10] were five males and one female. Participants aged
between 23 and 63 years old, with an average age of 42. The average experience
with mobile devices, on a scale of 1 (none) and 7 (substantial experience), is 6.
One participant had postgraduate study, two were undergraduate students, two
completed higher education, and one completed high school.

Low-vision participants were three females and two males. The age varied
between 20 and 42 years, averaging 31 years. Following the same experience scale
as blind users, the average experience is 5. Regarding the level of education,
two completed high school, two had an undergraduate degree, and one had a
postgraduate degree.

3.3 Inspection Procedures

Based on the problems identified in user tests [9,10], we designed a WCAG
checklist for success criteria, as shown in Table 3. Participants should manually
inspect each application and fill out the checklist provided. We provided the par-
ticipants with guidelines for filling out the checklist, and we also provided them
with links to the BBC mobile guidelines and WCAG 2.1 guidelines. Evaluation
techniques were not provided. Each participant was supposed to use whichever
technique they knew.

Before starting the evaluations, the following guidelines were given to devel-
opers: (i) to use the Talkback screen reader on a mobile phone to perform the
tests; and (2) participants were strongly encouraged to comment on their actions.
For filling out the checklist, participants were instructed to assign an “X” in the
columns “Yes” or “No” for each problem category they identified.
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3.4 Applications Evaluated

We selected two applications that provided electronic, one of them from the
Brazilian government (Receita Federal) and one from the commercial sector
(Saraiva) [9,10]. The versions of the applications are the same ones used in the
previous user study, obtained from ApkPure1.

– Receita Federal: Federal Revenue app with consultation of the CPF (Individ-
ual Taxpayer Registry) and income-tax services.

– Saraiva: Brazilian e-commerce app that sells books and other products.

The applications evaluated were Android native apps. We acknowledge that
Android and iOS apps may have different accessibility features. However, this
study aimed at examining how different profiles of evaluators conduct their
inspections, and not the specific differences in the accessibility of Android and
iOS apps. Unlike countries in the Global North, the share of Android users in
Brazil was nearly 85% in 2022 [19], whilst iOS had more than 50% of the market
share in the US [20].

3.5 Scenarios for Evaluations

The test scenario performed in all assessments was obtained from the study with
users [9,10].

– Saraiva Scenario 1: Look for the Harry Potter book in print in Portuguese for
a gift. Find out how much this gift will cost you in total and the deadline.

– Saraiva Scenario 2: After choosing the book, you would like to know the ways
to payment that Saraiva accepts.

– Federal Revenue Scenario 1: Make an appointment with your CPF and check
if it is valid.

– Federal Revenue Scenario 2: You would like to estimate the Income Tax of
2015 to be paid, considering income and deductions (provided in the task).

3.6 Data Gathering and Analysis

We monitored the inspections performed by each participant individually using
the Google Meet2 platform and the Teamviewer3 remote area sharing software.
All professionals performed the inspections using the same device: a notebook
with the Linux Mint operating system and the Android Studio program with
Android 8.0. The professionals were encouraged to report the techniques and
strategies used to verify violations during this process. We recorded all interac-
tions for qualitative analysis. The professionals were also free to report violations
they encountered and not present in the checklist.

1 https://m.apkpure.com/br/.
2 https://meet.google.com/.
3 https://www.teamviewer.com/.

https://m.apkpure.com/br/
https://meet.google.com/
https://www.teamviewer.com/
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Table 3. Violation encountered by users in the Saraiva and Federal Revenue apps

WCAG 2.1 criteria Federal Revenue Saraiva

1.1.1 Non-text content YES YES

1.2.3 Audio desc. or media alternative (pre-recorded) NO YES

1.3.1 Information and relationships YES YES

1.3.2 Significant Sequence NO YES

1.4.1 Use of Color NO YES

1.4.10 Reflux NO YES

1.4.3 Contrast (minimum) No YES

1.4.4 Resize Text YES YES

2.1.1 Keyboard NO YES

2.1.2 No keyboard trap NO YES

2.2.2 Pause, Stop, Hide NO YES

2.4.3 Focus Order YES YES

2.4.4 Purpose of the link (in context) NO YES

2.4.6 Headers and Labels NO YES

2.4.8 Location YES YES

2.5.5 Target Size YES NO

3.1.1 Language of the page YES YES

3.1.4 Abbreviations NO YES

3.2.3 Consistent Navigation NO YES

3.3.1 Error Identification YES YES

3.3.2 Labels or instructions YES YES

3.3.5 Help YES YES

4.1.1 Parsing YES NO

4.1.2 Name, Function, Value YES YES

We compared the violations the HCI and DEV participants encountered to
those identified in user tests (USER) for the same two apps. The analysis quan-
titatively compared the violations encountered by the HCI and DEV groups to
those encountered by the USER group. The violations identified by the USER
group consisted of 24 violations, mapped in Table 3. The DEV group comprised
participants with different expertise levels, so we mapped specific violations
encountered by specific roles.

We also considered the qualitative data obtained from observation, the com-
ments from the participants in the execution of the inspections, and interviews.
We conducted a content analysis and derived categories of factors that may have
impacted the inspection process performed by the professionals.

We applied open coding to synthesize the qualitative data into factors and
categories that may have impacted the inspection process performed by the
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Table 4. Violations by WCAG principles encountered by all groups

Principles Violated
guidelines - Front

Violated guidelines
- Tester

Violated guidelines
- Fullstack

Violated
guidelines - HCI

Violated
guidelines - User

Perceivable 8 6 8 8 8

Operable 7 6 8 8 8

Understandable 5 7 7 8 6

Robust 0 2 2 2 2

Other 0 0 0 8 14

professionals. The lead researcher analyzed the responses and marked relevant
segments with “codes” (keyword tagging). The codes represented features related
to evaluations and experiences voiced by the participants or observed by the
researchers. This stage generated 24 codes.

After generating the first selection of codes, two other researchers discussed
the codes until a consensus was reached. We grouped these codes into relevant
categories, with five categories at the end of the analysis.

4 Results and Discussion

This section presents the results obtained from the accessibility inspections car-
ried out by DEV and HCI specialists. It also presents the qualitative analysis of
the data obtained during the tests. Both groups completed the checklist stating
whether each guideline was violated during the guideline review process.

4.1 Results DEVs Groups, HCI Group, and User Groups (RQ1)

Table 4 presents all violations encountered by all groups at the principles per-
ceivable, operable, understandable and robust. Success criteria from principle
“Perceivable” start with number 1, principle “Operable” number 2, principle
“Understandable” number 3 and “Robust” number 4. Only the HCI and User
groups identified violations not covered by WCAG, categorized as “Other”.

The six front-end developers detected 20 types of WCAG-related problems.
Table 4 concentrated on the principles perceivable (8), understandable (7) and
operable (5). It was surprising that no problems were encountered related to
guidelines concerning the robust principles. The problems listed according to
the success criterion from principle “Perceivable” start with number 1, non-text
content, audio description or media alternative (pre-recorded), information and
relationships, significant sequence, use of colour, reflux, contrast (minimum),
resize text. The principle “Operable” has criteria starting with number 2: key-
board, no keyboard trap, pause, stop, hide, focus order, focus order, headers
and labels, location, and target size. The principle “Understandable” has cri-
teria starting with number 3, the language of the page, the language of parts,
error identification, and error prevention (legal, financial, data). The principle
“Robust” has criteria starting with number 4. No participants from the DEV
group encountered problems with this principle. The front-end developers did
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not encounter the following violations: the purpose of the link (in context), con-
sistent navigation, labels or instructions, help, parsing, and name and function.

The two testers detected 21 types of violations related to WCAG. Table 4
focuses on the problems encountered by principles: perceptible (6), operable (7),
understandable principles (6) and robust (2). The problems listed according to
the success criteria from principle “Perceivable” principle had: non-text content,
significant sequence, use of colour, reflux, contrast (minimum), and text resize.
The “Operable” principle had: no keyboard trap, focus order, the purpose of
the link (in context), headers and labels, location, and target size. The “Under-
standable” principle had problems with the language of the page, the language of
parts, consistent navigation, error identification, labels or instructions, error pre-
vention (legal, financial, data), and help. The “Robust” had: parsing and name,
function, and value. The DEV tester did not encounter the following violations:
abbreviations, no keyboard trap, text resize, information and relationships, audio
description or media alternative (pre-recorded).

The nine full-stack developers detected 25 types of WCAG-related problems.
Table 4 presents the WCAG principles that had violations: perceivable (8), oper-
able (8), understandable (7), and robust (2). It was surprising that no prob-
lems were encountered at understandable and robust levels. The problems listed
according to the success criteria from principle “Perceivable” principle start
with number 1: non-text content, audio description or media alternative (pre-
recorded), information and relationships, meaningful sequence, use of colour,
reflux, contrast (minimum), and resize text. The “Operable” principle has criteria
with the number 2, keyboard, no keyboard trap, pause, stop, hide, focus order, the
purpose of the link (in context), headers and labels, location, and target size. The
“Understandable” principle has criteria starting with number 3: the language of
the page, the language of parts, consistent navigation, error identification, labels
or instructions, error prevention (legal, financial, data), and help. The “Robust”
principle has criteria starting with number 4: parsing, name, function, and value.
The DEV full-stack encountered no problems with abbreviations.

The ten professional HCI could detect 26 WCAG-related problems. Table 4
shows the WCAG principles with violations: perceivable (8), operable (8), under-
standable (8), and robust (2). No violations were encountered at understandable
and robust levels. Success criteria from principle “Perceivable” start with number
1, principle “Operable” with number 2, principle “Understandable” with num-
ber 3 and “Robust” with number 4. The violations listed in principle 1 were:
non-text content, audio description or alternative media (pre-recorded), infor-
mation and relationships, significant sequence, use of colour, reflux, contrast
(minimum), and text resize. Violations listed in principle 2 were: keyboard, no
keyboard trap, pause, stop, hide, focus order, purpose of the link (in context),
headers and labels, location, and target size. Violations listed in principle 3 were:
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the language of the page, the language of parts, abbreviations, consistent naviga-
tion, error identification, labels or instructions, error prevention (legal, financial,
data), and help. Violations listed in principle 4 were: parsing and name, function,
and value.

It is worth mentioning that HCI professionals encountered problems not listed
in the checklist Table 6: layout problems, wrong form entries, lack of identifica-
tion of items per page, lack of adequacy of calendars and lack of descriptive icons.
They were the only group that defined the severity of each problem encountered.

All violations encountered by the DEV, HCI, and User groups are in Table 5.
In aggregating the results by group, we observed that only the HCI group listed
all expected violations, followed by the DEV full-stack. These two groups of
professionals listed approximately the same number of violations as users. On
the other hand, front-end DEVs encountered fewer violations.

Responding to RQ1, the front-end DEV professionals encountered violations
in three principles, mostly in “Perceivable”. These violations were directly linked
to their area of expertise. They did not find any violations related to “Robust”.
Only two DEV testers listed one more violation than the front-end DEVs. They
listed violations in all principles. Full-stack DEVs encountered the highest num-
ber of violations, totalling 25. Table 4 shows the number of violations.

The User group encountered 38 types of violations, and the HCI group
encountered 34 of them. Some violations were not covered by WCAG 2.1. Table 4
presents the number of violations by WCAG principles, and others not covered
by the guidelines. These results corroborate with other studies [9,16,18].

4.2 Factors that Influence the Inspection Process (RQ2)

This section presents a qualitative analysis involving DEV and HCI professionals
on the factors influencing the accessibility inspection process. The factors were
divided into five themes: Professional background; Guidelines used for inspection;
Practical experience; Visual perception; and Techniques applied in the inspec-
tion. Figure 1 shows an overview of these factors with their categories. In the
following subsections, the five factors are detailed. The categories used in the
codes grouped under each theme are highlighted in the description.

4.3 Influence of Professional Background

Knowledge was linked to accessibility and software development. Elements
related to the category Accessibility knowledge were mentioned five times by
the DEV group and ten times by the HCI group. Elements related to Knowl-
edge in software development were mentioned 17 times by the DEV group
and three times by the HCI group.
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Table 5. Violation encountered by WCAG, DEV group and IHC group

WCAG 2.1 criteria Front Full-stack HCI Tester User

1.1.1 Non-text content Yes Yes Yes Yes Yes

1.2.3 Audio desc. or media alternative (pre-recorded) Yes No Yes No Yes

1.3.1 Information and relationships Yes Yes Yes Yes Yes

1.3.2 Significant Sequence Yes Yes Yes Yes Yes

1.4.1 Use of Color Yes Yes Yes Yes Yes

1.4.10 Reflux No Yes Yes Yes Yes

1.4.3 Contrast (minimum) Yes Yes Yes Yes Yes

1.4.4 Resize Text Yes Yes Yes No Yes

2.1.1 Keyboard Yes Yes Yes Yes Yes

2.1.2 No keyboard trap No Yes Yes No Yes

2.2.2 Pause, Stop, Hide No Yes Yes Yes Yes

2.4.3 Focus Order Yes Yes Yes Yes Yes

2.4.4 Purpose of the link (in context) Yes Yes Yes Yes Yes

2.4.6 Headers and Labels No Yes Yes Yes Yes

2.4.8 Location No Yes Yes Yes Yes

2.5.5 Target Size Yes Yes Yes Yes Yes

3.1.1 Language of the page Yes Yes Yes No Yes

3.1.2 Language of Parts No Yes Yes No No

3.1.4 Abbreviations No No Yes No Yes

3.2.3 Consistent Navigation No Yes Yes Yes Yes

3.3.1 Error Identification No Yes Yes Yes Yes

3.3.2 Labels or instructions No Yes Yes Yes Yes

3.3.4 Error prevention (legal, financial, data) No Yes Yes Yes No

3.3.5 Help No Yes Yes Yes Yes

4.1.1 Parsing No No Yes Yes Yes

4.1.2 Name, Function, Value No Yes Yes Yes Yes

DEV professionals reported having knowledge as partial in accessibil-
ity. Some understood that accessibility was in having buttons to increase and
decrease the font or having a high-contrast button. HCI professionals reported
having mastery in accessibility through academic research or professional expe-
rience. DEVs also demonstrated knowledge of software development. Following
are excerpts from the responses of professionals DEV-15 and HCI-07.

“... I work for the state administration and until then we intended that
accessibility on the site was to put the A+ (increase letter) and A-
(decrease letter) in the letter, make a contrast and such putting a little
thing (object) and another what we usually see.” (DEV-15).
“... today I work with users with low literacy in my doctoral research, I
am a professor of HCI.” (HCI-07).
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Table 6. Violations encountered not covered by WCAG, IHC group and USER group

Violations HCI User Median Severity

Layout problems (broken) Yes No 2

Wrong form entries Yes No 1

Lack of identification of items per page Yes No 2

Lack of adequacy of calendars Yes No 1

Lack of descriptive icons Yes No 1

Inconsistent navigation No Yes 1

System issues with the assistive technolog No Yes 3

Irrelevant content No Yes 2

No alternative No Yes 1

Lack of alternative to data No Yes 1

Users can’t make sense of content No Yes 1

Functionality not clear No Yes 1

No alternative to functionality No Yes 3

No way to return to home page No Yes 4

Web Server not working properly No Yes 4

System too slow No Yes 2

Inadequate feedback No Yes 1

Fig. 1. Factors related to the inspection process.

Another factor of professional background is knowledge of software devel-
opment. DEVs and HCI reported having theoretical and practical knowledge in
software development. This knowledge helped them in the inspection process.

4.4 Do the Guidelines Used for Inspection Influence the Results?

In the inspection process, the guidelines used in the inspection interfered with
the results. The professionals reported the complexity of the guidelines. Elements
related to the usability of guidelines (or lack thereof) were reported five times
by the DEV group and twice by the HCI group.

Professional DEVs reported that the guidelines are complex, especially
WCAG. The items seemed to have the same meaning. Participants also reported
that the BBC had practical examples, and the understanding was very clear
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regarding the problem. Following is the response from participants on the usabil-
ity of the DEV-15 guidelines: “... correctly identify the guideline items within
the application, I didn’t sometimes understand, because it was not a very clear
understanding of that item, sometimes they clashed with other items.”.

The HCI professionals also reported that the description of the guideline
items is similar, bringing confusion to the understanding of the item.
Following is the report of the professional HCI-05: “...the WCAG guideline I
found a bit confusing, it has similar terms with others.”. The study provided
evaluators with guidelines derived from professional practice available from the
BBC [8]. However, we noticed that using complex guidelines that need to adapt
from the Web context to the mobile context poses extra challenges to evaluators.
At the time of the evaluations, the Brazilian standard for the accessibility of
mobile applications was not available [2].

4.5 Does Visual Perception Contribute to Problem Detection?

Some problems can be identified visually, and professionals reported problems
regarding visual elements. The ease of identifying problems in visual ele-
ments in the interface was mentioned three times by the DEV group and
twice by the HCI group. HCI professionals reported problems on visual ele-
ments, layout breakage, and lack of pre-defined format mask in the CPF
field.

DEV professionals reported having trouble spotting visual interface elements
(e.g., large banner without alt text), lack of a number of items per page,
and lack of masking in numeric fields. DEV-08 reported: “... the non-text
content was straightforward to identify as it had the banner passing through.”.

4.6 Hands-On Experience with Inspection or Software Development

During the inspection, professionals reported having practical experience in soft-
ware development in accessibility tests with blind users, older people and others.
Different aspects were reported concerning the category Practical experience.
Some elements were reported only by the DEV group: lack of experience in
accessibility testing (6 times) and software development negative habits
(twice). HCI specialists also had particular practices not reported by the DEV
group, namely: experience in software development for users with head-
ing disabilities (once), experience in software testing for users without
disabilities (three times), experience in software testing with blind users
(twice), experience in testing software with people with low literacy
(once) and experience in software testing with older adults (once).

Only the HCI group reported having experience in software development for
elderly and deaf and hard of hearing users. They also reported experience in
testing with blind users, elderly users, and users with low literacy. These
experiences came with academic research and professional experiences in public
and private sector organizations. Some DEV professionals reported having no
experience with accessibility before the inspection in the study. They had a



Accessibility Inspections of Mobile Applications by Professionals 151

macro view of usability problems, but it was not aimed at users with dis-
abilities. Following is the report of the professional DEV-16: “... The tests were
aimed at users as a whole. I didn’t have this view of the limitation of some users
with accessibility issues.”.

Professionals also reported having experience in software development.
With this experience, they reported having greater power in identifying prob-
lems related to poorly developed coding, bugs caused by improper error
handling, and lack of error handling. Following is the report of the profes-
sional DEV-17: “... Some crashes and bugs caused by improper error handling
and system boot errors, due to poorly developed coding.”. Professionals also
reported frustration in finding so many accessibility problems in applications.
They also reported satisfaction in acquiring practical experience.

4.7 Techniques Applied in the Inspection

Professionals reported having several techniques to carry out inspections.
Regarding the category Techniques applied in inspections, different aspects
were reported by the DEV and HCI groups. Security-level tests were only
reported once by a developer. Creating personas with different character-
istics and Strategy to check the description of the guideline items and
interface icons were only reported by HCI specialists. Usability-level tests
were reported eight times by HCI specialists and only once by developers. Ad
hoc evaluation strategy and Functional-level tests were reported once by
participants from the DEV and once from the HCI group.

Several professionals use techniques in their domain to carry out inspections
in this context. There was the Ad hoc evaluation strategy. Professionals
reported that they do not have a defined technique, that they identify
problems as they go. A report from HCI-07 states: “... I don’t have a strategy
to test, I’m doing the task and identifying the problems.”.

Most professionals used usability techniques to check navigation. They
reported turning off the monitor and navigating using the screen reader. Some
tried to navigate using the right-swipe gesture (which generates a similar effect
as the TAB key on computers) to jump between content items. This same
technique was used to identify problems related to focus.

Professionals reported that some accessibility violations could be identified
by performing functional tests. For example, the calculate shipping button does
not work, and the back button does not work. HCI-05 reported: “... The
calculate shipping button is not working. It does not return the calculation.”.

That HCI professional reported the creation of personas to carry out the
inspections, each persona has a different characteristic, and it brings the obliga-
tion to inspect with a different look, making them find different problems
whenever inspecting the usability. HCI-05 reported: “... I create personas to
test usability in ways that I can identify issues from different perspectives.”.

Answering RQ2, the qualitative analysis provided preliminary indications
that the difference between the DEV and HCI groups was mostly in the strate-
gies used in inspections. The DEVs focused on the code and techniques that
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analyze the written code. The HCI professionals displayed a broader repertoire
of usability techniques, especially those that interfere with the user experience.
For example, they identified almost all navigation problems in the apps.

5 Conclusion and Future Work

This study compared the results from manual inspection of mobile apps per-
formed by two groups of professionals with different levels of expertise in acces-
sibility and compared with evaluations with users with visual disabilities. The
results included comparing accessibility evaluations of the Saraiva and Receita
Federal applications carried out by nine visually impaired users. That study
found 189 instances of problems divided into 39 violations of accessibility guide-
lines in a previous study [10]. The results from user evaluations were compared
with inspections by two groups of professionals: 17 specialists in different areas
of software development (full-stack developers, testers, and front-end developers)
and ten specialists in Human-Computer Interaction (HCI).

The study provided preliminary indications that professionals with more
expertise in accessibility could find a higher proportion of the types of problems
that users with visual disabilities encountered in user evaluations. However, the
study’s results indicated that many types of problems were only encountered by
users. These results are in line with previous studies stating that user evaluation
involving users with disabilities is essential for accessibility evaluations. Further
to these results, the study provided initial insights into the factors that influence
the accessibility inspection of mobile apps, including practice experience, pro-
fessional background, the different techniques they employ, the guidelines they
use for inspections and visual perception.

The results provided initial indications of issues that may help future studies
to improve accessibility inspection practices for experts and non-experts. The
study provided important information about the types of problems that evalua-
tors commonly encountered with different levels of expertise compared to those
encountered by users with visual disabilities.

The study was limited in different aspects considering its methodology and
problems analyzed. The first limitation was the number of applications evalu-
ated. The previous study on which this analysis was based had four apps [9,10].
However, the older versions that users evaluated were not operating. The sam-
pling method for professionals was another limitation. Convenience sampling
was used to invite participants. Due to this, the results cannot be generalized,
as there might be biases in the selection. The participants are not representative
of all developers or HCI specialists. We could not balance the sample to have
the same number and variability of different groups.

Future studies should include a broader range of evaluators to perform a
quantitative analysis. Other studies should also analyze the use of specific stan-
dards for mobile accessibility, such as the recently approved Brazilian ABNT
NBR 17060 [2]. We also intend to compare the results encountered in accessibil-
ity inspections and those from evaluations with users with other disabilities.
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Abstract. Parkinson’s disease (PD) is a neurodegenerative disorder
that affects a huge number of people. People with PD may have trouble
speaking. Impeded speech affects 70% of people with PD and this can
have particularly harmful consequences linked to social exclusion and
isolation. Considering this context, we have been working for the last
three years in the development of a software application to assist people
with PD to communicate with others. To assure the use and adoption of
this application an evaluation of its acceptance was carried out. To that
end the Unified Theory of Acceptance of Use of Technology (UTAUT)
was applied. The results showed acceptation of the application for peo-
ple with PD that has serious problems of communication. This paper
presents this evaluation from its design to the discussion of the results.

Keywords: UTAUT · Communication tool · Assisted technology ·
Acceptance · Parkinson

1 Introduction

Parkinson’s disease (PD) is a neurodegenerative disorder that affects a huge
number of people. It is the second most common neurodegenerative disorder in
the world, following Alzheimer’s disease [27]. The symptoms of PD are often
associated with dysfunctional motor control; however people with PD may have
speech disturbances, swallowing, depression and anxiety [7]. Impeded speech
affects 70% of people with PD [27] and this can have particularly harmful con-
sequences linked to social exclusion and isolation. Aware of this situation we
have been worked for three years in the development of an specific software
application [20], named ParkinsonCom to help people with PD to communicate.
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A certain number of mobile applications already exist for people with speech
difficulties (e.g. Proloquo2go [6] and Vocalyx [1]) that can also be used for people
with PD but not developed considering their particularities and needs. Parkin-
sonCom was developed using a user-centred approach [3,15] where people with
PD and their carers expressed their needs, participated in the co-design of the
user interfaces and evaluated the developed application. The main functionality
of the application is to support the person with PD to write a text and use a
vocal synthesizer to communicate with people who are nearby, or send the texts
by SMS or email to a contact previously saved in the application. For this, a spe-
cific virtual keyboard for people with PD was designed (e.g., keys more widely
spaced, larger, in contrasting colors) in addition to allowing the choice of a classic
AZERTY or ABCD keyboard. Complementary functionalities include an agenda
to recall the medication schedule and a relaxation space to listen to music, see
family photos, etc. To the best of our knowledge, this is the first app developed
with and for people with PD that aims to increase and assist communication.

Once we had developed and tested the software application we carried out
a study in which people with PD were asked to use the application and then
evaluate it. To that end we have evaluated the usability of the application with
CSUQ (Computer System Usability Questionnaire) [16] and then its acceptance
for daily use. This article is focused on the acceptance evaluation of the proposed
application through the use of the UTAUT (Unified Theory of Acceptance of
Use of Technology) model [23] by target and non-target users (explained in the
methods section). Ethical approval for this study was obtained from the ethical
committees of Lille University (France) and Mons University (Belgium) under
the respective references 2021-548-S100 and 10062022EB.

2 Background: Technology Acceptance

The integration of any new tool (physical or digital) into society undergoes
a certain scrutiny by potential users. The notion of intending to use a new
tool can be defined by acceptability (prior to first use) and acceptance (after
first use). These constructs can be measured through questionnaires such as the
Technology Acceptance Model [13], Theory of Planned Behaviour [4], and the
Unified Theory of Acceptance of Use of Technology (UTAUT [22]), the latter
providing the highest level of prediction of technology adoption [14].

The UTAUT model [22,23] is composed of seven constructs that influence
behavioral intention to use a technology and as a result, technology use. Those
constructs are defined as follows: (1) Performance expectancy is the degree to
which using a technology will provide benefits to consumers in performing certain
activities; (2) Effort expectancy is the degree of ease associated with consumers’
use of technology; (3) Social influence is the extent to which consumers perceive
that important others (e.g., family and friends) believe they should use a par-
ticular technology; (4) Facilitating conditions refer to consumers’ perceptions of
the resources and support available to perform a behavior effort expectancy; (5)
Hedonic motivation refers to the fun or pleasure derived from using a technology;
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(6) Price value is the consumers’ cognitive trade off between the perceived bene-
fits of the applications and the monetary cost for using them (7) Experience and
habit in which Experience reflects an opportunity to use a target technology and
is typically considered as the passage of time from the initial use of a technology
by an individual, and Habit refers to the extent to which people tend to perform
behaviors automatically because of learning. The questionnaire is composed of
a total of 28 items evaluated in a 7-point Likert scale.

Several studies can be found regarding the acceptance of assistive technologies
in health care using (e.g. [5,8,9,11,12,17,19,24,25]) or not (e.g. [10,21]) the
UTAUT model. The users of the technology that evaluated its acceptance were
therapists and health professionals [8,10–12,17,21], caregivers [9,25], and also
the affected individuals [5,8,19,24]. The common aim of all these studies is the
assessment of the acceptance identifying factors that would most influence future
use behaviour of the given application or technology. The studies that applied
the UTAUT confirmed its utility for the acceptance evaluation of applications
in health care.

From these quoted articles, only two concern Parkinson’s health care [8,19].
The first one [8] aims to evaluate the uses of an interactive digital tool (tablet
and inertial sensor) for the self-rehabilitation of patients with PD. Patients use
bracelets equipped with motion sensors and a tablet application guides them
in the activity rehabilitation work. Physiotherapists and patients answered the
UTAUT questionnaire for the acceptance evaluation. The second article [19] aims
to evaluate a self-management application that records symptoms and medica-
tion information. To that end, the patients with PD performed a set of defined
tasks in the application and then answer the UTAUT questionnaire. Both stud-
ies showed the feasibility of use of UTAUT by people with PD. However, to the
best of our knowledge there is no study on acceptance evaluation of a tool for
people with impeded speech (nor for Parkinson’s or any other disease/disability).
Experiments should be defined considering this element for the identification of
the population and analysis of the results.

3 Methods

This section presents the research protocol approved by the French and Belgium
national ethical committees.

Population and Recruitment. Participants were recruited through advertis-
ing and word of mouth, explaining the need to evaluate a system to support
communication for people with PD. We decide to accept all volunteers for the
experimentation. Participants were first contacted by email or telephone and
the study procedure was explained to them. In total, 30 participants agreed to
take part in this study, 15 from Belgium and 15 from France. Mean age was
68.7 ± 8.8 years, with a Parkinson’s disease diagnosis history of 12.1 ± 7.1 years.
In total, 18 men and 12 women were recruited for this study.
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Procedure. The execution and evaluation procedure is composed of three steps:

1. Software presentation and collect of profile data - A first meeting was orga-
nized for demonstration of the software application, explanation of any
unclear points, signing of the consent form and answer of some questions
about age, gender and some questions of Parkinson’s Well-being MapTM [2]
questionnaire related to speech difficulties. To protect identity and ensure
anonymity, participants were assigned a colour as an identification code for
the collected data.

2. Use of the application - The participants were left with a tablet for a mini-
mum of one week and, during this time, they were asked to use the software
application as an aid to their daily lives.

3. Feedback - Following the 7-day minimum period, a second meeting was carried
out. Participants were able to express their views on the application, suggest
modifications, and were also asked to answer questionnaires for usability (not
explored in this paper) and acceptance (UTAUT) evaluation.

Data Collection, Measures and Processing. The questionnaire was printed
and manually filled out by the participants (with help of careers if necessary) in
the presence of the researchers, which allowed for questions to be asked should
any item be unclear. Each item of the UTAUT was answered using a 7-point
Likert scale from 1 (“strongly disagree”) to 7 (“strongly agree”). Measures col-
lected included the UTAUT model variables: performance expectancy (PE),
effort expectancy (EE), social influence (SI), Facilitating Conditions (FC), Hedo-
nic Motivation(HM), Habit (H) and Behavioural Intention (BI). The Price value
item was not included since the application would be available online for free. In
addition, age, gender and self-evaluation of difficulty of speech are also registered.
This last information was collected by answering the item “I have slowness of
speech and/or people often ask me to repeat myself” of Parkinson’s Well-being
map questionnaire [2] using a 5-point Likert scale ranging from 1 (“strongly dis-
agree”) to 5 (“strongly agree”). The completed questionnaires (Well-being map
selected items and UTAUT) were transcribed to an Excel spreadsheet for further
analysis.

Applied Techniques and Statistical Analysis. Data were divided into two
subgroups: a target population and a non-target population. As the primary
objective of the application is to provide assistance in communication, a target
participant was considered as someone who had severe speech communication
difficulties. A score relating to 4 (agree) or 5 (strongly agree) for the related
item of the Well-being map questionnaire distinguish target participants from
non-target participants. Using the spreadsheet previously completed, median
scores for each participant and each subgroup were calculated for each category
of the Well-being map and for each UTAUT construct. Demographics, including
participant age and history of diagnosis were averaged for each subgroup.

The two data pools (target and non-target) were assessed for normality using
the Shapiro-Wilk test. Next, based on the Shapiro-Wilk test result, an indepen-
dent samples t-test or a Mann Whitney-U test was used to evaluate the differ-
ences between the two groups’ scores for each UTAUT construct. Effect sizes
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were calculated using Cohen’s d where 0.2 is considered small, 0.5 medium and
0.8 large, and confidence intervals were determined at the 95% level. Kendall’s
Tau B was used to quantify the relationship between the Behavioural intention
UTAUT construct and the remaining six UTAUT constructs (PE, EE, SI, FC,
HM, H) for each population group in order to evaluate the underlying factors
influencing future use of the system. All statistical analyses were performed in
JASP software (version 0.16, JASP Team 2021). The threshold for significance
was set at 0.05.

4 Results

Of the 30 participants initially included in the study, data from three participants
were removed as these participants chose to abandon the study. Of the data
from the 27 participants included in the statistical analyses, the mean age was
68.3 ± 9.2 years, with a diagnosis history of 13.6 ± 7.3 years. A total of seven
participants qualified for the target population group, leaving 20 participants in
the non-target group.

4.1 Acceptance of the Software Application

Results from the UTAUT questionnaire are given in Table 1. Data are presented
as medians and interquartile ranges (IQR). Performance expectancy, social influ-
ence, habit and behavioural intention are all significantly higher in the target
group than in the non-target group. However, in the non-target group effort
expectancy and hedonic motivation were higher; although these differences were
not significant. The facilitating conditions construct displayed equal scores for
both population groups, although the non-target group had a slightly lower
interquartile range.

The greatest difference lies in the social influence construct, where the median
score for the target group (6.0) is more than 2-fold that of the non-target group
(2.0); this difference is significant (p < 0.01) and is also coupled with a high effect
size. All other significant differences (PE, H, and BI) demonstrate medium effect
sizes, despite differences in H and BI being highly significant between the two
population groups.

4.2 Behavioural Intention Influences

The results from correlation analyses showed that behavioural intention was not
influenced by the same factors depending on the target and on-target population
groups. A summary of the six UTAUT constructs (PE, EE, SI, FC, H, and HM)
and their correlation level with BI is given in Table 2.

For the target group, BI was influenced by EE and FC, with these constructs
displaying a significantly positive correlation with BI (Tau-B = 0.51 and 0.48,
respectively). Although not significant, the correlation with SI (Tau-B = 0.31,
p = 0.14) was also relatively high. For the non-target group, all UTAUT
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Table 1. Median [interquartile range] UTAUT construct scores for the target and non-
target population with the p-value from Mann Whitney-U tests, and effect given as
Cohen’s d with upper and lower confidence intervals (CI). (* = significantly higher
score; CI = confidence interval)

UTAUT construct Target group Non-target group P-value Effect

score (n = 7) score (n = 20) [low CI - high CI]

Performance expectancy 6.0 [2.0]* 4.0 [4.0] 0.01 –0.38 [–0.60 - –0.11]

Effort expectancy 6.0 [1.5] 7.0 [2.0] 0.34 0.12 [–0.18 – 0.36]

Social influence 6.5 [1.0]* 2.0 [3.0] < 0.01 –0.86 [–0.93 – –0.75]

Facilitating conditions 6.0 [2.0] 4.0 [4.0] 0.44 0.10 [–0.16 – 0.35]

Hedonic motivation 5.5 [2.5] 6.0 [1.3] 0.67 0.07 [–0.24 – 0.36]

Habit 4.5 [3.0]* 2.0 [4.0] < 0.01 –0.46 [–0.64 – –0.22]

Behavioural intention 2.0 [5.0]* 4.0 [4.0] < 0.01 –0.54 [–0.71 – –0.30]

Total (all constructs) 5.0 [5.0] 4.0 [4.0] < 0.01 0.24 [0.13 – 0.34]

constructs significantly and positively influenced behavioural intention. The
most influential construct was PE, with a correlation coefficient of 0.74, followed
closely by SI (Tau-B = 0.67). All other constructs presented only moderate cor-
relations; however, all were significant. Hedonic motivation correlated with a
coefficient of 0.45 with BI. The remaining three constructs (EE, FC, and H) all
produced moderate correlations of between 0.3 and 0.4.

Table 2. Correlations between UTAUT constructs and behavioural intention (BI) with
p-value for the target and non-target population groups. (* = significant correlation)

UTAUT construct Correlation with BI Correlation with BI

Target group (p-value) Non-target group (p-value)

Performance expectancy 0.11 (0.61) 0.74 (< 0.01)*

Effort expectancy 0.51 (< 0.01)* 0.30 (0.01)*

Social influence 0.31 (0.14) 0.67 (< 0.01)*

Facilitating conditions 0.48 (0.01)* 0.37 (< 0.01)*

Hedonic motivation 0.20 (0.31) 0.34 (< 0.01)*

Habit 0.21 (0.31)]* 0.45 (< 0.01)*

4.3 Discussion

Within the UTAUT constructs, the Mann Whitney-U tests found significantly
higher PE, SI, H, and BI scores in the target group compared to the non-target
group. These results indicate that, in comparison to those in the non-target
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group, the people in the target group find this application more useful than those
in the non-target group (performance expectancy); this population also had a
social entourage who were more encouraging in the use of the application (social
influence). The target group also had a greater need to use this app (habit), and
have a greater intention to continue using this system (behavioural intention).
Regarding other results, the non-target group found the application easier to
use (greater effort expectancy) than the target group. Although not significant,
this difference may be due to other factors of Parkinson’s disease affecting the
patients. If people in the non-target group also had less motor symptoms, for
example, or perhaps were younger or more used to using technology, then this
will have influenced the ease of use of this system. The non-target population
also gave the application a higher score for hedonic motivation (i.e. they found
the system more fun to use). The latter phenomenon may also be linked to past
and current experience with technology, the UTAUT model from Venkatesh and
colleagues [22] have displayed that both HM and EE are influenced by experience
and that greater past experience with similar technology (in this case, a tablet
with apps installed) will lead to a higher EE (the new technology will be easier
to use) and a higher HM (they will take more pleasure in using the technology).

The score given for facilitating conditions (6/7) was identical in both the
target and non-target population groups, indicating that all participants had
a similar access to the required technology for use of the application, and also
all had the sufficient skills and knowledge to use an app on a mobile tablet.
Facilitating conditions is the only construct, other than BI, to directly influence
use behaviour.

The lower behavioural intention score given by the non-target group can be
explained by the fact that the app is primarily aimed at those having partially or
fully lost the ability to speak. Although the app provides other functions, such as
easy access to off-period activities and an activity and medication planner, the
use of such a system for communication will naturally be less attractive to those
who are still able to communicate with their peers. The app offers the possibility
for live communication by typing out a text and having the tablet read it out
loud, but a user can also send the text a given contact via email or text messaging.
This function is highly similar to that offered by a telephone but the app’s
keyboard is designed in such a way that the keys are bigger, more spaced out,
and it is less sensitive to possible trembling - a typical symptom of Parkinson’s
disease. The use of the BI construct to evaluate the factors influencing future
system use is based on the original UTAUT model by [22,23]. The former studies
have shown that system usability is directly influenced by behavioural intention
and, since our study did not assess long-term use of the application, the BI
construct is considered as a strong predictor of future use.

Some limitations of the study are the relatively small sample size, in partic-
ular for the target group and also the absence of an acceptability study carried
out before the development of the app. For future studies concerning this appli-
cation, it would be of interest to conduct a longitudinal study on use behaviour,
or plan a follow-up study at the end of a given trial period. Further development
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of the app may wish to build on the constructs with lower scores cited here, such
as habit for the target group, and PE, SI, H and BI for the non-target group.

4.4 Threats to Validity

Following [26] we analysed four threats to validity as described below:

– construct validity regards the choice of the questionnaire used in the study.
To mitigate this threat, we used UTAUT questionnaire that has high level of
reliability as shown in [23];

– internal validity is associated with the potential bias of the participants
involved in the study. To mitigate this threat we made an open call on the
internet (emails, social network and project website), requesting volunteers
for evaluation. All persons who answered the call participated in the study.
No prior selection was carried out;

– conclusion validity regards the ability to draw the correct conclusion of the
study. To mitigate this threat we performed a careful analysis with reliable
static methods and we separated the participants for the analysis into target
and non target groups;

– external validity regards the ability to generalize the results of our experiment
outside the scope of our study. Although the call was open, the users are only
of French nationality, so we cannot generalise the result to any people with
Parkinson.

5 Conclusion

This article has presented the evaluation of the acceptance of a communication
tool for people with Parkinson’s disease using UTAUT model. Thirty users with
PD were initially involved, and data from 27 of them could be exploited. To
our knowledge, this is the first study that applies UTAUT for an evaluation of
a tool by people with varying speech capacities. Considering that the aim of
ParkinsonCom is to support communication, for a better analysis, we divide the
answers to the questionnaire in two main groups based on the severity of speech
communications difficulties of the person with PD. The UTAUT analysis of each
of the factors proved adequate in this context.

The results showed that the application has a good acceptance for people with
severe difficulties in communication. However, it shows that the application is
not adequate for people that have small to moderate difficulties on communi-
cation. Therefore, it should be improved to answer the need of personalisation
taking into account the evolving nature of Parkinson’s disease [18]. The software
application is currently available for download (https://www.parkinsoncom.eu).
Further evaluations could aim to study how differences related to speech capacity
influence the use of the tool, given that we are dealing with an evolving disease.

Acknowledgements. The authors warmly thank all participants who took time to
assist in the development and evaluation of the ParkinsonCom application. This project

https://www.parkinsoncom.eu


Evaluating the Acceptance of a Software for People with Parkinson’s Disease 163

is supported by the European regional development fund, FEDER (Interreg V France-
Wallonie-Vlaanderen) and the Agency for quality life AVIQ (l’Agence pour une Vie de
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Abstract. We present a first short field evaluation of IntraVox, a smart
home assistive technology that has the potential to support older adults
with dementia living independently at home. Based on sensor data,
IntraVox uses a personalized human voice to send prompts and reminders
to end-users to conduct daily life activities. During a short field study
of seven days, IntraVox was installed in the home of an end-user with
advanced dementia to prompt a lifestyle change. Additional feedback was
collected from their family supporter and three carers. Results show that
IntraVox has the potential to prompt end-users with complex needs into
changing their actions. In particular, the family supporter found that
IntraVox was “100% successful” in that it allowed the family more time
together rather than focusing on caregiving, and the relief afforded by
the system was considered “amazing”. Thus, we argue the system has
the potential to improve the quality of life of both the end-users and
their carers. These preliminary findings will inform future larger studies
that will assess the usability and feasibility of such systems.

Keywords: Smart Home · Assistive Technology · Dementia

1 Introduction

Individuals across the globe are living longer. A consequence of this is that people
develop complex comorbidities and social problems. Dementia is currently one of
the major causes of disability and dependency amongst older adults and affects
the ability to perform daily activities such as cooking, washing, and maintaining
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personal hygiene [12]. Technology is an important factor in supporting people
with dementia to live independently in their homes. One response by carers is
to provide reminders or cues [19] using various assistive technologies.

IntraVox [27] is a novel voice-based assistive technology, which has the poten-
tial to prompt older adults with dementia to change their actions. In collabora-
tion with a city council, we conducted an initial field study of IntraVox in a home
setting. The system is composed of a speaker and a Raspberry Pi 4B computer
with various smart home sensors attached. Based on the sensor data collected
and using a personalized human voice, IntraVox verbally sends prompts and
reminders to end-users to conduct tasks according to their needs and aspirations
(e.g., enhance continence). The system introduces a high level of personalization
as the human voice can be that of e.g. a carer, a family member, or a friend.
All prompts and reminders verbalized by IntraVox are tailored to the individ-
ual’s needs and capacity to understand the instructions (e.g., tailored keywords
and sentence structure). Whilst popular voice assistants (e.g., Amazon Alexa,
Google Home) can provide prompts and reminders using standard voices [34],
the IntraVox system is unique in that it uses a personalized human voice for
delivering prompts, which could have benefits of security and comfort [27].

The work was conducted during the COVID-19 pandemic, at which time
many research studies had stagnated [4,25]. Despite these challenges, we
recruited one end-user, their family supporter, and three carers. We installed
IntraVox in the end-user’s home for seven days and asked participants to inter-
act with it in an uncontrolled way. We wished to address the following research
questions: RQ1: Does IntraVox have the potential to prompt people with dementia
to change their behaviour? and RQ2: Do the tailored prompts used by IntraVox
have an emotional impact on people with dementia and their carers?

This paper is structured as follows. We start by providing an overview of
assistive technologies, highlighting also the importance of conducting short field
evaluation studies. We then present the study conducted to evaluate IntraVox.
Finally, we discuss the contributions we bring to the Human-Computer Interac-
tion (HCI) field.

2 Background

In this section, we present the current research regarding assistive technologies
and we highlight the importance of conducting short field evaluation studies.

Voice Assistive Systems. Most voice assistive systems are composed of off-the-
shelf devices such as Amazon Alexa and Google Home. These have been intro-
duced in the home as they have the potential to support independent living
[4,11,15,22]. For example, Shalini et al. [29] developed a customized voice assis-
tant system using the two devices for older adults to use in the home. The system
was developed as a consumer interface for the end-users and their family mem-
bers that can provide health information on-demand, based on spoken queries.
Simpson et al. [30], on the other hand, used an open source framework to design
a conversational agent and provide companionship to older adults. The device
engages in a casual conversation with the user regarding a past memory in their
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life or by suggesting activities that might be of interest to them. Despite the ben-
efits, most users face challenges in interacting with the assistants. Whilst most
users start by interacting in a natural language, they are later forced to learn
how to speak to the assistant in order to successfully enable and interact with
it, i.e., limit themselves to specific keywords, remember the proper commands
and verbalize them clearly, loudly and in a short amount of time in the case of
Amazon Alexa and Google Home [10,18].

Prompting and Reminding. Cognitive assistive technologies supporting adults
with dementia can provide them with an increased level of independence by
considering their specific needs, emotions, and preferences [22,27]. For example,
systems using sensors, smart bulbs, and pressure detectors can direct individuals
to the bathroom at night [1], whereas other systems can guide individuals to
prepare meals [5], wash hands and prepare a cup of tea [20]. König et al. [16]
highlight that a one-size-fits-all style of prompting should be avoided as people
with dementia have different emotional responses to prompts, thus the user’s
background and “sense of self and identity” should be considered when designing
assistive technologies. Furthermore, Boyd et al. [6] concluded that prompts for
people with dementia that are delivered in a familiar and explicit language can
increase the success of a tailored intervention.

Short Field Evaluations. Technology evaluation is essential in HCI. Despite being
complex and time-consuming, it is important to conduct short field evaluations as
laboratory-based ones could leave mistakes unrevealed [14,17]. Rogers et al. [24]
argue that laboratory studies are “poor at capturing the context of use” and high-
light that in-situ evaluations can indicate how people interact with technology
in their intended setting. Bacchetti et al. [2] highlight that studies of new tech-
nologies and ideas “often must start small (sometimes even with n of 1) because
of cost and feasibility concerns.”. Similarly, Caine [9] notes that “small” sample
size studies can bring important findings to the HCI community by informing
future studies and revealing the most obvious usability problems.

3 Short Field Evaluation Study

Together with a city council team, we identified an opportunity for IntraVox to
be piloted with one of the city council’s customers. The end-user was a woman
with advanced dementia, who lived alone at home (referred to as ‘the mother ’).
A family supporter (her son) stayed with her during evenings and mornings and
three carers (city council employees) attended daily to prepare meals (lunch and
dinner) and provide medication.

The study had three phases: Phase(1) - a pre-study interview with the son to
understand the requirements and how IntraVox could provide an intervention;
Phase(2) – an uncontrolled field study of seven days when IntraVox was installed
in the mother’s home together with additional questionnaires the son and the
three carers were asked to complete, and Phase(3) – a post-study interview to
explore the son’s views regarding the system and his views of the impact it
had on his mother. Ethical approval was obtained from the University and the
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city council to install the system in the mother’s house. Informed consent was
attained by the son and carers, whereas the son acted as a consultee for the
involvement of his mother who lacked the capacity to consent [31].

3.1 Phase 1 – Pre-study Interview

The interview was composed of open-ended questions to understand the son’s
experience with smart home devices and how IntraVox could support the mother
(to answer RQ1). The son was also presented with videos depicting scenarios
where IntraVox could support end-users with complex needs [27].

Findings. The son had previously installed technology in his mother’s house.
This included smart cameras to monitor the carers [23], USB-controlled gas,
smart switches, and an Amazon Alexa for controlling lighting. His mother was
unable to interact with the devices as a result of her advanced dementia.

With the deterioration of the mother’s cognitive abilities, she was in need
of more personal care. One aspect that also impacted the son was the mother
urinating in the utility room rather than her bathroom. The son suggested that
IntraVox could “remind her that the utility room is not the bathroom and that
she should go upstairs to use the toilet.”. Regarding the voice, the son stated:
“Her dementia is very advanced, but she is strong-willed, and she would listen to
a familiar voice, especially a carer’s voice. She doesn’t always listen to me, but
she follows the carer’s instructions really well. Accents that she recognises make
her feel more comfortable.”.

3.2 Phase 2 - Short Field Study

In collaboration with the son and three city council officers (an occupational
therapist (OT), a dementia carer who has previously supported the mother,
and an IT representative familiar with the mother’s situation), we held a sep-
arate discussion to explore how we could install the system in the mother’s
home in compliance with COVID-19 pandemic restrictions, and to agree on the
intervention. It was agreed to use IntraVox to provide prompts to use the bath-
room rather than the utility room for voiding. It was decided that IntraVox
would be installed in the utility room. Whenever motion would be detected (i.e.,
the mother entered the room), a prompt would be played: “Mary, the toilet is
upstairs.”. As advised by the son, the prompt would be repeated twice. As the
mother cooperates when recognising a familiar accent, we used the OT’s voice for
the prompt. IntraVox was deployed for seven days to collect sufficient qualitative
and quantitative data [13].

Development. IntraVox was comprised of a Raspberry Pi 4B computer, embed-
ded in a case, with speakers attached to play the prompt (Fig. 1 left). As per
the city council officers’ recommendation, we used the Samsung SmartThings
motion sensor [28] for detecting motion in the utility room. The city council
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officers suggested the use of a Message Queue Telemetry Transport (MQTT)
protocol [21], a standard Internet of Things protocol designed for transferring
messages. Python software was used to connect to the city council’s server and
to subscribe to the topic of interest (motion in a room). Whenever a message
was received (motion detected), the prompt played.

Fig. 1. IntraVox installed inside a cabinet (left) and the motion sensor (right).

Procedure. The system was installed following COVID-19 safety measure-
ments [25]. As per the son’s advice, the system was installed in a hidden cabinet
to avoid it being disturbed by the mother, and the motion sensor was placed on
top of a light switch (Fig. 1 right). Data was collected in the background to log
the time motion was detected and a prompt was played.

The son and the three carers were asked to complete two questionnaires,
every day. The first questionnaire had two open-ended questions and a 5-Likert-
scale question to capture their views regarding IntraVox. The questionnaire also
included an emotion wheel to capture their emotion and emotional distress when
interacting with the system [8]. We used Baillie et al.’s emotion wheel [3] to cap-
ture their emotions when entering the room and the prompt was played. For each
emotion wheel, participants were asked to provide a primary and secondary emo-
tion, with each emotion being grouped into its corresponding quadrant [3]. The
second questionnaire, containing an open-ended question and an emotion wheel,
aimed to capture the mother’s reaction and emotions when hearing the prompt
(to answer RQ2). Participants were asked to view and describe the mother’s
interaction with the system. The scope was to make sure the audio messages
were not causing any emotional distress, e.g. being perceived as auditory hallu-
cinations or making the mother think someone is in the house.

Findings. Due to their busy schedules, the son and the three carers managed
to complete the two questionnaires only once. Positive emotions were provided
when filling out the emotion wheels, with the majority being in the Very Passive –
Very Positive quadrant (Table 1). This indicates that participants had a pleasant
interaction with the system.
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Inconsistencies were, however, noticed in the feedback. Despite indicating
positive feelings when entering the utility room and hearing the prompt, partic-
ipants provided mixed feedback on the 5-Likert-scale question if the prompt was
annoying, i.e., the son disagreed, Carer 1 neither agreed nor disagreed, whilst
Carer 2 and 3 agreed.

Table 1. Participants’ emotions when hearing the prompt played by IntraVox.

Participant Primary Emotion Secondary Emotion Annoyance

The Son Pleased Relaxed No

Carer 1 Alarmed Glad Neutral

Carer 2 Happy Relaxed Yes

Carer 3 Glad Satisfied Yes

Positive emotions were described by the son and carers with regards to the
mother’s interaction with the system, with the majority being in the Very Passive
– Very Positive quadrant (Table 2). She had a positive reaction to the system
and no signs of distress when hearing the prompt. This contradicts previous
findings indicating that IntraVox might only be suitable for people with mild
and moderate dementia as the familiar voice might cause confusion [27].

Table 2. The mother’s emotions when hearing the prompt played by IntraVox.

Participant Primary Emotion Secondary Emotion Comment

The Son Calm Relaxed “She listened and left.”

Carer 1 Amused Calm “She seemed interested in the prompt.”

Carer 2 Pleased Relaxed “She listened and asked about it.”

3.3 Phase 3 – Post-study Interview

The second interview with the son was composed of open-ended questions and
aimed to understand his views regarding IntraVox and whether it was beneficial
to the mother (to answer RQ1).

Findings. IntraVox received positive feedback from the son who stated: “The
idea is massive. The study was 100% successful as we did not have any incident in
the utility room since IntraVox was installed.”. Confirming previous findings [27],
the son felt that the human voice contributed to a sense of security and comfort,
and helped his mother adhere to a routine. The son also believed that IntraVox
can improve the quality of life of both of them, stating that: “It can definitely
improve her quality of life as sometimes she feels embarrassed of her actions. It
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gives me more time to spend with my mother, rather than cleaning around the
house. The relief is amazing.”. When asked about the mother’s interaction with
the system, the son declared that: “She would open the door and stop when she
would hear the voice. She acknowledged that somebody was talking, she listened
and paid attention to the second prompt. It didn’t scare her, she didn’t seem
upset. She didn’t seem surprised either.”.

The son highlighted that the familiar voice “was annoying to me and the other
carers who were in and out for 4 - 5 times.”. The son believed that IntraVox
might be “better for people living alone”, or, as suggested by the carers, to
trigger the prompts only for the mother. However, in other circumstances, the
son declared he would like to hear the voice all the time: “If the sensor was
installed on the front door, then I would definitely like to hear it and have an
alert on my phone.”. All in all, despite the annoyance the familiar voice can
sometimes trigger to non-end-users, the son added that: “The benefit of having
it outweighs that, and the voice would not stop me from installing it.”.

The log data collected also indicates a need to distinguish between individu-
als. As advised by the son, “only triggers between 1 pm - 6 pm would be accurate”
as the mother was visited by carers during the day. Focusing on this time inter-
val, the prompt was triggered on average 8.75 times per day. Importantly, there
were no incidences of voiding in inappropriate locations during the study. This
suggests that IntraVox was an effective prompt.

4 Discussion

Here we discuss the outcomes of the study and how they address our RQs:

RQ1: Does IntraVox have the potential to prompt people with dementia to change
their behaviour? Results show that IntraVox has the potential to prompt a
lifestyle change by prompting end-users with dementia to change their routines
and behaviours. Whilst embodied conversational agents also have great potential
in supporting older adults [32], IntraVox is unique in that it uses a personalized
human voice for delivering prompts and reminders to users with dementia with
the purpose of supporting them in their daily activities. Moreover, IntraVox does
not require any interaction as the system is not composed of any voice assistive
device available on the market (Amazon Alexa, Google Home). We argue that
overcoming the need to verbalize commands and remembering syntaxes results
in an increased usability. IntraVox can always be adjusted and its purpose can be
changed over time following an evaluation of the end-user’s needs. For example,
IntraVox can also be used as a guiding system by using a motion sensor and a
smart bulb and/or bar. Similar to previous findings [6,16,27], the results indicate
that assistive technologies using tailored prompts to the end-user’s needs and
the use of a human voice can be beneficial to people with dementia. Researchers
designing voice assisting interfaces for people with cognitive impairments should
consider using a familiar voice (e.g., a carer, a family member, or a friend) as
this could create a sense of security and comfort.
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RQ2: Do the tailored prompts used by IntraVox have an emotional impact on
people with dementia and their carers? Prompts and reminders are important
in dementia care [19]. The positive feedback and the emotions provided demon-
strate that IntraVox was not received as a negative experience by the mother, it
did not cause any emotional distress and has the potential to improve the quality
of life of both the end-user and their carers. The son and carers were pleased
that previous voiding in inappropriate places ceased, without intervention from
them. This enabled their interaction to refocus on being together and enjoying
positive interaction rather than focusing on cleaning the utility room. We believe
that IntraVox’s main outcome demonstrated here was the improvement in the
quality of life of the cared-for and carers, together with a reduced carer burden.
People with dementia live with a range of symptoms and their response to the
use of IntraVox will differ. Hence, careful assessment is required to ensure that
technology is useful, appropriate, and, importantly, does not enhance anxiety.

We conducted the study as an experience-centred project [33] focusing on the
mother’s interaction with IntraVox and her reactions and emotions when hearing
the prompt. Having no incident during the study represented a huge achievement
for her. This field study highlights the importance of designing assistive tech-
nologies based on the end-users’ needs and aspirations. Similar to [7], we believe
that the findings could inform future larger studies focusing on evaluating assis-
tive technologies for prompting and supporting end-users with dementia. Below
we present additional key points arising from the study’s findings:

Multiple evaluation forms might need to be applied when evaluating assistive
technologies and their emotional impact on users. Inconsistencies were noticed
in the feedback provided, i.e., despite providing positive feelings when entering
the utility room and hearing the prompt, participants found the prompt to be
annoying. Similar to [26], this inconsistency can indicate that researchers may
want to consider using more than one technique when assessing the success of
an assistive technology and its emotional impact on users.

Understanding the end-user and the environment can improve the user expe-
rience when interacting with assistive technologies. When technology migrates
to real-life settings, more usability problems are discovered than during labo-
ratory evaluations [14,17,24]. The findings from this study indicate a need to
distinguish between individuals and play the prompts accordingly. This is due
to the fact that IntraVox does not recognize the person entering the room and
plays the prompt whenever motion is detected. This led to the carers and the
son sometimes being irritated by the voice repetition, whilst the mother was not.
This indicates that researchers can design an assistive technology that may seem
annoying to a regular user but not to the intended end-user.

5 Limitations and Future Work

The main limitation is the small number of participants taking part in the study.
We would like to conduct more field studies with a higher number of participants



“The Relief is Amazing”: An In-situ Short Field Evaluation 173

to determine whether IntraVox would be suitable for people experiencing various
cognitive disabilities. To develop the system further, we would introduce sensors
that could differentiate between different users, as suggested in the discussion.
In the future, thanks to recent developments in generative Artificial Intelligence,
a synthetic voice might also be created to mimic a known human voice.

6 Conclusion

In this paper, we present the short field evaluation we conducted to evaluate
IntraVox, a novel voice-based interaction system that uses a highly personalized
human voice to send prompts to older adults with dementia. Results show the
system has the potential to prompt a lifestyle change and increase the quality of
life of the end-user and their carers. Despite the small sample, we believe that the
findings can be generalized to individuals experiencing a wide range of cognitive
disabilities. Moreover, the lessons learned can inform larger studies focusing on
evaluating assistive technologies for prompting and reminding end-users with
complex needs to conduct various daily activities.
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Abstract. The Easy-to-Read (E2R) Methodology was created to
improve the daily life of people with cognitive disabilities. This method-
ology aims to present clear and easily understood documents. The E2R
Methodology includes, among others, a set of guidelines related to the
writing of texts. Some of these guidelines focus on morphological features
that may cause difficulties in reading comprehension. Examples of those
guidelines are: (a) to avoid the use of adverbs ending in -mente (-ly in
English), and (b) to avoid the use of superlative forms. Both linguistic
structures are quite long, which is also related to another E2R guideline
(“The use of long words should be avoided”). Currently, E2R guidelines
are applied manually to create easy-to-read text materials. To help in
such a manual process, our research line is focused on applying the E2R
Methodology in Spanish texts in a (semi)-automatic fashion. Specifically,
in this paper we present (a) the inclusive design approach for the develop-
ment of E2R adaptation methods for avoiding adverbs ending in -mente
and superlative forms, (b) the initial methods for adapting those mor-
phological features to an E2R version, and (c) a preliminary user-based
evaluation of the implementation of those methods.

Keywords: Easy-to-Read Methodology · Cognitive Accessibility ·
Artificial Intelligence

1 Introduction

People with cognitive disabilities present some difficulties related to reading com-
prehension processes. Hence, a methodology called Easy-to-Read (E2R) [1,13,17]
was created with the goal of presenting clear and easily understood content. This
methodology provides a collection of guidelines concerning both the content of
texts and their design and layout, such as to use short and simple sentences, to
avoid the use of long words, to divide ideas into paragraphs, or to use images
that complement the content of the text.
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Currently, the E2R methodology is applied in a manual fashion. This adap-
tation process is iterative and involves three key activities: analysis, adaptation,
and validation [1]. This manual process is labour-intensive and costly, and it
would benefit from having a technological support. In this context, our research
line is focused on applying different Artificial Intelligence (AI) methods and
techniques1 to (semi)-automatically perform the analysis and the adaptation
of documents to obtain easy-to-read versions of original documents written in
Spanish. Specifically, this paper is focused on two of the E2R guidelines that
affect the writing of texts [1]: (a) to avoid the use of adverbs ending in -mente
(-ly in English) and (b) to avoid the use of the superlative form of adjectives and
adverbs. These two guidelines are considered useful for the daily work of E2R
experts by one in every four experts as reported in [27].

In linguistic terms, these two structures are the result of the so-called pro-
cess of word formation. Among other word classes, this process results on derived
words, those formed from another word by the addition of morphological fea-
tures called morphemes (e.g. walk: walker). Both the adverbs ending in -mente
and the superlatives are examples of morphologically-derived words, as they are
made up of a base attached to a morpheme (i.e. a suffix). With these notions
in mind, it is important to note that morphological awareness, defined as the
ability to recognise and manipulate morphemes [10], is related to the reading
comprehension ability for different target groups including persons with cogni-
tive impairments such as dyslexia (e.g. [25,26]). Research on this topic (see [26]
for review), indeed, supports that poor comprehenders’ difficulties have to do
with derivational morphology, since the process of derivation can change the
word class of the base (for instance, from an adjective to an adverb, e.g. dulce
(‘gentle’): dulcemente (‘gently’)). Therefore, these types of words are normally
long and can clutter the text if used too often, since the more stimuli (in letter or
syllable form) a text contains, the more cognitive processing the reader requires
in the comprehension task [12]. Besides, one of the morphology-based linguistic
accessibility criteria set by Jenge and colleagues [14] warns that morphologically
complex words can impose a considerable burden to the human language pro-
cessing system. Moreover, the reduction of morphological complexity of these
features is related to another E2R guideline that recommends to avoid the use
of long words, as they negatively affect language comprehension [4,6].

To improve the E2R adaptation process, technological aids could be devel-
oped. In this regard, to the best of our knowledge, research work on an auto-
matic E2R analysis for Spanish is quite scarce. We can only mention an E2R
conformance checker called Easy-to-Read Advisor [28]. Regarding E2R transfor-
mations for Spanish texts in an automatic way, it is worth mentioning Simplext
[22], LexSIS [8], DysWebxia [20], and easier [16], which are based on simplifi-
cation techniques. In such works, both lexical and syntactic simplification tasks
are performed. However, none of the aforementioned works specifically addresses
the E2R adaptation of either adverbs ending in -mente nor superlative forms.

To cover the identified gap, we pose the following research question: “Is
it possible to develop an automatic method for adapting sentences written in

1 We are investigating both the symbolic and subsymbolic approaches in AI.
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Spanish that include both adverbs ending in -mente (-ly in English) and superla-
tive forms into a simpler version, that is, an E2R version?” To answer our research
question, we decided to follow an inclusive design approach [30], with the goal of
involving a diverse set of stakeholders in our research. This approach implies that
we conducted a user study to include people with cognitive disabilities in the activ-
ity of selecting the best proposal for adapting sentences with such morphologi-
cal features (adverbs ending in -mente and superlatives). Based on these results,
we have created declarative2 methods for identifying and adapting these types of
morphologically-derived words to the E2R Methodology and implement a pair of
proofs of conceptbased on suchmethods. Sincemost ofE2Rexperts prefer an appli-
cation providing suggestions of E2R adaptations [27], when possible we create our
methods based on different possible E2R adaptations. Finally, we performed a pre-
liminary user-based evaluation of those proofs of concept.

The rest of the paper is organised as follows: Sect. 2 is devoted to the state
of the art on (a) the most relevant linguistic features of adverbs in -mente and
superlatives in Spanish, and (b) the automatic approaches for identifying and
adapting these types of morphologically-derived words. In Sect. 3 we explain
the user study we conducted with the aim of selecting the best proposal for
adapting sentences with adverbs ending in -mente and/or superlatives. Section 4
presents our first attempts of methods for adapting both types of words to the
E2R Methodology, the first versions of proofs of concept for those methods, and
the summary of the preliminary user-based evaluation. In addition, the most
essential drawbacks of the research presented in this paper are shown in Sect. 5.
Finally, we present some conclusions and future work on this research.

2 State of the Art

As mentioned in Sect. 1, in this work we concentrate our efforts on developing
initial methods to automatically detect derived words by morphological features
such as adverbs ending in -mente and superlative forms in Spanish, and adapt
them into easy-to-read versions, in the light of the guidelines provided by the
E2R Methodology [1]. Thus, this section is devoted to (a) highlight some notes
on both linguistic structures to better understand the problematic they raise
(Sects. 2.1 and 2.3), and (b) summarise the automatic approaches for identifying
and adapting such morphological features (Sects. 2.2 and 2.4).

2.1 Linguistic Features of Adverbs Ending in -mente

Adverbs ending in -mente belong to the so-called adverbs of manner. Formally,
they are composed of feminine and singular adjectives (lenta: lentamente, ‘slow:
slowly’), or of single-ending adjectives (feliz : felizmente, ‘happy: happily’).

These adverbs conform a paradox, not always noticed in classical grammatical
studies, but recognised directly or indirectly in modern ones [19]. Such a paradox
2 Human knowledge is explicitly represented in a declarative form (e.g. facts and rules).

This way to proceed is part of the so-called symbolic AI.
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is a consequence of the fact that the noun manera (‘manner’) acquires a very
abstract meaning in the paraphrase “de manera + adjective”. Hence, when we
say Los votantes acudieron masivamente a las urnas3, we literally express a
certain ‘manera de acudir’ (‘manner of attendance’), but, at the same time, it is
not evident that the property of ‘ser masivo’ (‘to be massive’) can express any
manner itself [19].

In accordance with the Spanish Royal Academy [19], we distinguish among
the following types of adverbs in -mente: (a) Subject-oriented adverbs, which
refer to a certain property of an action, but also of the person or thing designated
in the situation being described. Some examples of these adverbs are4: delib-
eradamente, descuidadamente, or (in)conscientemente. Moreover, (b) Object-
oriented adverbs indicate the way in which the action affects the complement
of some predicate. For instance, in Cortó el pastel profundamente5, the adverb
profundamente (‘deeply’) conveys indeed a way of slicing, but it mainly reports
a certain change of state in the object which receives the cut, and not a situ-
ation of the subject who caused the deep cut. Following, (c) Action-oriented
adverbs refer to certain obstacles that the action has to overcome, or to other
circumstances that intrinsically characterise the action (e.g. arduamente, dificul-
tosamente, dolorosamente, or fácilmente6). Finally, (d) Adverbs of point of
view or relational adverbs are derived from relational adjectives. Since such
adjectives establish a connection with a certain field or domain represented by
the modified noun instead of denoting a property or quality, relational adverbs
are hardly commutable by the paraphrase “de manera/forma + adjective”.

2.2 Automatic Approaches for Identifying and Adapting Adverbs
Ending in -mente

In Spanish the attempts on identifying and/or transforming this type of adverbs
are way scarce. The automatic identification has been covered in some studies
dealing with adverbs in general [21]; however, in the case of transformation, the
way forward is still open. On the contrary, in other languages, such as French
[29] or Portuguese [5], progress has been made along this way. On the one hand,
the goal of Tolone and Voyatzi [29] is to extend the adverbial entries of LGLex,
a Natural Language Processing (NLP) oriented syntactic resource for French.
To do that, they first identify the adverbs ending in -mente, and then, for each
type of adverb, they include the different paraphrasing alternatives in the lexical
tables of LGLex. On the other hand, Baptista [5] aimed to provide a comprehen-
sive set of paraphrasing strategies, which can be used in several natural language
applications, such as text simplification or even machine translation. In this case,
an annotated corpus was used to propose different paraphrases for each type of
adverb, considering the lexical-semantic information. Then, they formalised such
paraphrases through a finite-state automata to transform the equivalent adverb.
3 Translation: Voters went massively to the polls.
4 Translation: deliberately, negligently, (un)consciously.
5 Translation: He sliced the cake deeply.
6 Translation: arduously, difficultly, painfully, easily.
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2.3 Linguistic Notions of Superlative Forms

Superlative is understood as the ponderation in a maximum or minimum degree
of quantity or quality [18]. The superlative degree can be denoted by grammat-
ical categories such as adjectives and adverbs. The expression of the superlative
can be performed by means of numerous formulas [9]: (a) Morphemic expres-
sion, also called synthetic form, which is expressed through the process of affix-
ation on adjective and adverbial bases, i.e. the use of prefixes such as “super-
+ base” (e.g. supergrande (‘superlarge’) and suffixes such as “base + -́ısimo/a
or -érrimo/a7” (e.g. grand́ısimo (‘mighty’) or libérrimo (‘very free’)). Another
formula is the so-called (b) Lexical expression. In that case, the expression of
the superlative occurs when a word carries itself the feature ‘superlative’, such
as some quantifier adverbs (e.g. demasiado (‘too much’)), absolute adjectives
(e.g. excelente (‘excellent’)), or adverbs ending in -mente, e.g. completamente
(‘completely’)). For its part, the (c) Syntagmatic expression, also called ana-
lytic form, it is denoted by the adverb mark muy (‘very’) preceding an adjective
or adverb (e.g. muy triste (‘very sad’)). Such a formula is the most common in
Spanish [18]. Finally, superlative structures can be made up by some expressions
as un montón or miles de (both mean ‘a lot’ and belong to a colloquial register
of language), called (d) Locutions or superlative expressions.

Since the superlative structure affects the degree of the word it quantifies, it
can only occur with words that are susceptible to gradation, which means that
it must be possible to place them on a scale of comparison, at a position higher
or lower than the one indicated by the adjective or adverb alone. In the case
of adjectives, most of the so-called qualifying adjectives accept gradation, with
some exceptions such as the adjectives of extreme degree (also called elatives)
which correspond to the aforementioned lexical expression of superlative, since
they express themselves the maximum degree of gradation, so they do not admit
any type of affixation (e.g. fabuloso: *fabulośısimo; enorme: *enormı́simo8). Due
to their affective connotations, adjectives derived through this suffix (in this
case, we refer only to the form -́ısimo/a) are very rare in scientific and technical
language, but very frequent in the colloquial language [19].

At last but not least, following Olmos [18] the morphemic expression using
the suffixes -́ısimo/a and -érrimo/a represent an exceptional paradigm in the
word derivation process, due to the excessive length of the result (the suffixes

7 Both suffixes express the same superlative feature. However, superlatives ending in
-́ısimo/a are widespread used in comparison to those in -érrimo/a. The suffixes -́ısimo
and -érrimo refer to the masculine gender, while -́ısima and -érrima to the feminine
gender. (Henceforth, we will use the slash symbol (/) to include both genders).

8 In the colloquial register it is common to use the suffix -́ısimo/a in elative adjectives
to focus on the meaning of the adjective, so we can find this type of structures
in spoken language, even though they are non-normative. (Henceforth, the asterisk
symbol (*) will be used to indicate ungrammatical or non-normative structures).
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add three syllables to the base) and the resulting proparoxytone9 schema of the
superlative, which can be a hard-to-pronounce word.

2.4 Automatic Approaches for Identifying and Adapting
Superlatives

Although superlative forms have received considerable attention in formal lin-
guistics [7], this interest is not mirrored in computational linguistics and NLP.

For such a reason, the study carried out in [7] is seen as the first auto-
mated approach to the interpretation of superlatives for open-domain texts in
English. In such a research work, they present a corpus annotated for superla-
tives and propose an interpretation algorithm that uses a wide-coverage parser.
The system they implemented is able to recognise a superlative expression and
its comparison set. In addition, Jindal and Liu [15] studied the identification of
superlatives in the framework of identifying comparative sentences in evaluative
texts, and extracting comparative relations from them. To achieve such aims,
they proposed two techniques to perform the tasks, based on class sequential
rules and label sequential rules. Furthermore, it is worth mentioning the work
led by Scheible [23], who proposed a computational treatment of superlatives
aimed to automatically extract useful information from superlatives occurring
in free text. Further on, the author extended this work in her doctoral thesis
[24]. In the case of Spanish language, there are no automatic approaches for
identifying superlatives and transforming them into simpler paraphrases.

3 E2R Adaptation Design via a User Study

As mentioned in Sect. 1, our intention is to involve a diverse set of stakeholders10

in our research work. In this regard, we decided to apply an inclusive design
approach [30] including people with cognitive disabilities in the team in charge
of designing the most appropriate E2R adaptations for both adverbs ending in
-mente and the so-called morphemic superlatives. Out of the scope of this paper,
and thus one limitation of this research work, is the involvement of E2R experts
in such an inclusive design approach.

To materialise the approach, we created an inclusive co-design process for
selecting the most appropriate E2R adaptations. Thus, we developed a pair
of questionnaires written in Spanish and implemented as a Google Form11. The
goal of these questionnaires is to gather opinions of people with cognitive impair-
ments on the use of adverbs in -mente and superlatives. Such questionnaires were

9 Linguistic term for a word with stress on the antepenultimate (third last) syllable
such as the words in English cinema and operational.

10 The main actors who affect and/or are affected by our research line on cognitive
accessibility are people with cognitive disabilities and E2R experts.

11 Questionnaires are available at https://doi.org/10.5281/zenodo.8018593.

https://doi.org/10.5281/zenodo.8018593
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launched in February 2022 through mailing lists of autonomous federations and
associations of people with cognitive disabilities in Spain12.

3.1 User Study Design

Both questionnaires are divided into two main parts: (1) a section that includes
single-answer multiple choice questions to capture data about which linguistic
structures (adverb paraphrasing formulas in the case of adverbs ending in -mente
and superlative forms in the other case) are easier or better understood; and (2) a
part with questions on participants’ demographics, knowledge, background, and
experience. In the first part of the questionnaires, questions are of two different
types. Such types of questions used in the questionnaire were validated by an
E2R expert in a pilot survey before the user study began. On the one hand, the
questionnaire poses questions where the participant has to choose an answer. In
this case, participants are asked about their preferences or about the simplest
answer. Possible answers to these questions consist of (a) sentences including
original linguistic structures (i.e. adverbs in -mente or a superlative form that
used a suffix (e.g. -́ısimo/a)) and (b) one or more sentences that are the result
of adapting the original linguistic structures with an E2R approach in mind,
that is, trying to find a synonym formula which is easier to understand. On the
other hand, there are questions where participants have to complete a sentence
by selecting one of the possible answers. The set of answers includes the origi-
nal linguistic structure and one or more synonym formulas. As an illustration,
Table 1 shows two examples of these types of questions.

The collection of original sentences used in the questionnaire was built using
two oral corpus: COSER13 and C-Or-DiAL14. Synonym formulas were manually
built by consulting several dictionaries such as WordReference15 and Reverso16.
A linguistic expert validated the collection of synonym formulas.

In the case of the questionnaire involving adverbs ending in -mente, the first
part is composed of 16 questions of which four include sentences with subject-
oriented adverbs, six include sentences with action-oriented adverbs, and six
include sentences with adverbs of point of view or relational adverbs, based on
the classification presented in Sect. 2.1.

While in the case of the questionnaire about superlatives, the first part is com-
posed of 11 questions including morphemic superlative expressions (see Sect. 2.3).
Out of these questions, nine contain sentences with superlative adjectives and
two with superlative adverbs.
12 Plena Inclusion España, an associative movement who fights in Spain for the rights

of people with intellectual or development disabilities and their families, played the
key role of (a) finding federations willing to participate in the user study and (b)
distributing the information about this research work through those federations.

13 https://hispanismo.cervantes.es/recursos/coser-corpus-oral-sonoro-del-espanol-
rural.

14 http://lablita.it/app/cordial/corpus.php.
15 https://www.wordreference.com/.
16 https://synonyms.reverso.net/sinonimo/.

https://hispanismo.cervantes.es/recursos/coser-corpus-oral-sonoro-del-espanol-rural
https://hispanismo.cervantes.es/recursos/coser-corpus-oral-sonoro-del-espanol-rural
http://lablita.it/app/cordial/corpus.php
https://www.wordreference.com/
https://synonyms.reverso.net/sinonimo/
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Table 1. Sample questions from the questionnaires of both cases.

CASE 1: Adverbs ending in -mente

Question

Por favor, completa el principio de esta frase con una de las opciones:

“.......... Ana necesita más vocabulario técnico.”

(Translation (Tr.): Please complete the beginning of this sentence with one of the options:

“.......... Ana needs more technical vocabulary”.)

Options

1. Definitivamente (Tr.: Definitely)

2. Sin lugar a dudas (Tr.: Without doubt)

3. Está claro que (Tr.: It is clear that)

4. En definitiva (Tr.: In the end)

5. No lo sé. (Tr.: I do not know)

6. Otro: (texto libre) (Tr.: Other (Participants can freely write their own proposals)).

CASE 2: Superlatives

Question

Por favor, lee las siguientes 2 frases. Qué frase te parece más sencilla?

(Tr.: Please read the next 2 sentences. Which sentence do you think is easier? )

Options

1. David vive lej́ısimos de su prima Anabel. (Tr.: David lives far away from his cousin Anabel).

2. David vive muy lejos de su prima Anabel. (Tr.: David lives very far away from his cousin Anabel).

3. Niguna de las frases es sencilla. (Tr.: None of the sentences is simple).

4. Todas las frases son sencillas. (Tr.: All sentences are simple).

5. No lo sé. (Tr.: I do not know).

6. Otro: (texto libre) (Tr.: Other (Participants can freely write their own proposals)).

3.2 Participants in User Studies

On the one hand, for the survey on adverbs in -mente, 139 people responded the
questionnaire (72 male, 60 female, and 7 participants who preferred not to pro-
vide gender information). Participants include representatives from five different
autonomous communities in Spain17: Andalućıa (73), Madrid (32), Comunidad
Valenciana (31), one participant from Galicia and another one from Cataluña.
Most of the participants (73.5%) answered the questionnaire alone, while the
rest needed the support of another person. On the reading comprehension level18,
51.1% of the participants had a medium level of reading comprehension, whereas
35.3% had a high level, 0.7% a medium-high level, and 5.8% a low level.19

Regarding the age range, half of the participants ranged from 31 to 45 years
old, 25.9% from 18 to 30, 18.7% were from 46 to 60, two participants was over
60 years old, and 3.6% of the participants declined to provide their age. With

17 Autonomic Federations from Andalućıa, Comunidad Valenciana and Madrid played
the crucial role of distributing the goal of this user study as well as the link to the
questionnaire through different organisations of people with cognitive disabilities.

18 The level of comprehension is based on a self-assessment question.
19 4.3% of the participants declined to provide their level, while 2.9% did not know it.
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respect to their impairments, most of the participants (80.3%) had an intellectual
disability, followed by those (8%) who had intellectual and physical disabilities.
On the most frequent occupation of the participants, from the 139 participants,
68 were users of occupational centres, 10 were public examination candidates, 7
were unemployed, while 7 were E2R validators.

On the other hand, 121 participants (62 male, 54 female, and 5 partici-
pants who preferred not to provide gender information) took part in the survey
on superlative forms. In this case, these participants came from seven different
autonomous communities in Spain: Andalućıa (68), Comunidad Valenciana (29),
Madrid (20), one participant from Galicia, one from Cataluña, one from Castilla
y León, and another one from Extremadura. Most of the participants (80.2%)
answered the questionnaire alone, while the rest needed the support of another
person. Regarding their occupation, 58.7% were occupational center users. With
respect to participant’s level of reading comprehension, 48.8% had a medium
level of reading comprehension, while 0.8% had a very high level, 34.7% had a
high level, 0.8% a medium-high level, and 9.9% a low level20. On the age range,
around half of the participants (52.1%) ranged from 31 to 45 years old, 21.5%
from 18 to 30, 20.7% were from 46 to 60, 2.5% were over 60 years old, 2.5% of the
participants declined to provide their age and 0.8% provides a non-valid age. On
their impairments, most of the participants (86%) had an intellectual disability,
followed by those (6.6%) who had intellectual and physical disabilities.

3.3 User Study Outcomes: E2R Adaptation Proposals

Findings indicate that, overall, participants consider simpler those sentences that
have been manually simplified by means of substituting the original linguistic
structure (adverbs ending in -mente and superlatives) by other synonym for-
mulas. In the questionnaire on adverbs ending in -mente, only in 3 out of 16
questions the preferred option was the one with the adverb ending in -mente.
While in the case of questionnaire involving superlatives, in the 11 questions
the preferred option was the one with a synonym paraphrasing of the original
superlative form. The detail analysis of the data gathered is organised in Case
1 (Adverbs ending in -mente) and Case 2 (Superlatives).

Case 1: Adverbs ending in -mente. The situation in which the preferred
option was the original sentence with an adverb ending in -mente includes, in
particular, the following adverbs directamente (‘directly’), normalmente (‘nor-
mally’) and seriamente (‘seriously’). Our first hypothesis for explaining this out-
come was that these three words would be very frequent in Spanish. In order to
confirm such an hypothesis we analysed the frequencies of these three adverbs in
the list of most frequent words in CORPES XXI (Corpus del Español del Siglo
XXI)21. However, these adverbs were not in the top of frequencies; indeed, other

20 1.7% of the participants declined to provide their level, while 0.8% did not know
about their level and 2.5% did not know how to read.

21 https://www.rae.es/banco-de-datos/corpes-xxi.

https://www.rae.es/banco-de-datos/corpes-xxi
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adverbs in our questionnaire have highest frequencies (e.g. actualmente (‘cur-
rently’) and solamente (‘only’)). Nevertheless, in very broad terms, we could
interpret this situation from a morphological point of view, since these three
preferred adverbs (directamente (‘directly’), normalmente (‘normally’) and seri-
amente (‘seriously’)) belong to the group of relational adverbs, and thus they
are made up by relational adjectives, as we mentioned in Sect. 2.1. This type of
adjectives do not express a single property or quality of the noun they accom-
pany, but denote a set of properties and link them to those of the modified noun,
thus they establish different types of more complex semantic relations [11]. In
addition, the constituent -mente neither alters the semantics of the adjective nor
changes its category, hence the adjective still exhibits all the formal properties
that it exhibited as an independent adjective [2]. This means that, for example,
in the paraphrase “de manera + adjective” the adjectives seria, normal and
directa do not qualify the property of the noun manera, but express a set of
properties that affect the whole sentence. For such a reason, the replacement of
those three adverbs (directamente, normalmente and seriamente) by the para-
phrase “de manera + relational adjective” may seem unusual for persons with
reading comprehension difficulties.

A more in depth analysis22 of the survey data reveals that participants’ pre-
ferred selections can be classified into the following scenarios:
- Scenario A. Sentences that are adapted by using the following pattern “de
forma + adjective”, e.g. original sentence: Antonio escribe correctamente, sin
faltas de ortograf́ıa23; adapted sentence: Antonio escribe de forma correcta, sin
faltas de ortograf́ıa24. Two survey responses fall into this category.
- Scenario B. Sentences that are adapted by replacing the adverb ending in -
mente by synonym paraphrasing structure, e.g. original sentence: Probablemente
los pintores necesiten más botes de pintura25; adapted sentence: Puede que los
pintores necesiten más botes de pintura26. Six responses fall into this grouping.
- Scenario C. Sentences that are adapted by eliminating the adverb ending in
-mente, e.g. original sentence: Maŕıa asiste a clase de español solamente un d́ıa
por semana27; adapted sentence: Maŕıa asiste a clase de español Ø un d́ıa por
semana28. Two survey responses fall into this category.
- Scenario D. Sentences that are adapted by replacing the adverb ending in
-mente by a synonym word, e.g. original sentence: Antiguamente, los niños entra-
ban en la escuela con 6 años29; adapted sentence: Antes, los niños entraban en

22 The analysis and aggregation of ratings was performed manually grouping the dif-
ferent percentages of response types (no statistical analysis tool was used). Data
gathered from the questionnaires are available at https://doi.org/10.5281/zenodo.
8018593.

23 Translation: Antonio writes correctly, without spelling mistakes.
24 Translation: Antonio writes in a correct way, without spelling mistakes.
25 Translation: The painters will probably need more paint cans.
26 Translation: Painters may need more cans of paint.
27 Translation: Maŕıa attends Spanish classes only one day a week.
28 Translation: Maŕıa attends Spanish classes one day a week.
29 Translation: Formerly, children entered school at the age of 6.

https://doi.org/10.5281/zenodo.8018593
https://doi.org/10.5281/zenodo.8018593
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la escuela con 6 años30. Three survey responses fall into this group. In this case,
it is worth mentioning that the sentence with the adverb ending in -mente was
the third preferred option in all the questions.

In addition, we analysed the data gathered for each scenario with respect to
the following variables: age, level of comprehension and origin. Table 2 shows the
corresponding percentages31.

Table 2. Summary of percentages for each scenario in Case 1.

Case 1: Adverbs ending in -mente

Variable Scenario A Scenario B Scenario C Scenario D

Age 18–30 9% 47% 4% 12%

31–45 12% 45% 6% 12%

45–60 9% 49% 10% 18%

Reading Comprehension High 22% 44% 3% 16%

Medium 18% 49% 11% 13%

Low 9% 42% 10% 13%

Geographical Origin Madrid 11% 39% 6% 14%

Andalućıa 12% 41% 7% 10%

Comunidad Valenciana 9% 45% 8% 12%

Figure 1 shows which percentage of participants selected the most preferred
option and what percentage the sentence with adverb ending in -mente in the
four identified scenarios. For each scenario, it is shown the percentage of answers
of the participants who have chosen the sentence with the adverb in -mente, or
the sentence with the adapted paraphrase. As we can see in the figure, in all the
scenarios there is a clear difference between the percentage of participants who
selected the most preferred option and those who selected the sentence with the
adverb in -mente. In fact, the percentages for the most preferred options are in
almost all cases more than double the percentages for the sentences with adverbs
in -mente. As a summary, the situation represented by Scenario B has been the
one that has appeared the most, followed by the situation described in Scenario
D. Finally, the situations represented by Scenarios A and C have been the ones
that have occurred the least.

Case 2: Superlatives. A deeper analysis of the survey data reveals that partic-
ipants’ preferred selections (that is, those options with the highest percentage)
can be classified into the following scenarios:
- Scenario A. Sentences that are adapted by directly using the original adjective
or adverb, without including any mark for its gradation, e.g. original sentence: El
suegro de Alba está content́ısimo32 and the preferred adapted sentence: El suegro

30 Translation: Earlier, children entered school at the age of 6.
31 The regions of Galicia and Cataluña have not been considered as there is only one

participant for each.
32 Translation: Alba’s father-in-law is very happy.
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Fig. 1. Percentage of selections for the most preferred option from the adapted formulas
and for the sentence with adverb in -mente in the four scenarios.

de Alba está contento33. Five survey responses fall into this category. In this sce-
nario, it is worth noting that we have identified two sub-scenarios regarding the
participants’ second preferred option: (1) Sub-scenario A.1. Synonym of the
original adjective or adverb is used as an E2R paraphrasing. For instance, feliz
(‘happy’) is a common synonym for contento (‘pleased’). Three survey responses
fit this category; and (2) Sub-scenario A.2. The original adjective or adverb
including the gradation mark muy (‘very’) is used as E2R paraphrasing. For
example, raŕısimo (‘strange’) is substituted by muy raro (‘very strange’). Two
survey responses fall into this category. Given that, this Scenario A indicates the
participants’ preference in selecting the lexical expression of superlative when (a)
an extreme-degree adjective is proposed as synonym of the morphemic expres-
sion ending in -́ısimo/a (e.g. most participants prefer the extreme-degree syn-
onym adjective feliz (‘happy’) instead of the morphemic form content́ısimo (‘very
pleased’)); and (b) the morphemic expression with the suffix -́ısimo/a is added
to a extreme-degree adjective or adverbial base (e.g. most participants prefer the
original adjective enojada (‘angry’) instead of its morphemic version of superla-
tive enojad́ısima (‘very angry’), since enojada carries itself the maximum degree
of superlative). Hence, we can find that participants consider easier or better
understood the lexical expression of the superlative rather than its morphemic
version with the suffix -́ısimo/a.

33 Translation: Alba’s father-in-law is happy.
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- Scenario B. Sentences that are adapted by replacing the original superlative
by the original adjective or adverb, including the gradation mark muy (‘very’),
e.g. the original sentence: Ana es guaṕısima34; and the preferred adapted sen-
tence: Ana es muy guapa35. Six questions fall into this grouping. In such a
scenario, we observed that those six cases correspond to the so-called restric-
tive qualifying adjectives, which point out characteristics that distinguish nouns
among their peers, i.e. for instance, in the previous example Ana es muy guapa,
the adjective guapa is “differentiating” Ana from the rest.

Although both the morphemic expression (suffix -́ısimo/a and -érrimo/a) and
the syntagmatic expression (formula “muy + adjective or adverb”) are consid-
ered synonymous structures for expressing superlative, there are semantic differ-
ences in their use. According to [18], the synthetic form with -́ısimo/a expresses
a higher gradation than the analytic formula “muy + adjective or adverbial
base”. However, thanks to the findings extracted in this first approach, peo-
ple with reading comprehension difficulties lean towards the latter form using
muy, either due to the phonetic and morphological difficulties posed by the suf-
fix -́ısimo mentioned in Sect. 2.3, or due to the common use of this formula in
Spanish.

In addition, we analysed the data gathered for each scenario with respect to
the following variables: age, level of comprehension and origin. Table 3 shows the
corresponding percentages36.

Table 3. Summary of percentages for each scenario in Case 2.

Case 2: Superlatives

Variable Scenario A Scenario B

Age 18–30 31% 49%

31–45 29% 51%

46–60 35% 47%

Over 60 30% 50%

Reading Comprehension High 30% 48%

Medium 35% 49%

Low 31% 48%

Geographical Origin Madrid 35% 50%

Andalućıa 30% 48%

Comunidad Valenciana 32% 50%

Figure 2 presents which percentage of participants selected the most preferred
option for those responses that fall into Scenario A (five responses) and Scenario
34 Translation: Ana is gorgeous.
35 Translation: Ana is very pretty.
36 The regions of Galicia, Cataluña, Castilla y León, and Extremadura have not been

considered as there is only one participant for each.
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B (six responses), respectively. For each scenario, it is shown the percentage
of answers of the participants who have chosen the sentence with the suffix
form in -́ısimo/a, or the sentence with the adapted paraphrase. As can be seen
in the figure, there is a clear difference between the percentage of participants
who selected as the most preferred option the superlative paraphrasing (original
adjective or adverb, with or without the gradation mark muy (‘very’)) and those
who selected the sentence with the superlative form using a suffix. In fact, the
percentages for the most preferred options are in almost all the cases more than
double the percentages for the sentences with superlative features.

Fig. 2. Percentage of selections for the most preferred adapted paraphrase and for the
sentence with the superlative (using the suffix form) in the two scenarios.

Finally, it is worth mentioning that considering the data shown in Tables 2
and 3, there is no evidence that participants’ responses are influenced (or medi-
ated) by any of the categorical variables used to describe the sample (age, level
of reading comprehension and region of origin), as the percentages are similar
for each scenario in the three variables.

4 Initial Methods for an E2R Adaptation
of Morphological Features

The general aims of the proposed methods are (a) to detect a couple of derived
words by morphological features in texts written in Spanish, and (b) to provide
the most appropriate E2R paraphrasing formulas for such linguistic structures.
The selected paraphrasing formulas are based on the data gathered from people
with cognitive disabilities during the inclusive design action explained in Sect. 3.
Our initial methods are composed of the following activities: (1) NLP, which
includes a cleanup of the text using regular expressions and a tokenization step,
(2) Morphological Feature Identification, and (3) Morphological Feature Adap-
tation. The following sections explain the E2R adaptation method for adverbs
ending in -mente (Sect. 4.1) and the method for adapting morphemic superlatives
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ending in -́ısimo/a or -érrimo/a (Sect. 4.2) as well as the services37 that imple-
ment such methods. Finally, Sect. 4.3 shows our initial efforts for evaluating the
implemented methods.

4.1 Method for Adapting Adverbs Ending in -mente

Adverbs identification activity relies first on a pre-filter of the words in the text
in order to obtain only those words ending in -mente and second on a selection
of the words that are adverbs from this pre-filtered set. The activity of adapting
adverbs was conceived as an activity to provide first the most appropriate substi-
tution and, second, an ordered list with other possible substitutions. This design
decision was based on the E2R experts preferences about having adaptation
suggestions in a support application [27]. All possible adaptations are based on
the data gathered from people with cognitive disabilities described in Sect. 3.3.
As outcomes of those data we obtained the following ranking of preferences for
adapting adverbs in -mente: (1) using a synonym paraphrasing structure, (2)
using a synonym word, (3) using the pattern “de forma + adjective”, and (4)
eliminating the adverb in -mente. Based on these outcomes, our initial method
proposes as first adaptation the option described in Scenario B, i.e. a synonym
paraphrasing structure. This was the first option because it is the most recurrent
situation as shown in Sect. 3. The ordered list of possible substitutions is created
with (1) the option presented in Scenario D (synonym word), (2) the option
described in Scenario A (pattern “de forma + adjective”, and (3) the option in
Scenario C (deleting the adverb). The first two adaptation formulas imply the
automatic identification of synonyms (a non trivial task).

We have developed a proof of concept, as a RESTful web service, to detect
adverbs ending in -mente in Spanish texts and providing the most appropriate
E2R adaptation formulas, based on the aforementioned method. Such a service
requires as input a text written in Spanish and provides as output a set of
possible E2R adaptations for adverbs ending in -mente in the input text.

The developed service has been implemented in Python 3.9, using the devel-
opment framework Flask. This services uses LibrAIry38 [3] for detecting adverbs
ending in -mente. In particular, our service uses the following LibrAIry func-
tionalities: Part-of-Speech (PoS) tagging and stemming. As a first attempt the
method was implemented using a declarative mapping catalogue with adverbs in
-mente and possible synonym paraphrasing structures or synonym words. This
catalogue was used to obtain the first two adaptation formulas described in our
method. We realised that this solution is not scalable, thus we decided to plan
as a future activity the research of a more flexible solution. For this reason,
currently, the service implements as possible E2R adaptation formulas those
represented by Scenarios A (pattern “de forma + adjective”, and C (deletion of
the adverb). In addition, after discussing with a linguistic expert, we decided to
include an additional pattern for Scenario A, that is, “de manera + adjective”.
37 Services are not currently available due to privacy constrains in the context of the

project in which they has been developed.
38 http://librairy.linkeddata.es/nlp/api.html.

http://librairy.linkeddata.es/nlp/api.html
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We tested the identification functionality of our service with a collection
of 2502 texts written in Spanish extracting from minutes of sessions held in
municipalities39. We manually created a set of 2502 unit tests for testing the
identification of adverbs ending in -mente. Each test is composed of the text
written in Spanish and the annotation. This annotation contains the adverbs
ending in -mente that appears in the text and was created in a manual fashion.
Then, we developed an ad hoc testing code, written in Python, for (a) using our
service for identifying adverbs ending in -mente in the text that is included in
each unit test and (b) comparing the output of the service with the annotation
included in the unit tests. After the testing activity, our service passed 2433 unit
tests. Based on this, we can mention that our service identify adverbs ending
in -mente with a 97% of success. An ongoing work is the design of evaluating
activity for the adaptation functionality of our service.

4.2 Method for Adapting Superlatives

As in the case of adverbs ending in -mente, the activity of adapting superlatives
was conceived as an activity for providing first the most appropriate substitu-
tion and, second, an ordered list with other possible substitutions. The idea is
to have adaptation suggestions as preferred by E2R experts [27]. All possible
substitutions are based on the data gathered from people with cognitive disabil-
ities described in Sect. 3.3. As outcomes of those data we obtained the following
ranking of preferences for adapting superlatives: (1) using the pattern “muy +
adjective/adverb” and (2) using the adjective or adverb without gradation mark.
Based on these outcomes, our initial method proposes as main adaptation the
most recurrent situation shown in Sect. 3.3; that is, the option described in Sce-
nario B (to use “muy + adjective/adverb” as a synonym paraphrasing structure).
The ordered list of possible substitutions is created with (1) the option presented
in Scenario A, that is, using the original adjective or adverb, without including
any mark for its gradation; and (2) a synonym of the original adjective or adverb
(Sub-scenario A.1). We considered interesting and useful to include an additional
adaptation to have a more rich list of suggested adaptations. After selecting the
most appropriate substitution, a post-processing should be performed in order
to maintain the syntactic coherence in the sentence.

We have developed a proof of concept, as a RESTful web service, based on the
aforementioned method. Such a service requires as input a sentence written in
Spanish and provides as output a set of possible E2R adaptations for superlatives
appearing in the input text.

The developed service has been implemented in Python 3.9, using the devel-
opment framework Flask. This service uses spaCy40 for sentence tokenization
and TextServer41 for tagging the obtained tokens with EAGLE PoS tags42 The
39 https://ayuntamientoboadilladelmonte.org/tu-ayuntamiento/gobierno-municipal/

los-plenos/actas-municipales.
40 https://spacy.io/.
41 http://textserver.cs.upc.edu/textserver/login?hl=es.
42 https://www.cs.upc.edu/∼nlp/tools/parole-sp.html.

https://ayuntamientoboadilladelmonte.org/tu-ayuntamiento/gobierno-municipal/los-plenos/actas-municipales
https://ayuntamientoboadilladelmonte.org/tu-ayuntamiento/gobierno-municipal/los-plenos/actas-municipales
https://spacy.io/
http://textserver.cs.upc.edu/textserver/login?hl=es
https://www.cs.upc.edu/~nlp/tools/parole-sp.html
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superlatives detection is based on a filtered process using the following PoS tags:
category A (adjective) and degree S (superlative). When the superlatives have
been identified, TextServer is used again in order to get the gender and num-
ber of such superlatives. This information is needed to maintain the syntactic
coherence in the adapted sentence. Regarding the adaptation formulas, the ser-
vice only implements as possible E2R adaptation formulas the ones represented
by Scenarios B (pattern “muy + adjective/adverb”) and A (adjective or adverb
without gradation mark). Since the situation represented by sub-scenario A.1
implies the automatic identification of synonyms, which is not a trivial task, we
decided not to implement in our service the option of adapting the superlatives
by means of using a synonym of the original adjective or adverb.

We tested the identification functionality of our service with a collection of
566 sentences written in Spanish and extracted randomly from CREA Corpus43.
We manually created a set of 566 unit tests for testing the identification of
superlatives. Each test is composed of the text written in Spanish and the testing
annotation. This annotation contains the superlatives that appears in the text
and was created in a manual fashion. For performing the testing activity, we
developed an ad hoc testing code, written in Python, for (a) using our service
for identifying superlatives in the text that is included in each unit test and (b)
comparing the output of the service with the testing annotation included in the
unit tests. After the testing activity, our service passed 540 unit tests. Based
on this, we can mention that our service identifies superlatives with a 95% of
success. At present, we are designing the approach for evaluating the adaptation
functionality of our service.

4.3 Preliminary Evaluation of E2R Adaptation Services

To evaluate the E2R adaptation services described in Sects. 4.1 and 4.2, we
decided to perform an initial user-based validation via online questionnaires.
Two validation settings have been considered: one devoted to the case of adverbs
ending in -mente (Case 1) and the other to the use of superlatives (Case 2). For
each setting, the questionnaire44 was divided into two main parts: (1) one part
with questions related to participants’ demographics, knowledge, background
and experience; and (2) the other part that includes 10 single-answer multiple
choice questions to capture participants’ opinions about how easy is the adap-
tation provided by our service. The format of these 10 questions is always the
same. Each question has 2 sentences (one is an original sentence and the other
one is the sentence adapted by our service). After reading each question calmly,
participants should choose one option among the following ones: (a) Sentence 1
is the one you understand best; (b) Sentence 2 is the one you understand best;
(c) I understand both sentences well; and (d) I do not understand either of the
two sentences. The two questionnaires were validated by an E2R expert before

43 https://www.rae.es/banco-de-datos/crea/crea-version-anotada.
44 Questionnaires are written in Spanish, implemented as a Google Form, and available

at https://doi.org/10.5281/zenodo.8018593.

https://www.rae.es/banco-de-datos/crea/crea-version-anotada
https://doi.org/10.5281/zenodo.8018593
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starting the evaluation activity. 17 participants responded each questionnaire,
7 males and 10 females, all from Madrid. 13 of them had a medium level of
reading comprehension and 4 a low level. Their distribution by age is 5, 3 and
9 participants in the ranges 18–30, 31–45 and 46–60 respectively. Regarding the
impairments, 14 had an intellectual disability, one person had intellectual plus
physical disability, one other had intellectual plus mental disability and the last
one declared to have neurological issues. As for their occupation, 10 were users of
occupational centres, 2 were E2R validators and the remaining were a cognitive
accessibility professional, an unemployed person, a retired person, a receptionist,
and a kit man.

Table 4. Summary of percentages in the user-based evaluation.

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

Original Case 1 6 6 12 12 6 18 6 0 6 35

Case 2 12 18 6 6 6 24 6 12 6 6

Adapted Case 1 76 70 70 64 82 64 82 94 88 41

Case 2 59 59 88 76 82 76 76 53 59 65

Both Case 1 18 18 12 12 12 12 12 6 6 0

Case 2 29 23 6 12 12 0 6 35 35 29

None Case 1 0 6 6 12 0 6 0 0 0 24

Case 2 0 0 0 6 0 0 12 0 0 0

Table 4 shows the percentages of participants who choose each of the avail-
able options for both settings (Case 1 and Case 2), i.e. choosing whether their
preferences in terms of understanding were the original sentence (Original), the
E2R adaptation (Adapted), both sentences (Both) or none of them (None).
Analysing the first setting (Case 1), percentages clearly show their preference
for the adapted text; they manifest it is the easiest to understand in almost the
whole set of questions. Sentences in questions 1, 5, 7, 8 and 9 were understood
by every participant. The percentage of them who prefer the adapted version
is over 75%. Specifically, for question 8, all participants chose the adapted form
except one who chose both forms. Question number 10 is the one furthest from
this pattern, as it seems the hardest to understand. Despite this fact, the E2R
adaptation is still the preferred one. When analysing the second setting (Case 2),
again, the E2R adaptation is the preferred one. In this case, the comprehension
of questions 1, 8, 9 and 10 is less impacted by the adaptation as the percent-
ages of people who chose they understand both sentences are the highest. Yet,
these percentages are always lower than the ones for the E2R option. Compared
to Case 1, it seems the impact of the adapted forms in helping to understand
superlatives is higher than the impact in adverbs in -mente. This is supported
by the fact that 8 out of 10 questions in Case 2 have no observations in category
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None, meaning everyone ended up understanding the sentence and preferring
the E2R form.

Overall, these figures in Table 445 show the usefulness in terms of under-
standing of the E2R adaptation carried out by the developed E2R adaptation
services.

5 Discussion

Regarding the user study described in Sect. 3, what is currently missing is to
include people without cognitive disabilities, in particular, E2R experts in the
design of the most appropriate E2R adaptations for adverbs ending in -mente and
for superlatives. The opinion of E2R experts would be a very useful complement
to the results obtained from people with cognitive disabilities. In this sense, the
E2R adaptation design would include the visions of the two main actors who are
interested in our research work.

Concerning the proposed methods for adapting adverbs in -mente and
superlatives, we considered as E2R adaptation results the ranking of prefer-
ences obtained in the user study described in Sect. 3. These results were based
on two surveys with 139 participants for the case of adverbs in -mente and
121 participants for the case of superlatives. However, those methods have been
implemented as proofs of concept with slight adjustments in order to have more
scalable services. Thus, this difference between the methods and the services is
the main limitation of this part of our contribution. More intensive research is
needed to find the best solution to have methods and services describing the
same situations and providing the same results. In addition, we need to evaluate
in a more exhaustive way both the identification and adaptation in our services.

Finally, with respect to the evaluation of the automatic methods described in
Sect. 4, we performed an initial user-based validation of the services for adapt-
ing to an easy-to-read version adverbs ending in -mente and superlatives. The
validation involved 17 participants. Results of this validation provides us with
brief insights about the benefits of having adaptation services for these linguistic
structures. The data analysis of this validation activity suggests that the service
outcomes, in general, are easy to understand by people with cognitive disabil-
ities, thus, such outcomes improve the understanding of people with cognitive
disabilities. However, we should confirm these conclusions by means of perform-
ing a larger user-based validation that involves a higher quantity of people with
cognitive disabilities.

6 Conclusions and Future Work

With the general aim of improving the cognitive accessibility of texts written in
Spanish, in this paper, we present a pair of straightforward declarative methods

45 Data gathered from the questionnaires as well as reports generated by Google Forms
are available at https://doi.org/10.5281/zenodo.8018593.

https://doi.org/10.5281/zenodo.8018593
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for adapting sentences written in Spanish which include morphological features
of derived words, such as adverbs ending in -mente and superlative forms, fol-
lowing an E2R approach. Although the initial methods we propose for the E2R
identification and adaptation of adverbs ending in -mente and superlative forms
are simple and direct, we consider them as a useful contribution in the context
of cognitive accessibility and assistive technologies. Based on our service devel-
opment, we can respond in a positive manner to the research question presented
in Sect. 1 (“Is it possible to develop automatic methods for adapting sentences
written in Spanish that include both adverbs ending in -mente (-ly in English)
and superlative forms into a simpler version, that is, an E2R version?”). A cru-
cial task in the development of those methods has been the selection of the most
appropriate E2R paraphrasing formulas for such morphologically-derived words.
To perform this task we applied an inclusive design approach involving people
with cognitive disabilities. Their involvement was materialize by participating
in two surveys. In those surveys participants were asked about their preferences
with respect to the simplicity of a collection of short sentences written in Spanish.
Thanks to the data collected in such questionnaires, we discovered the patterns
to be used in the E2R adaptation of adverbs ending in -mente and superlatives in
Spanish. After analysing those patterns, we realised that involving E2R experts
in this inclusive design approach would have provided us with a more exhaustive
vision of the E2R adaptation options.

The proposed methods have been implemented, with slight changes, as proof
of concepts in the form of services. Such services has been initially evaluated
by means of involving people of cognitive disabilities. This user-based evaluation
has been performed by means of two questionnaires. This is a first approximation
to a deeper evaluation of the services since the sample size was not large, but
prospects are optimistic. Thus, currently, we could say that adaptations obtained
from our services seem to be easier than original texts.

As further research, we have planned three specific directions: one pragmati-
cal, one more analytical and another one more technical. First of all, we are going
to organise a working session with E2R experts with the goal of complementing
the data gathered from people with cognitive disabilities about the most conve-
nient ways to adapt adverbs ending in -mente and superlatives to an easy-to-read
form. Second, we are going to analyse in more depth the data gathered in our
inclusive co-design process for selecting the most appropriate E2R adaptations
for adverbs ending in -mente and superlatives. We would like to find linguistic
patterns to explain the selection made by participants with respect to the types
of such morphological features and the identified scenarios. And third, several
technical actions are planned: (a) we are going to design the evaluation activity
for the adaptation functionality of our services; (b) we are going to investigate
different ways to obtain, in an automatic fashion, the equivalences between orig-
inal morphological features and possible synonym paraphrasing structures; and
(c) we have plan to integrate our services in a web user interface. After these
technical improvements, we plan to perform a set of user-based studies to eval-
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uate both the web user interface and the services. The plan is to involve both
E2R experts and people with cognitive disabilities in these studies.
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27. Suárez-Figueroa, M.C., Diab, I., Ruckhaus, E., Cano, I.: First steps in the develop-
ment of a support application for easy-to-read adaptation. Univ. Access Inf. Soc.
(2022). https://doi.org/10.1007/s10209-022-00946-z
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Abstract. One-sixth of the global Deaf or Hard-of-Hearing (DHH) pop-
ulation resides in India. However, most of the research on the DHH
population is situated in the Global North. In this work, we study the
accessibility issues faced by the DHH community in India by conduct-
ing 15 interviews and surveying 131 people. We focus on the employed
DHH community for two reasons: (a) to gauge the effectiveness of the
widespread intent to increase diversity, equity, and inclusion in work-
places, and (b) to establish the state of early adoption of (accessible)
technology. Our work reveals that our participants face acute commu-
nication challenges at the workplace primarily due to non-availability
of certified interpreters critically impacting their outcomes at work. We
report the consequent workarounds used, including the human infras-
tructure available to our participants and how at times it impacts their
agency and privacy. We identify socio-cultural and linguistic contexts
that contribute to our participants’ reduced language proficiency both
in sign language and English. We also identify that our participants use
a variety of technologies, from video conferencing tools to ride hailing
apps, and identify their current usability failings. Based on our findings,
we recommend several assistive technologies, such as providing access to
on-demand interpreters and accessibility improvements for current video
conferencing and smartphone telephony apps.

Keywords: Accessibility · Disability · Assistive Technologies ·
Workplace · Empirical study · Deaf · Hard-of-Hearing

1 Introduction

The Deaf or Hard-of-Hearing (DHH) community constitutes over 5% of the
global population [58]. Due to the inaccessible nature of their environments,
this community faces a variety of challenges in their everyday lives. Most of
the accessibility research works that study these challenges are situated in the
Global North. These studies explore the socioeconomic context of the lives of
the DHH community, such as the role of family [23], communication challenges
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in educational institutions [44], and access to healthcare [35]. Other work has
explored accessibility issues faced by the employed DHH community especially
in the workplace setting—examining communication patterns, career barriers
and difficulties faced by DHH in Australia [60], communication preferences of
DHH professionals in supervisory roles in the USA [25], and a literature sur-
vey about experiences of stress and fatigue among the members of the DHH
community at work in USA, Europe, and Australia [61]. Such studies assume
well-resourced settings and explore technological interventions to aid communi-
cation between DHH and hearing people, like custom camera setups to recognize
sign language [3], use of video relay services to make calls [15], and teletypewriter
technology for emergency calls [73].

Many of these solutions and insights do not generalize to a country like
India due to the large differences in cultural and economic context, and access
to technology. One example of this cultural difference is the nature of Indian
Sign Language (ISL). Unlike American or British Sign Language, ISL is not a
single language. It has a variety of dialects, such as Delhi Sign Language and
Bombay Sign Language [26]. This diversity has impeded standardization and
makes communication within the Indian DHH community hard. Other factors
specific to India include accessibility-related cultural taboos (reported in work
on the Indian blind population [36,38]), limited opportunities for education in
mainstream schools [36], and the lack of trained interpreters [40]. Moreover, the
Indian DHH population warrants its own study due to its large size—India is
home to 63 million DHH people or one-sixth of the global DHH population [28].
Additionally, hearing loss is the second most common disability in India, repre-
senting 18.9% of the disabled population [55]. Despite the above, formal studies
on the challenges faced and potential technological solutions for the DHH com-
munity in India has not received much research attention.

In this work, we seek to address and focus on a part of this gap by asking
the research question: “What are the key communication challenges faced by the
working Indian DHH population today?” We focus on communication as it is
a fundamental challenge faced by the DHH community [25,60]. Additionally,
we focus on the employed DHH demography for two reasons. First, it provides
an opportunity to gauge the effectiveness of the widespread intent of employers
and the government to increase the diversity, equity, and inclusion in workplaces
[8]. Second, it establishes the state of early adoption of (accessible) technology
given that employed members of the community have more access to such tech-
nology given their financial independence. Moreover, employed members have
experiences spanning the workplace, home, and commute settings, thus provid-
ing richer context for our study. Hence, we focus on the demography of employed
DHH and study challenges faced by them at and related to their work.

Towards the above end, we conducted a mixed-methods study of the
employed Indian DHH community. Our qualitative study consisted of 15 virtual
interviews; our quantitative study consisted of 131 responses to an online form
circulated amongst employed members of the DHH community. Our work reveals
that our participants face acute communication challenges at the workplace pri-
marily due to non-availability of certified interpreters critically impacting their
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outcomes at work. We report the consequent workarounds used, including the
human infrastructure available to our participants and how at times it impacts
their agency and privacy. For instance, our participants report taking help of col-
leagues as intermediaries in communicating with their managers, at the risk to
their privacy. We identify socio-cultural and linguistic contexts that contribute
to our participants’ reduced language proficiency both in sign language and
English. Specially, we show that cultural taboos around signing and the lack of
a national standardized signing system, delays our participants’ development of
high proficiency in sign language. We also identify that our participants use a
variety of technologies, from video conferencing tools to ride hailing apps, and
identify their current usability failings. Based on our findings, we recommend
several assistive technologies, such as providing access to on-demand interpreters
and accessibility improvements for current video conferencing and smartphone
telephony apps. We hope that this work invites attention from both the global
DHH research community and the accessibility research community in India.

2 Related Work

In this section, we examine existing work in two related areas—research on DHH
community globally and on accessibility in India.

2.1 Research on Challenges Faced by the DHH Community

The DHH community relies mainly on assistive technology to understand speech.
The methods used by the DHH community to communicate with hearing peo-
ple have been well studied [25,31], and several workarounds have been identi-
fied, such as avoidance, lip reading, optimizing volume of speech, confirming the
message, and using simpler words and signs. Simple aids such as exchanging
written/text messages can work, but are much slower and thus not effective for
sustained conversation [29]. Several technological solutions have been proposed
such as video relay services [15], Internet Captioned Telephone Services [14], and
Assistive Listening Devices [18].

Specific contexts such as home, workplace and educational settings have been
studied. Several studies are specific to the context of education: the experiences
of DHH students in educational institutions [44,56], hearing students’ perspec-
tives on the inclusion of DHH students [13,33], methods to teach and assess
DHH students [11,53], and reading experiences with assistive tools like text sim-
plification [39,50]. These studies have found that DHH students may not always
disclose their needs and often settle for sub-par accommodations [12,44]. They
also dismantle misconceptions that technology can remove all access barriers
generalizing across an entire population [44].

Another context that has been well studied is the home. The home sensitively
shapes the experiences of DHH children, since more than 90% of deaf children
are born to hearing parents [19], who have to make several decisions regarding
communication and language choices on behalf of their children. Research on
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this decision-making [20,34] reveal that parents view hearing loss in one of two
ways: the sociocultural view of deafness aligning with the use of sign language,
or the audiological view aligning with the use of the family’s spoken language.
While the efficacy of these choices vary, it is observed that parents often make
decisions based on inadequate information [72].

Lastly, several studies chronicle the experiences of the DHH community in
the workplace context [25,54,60,61]. Quantitative findings indicate that meet-
ings are the most difficult workplace situations, followed by training activities
and work-related social functions [60]. There exist multiple accommodations to
address these challenges, such as better lighting and furniture rearrangement to
facilitate seeing other people better, access to sign language interpreters, and
automatic live captioning during meetings [54]. Apart from these accommoda-
tions, certain personal attributes like persistence and self-advocacy skills, as well
as the presence of supportive and helpful co-workers are important to facilitate
job satisfaction and success for DHH employees [21]. Awareness of the Ameri-
cans with Disabilities Act (ADA)1 [69] among employers, and the perspective of
hearing managers of Deaf workers [70] have also been studied.

2.2 Accessibility Research in India

There is limited work on the DHH community in India. Existing work has primar-
ily focused on educating DHH children [55,74], methodologies to teach English
to DHH students [24,59], and teachers’ perspectives on the education of DHH
children [57]. We did not find any existing research that studies the broader
set of challenges faced by the employed DHH community in India. In the wider
space of accessibility research, significant work has been done over the past
decade on the visually impaired community in India. This body of research has
studied various aspects of the life of people with vision impairment, such as nav-
igation [42,43], education [37,38], technology adoption [45], and has proposed
accessible solutions [62,71]. Beyond the visually impaired community, there has
also been research on developmental disabilities such as autism [1,64], cerebral
palsy [66], and speech and motor impairment [17].

More recently, researchers have studied the Indian Sign Language (ISL) [67,
68]. These studies focus on the diversity of ISL and its unique characteristics
that differ from other sign languages as well as the many spoken languages of
India. They examine the several regional dialects of ISL used across India [26],
and its high iconicity and use of compound signs [22]. Another crucial feature
of ISL that has been examined is its variation across class [22]. Members of the
educated middle-class DHH community use a unified and relatively standardized
sign language, while the rural DHH have no exposure to this urban form. Instead,
the rural DHH community use organically evolved home-sign systems [63], spe-
cialized to the socio-linguistic context of their communities. To further research

1 ADA is a comprehensive civil rights law in USA prohibiting discrimination based on
disability in employment, state and local government programs, public accommoda-
tions, commercial facilities, transportation and telecommunications.
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on ISL and promote its standardisation and usage, the Government of India
established the ISL Research and Training Centre in 2015. Moreover, as part of
a new National Education Policy announced in July 2021, the Indian govern-
ment launched an ISL dictionary of 10,000 words and suggested introducing ISL
in the school curriculum to improve accessibility and create awareness [46].

In summary, most of the work on challenges faced and solutions adopted
by the DHH community in the contexts of education, home, and workplace are
situated in the Global North. These do not directly generalize to a country like
in India with vast differences in both the socio-economic context and the nature
and diversity of the adopted sign language. Accessibility research in India is also
limited, with a primary focus on visually impaired, and more recent work on
datasets for Indian Sign Language. Given this background, our work focuses on
the challenges faced, workarounds employed, and their effectiveness for DHH
community in India for the specific context of workplace.

3 Method

To understand the communication challenges faced by the employed DHH com-
munity in India, we circulated an online survey amongst employed DHH, fol-
lowed by semi-structured video interviews. Both the survey and the interviews
contained questions about accessibility issues faced in a workplace setting by
this demography. The study was approved by the Institutional Review Board
at Indian Institute of Technology, Madras. In this section, we present our sur-
vey and interview methodologies, along with our data collection and analysis
techniques.

3.1 Survey

Our survey consisted of 18 questions—12 multiple-choice questions and 6 open-
ended questions—and was administered via Google Forms. The survey was
organised in two sections. The first section consisted of demography questions
(such as gender, age, occupation, and level of hearing disability). The second
section focused on the workplace context (such as “Does your workplace have a
sign language interpreter?”, “How often do you have meetings at work?”, and
“How do you communicate with your coworkers?”). The final, optional ques-
tion asked survey participants to provide their email and phone number if they
wanted to participate in a follow-up interview. No Personally Identifiable Infor-
mation was collected unless the participants volunteered to participate in the
interviews.

The survey was administered in English. All the survey questions were short,
simple, and unambiguous to make them accessible to participants with low
English proficiency. The survey was piloted with two researchers and a certi-
fied ISL interpreter who provided feedback on question framing. At the start of
the survey, its purpose was explained in English and ISL. The survey form was
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distributed by a certified ISL interpreter, an NGO working for the DHH com-
munity, and a philanthropic organization supporting work on the Deaf, within
their networks using WhatsApp and email. Furthermore, we asked the survey
participants to share the survey within their WhatsApp groups. In order to
be included in the survey, participants needed to be Deaf or Hard-of-Hearing,
currently living in India, and employed (either currently or in the recent past).

In total, we received 131 valid responses (107 male, 24 female, age=27.9±5.9
years) over 30 days spanning Jan–Feb 2022. All the survey respondents self-
attested as DHH, out of which 42.2% of respondents have profound hearing loss
(i.e., complete deafness), 25.9% have moderate hearing loss, and 31.9% have
mild hearing loss. Our participants were educated, with 24.4% having Master’s
degrees, 49.6% having Bachelor’s degrees, and the rest having a high school
diploma. At the time of answering the survey, due to the COVID-19 pandemic,
65.8% of survey participants worked from home, 22.2% worked solely from the
office, and 12.0% worked in a hybrid model.

3.2 Interview

We conducted semi-structured interviews after the survey during Feb–Aug 2022
period. Interview participants were recruited from two sources—survey partici-
pants who volunteered to participate in the interview, and recruitment messages
shared by a certified ISL interpreter within her network using WhatsApp and
email. In the interviews, we asked participants about their sign language edu-
cation, how they communicate with hearing people (coworkers, managers, and
other work related personnel), and accessibility challenges, workarounds and the
role of technology in various work settings (like workplace and commute). We
also asked them to recall a recent accessibility-related incident and their app-
roach to handle that situation. At the end of the interview, participants were
invited to share open comments and express any concerns.

All interviews were conducted remotely by the first two authors using the
Google Meet video conferencing tool in the presence of a certified ISL interpreter
(female, 27 years old). All the calls were video-recorded with the consent of the
participants. Participants were informed that the data would only be used for
research purposes. The interviews lasted 30–75 min. The authors and the ISL
interpreter interacted in English, while the ISL interpreter and the participant
communicated in ISL. The interviews were transcribed soon after they were
conducted, and we use the exact translation provided by the interpreter when
quoting participants. Participants were paid 500 INR for participation.

In total, we interviewed 15 participants (8 male, 7 female, age = 21–34 years).
Only one participant was currently unemployed, but was employed in the last 6
months. The interview participant demographics are available in Table 1.

3.3 Data Analysis

We conducted a mixed-methods analysis to systematically analyze the collected
data: quantitative analysis of surveys and grounded theory analysis of interviews.
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We subjected our interview data to open coding and rigorously categorized our
codes to examine communication challenges, workarounds and the role of tech-
nology by the employed DHHs in India. All authors regularly participated in
the coding process and iterated upon the codes until consensus was reached.
Over the course of analysis, they interacted over multiple days to: (1) discuss
coding plans, (2) develop preliminary codebook, (3) review the codebook and
refine/edit codes, and (4) finalize categories and themes. The first-level codes
were specific, such as “communication with coworkers”, “lip-reading”, and “sign
language proficiency”. After several rounds of iteration, the codes were con-
densed into high-level themes, such as “ISL education” and “workplace-related
challenges”. Please note that we refer to survey respondents as ‘respondents’ and
interview participants as ‘participants’ in the rest of the paper.

Table 1. Demographic details of the interview participants

ID Age Sex Hearing Loss Location Education Sector Occupation

P1 26 M Mild Hyderabad Bachelor’s IT/BPO Movie editor

P2 26 F Moderate Coimbatore Bachelor’s IT/BPO Security Guard

P3 37 M Moderate Bombay High School Education Teacher

P4 34 M Moderate Hyderabad Bachelor’s IT/BPO Expenditure Auditor

P5 25 M Profound Theni Master’s Retail Data Entry Operator

P6 25 M Profound Coimbatore Bachelor’s E-commerce Warehouse Assistant

P7 29 M Profound Coimbatore Master’s IT/BPO Process Executive

P8 21 F Profound Hyderabad Bachelor’s NGO Video Creator

P9 25 F Profound Hyderabad Master’s IT/BPO Customer Support

P10 24 F Profound Hyderabad Bachelor’s IT/BPO Expenditure Auditor

P11 32 F Profound Delhi Bachelor’s Education Teacher

P12 33 F Profound Hyderabad Bachelor’s IT/BPO Expenditure Auditor

P13 26 M Moderate Trivandrum Bachelor’s Education Teacher

P14 25 M Moderate Trivandrum Bachelor’s IT/BPO Software Developer

P15 21 F Profound Hyderabad Bachelor’s NA Unemployed

4 Findings

In this section, we discuss findings from our survey and interviews. We first
describe various accessibility challenges faced by the employed DHH community
in the workplace. Along with challenges, we also present workarounds and the
role of technology. Moreover, we provide insights from our study that might
explain the core reasons behind the identified challenges.
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4.1 Work-Related Challenges and Workarounds

We asked survey respondents—“Where do you find it difficult to communicate
with hearing people? (Select all that apply)” The results show that most respon-
dents (53.4%) experience communication challenges at work, followed by home
(38.9%), hospital (36.6%), and commute (29.0%).

Job Descriptions. Our survey respondents were working at 53 different orga-
nizations, which we mapped to 12 sectors. We found that the IT-BPO (Informa-
tion Technology-Business Process Outsourcing) and Finance sectors are the most
common sectors employing 38.6% and 15.9% of our survey respondents, respec-
tively. Our interview participants worked in 6 of these sectors, with a majority
of them (8) working in the IT-BPO sector. Respondents of the IT-BPO sec-
tor mainly worked in roles such as software engineers (13.7%), expense auditors
(13.0%), and data entry operators (6.1%). P4 described his job as an expense
auditor in an IT-BPO organization:

“There is an app called Concur. We approve bills there. Bills come from
third party, and we see if the amount being claimed matches the amount
on the bill. If the amount is not matching, we have to manually delete it
and enter the amount printed on the bill. Then we get to the next bill...
We have to check each bill within 10 seconds, otherwise our reports per
hour goes down. We have to reach [at least] 97% of the weekly target...
We have to login for 8 hours per day with an hour of break.” – P4

We found such job descriptions to be typical. They were designed to minimise
communication with other colleagues and/or customers, and required minimal
English literacy. In spite of being a white-collar technical job, it was menial
requiring minimal (technology) expertise. Moreover, we found 99.2% of survey
respondents and all our interview participants worked in individual contributor
roles, mainly because such roles require “no communication with colleagues”. P6
stated that he was “unable to grow” in leadership roles in his organization due
to communication challenges. As an exception, P8 did not face communication
challenges in her workplace, as she worked for a DHH-focused NGO.

Lastly, despite already having a Bachelor’s degree, 10 interview partici-
pants had to complete additional training courses—like English writing, typ-
ing on keyboard, using Microsoft Excel, and video editing—to get employed.
Our participants found these courses to be valuable, as “it taught [them] the
in-demand skills” and connected them with prospective employers, thus signifi-
cantly increasing their likelihood of getting employed.

Access to Interpreters. 49.6% of survey respondents had access to inter-
preters at work, while another 8.5% had interpreters present only during major
events. The rest of them (41.9%) did not have access to any interpreter at their
respective workplaces. In contrast, 76.3% of survey respondents used sign lan-
guage at work, indicating that sign language is used even without interpreters
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at the workplace. Six of our interview participants stated that their office lacked
an interpreter, but four of them still used ISL at their workplace. This was made
possible using interesting workarounds, such as:

“We don’t have any interpreter. Initially we faced difficulty in talking
to the supervisor but later we started teaching them sign language. We
started with alphabets and a few words. Now they can sign!” – P2

We also found our participants attending meetings over teleconferencing plat-
forms (like Teams, Zoom) even when they were physically present in their work-
place, in order to use the live caption feature offered by these platforms. However,
that limited their participation to passive consumer of the ongoing discussion
rather than actively participating in it. Still our participants found that to be
“better than being uninformed”.

Meetings. Meetings are a crucial component of office life, with employees across
organizations attending meetings for an average 6 h/week [52]. 30.2% of our sur-
vey respondents reported having meetings everyday, with another 34.1% hav-
ing meetings at least once a week, 16.7% having 1–2 meetings per month, and
19.0% having no meetings. Among our interview participants, these meetings
mainly comprised of daily/biweekly work assignments, weekly performance dis-
cussions, and monthly training for future assignments. When asked the question
“Are you able to actively participate in meetings?”, 53.7% of survey respondents
responded with ‘yes’, 24.8% responded ‘sometimes’, and the rest 21.5% stated
‘no’. To understand these challenges better, we asked our interview participants
about their meetings-related communication experiences.

We found participants with access to interpreters at workplace successfully
participated in meetings. In the organizations of P4, P10 and P12, the inter-
preter jointly leads the team with another manager. That way the interpreter
has both work context and is comfortable with ISL. In case of P9’s organization,
the interpreter does not have a management role; the interpreter conducts a
separate follow-up meeting with the DHH employees after a meeting concludes,
to “reiterate everything that was discussed”. Among participants who did not
have access to interpreters, P5 reported that he “mostly skips meetings” and
relies on meeting minutes prepared by the team leader. While such workarounds
allowed DHH participants to be updated, it precluded them from meaningfully
contributing to such discussions.

A few participants use lip reading to follow meeting discussions. For instance,
P7, who learned lip reading and received speech therapy during his childhood,
can ‘listen’ and respond to others, as conversations happen during a meeting.
However, this approach could get frustrating, as P7 described:

“I cannot lipread when others are speaking fast... I can’t tell them to slow
down. If someone is talking to me fast and I am unable to understand
then I ask someone else to explain what that person is saying. The person
usually summarizes it instead of telling me the whole story and treats me
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like a baby... I don’t like that... I sometimes turn off my video and sit
because I don’t understand what people are saying.” – P7

Five participants mentioned using the auto-generated captions feature offered
by video conferencing platforms. While they found the feature useful, they stated
two reasons that obstructed their usage of live captions. First, participants strug-
gled to read and understand captions when someone spoke fast: “If a person is
speaking too fast... only 50% of the caption I can read, rest of it I miss.” (P1).
Second, the caption generator often make errors in understanding Indian accents
and pronunciations, especially for Indian names.

Conversations with Managers. Communication with one’s manager is vital
to success at work. Participants preferred organizations with interpreters acting
as the team lead for DHH employees. Although a few such participants had
another hearing reporting manager, their single point of contact was still the
(team lead) interpreter, who resolved their doubts and raised concerns with the
reporting manager, acting as the intermediary between the DHH employee and
his/her reporting manager. In workplaces without interpreters, communication
between DHH employees and hearing managers is challenging. The default mode
of communication in such cases is written messages, on a piece of paper or
over email/WhatsApp. While written messages enable limited communication,
it has two drawbacks. First, it is slow and becomes impractical for long, two-way
conversations. Second, participants were concerned that writing about an issue
“appears excessively formal” and may be taken out of context as a complaint. For
example, P6 described his hesitation with writing an email requesting promotion:

“Initially, my [DHH] seniors helped me understand and do my current
work. Now I want to go to the next level... I don’t like doing the same
work for a long time. But [my] manager is not able to understand what
I’m trying to say. If I have to write and ask about the promotion, they
[the management team] will be asking questions... I am afraid that they
will give me lecture on it, so its better to not talk about it.” – P6

Two participants stated that they took the help of their hearing colleagues
often to communicate with their manager. They were more comfortable in having
a long written exchange with their colleagues, as the colleagues were not as busy
as their managers. E.g., P14, who is the sole deaf engineer in his organization:

“When I need to have some conversation with my manager, I will first talk
to a coworker. Then he/she will come with me to explain to the manager.
I used to write [on paper] and explain to coworker for long conversations.
Now I use WhatsApp to communicate [with the coworker]... Conversations
are usually about work-related issues... I have never discussed my salary
with my manager.” – P14

This apprehension of discussing salary and other private matters may be because
the co-worker will become privy to the DHH employee private information.
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Other participants (like P6) reported having very limited conversations with
their managers. P6 works at an e-commerce warehouse that does not employ an
interpreter. His job is to pack products into boxes before they get shipped to
customers. Due to his blue-collar work profile, he finds it difficult to communicate
even over WhatsApp/email.

“Before I joined, there were Deaf people working already. They taught the
manager some sign language, but not much. I cannot talk about my job
role to my manager. I can only say hi/bye to him. He [my manager] only
understands conversations like ‘did you have your tea?’.” – P6

Conversations with Colleagues. All participants reported that the frequency
and quality of interactions with their hearing colleagues were poor. For instance,
“I have only hearing colleagues at work. Conversations with them won’t go beyond
simple greetings like ‘Hi’, ‘Bye’, etc.” (P14). Such interactions happen using sim-
ple, intuitive signs that hearing colleagues can understand without any sign lan-
guage training/knowledge. Even offices with interpreters, access to interpreters
was limited to meetings. Interpreters were not available for informal, unsched-
uled water-cooler conversations. This resulted in minimal social interaction for
the DHH employees.

Results to the survey question, “How do you communicate with your col-
leagues at work?”, show that WhatsApp (81.7%) is the most common app used
to communicate with colleagues, followed by email (66.4%) and various video
conferencing tools, such as Zoom (48.1%), Microsoft Teams (25.2%) and Google
Meet (23.7%). While Zoom is the most commonly used video conferencing tool
among our survey respondents, this may only reflect their organization’s adop-
tion of specific tools and not necessarily the accessibility of these tools. Coin-
cidentally however, our interview participants preferred Zoom (even in offices
using Teams/Meet), as Zoom allows a user to quickly shift between participant
video tiles on a call (even on a mobile device), thus enabling DHH users to focus
on the person speaking or signing. Google Meet on the other hand, automatically
identifies the speaker and prominently displays the speaker’s video on the user’s
screen by default, which our participants found “unusable, as an interpreter was
also on the call”. This was also reported as a challenge when viewing shared
content such as slide decks which also occupy majority of the screen real-estate
by default. Finally, this accessibility challenge also manifests in recordings of
meetings where the content recorded depends on automatic choices made by the
tool which are not necessarily informed by DHH accessibility.

Transportation. Our participants use three modes of transportation for their
daily commute—cabs, auto-rickshaws, and public buses. Ride-hailing cab drivers
call their passengers for (a) confirmatory calls: informing the service requester
that they have arrived at their doorstep, and (b) query calls: asking for guidance
to reach the exact address of the service requester. Addresses in India are not
well-defined, hence such query calls are not uncommon [5]. Our participants
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never make audio calls. However, they frequently receive confirmatory and query
audio calls from ride-hailing drivers (e.g., Uber, Ola) and food delivery personnel
(e.g., Swiggy, Zomato). Such calls cause distress to our participants as they can
neither understand nor reply to the callers.

“When I book a cab, it is difficult to guide the person to my place... If I go
to the doctor for fever or any problem, I can at least write and show them.
But with drivers, there is no way to make them understand. Sometimes I
text, but they don’t reply and keep calling.” – P9

All our participants have experienced their rides being cancelled by the driver
when they did not pick up the driver’s phone calls. Attempts by our participants
to interact with them over text messages were mostly unsuccessful, as drivers
were usually driving when our participants messaged, and hence were unable
to check and reply to messages. This inability to communicate with cab drivers
emerged as a major challenge, with 9 participants complaining about it. The
most common workaround (reported by five participants) was to take the help
of a family member, nearby hearing neighbour or work colleague to interact with
the driver. P4 stated another workaround, wherein his organization provides a
free cab pick-up and drop service at a fixed time for its DHH employees. If the
employee does not show up on time for his/her pickup, the driver calls the office
interpreter and the interpreter checks with the DHH employee.

Despite the phone call related challenges, our participants preferred app-
based ride-hailing services over hailing auto-rickshaws on the road: “It is still
much easier to book a cab on the app than to catch an auto [-rickshaw] on the
road as it is difficult to explain the destination to auto drivers. In ride-hailing
apps, it is easy to put the office address in text.” (P1). Moreover, due to language
differences between auto-rickshaw drivers and our participants, written message-
based communication may not be feasible.

Lastly, our participants face unique challenges while using public buses. Pub-
lic buses are the most affordable means of transportation in India and hence tend
to be overcrowded. Moreover, the rider needs to know the correct bus stop to
get down at, and the name of the next stop is usually announced by the bus
conductor. Thus, a bus ride requires communication with the bus conductor or
co-passengers, which is difficult using written messages, both due to the crowd
and language differences between co-passengers and our participants. E.g.:

“While travelling in the bus when I ask ‘Which place is this?’, they [co-
passengers] cannot understand and sometimes ignore me. When I write
and ask them, people don’t understand English because they are from
village. At times, writing in Tamil works.” – P7

However for office commute, as the source and destination are fixed, public buses
provide the most frictionless travel experience for the DHH community.

4.2 Insights into Indian Sign Language

In this subsection, we present findings about ISL that we learnt over the course
of our study. Specifically, we examine the state of sign language education in
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India, the influence of ISL on the way the DHH community perceives English,
and the difficulties in communication due to the diversity of ISL.

Sign Language Education. A majority of our participants (11) attended
schools for DHH children; the remaining 4 participants attended mainstream
schools and struggled throughout. Participants attended mainstream schools
mainly because their parents did not want them to be seen as “different”. They
recalled that they were given a hearing aid at school and asked to sit in the
front, in an attempt to ensure that they could hear and lipread the teachers.

“I studied with other hearing students near my house. I went to NISH
[National Institute of Speech and Hearing] for college where I learnt sign
language. It was difficult for me while studying in school. I sat in the first
row. I used hearing aids and could understand slightly. Sometimes I could
not understand some words and kept asking the teacher... If it gets cold
like in the winter season, then my hearing reduces and I could not hear
anything at all, and relied completely on lip reading.” – P14

This approach resulted in negative experiences—P2 and P12 also mentioned not
able to understand their teachers and relied solely on notes written by their
friends, while P14 complained of social isolation in school due to his disability.

Interestingly, even participants who attended schools for DHH children were
forbidden to use sign language at school, and students were encouraged to lipread
and speak instead. P10 mentioned:

“I can read lips a little now, but I mostly use ISL. I don’t speak at all
now... When I was a child, the teacher used to teach me and force me to
speak. I went to a deaf school where there was a speech therapist, but I
could not understand him.” – P10

A key finding from our survey results is that this encouragement to speak is
widely prevalent in India, as 49.6% of our survey respondents responded ‘yes’
to the question “Have you had speech therapy?”. P4 shared that he was encour-
aged to “practice speaking slowly and clearly” by his parents and teachers, as
they feared that he would be socially isolated if he relied only on sign language.
Despite this, there was an overwhelming consensus amongst our interview par-
ticipants that they preferred and were comfortable using ISL over speech.

Five of our participants did not learn ISL at home or school, but picked it
up informally from peers, by watching YouTube videos, or through apps like the
DEF-ISL app2. Interview participants stated that they found peer learning to
be the most effective way to learn ISL. Three participants mentioned clearing
doubts by asking their friends, and stated, “practising with friends gave the
confidence needed to use sign language in public”. All our participants later
learnt ISL formally, either in college as part of their undergraduate studies or
by completing a sign language diploma course.

2 https://play.google.com/store/apps/details?id=in.eightfolds.deafenabled.

https://play.google.com/store/apps/details?id=in.eightfolds.deafenabled
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English Literacy. As mentioned earlier, using ISL to communicate with the
hearing community is often not feasible due to the lack of interpreters. Moreover,
these interpreters are very expensive (costing 13–20 USD/hour). Thus, written
English becomes the dominant method to communicate with the hearing people.
However, we found our participants to face various challenges in reading and
writing English, due to a variety of reasons—learning deficit in schools due to late
diagnosis of deafness and social stigma, and linguistic differences between ISL
and English. Below are a few examples of the unique sentence structure used by
our participants, provided by our interpreter from her WhatsApp conversations
with them:

“I go start my exercise walking now it” instead of “I shall now start my
walking exercise”.
“Hard exercise some same gym” instead of “I do some hard exercise in the
same gym”.
“Before I wash shirt and jeans” instead of “I washed my shirt and jeans
before this”.

The most apparent difference between ISL and English is the underlying sentence
structure. While English follows the SVO (subject - verb - object) order for
arranging words in a sentence, ISL follows the SOV (subject - object - verb)
order [67]. Due to this, the DHH community tends to follow the SOV order even
while communicating in English, resulting in sentences that are confusing to read
for non-ISL users. The other major difference between ISL and English is the
absence of articles (like ‘a’ or ‘the’) and connectives (like ‘and’ or ‘or’) in ISL [4].
This results in missing articles/connectives when DHH people write in English
too. Finally, P13 (a teacher) noted that DHH students often have difficulty in
understanding idioms such as “time flies”.

Diversity of ISL. ISL is not a single, standardised sign language. Variations
in ISL became a frequent topic of conversation during our interviews as our
interpreter (who is from Hyderabad) would sometimes fail to understand signs
used by our participants who were from different parts of India. For instance:

“The sign for ‘marriage’ is shown by a mangalsutra (an auspicious necklace
used in Hindu weddings) [performs a sign that draws out a necklace] in
Chennai, while in Hyderabad it is shown by the holding of hands [performs
a sign by touching right hand with left], just like how the bride and groom
hold hands during weddings...” – Interpreter

We observed that these variations in sign language are reflective of India’s cul-
tural and linguistic diversity. India comprises of 29 culturally-diverse states and
is home to 184 languages (spoken by more than 10,000 speakers). ISL, just like
spoken languages, is strongly influenced by the culture of its signers. Three par-
ticipants mentioned knowing multiple signs for a given word, as they had grown
up in multiple cities. P9 stated that even signs for basic words like the days of
the week varied across different regions she grew up in.
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Participants reported instances where these variations in ISL caused prob-
lems during lectures, training workshops, and workplace meetings.

“Sometimes she [my manager at work who knows sign language] will stop
and say ‘I can’t understand what you are signing.’ She’ll ask me twice or
thrice again. She won’t understand as she is from North [India]. Sometimes
I get fed up and just text her to explain.” – P1

Apart from the ISL diversity, four participants (from tier-1 cities like Delhi
and Mumbai) reported mixing of American Sign Language (ASL) with ISL. This
phenomenon is similar to code-switching, wherein a speaker alternates between
two or more languages in the same conversation or utterance [2]. In particu-
lar, we found the ISL-ASL switch similar to the Hindi-English switch (called
Hinglish), which is commonly observed among Hindi-speaking Indians [49]. Our
participants specified that the reason for code-switching is the unique advantage
offered by ASL. Unlike the two-handed ISL, all ASL alphabets can be signed
using one hand [16], thus enabling them to sign while holding objects with their
other hand. All the four participants mentioned using ASL mainly for WhatsApp
video calls as they could hold their phone with one hand and use the other hand
for signing. However, all of them reported that they were not fluent in ASL, and
could only fingerspell the alphabets in ASL and know of a few basic ASL signs.
Other participants who did not use ASL would sign by using their body or face
as a substitute for one hand while holding objects.

5 Discussion

Here, we examine key findings in the broader context of existing work and provide
design recommendations.

Comparison to Global North. Most of our participants were employed in
the technology sector as (semi) skilled workers with the interpreters often as
their reporting managers. Conversely, the DHH community in the Global North
were predominantly employed in the manufacturing sector as unskilled work-
ers [27]. A significant distinction in the workplace communication is the varying
availability and role of interpreters. In India, we found an acute shortage of inter-
preters and notably interpreters often doubled up as managers and supported
DHH employees with other activities such as cab booking. This provided crucial
human infrastructure for the DHH employees. In more rewarding roles (such as
software development), managerial roles may require specialized skills perhaps
precluding their combination with interpreter roles. In contrast, interpreters are
more accessible in Global North [25,61] and their roles were specialized and
did not intersect with managerial responsibilities, leading to distinctly different
power structures. There were also major concerns raised around privacy with
an interpreter in the Global North [48] or of agency with intermediary hearing
colleagues. Consistent with our findings, studies conducted in the Global North
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indicate that DHH employees face challenges in actively participating in meet-
ings and have limited social interaction with coworkers [25,60,61], with a few
hearing supervisors learning sign language [32].

In contexts outside work, a notable finding in India was the need for DHH to
rely on hearing friends and family to use services for food delivery and commute,
as service providers often call to confirm availability and for directions. In con-
trast, such services are usually contact-less in the Global North reducing depen-
dence of DHH individuals on people around them. In terms of the sign language,
a particular challenge in India is the relatively nascent stage of standardization
with many local and even home signs in active usage impeding learning and
interoperability, in contrast to relatively standardized languages such as ASL.
Interestingly, our participants engaged in code-mixing, incorporating ASL signs
within their ISL communication.

Human Infrastructure and Agency. Our participants relied on support from
their family, friends, co-passengers, colleagues, interpreters, and even strangers,
for their communication needs. Human infrastructuring played a crucial role. In
the workplace setting, interpreters played several roles such as being a reporting
manager, signing during meetings and important discussions, and also communi-
cating with service providers such as cab drivers for office pick-up. However, our
participants reported a challenge in discussing complex matters due to limited
knowledge of sign language amongst colleagues. Another challenge was privacy
in critical conversations such as discussing salary hike with a manager at work.
Such privacy concerns have been raised in prior works as well [25,48].

Agency and social stigma often conflicted in the choices exercised by
guardians of DHH individuals. For instance, our participants were encouraged
by their parents and teachers from early childhood to speak, lipread, use hearing
aids, and undertake speech therapy to avoid signing in public given the stigma
associated with it. These methods were prevalent in both mainstream schools
and schools for DHH children. While such approaches worked with moderate
success for hard-of-hearing children, the deaf children struggled to communicate
throughout. Thus, well-meaning efforts by members of the hearing community
to increase the agency of DHH individuals actually have the opposite effect. The
role of such stigma has previously reported for the Indian blind population [36]:
Parents did not provide white canes to their children with vision impairments to
make their children ‘look less blind ’ [36], which curtailed their children’s physical
and mental growth. This suggests that social stigma supersedes agency in India
and serves as an additional hurdle for people with disabilities.

Role of Technology. Technology plays a crucial and multi-dimensional role
in the lives of our DHH participants. Many of our participants are employed in
the technology sector and work on computers (as data entry operators, expense
auditors, and software engineers). The IT sector has a major footprint in India: It
contributes ∼8% to the Indian economy and employs ∼4.5 million people [30,41].
Also, multinational corporations are increasingly becoming more inclusive [47],
resulting in active policies to hire from the disabled community. Our participants
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also mentioned the suitability of their technology job roles as they required
limited communication.

Our participants relied on technology as their primary mode of communica-
tion, utilizing emails, WhatsApp video calls, and teleconference calls to connect
with colleagues and friends. They were also active users of online food delivery
and cab booking services. However, they often faced accessibility issues with
existing technologies and provided suggestions for improvement. For example,
they proposed features like pinning interpreters in teleconferencing platforms
and receiving feedback in video calls if their hands are getting cropped from the
live video feed. With the rise of hybrid workplaces, technology will continue to
play a significant role in the lives of DHH individuals. It is important to note that
while technology facilitates communication, connection, and employment for our
participants, it also has the potential to contribute to social isolation [9]. The
existing barriers of sign language further amplify these challenges for the DHH
community [7]. Interestingly, technology served as both an enabler for commu-
nication, connection, and employment, as well as a facilitator of isolated work
with minimal communication requirements in the workplace.

5.1 Designing Inclusive Technology

Given the diverse needs and constraints in India, it is crucial to collaborate with
NGOs and end users to iteratively develop tailored technological solutions.

Interpreters on Demand: Access to an interpreter emerged as the most reli-
able solution for the DHH community. All of our participants mentioned the
ease of interacting with hearing individuals in the presence of an interpreter and
the reduction in anxiety during such conversations. However, constant accessing
interpreters is infeasible due to the high cost of hiring an interpreter and the
dearth of certified interpreters in India [40]. Technologies like on-demand online
interpreter3 have potential to address this. It is expected that such on-demand
hiring would reduce costs as interpreters are able to serve more people more effi-
ciently. Privacy concerns on such a platform can be alleviated by anonymizing
both the DHH user and the interpreter with generative avatars. While an early
prototype solution is available in India4 none of our participants were aware of it.
We believe that a platform for on-demand interpreters that pays the interpreters
fairly while efficiently interfacing them with DHH users will be very effective in
meeting several challenges that our work identifies.

Ambient Conversation: There are other situations like informal social con-
versations with colleagues at workplace (such as at the water cool) which do
not warrant an interpreter, but enable building of relationships and mental well-
being at work. Smartphone apps (like Talk to Deaf5) enable DHH users to listen
to ambient conversations, by using STT technology to display captions for con-
versations happening around the user’s smartphone. However, we found that
3 Jeenie: https://jeenie.com/.
4 SignAble: https://play.google.com/store/apps/details?id=org.signable.apprtc.
5 https://play.google.com/store/apps/details?id=unique2040.com.text2speech.

https://jeenie.com/
https://play.google.com/store/apps/details?id=org.signable.apprtc
https://play.google.com/store/apps/details?id=unique2040.com.text2speech
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these apps to be limited in their utility as they work only when spoken directly
into the smartphone’s microphone. Improved microphone technology for indoor
settings is available on consumer-grade smart speaker devices, which can be
adapted to enable the DHH to listen in to ambient conversations.

Accessible Video Conferencing Platforms: Our participants utilized
speech-to-text (STT) technology in video conferencing platforms to auto-
generate live captions during office meetings. However, participants with lim-
ited English proficiency found it challenging to read the captions at the required
pace. A possible solution is to provide a history of the generated captions for
later reference, however that still limits active participation. A more techni-
cally challenging solution would be to integrate automatic tools for real-time
text simplification [65] such as Lexi [6]. Prior research on the accessibility of
videoconferencing platforms has identified barriers to inclusive meetings such as
insufficient frame rates required to understand sign language, identifying active
speakers based on audio, and sub-optimal presentation of visual sources [51]. Pro-
posed design considerations include customizable layouts to consolidate visual
information [10].

Accessible Phone Calls: While efforts to build novel applications to improve
accessibility continues, several problems can be solved by designing existing
applications more inclusively. In particular, a majority of our DHH participants
faced challenges in interacting with cab drivers and food delivery personnel over
phone calls, and have to seek help from family members, work colleagues, or
strangers. These service apps should add a “Do not disturb/DHH mode” inform-
ing the driver/delivery personnel that the service requester is a DHH individual.
In such cases, communication should be automatically restricted to text mes-
sages, instead of phone calls. More generally, our participants pointed challenges
in attending audio phone calls. Recent smartphone apps (such as Rogervoice6

attempt to make audio phone calls accessible for the DHH community. Roger-
voice auto-generates captions for incoming audio calls, and the DHH person can
either talk to the caller or type out a message that is read to the caller using TTS
technology. Unfortunately, no similar app is available in India. The technological
barriers to build such an app are higher in India, given the diversity in spoken
languages and accents, and presence of code-mixing.

6 Conclusion

In this work, we study the challenges faced, workarounds, and role of technology
in the life of employed DHH Indians, by interviewing 15 DHH participants and
surveying 131 DHH respondents. We emphasize the specificity of our study here
as a reminder to readers that this study is at best a first step towards charac-
terizing accessibility challenges for the DHH community outside of the devel-
oped regions context. Our study reveals various challenges faced by the Indian
DHH community on a day-to-day basis, in a variety of work-related settings.
6 Rogervoice: https://play.google.com/store/apps/details?id=com.rogervoice.app).

https://play.google.com/store/apps/details?id=com.rogervoice.app
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Specifically, we highlight technology-related challenges with video conferencing
applications, automated captioning services, audio phone calls, and app-based
service delivery, along with workarounds. We also discuss foundational challenges
due to the stigma associated with signing in India and problems arising due to
linguistic variations in ISL and English. We conclude by proposing technology
and design recommendations to tackle the identified challenges.
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Abstract. Our research has focused on improving the accessibility of
mobile applications for blind or low vision (BLV) users, particularly with
regard to images. Previous studies have shown that using spatial interac-
tion can help BLV users create a mental model of the positions of objects
within an image. In order to address the issue of limited image accessi-
bility, we have developed three prototypes that utilize haptic feedback
to reveal the positions of objects within an image. These prototypes
use audio-haptic binding to make the images more accessible to BLV
users. We also conducted the first user study to evaluate the memorabil-
ity, efficiency, preferences, and comfort level with haptic feedback of our
prototypes for BLV individuals trying to locate multiple objects within
an image. The results of the study indicate that the prototype combin-
ing haptic feedback with both audio and caption components offered a
more accessible and preferred among other prototypes. Our work con-
tributes to the advancement of digital image technologies that utilize
haptic feedback to enhance the experience of BLV users.

Keywords: Haptics · Touchscreens · Smartphones · Accessibility

1 Introduction

The use of images on the World Wide Web, including social media, email, mobile
applications, and online games, is widespread. Social media, in particular, has
seen a rapid increase in the number of available images [36], with over 4.5 billion
digital images being uploaded to WhatsApp in 2017 alone [41]. As the number
of online images grows, it becomes increasingly important for people with vision
impairments, including blindness and low vision, to be able to understand and
access these images and their properties. However, currently, most image content
is largely inaccessible to the more than 1.3 billion people [56] worldwide who have
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a vision disability [1]. Even when alternative text is available for screen readers,
it often lacks the image details recommended by the Web Content Accessibility
Guidelines. While research on image descriptions has informed the development
of reliable technologies, recent studies have also begun exploring strategies to
capture more detailed information about images [49]. For instance, a study [38]
that used image tags to record the spatial positions of objects within an image
found that 71.4% of participants with vision impairments expressed enjoyment
at being able to understand the relative locations of objects. Recent advances
in smartphone technology have led to the creation of more immersive and infor-
mative experiences for users. [40] With over 3 billion worldwide users in 2021,
smartphones have become ubiquitous devices. One of the key features that con-
tribute to the user experience on smartphones is haptic feedback, or “haptics”.
Haptics is the physical response created by a touchscreen interface through the
use of actuators that can operate at low voltages and provide high-speed touch
sensations. There are two main components of haptic technology: force feedback,
which relates to the muscles and tendons and can produce physical character-
istics such as force and mechanical compliance, and tactile feedback, which is
based on the human senses and is triggered by manual input.

Touchscreen technologies have significantly improved in the past two decades
through various means, including higher touch resolution, multitouch capabili-
ties, improved screen brightness and resolution, and the incorporation of resistive
and capacitive technologies that allow for new forms of interaction and gesture
recognition [52]. Smartphones of the current generation offer haptic feedback for
virtual keyboard apps and long presses on both Android and iOS devices [26].
While the Taptic Engine is designed to help users locate objects through haptic
feedback [52], to the best of our knowledge, there has been no research on how
combining haptic feedback with audio might enhance image understanding for
blind and low vision (BLV) users.

The purpose of this study is to examine the use of haptic feedback as a means of
improving the understanding of images by blind or low vision (BLV) individuals on
touchscreen mobile phones. Previous research has suggested that haptic feedback
has the potential to address certain accessibility issues faced by BLV users. Our
focus is on the use of two types of haptic notifications to convey a sense of touch
and to determine whether or not users are successful in locating objects within an
image. We have designed and tested various prototypes in order to determine the
feasibility of using haptic feedback to help BLV users form a mental model of the
images and to improve their overall understanding of the images.

Recognizing that all prototypes include haptic feedback, we have sometimes
combined haptic notifications with auditory components, and in other cases, we
have paired them with image captions, which we will discuss further in the study
design section. Our goal is to verify and update the findings of previous studies
in the context of current touchscreen mobile technology. Our research has made
the following contributions:

– Development of three prototypes that use haptic feedback to interact
with images: Prototype (F1) utilizes haptic feedback only, prototype (F2)
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combines haptic feedback with auditory facial recognition, and prototype (F3)
combines haptic feedback with both auditory facial recognition and auditory
captions.

– Evaluation of the memorability, efficiency, preferences, and comfort level with
haptic feedback in our prototypes for BLV individuals when locating multiple
objects within an image, accompanied by an analysis of the user experience,
emphasizing the influence of varying audio and caption components.

– Exploring the design implications of incorporating haptic technology into
smartphone applications to improve visual accessibility for BLV users.

2 Related Work

Our research is similar to that of Morris et al. [38] in that we both investigate
the spatial exploration of images by blind or low vision (BLV) users. Morris et
al. [38] developed a prototype for Android phones that allows users to interact
directly with an image by touching a specific region, which is an improvement
on the outdated image description standards that have been in place since 1995.
These standards, while still used, are no longer considered best practice as they
can lead to suboptimal outcomes for both content creators and users. We believe
that even more engaging and immersive experiences can be achieved using newer
technologies such as haptic feedback.

Our study builds upon the work of Morris et al. [38] and Seeing AI by incor-
porating haptic feedback to enhance image navigation for BLV users. We have
designed prototypes that use two different types of haptic notifications to dis-
tinguish between successful and unsuccessful interactions with image regions.
These prototypes differ from Seeing AI1, which uses only one type of haptic
notification, potentially resulting in less feedback and longer image search times
for users. Our research is unique in that we also conducted a study to evalu-
ate how users interact with the haptic notifications alone and in combination
with auditory image descriptions, and how this combination can improve spatial
awareness and image accessibility for BLV individuals.

2.1 Haptic Technologies

Haptic functionality, which allows users to experience tactile sensations through
technology, has only recently become widely available on smartphones. However,
the first commercial desktop haptic display, called Phantom (Sensable Technolo-
gies), was released as early as 1996. [35] MacLean highlighted the potential for
incorporating haptic functions into contemporary design trends, such as enhanc-
ing a graphical user interface. It is worth noting that while many applications
now utilize haptic technology, few were designed specifically for blind or low
vision (BLV) users and none focus on providing image descriptions.

Mobile apps that use tactile feedback can enhance touch interactions through
stimulation when touching a haptic device [28]. Previous research has focused
1 https://www.microsoft.com/en-us/ai/seeing-ai.

https://www.microsoft.com/en-us/ai/seeing-ai
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on haptic feedback techniques, such as tapping, path following, and dragging
and dropping, using current smartphone-based haptic technologies [26]. This
research included experimental conditions involving walking and sitting, as well
as three different types of feedback: physical haptics, virtual haptics, and visual
only. The participants in this study reported a positive experience, in addition to
improvements in task speed and accuracy [26]. Other studies have also examined
the use of haptic feedback to improve user performance, such as finger dragging
tasks on a touchscreen augmented by electrostatic haptic feedback [61] and the
rapid prototyping of haptic interfaces for touch devices, including buttons, slid-
ers, switches, and dials [59].

In this study [54], researchers focused on combining visual, auditory, and
haptic elements in multisensory interactions to create a richer sensory context.
This approach has been shown to enhance memory encoding and retrieval. Con-
sequently, the implementation of mid-air haptic technology in museums can
result in more vivid and enduring memories for visitors. Studies [19] have shown
that multisensory information enhances semantic and autobiographical memory.
Therefore, incorporating multisensory elements in museum experiences should
be a central focus to ensure that all visitors have engaging, memorable, and
accessible experiences.

Haptics technology has also been incorporated into other devices. Campbell
et al. [10] demonstrated that tactile feedback can improve user performance in an
isometric joystick, either by reducing the error rate or increasing steering speed.
These findings are similar to previous research indicating that using a force
feedback mouse improves speed and accuracy [16]. Studies on touch interaction
have also found that the introduction of haptic feedback improves both speed
and accuracy [12,34]. Kruijff et al. present another interesting method involving
a haptic layer above the screen that allows users to distinguish between firmness
and contour characteristics to enhance onscreen feedback.

Engel et al. [22] created an initial prototype that automatically generates
maps based on OpenStreetMap data, using a digital pen and smartphone appli-
cation for detailed information and navigation assistance. Researchers [60] have
developed a multimodal user interface with a large-scale Braille display, intro-
duced innovative techniques like blinking pins for fast map element location, and
incorporated gesture recognition for intuitive navigation. Other studies have also
focused on investigating the potential of different tactile chart designs to improve
accessibility for BLV [20,21].

There is also a growing body of literature on the use of preemptive force-
feedback systems in human-computer interaction (HCI). For example, Kasahara
et al. [33] studied the optimal time to deliver a haptic actuation using electri-
cal muscle stimulation (EMS) to tune preemptive force feedback systems and
provide users with more control over automated haptic interfaces. This allows
synchronization of muscle contraction timing without relying on visual or audio
feedback.
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2.2 Exploring Digital Graphics

There has been a recent emphasis on non-visual interactions for exploring digital
graphics in a tactile manner, allowing for the full utilization of the benefits of
digital information, such as easy modification [18] and interactivity [4]. Bardot
et al. [4] introduced virtual spatial map exploration techniques as an alterna-
tive to traditional raised-line maps, using a smartwatch for input and feedback
along with hand tracking. Zhao et al. [62] utilized Delayed-Matching-to-Samples
(DMTS) to assess accuracy by having participants trace two lines and determine
if they were the same. Their study focused on raised-line graphics, such as con-
tours, paths, or shapes, and aimed to reduce tracing errors through the use of
vibrations applied to the hand as a tactile cue.

The researchers in this study [53] concentrate on investigating the percep-
tion and processing of vibrations on touchscreens, specifically examining two-
dimensional geometric shapes. They recognize the limitations of commercially
available touchscreens in replicating the physical cues from 3D objects and raised
line graphics. By exploring different vibration patterns for shape vertices and
basic shape lines, the researchers aim to enhance shape recognition and facili-
tate the creation of mental representations of essential shape features.

In previous research, audio has also been utilized to replace visual informa-
tion and describe semantically visual graphics Melfi et al. [37], and Poppinga
et al. [43]. While audio descriptions can assist people with visual impairments
in understanding graphics, it is still challenging to convey the spatial layout of
graphics solely through audio.

Multimodal interactions are also commonly employed in this field. For
instance, Giudice et al. [23] proposed a multimodal system allowing blind or
low vision (BLV) individuals to interact with graphics through vibrations and
audio feedback. Similarly, Goncu et al. [24] suggested the use of simple vibrations
coupled with audio for learning about 2D graphics.

In other areas of research, such as materials engineering, haptic gloves and
cameras have been developed to assist BLV individuals in interpreting their
surroundings [48]. A wearable VR controller that simulates standard cane tech-
niques and provides tactile and audio feedback has also been created to help
BLV users navigate immersive environments research [63]. These developments
demonstrate the potential for haptic technology to enhance non-visual interac-
tions and improve accessibility for individuals with visual impairments.

2.3 Accessible Images

Smartphones equipped with screen readers have made it convenient for blind
users to access information and services. These screen readers, built into the
mobile operating system, allow users with low vision to read the contents of
each screen within an app and navigate using gestures. A number of practical
accessibility testing tools have been developed for developers, such as Android
Lint [17], Accessibility Scanner [47], and other accessibility testing frameworks
[3]. While these tools can identify problems, they cannot fix issues with missing
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labels, which can be addressed through education [11], guidelines [9], and func-
tional testing tools [7]. Despite these efforts, progress in making apps accessible
has been slow [27].

Alt text is important for image accessibility, and there is a significant amount
of literature on the generation of alt text for images. These approaches can
be classified as machine-generated, human-generated, or hybrid. Automated
approaches use machine learning models to provide alt text, but these models
can have challenges and constraints such as a limited number of training images,
image size, and caption format. The greatest challenge is creating a description
that captures not only the objects contained in an image but also expresses how
these objects are related [50].

Research has identified the preferred structure and content for prioritizing
image descriptions for BLV individuals [46]. Human-powered approaches involve
crowd sourcing, friend sourcing, and social micro-volunteering, but they can
be limited by participant payment, social caution, and changing needs of the
vision impaired community [6]. Hybrid approaches, also known as “Human-in-
the-Loop,” involve a combination of automated and manual processing, but can
be time-consuming to implement [46].

2.4 Addressing Insufficient Metadata

Accessibility features such as screen readers depend on apps offering complete
and accurate metadata for their user interface (UI) elements. In applications,
metadata refers to information about app components, like UI elements, that
enables better understanding and interaction; for instance, metadata for a but-
ton could indicate its function (e.g., “play”) and provide an accessible descrip-
tion (e.g., “Play button”). Addressing the longstanding challenge of insufficient
metadata is essential for improving accessibility features. Apps may not be fully
accessible due to various factors, including developers being unaware of acces-
sibility needs, lacking the expertise to design accessible apps, or assigning low
priority to accessibility issues [45].

Various methods have been developed to extract information about user
interface (UI) elements from screen pixels to generate metadata for accessibility
services. Initial efforts concentrated on non-pixel sources like accessibility and
instrumentation APIs or software tutorial videos metadata [13]. However, these
approaches faced limitations stemming from their restricted access to compre-
hensive UI.

Two primary categories exist for pixel-based interpretation of interfaces: tra-
ditional image processing methods and deep learning models. Traditional meth-
ods encompass edge/contour detection, which is effective for simple GUIs, and
template matching, which demands feature engineering and templates [39]. In
contrast, deep learning models employ neural networks such as CNN-RNN mod-
els and object detection models to locate and classify UI elements [5]. Some
hybrid techniques merge traditional image processing with deep learning-based
classification [14].
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3 Study Design

Our research employs a mixed-methods approach, combining both qualitative
and quantitative data collection and analysis. The study consists of two phases:
the first phase involves conducting semi-structured interviews, while the second
phase focuses on prototype trials.

In the first phase, we conducted semi-structured interviews with seven partic-
ipants who later participated in the prototype trials. The interview process aimed
to explore the participants’ experiences, preferences, and challenges with technol-
ogy, emphasizing their personal opinions on digital image trust and experiences
with haptic technology (additional information regarding the interview process
can be found in the interview section of the study). The insights gained from
these interviews were crucial in informing our selection of appropriate prototype
tasks, tailored to the participants’ backgrounds and abilities for the prototyping
phase.

The interview questions were designed to address various topics relevant to
the research objectives. These questions have been provided in the supplemen-
tary materials for reference. The purpose of each question was to gain a deeper
understanding of the participants’ experiences with the technology being studied,
as well as to identify potential areas for improvement. By asking these questions,
we were able to gather valuable information that contributed to the development
and evaluation of the prototypes in the second phase of our study.

3.1 Interview

We conducted a qualitative analysis of semi-structured interviews with par-
ticipants using Braun and Clarke’s method of thematic analysis [8]. We then
applied axial coding [51] to identify codes and relate them to one another. Two
researchers cleaned the transcripts and coded randomly selected portions of the
transcripts. Through iterative review, they developed and refined the coding
schemes. While many child codes were identified, we focused on the two codes
that most closely aligned with our research questions. These codes received com-
plete agreement between raters.2

The first code, Personal experiences with haptic technology, concerned par-
ticipants’ previous use of haptic feedback technology, such as on smartphones,
games, or watches. Out of the seven participants, only one had no prior expe-
rience with haptic technology, the remaining six participants had used it in the
past. While some participants found haptic feedback to be distracting or unhelp-
ful, others appreciated its ability to communicate notifications or the time with-
out making a sound. For example, participant P1 shared, “I really enjoyed using

2 We have chosen not to conduct a thematic analysis of the responses to the interview
questions regarding ‘Experiences using entertainment system’ and ‘Using technology
to read e-books and digital magazines’ in the present study, as a majority of the
responses are not relevant to the scope of the present study. We plan to publish
these responses in a separate study at a later date.
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haptic technology for telling time, It gives me the feeling of subtlety and I can
check the time without any disturbance to anyone else”. “It was a great feature
for me”. P1 enjoyed being able to check the time using haptic technology (such
as a haptic watch or phone) without having to hear the time announced audibly.
This may be useful in situations where the speaker does not want to make noise
or disturb others around them. P4 noted, “It’s pretty common for me to have
my phone on silent, so being able to get notifications through haptic feedback is
a real lifesaver... It lets me know something’s up without having to hear it and
bother anyone around me”. This suggests that the participant values being able
to receive notifications discreetly, without the phone making a sound. Haptic
technology allows them to do this by providing a tactile notification rather than
an auditory one. Participant P3 mentioned using haptic feedback in gaming,
saying, “The first time I ever felt haptic feedback was on my Playstation 5 con-
troller, it was so cool. I felt like I was really in the game, like when I’d get hit or
move around different areas, my controller would vibrate in different ways and it
was an awesome experience.”. Participant P3 experienced haptic feedback while
moving around and interacting with the game. It seems that the haptic feedback
was triggered by certain actions or events in the game, such as “various hits,”
and provided participant P3 with a tactile sensation.

The second code, Personal opinion on digital image trust, pertained to partic-
ipants’ views on trustworthiness when it comes to digital images with no descrip-
tions. Participants expressed frustration at the lack of reliable image descriptions
and often had to rely on trusted family and friends. For instance, participant
P1 said, “For me, not being able to see images is a major barrier as a blind
person. It’s difficult to fully grasp the world around us, when visual informa-
tion is so prevalent .... However, I have found that having someone to describe
images to me, like my parents, can provide me with a better understanding of
those images and at least give me a sense of what they look like....”. Participant
P1 seems to be expressing frustration with the lack of accessibility of images
and the need to rely on others for information about them. P2 added, “I rely on
my sighted friends to describe images that don’t have captions in articles. I wish
I could enjoy them the same way others do, but it seems like people don’t take
the time to add descriptions.”. P2 Participant is unable to fully experience and
understand images in the same way as sighted people. This can be a source of
disappointment for individuals who are blind or visually impaired. P5 shared,
“Sometimes, when people ask me to describe something or give more details, it
can be really tiring. It’s tough to know who I can really trust to help me.”. P5
expresses dissatisfaction with the inaccessibility of images for individuals who
are BLV, and the challenges they face in obtaining reliable information about
them. P9 said, “it’s just trying to find someone you trusted who is willing to
describe, you know; it’s sad that’s a lot.”. P9 feels a sense of isolation or exclu-
sion due to their inability to fully experience and understand images on their
own.
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3.2 Prototypes

Based on the results of our interviews, we conducted an experiment to explore
the use of haptic feedback in novel interactions. To do this, we designed and
prototyped three different interactions that incorporated haptic feedback. Our
prototypes use a feedback generator called (UIFeedbackGenerator) to play prede-
fined haptic patterns [2,30] as a way to help users navigate images. The haptic
notifications, or tactile responses, allow users to distinguish between different
regions of the image (UINotificationFeedbackGenerator), and provide feedback
when tasks are completed successfully or not. A medium haptic notification indi-
cates success while a heavy haptic notification indicates failure, and only a single
finger interacting with the image is required to trigger these notifications. This
tactile response helps to enhance the user’s attention and understanding of the
objects depicted in the image.

While our prototypes can be used with any type of image, we chose to focus
on images of people for our prototypes, as a previous study [46] found that people
were the most frequently mentioned objects in image-based questions. Therefore,
we included a facial recognition feature in prototypes F2 and F3, and synchro-
nized the audio with the haptic feedback in prototype F3. Moreover, a screen
reader reads the image caption aloud in prototype F3. It is important that the
objects that are labeled as actionable through haptic feedback are distinct from
non-actionable objects, such as the background. To prevent unintentional actions
during touch, we use the touchend event and the (UINotificationFeedbackGen-
erator) to trigger actions and communicate whether an action has succeeded or
failed.

We conducted a user study with seven diverse BLV participants in order
to address four research questions related to our prototypes. The study was
designed to gather information on the following topics:

1. Which prototype would improve the memory of BLV users?
2. How does the number of people in each scenario affect the time it takes to

complete the task?
3. Is the level of haptic feedback enough to notify BLV users?
4. Which prototype do BLV users prefer?

Participant Recruitment: We sent our IRB-approved recruitment request to
several organizations that support individuals with visual impairments via direct
messages on Twitter. Due to the COVID-19 pandemic, we informed potential
participants that the user study would be conducted over video conference. To be
eligible, participants had to meet the following criteria: 18 years of age or older,
proficient in English, blind or visually impaired (BLV), using a magnifier, owning
an Apple mobile device and screen reader (for interacting with VoiceOver), and
possessing a computer with a webcam and Zoom app for the purposes of testing
the prototypes. Participants received a $100 Amazon gift card as a token of
appreciation for their time upon completion of the study.

In Table 1 we summarize the participants’ demographic information. The
three women and four men had an age range of 21 to 51 with occupations ranging
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from student to retiree. The participants also shared their level of visual impair-
ment and Snellel Visual Acuity category [55]. The participants were either blind
or had partial blindness levels of visual impairment. The Snellen Visual Acuity
categories of the participants ranged from category 1 to category 3. While all
participants reported some experience with haptic in response to the statement
“I have used haptic on my phone previously”, the amount of experience varied
from rarely to always.

Table 1. Participant user study demographics. Demographics include the Snellen
Visual Acuity (SVA) category. Category 1: No light perception. Category 2: 20/1200 to
light perception. Category 3: 20/200 to 20/400. Category 4: 20/70 to 20/200. Mobile
haptic experience ranges from never (1), rarely (2), occasionally (3), often (4), and
always (5).

PID Age Gender Occupation Level of Visual Impairment SVA Haptic Experience

P1 21 W Student Blindness Category 1 4

P2 43 W Teacher Blindness Category 2 4

P3 22 M Student Blindness Category 2 5

P4 24 M Student Blindness Category 2 5

P5 37 W Unemployed Partial Blindness Category 3 2

P6 51 M Social workers Partial Blindness Category 3 3

P7 31 M Student Blindness Category 2 3

Procedure: In this study, we asked participants to download and install the
app from TestFlight onto their iPhones. They were instructed to enable haptic
feedback for supported models [29] by navigating to the Sounds and Haptics
settings and activating System Haptics. A 15-minute tutorial was provided to
familiarize the participants with the app, including demonstrations of mobile
touch, audio playback for the face recognizer, and screen reader audio for cap-
tions. Participants were given the opportunity to practice with sample images.

Four distinct scenarios a, b, c, and d were presented to participants using
three prototypes F1, F2, and F3. These scenarios contained between two and
five objects to evaluate the participants’ ability to locate multiple objects. Our
study utilized image and caption pairs sourced from Google’s Conceptual Cap-
tions Dataset [25], which contains web-sourced images with captions of varying
lengths. It is important to note that not all image captions in our work are short
sentences. We aimed to provide a realistic representation of the types of image
captions that individuals with visual impairments may encounter in their daily
lives. By including captions of different lengths and complexities, we sought to
understand the challenges that individuals with visual impairments may face in
accessing information conveyed in image captions. This insight could inform the
development of more accessible image captioning techniques that can effectively
communicate information to individuals with visual impairments.
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To minimize the influence of order effects, the prototypes and scenarios were
presented using a counterbalanced Latin square design. The assignment of proto-
types to participants for testing was conducted randomly to control for potential
biases. The following are comprehensive descriptions of the prototypes:

1. Prototype F1: has only haptic feedback; prototype. (a) shows scenario a:
image with two objects, (b) shows scenario b: image with three objects, (c)
shows scenario c: image with four objects, and (d) shows scenario d: image
with five objects. This prototype, illustrated in Fig. 1.

2. Prototype F2: has haptic feedback with auditory facial recognition. We
use audio feedback for each object to indicate the face recognizer. (a) shows
scenario a: image with two objects; first object audio is “Here is Denzel Wash-
ington”, and second object audio is “Here is Viola Davis”. (b) shows scenario
b: image with three objects; first object audio is “Here is Edward Carstens”,
second object audio is “Here is Virginia Madsen”, and third object audio:
“Here is Elaine Madsen”. (c) shows scenario c: image with four objects;
first object audio is “Here is Laura Harris”, second object audio is “Here
is Aubrey dollar”, third object audio is “Here is Angie Harmon”, and fourth
object audio is “Here is Paula Newsome”. (d) shows scenario d: image of five
objects; first object audio is “Here is Benjamin”, second object audio is “Here
is Olivi”, third object audio is “Here is Isabella”, f ourth object audio is “Here
is Emma”, and fifth object audio is “Here is Sophia”. This prototype, illus-
trated in Fig. 2. (Note: Fig. 2 display audio feedback as text for illustration
purposes; however, the actual images don’t contain text on them).

3. Prototype F3: has haptic feedback with auditory facial recognition and
auditory caption. We use audio feedback for each object to indicate the face
recognizer. (a) shows scenario a: image with two objects; first object audio
is “Here is Denzel Washington”, and second object audio is “Here is Viola
Davis”; the caption is “Actors attend the opening night”. (b) shows scenario
b: image with three objects; first object audio is “Here is Edward Carstens”,
second object audio is “Here is Virginia Madsen”, and third object audio:
“Here is Elaine Madsen”; caption is “Actor, dramatist and person arrive
at the premiere”. (c) shows scenario c: image with four objects; first object
audio is “Here is Laura Harris”, second object audio is “Here is Aubrey
dollar”, third object audio is “Here is Angie Harmon”, and fourth object
audio is “Here is Paula Newsome”; caption is “Actors attend the upfront
presentation”. (d) shows scenario d: image of five objects; first object audio is
“Here is Benjamin”, second object audio is “Here is Olivi”, third object audio
is “Here is Isabella”, f ourth object audio is “Here is Emma”, and fifth object
is“Here is Sophia”; caption is “Happy children and adults with a shopping
cart inside retail”. This prototype, illustrated in Fig. 3. (Note: Fig. 3 display
audio feedback as text for illustration purposes; however, the actual images
don’t contain text on them).

The evaluation instrument for the haptic feedback system comprises four
components: memory recall, time measurement, sensitivity level, and user
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preference. Failure regions, which do not contain people, trigger a failure noti-
fication when touched with one finger. These failure notifications utilize impact
haptics to create the sensation of a collision between the finger and the fail-
ure region, generating a strong physical metaphor. On the other hand, success
regions, which contain people, trigger a success notification when touched with
one finger. Success notifications are accompanied by medium impact haptics, pro-
viding the sensation of a collision between the finger and the success region, and
conveying a moderate level of physical feedback. These haptic notifications serve
to indicate the presence of a person in the image for the success region. Heavy
and medium impact haptics are employed for failure and success notifications,
respectively. It is important to note that the success and failure notifications, as
illustrated in the prototype legend (Table 2), can be viewed in the accompanying
supplemental videos.

(a) Image with 2
objects.

(b) Image with 3
objects.

(c) Image with 4
objects.

(d) Image with 5
objects.

Fig. 1. Prototype (F1)

Fig. 2. Prototype (F2)
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Fig. 3. Prototype (F3)

Table 2. Haptic feedback legend for prototypes F1, F2, and F3.

Failure region Notification of failure Success region Notification of success

4 Analysis

Memory Recall: Participants were asked to complete four trials, each of which
involved being presented with a different number of objects. After each trial, they
were asked to recall the sequence of objects presented to them by stating the
number of objects in the correct order, e.g. “There were 5, 3, 4, and 2 objects.”
Their ability to correctly recall the sequence of objects was recorded as a binary
outcome: a score of 1 was given if they accurately remembered the sequence, and
a score of 0 was given if they were unable to do so. The results of these memory
recall tests were used to assess the participants’ memory abilities.

Time Measurement: Usability is commonly assessed using time as a metric
[38]. In order to maintain consistency and accuracy in timestamping, we utilized
Unix Time as the benchmark for our study. To gauge usability, we monitored the
time it took for participants to navigate through images with varying numbers
of objects, recording the time taken for each object to be located. In order to
address our second research question, we displayed the time in seconds on the
screen at the end of each scenario.

Sensitivity Level: After completing the session, participants were asked to eval-
uate the appropriateness of the haptic feedback strength they experienced while
exploring the images. Haptic notifications were used to assess participants’ com-
fort levels. A three-point Likert scale was employed for responses, ranging from
−1 = too weak to 0 = just right to 1 = too strong. Participants were explicitly
instructed on the meaning of −1, 0, and 1 in relation to haptic feedback strength
and informed that these values corresponded to their individual sensitivity lev-
els. For example, a participant with thick skin who cannot feel anything would
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rate −1, indicating the haptic feedback was too weak for them; someone with
normal skin may rate 0 if they feel just right, while someone with sensitive skin
may give a 1. These self-reported scores were used to address the third research
question.

Preference: Upon reviewing all three prototypes, participants were asked to
rate their preferences for each prototype on a five-point Likert scale, with 1
representing the least preferred and 5 the most preferred. This scale enabled us
to compare the relative preferences between the prototypes. These self-reported
preferences were used to address the fourth research question.

5 Findings

Memory Recall: The objective of this study was to investigate the influence
of different feedback channels (haptics and audio) on memory recall accuracy. To
analyze the data, a mixed logistic regression model was employed, considering the
fact that each participant underwent multiple memory recall tests with binary
outcomes.

The analysis of the data, using models with categorical predictors for pro-
totype and scenario, revealed that the type of feedback channel (haptics and
audio) used in the prototype was a statistically significant predictor of memory
recall accuracy (χ2(2, N = 7) = 16.88, P = .0003). In contrast, the number of
objects (ranging from two to five) present in the image did not have a statistically
significant impact on memory recall.

When evaluating the results of the chi-square statistic for the prototypes,
it was found that the odds of correctly recalling the sequence were 12.8 times
higher for prototype F2 compared to prototype F1, although this result was
not statistically significant at p = 0.06 due to Bonferroni adjustment for three
comparisons. In contrast, the odds of correctly recalling the sequence were 4.5
times higher for prototype F3 compared to prototype F2, which was statistically
significant at p < 0.05. The odds of correctly recalling the sequence for prototype
F3 were also found to be substantially higher than for prototype F1, with an
odds ratio of 57, which was statistically significant at p < 0.01.

In conclusion, the results of this study demonstrate that the integration of
haptic and auditory feedback in the prototype significantly improves memory
recall accuracy. The number of objects present in the image, however, does not
appear to have a significant impact on memory recall. Further research on the
integration of different scenarios may be beneficial in understanding their impact
on image recall.

Time Measurement: We recorded the time taken by participants to locate
each object in images with varying numbers of objects. The time required to
locate each object was the dependent variable, while the predictors were cat-
egorical variables for the scenario, prototype, and number of objects. A linear
mixed model was used to analyze the data, considering the continuous nature of
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the outcome variable and the presence of multiple observations for each partici-
pant in the repeated measures design.

The analysis did not reveal any statistically significant results for the model
that included an interaction between prototype and scenario. However, the com-
pletion time for finding object 2 and object 3 (using data from scenarios b, c
and d) was found to be different between prototype F1 and prototype F2. The
model that included an interaction between prototype and object also did not
show a significant difference (χ2(8, N = 7) = 14.48, P = .07). These results
suggest that the completion time was similar for two, three, and four objects,
but appeared to increase when a fifth object was added to the image. Future
studies could explore the completion time for images with more than five objects
to determine if there are ceiling effects for the number of effective objects.

Sensitivity Level: At the end of the session, participants were asked to evalu-
ate the appropriateness of the strength of the haptic feedback they experienced
while exploring the images. The haptic notifications were used to assess the level
of comfort experienced by the participants. Our prototypes contained two differ-
ent haptic notifications: a heavy strength notification indicated failure at finding
an object, while a medium strength notification indicated success. It is worth
noting that, with the exception of one participant, all participants reported that
the haptic feedback notification level was appropriate. The majority of partici-
pants therefore approved of the strength of both types of notifications.

Preference: The objective of the statistical analysis conducted on the prefer-
ence data for three different prototypes (F1, F2, and F3) was to determine if
there were significant differences in preferences among the prototypes. To achieve
this, a repeated measures ANOVA was carried out, followed by a Tukey’s HSD
test for multiple comparisons. The dependent variable in this analysis was the
preference score, and the within-subjects factor was the prototype. Participants
were treated as subject identifiers.

The analysis revealed significant differences in preferences among the proto-
types p < 0.05, with a grand mean preference score of 2.86 across all prototypes.
The Tukey’s HSD test identified significant differences between the following
pairs of prototypes: F1 and F2 p-value: 0.0126, F1 and F3 p-value: 0.0001, and
F2 and F3 p-value: 0.0343. Based on the estimated mean differences obtained
from the Tukey’s HSD test, the order of preference for the prototypes, from
most preferred to least preferred, is as follows: Prototype F3, Prototype F2, and
Prototype F1.

These results suggest that participants preferred prototype F3, which con-
veyed information using haptic feedback with both auditory notifications to
identify people and auditory caption. These findings provide valuable insights
into the preferences of the participants, which can be utilized to guide decision-
making processes related to the development and improvement of the prototypes

Reflections on the Prototypes: We sought feedback from participants on the
prototypes through their reflections, in order to gauge the prototypes’ effective-
ness in enhancing the participants’ experience. At the end of the prototyping
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session, we asked participants to share any additional insights or noteworthy
observations they may have. BLV participants enjoyed the experience of navi-
gating images with haptic. In the words of P2, “This type of app and the idea
behind it are laudable.” P4 expressed, “This is a great way to get instant feed-
back.”. Although user P5 has less experience with haptic, the experience explor-
ing images in our prototypes was positive. In fact, P5 shared, “So far, I have
been highly impressed and grateful for the exceptional precision and feedback I
have received.”. From the experience of this participant, we expect haptic acces-
sibility features will prove to have a low barrier to entry and thus anticipate a
quick rate of adoption among BLV users.

The participants also confirmed that finding the location of objects with hap-
tic feedback improved the image interaction experience. P3 shared, “By taking
the time to understand where the people in the image were located, I felt more
confident and comfortable in my decisions on how to navigate it. This made me
feel more positive.” As P4 noted,“I got a better idea of what was happening in the
picture by comparing it to other stuff and knowing where everyone was. It helped
me understand more.”. P6 expressed, “When you can examine pictures along
with the descriptions, you get more information, which makes you feel more
intense emotions.”. Haptic technology could therefore make BLV users more
independent by making them comfortable with navigating images by themselves
and less reliant on family and friends to describe the images. This is especially
important as prior research has found that BLV users tend to mistrust public
image descriptions due to the potentials for errors or insufficient details [58].
Haptic feedback could then serve to verify the details provided by the alt text
as well as depart additional image details. For example, the participants were
able to discern the spatial relations between image elements in our prototypes,
which was not conveyed through the captions alone and proved challenging to
communicate solely through auditory feedback.

Notably, one of the participants recommended an alternative application
where haptic feedback would be useful. Specifically, P7 suggested, “I believe that
by adding haptic audio to educational books through a smartphone app specifi-
cally for blind students, it will greatly improve their learning experience and be
highly valued and appreciated by those students.”. This comment encapsulates
how essential it is to add a new accessibility features such as haptic feedback to
audio applications to improve interactions with images.

Some participants offered critiques of the haptic feedback that could be used
to improve the image interaction experience. For example, P7 observed, “The
haptic feedback on the device is not strong enough for me to be able to feel the
vibration.’. Similarly, P3 noted, “Having more options for the level of haptic
feedback would be useful.”. Overall, no participants expressed that they disliked
receiving haptic feedback when interacting with the images. This suggests that
haptic features would be welcome in future applications.
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6 Discussion

In light of the growing scale, meaning, and significance of digital imagery, it is
important to consider how haptic technology can be used to enhance the visual
content available to screen reader users. In this study, we developed prototypes
with haptic feedback in order to make digital images more accessible to individ-
uals who are blind or have low vision (BLV).

Our research questions (RQ1-RQ4) support the information access theory of
blind spatial cognition [42,57], which posits that the spatial differences observed
between BLV and sighted individuals in their understanding of images are not
due to a lack of visual experience or the necessary result of visual loss, but
rather due to inadequate environmental information from non-visual sensing
and insufficient spatial education.

Addressing the difficulties that blind and low vision users face when using
touch screens requires a solution that helps them memorize the location of on-
screen objects [31,32,44]. Memorizing these locations is critical for promoting
independence and minimizing the need for sighted assistance. As a result, there
is a growing demand for effective accessibility solutions, such as tactile haptic
feedback, to better support blind and low vision users in their interactions with
touch screen devices.

Previous research has shown that haptic feedback can be used to make objects
visible through vibrations on a smartphone or the rumbling of a game controller
[15]. However, there has been a shift towards creating more natural haptic expe-
riences that mimic the feel of natural materials and facilitate more intuitive
interactions. Therefore, it is important to design haptic feedback in mobile appli-
cations in a touch-like and perceptible manner to enhance image understanding
for the BLV.

In summary, recent advancements in haptic technology by companies such
as Apple and Android have spurred developers to create more engaging and
empowering experiences for BLV users by utilizing the synchronizing touch and
sound. However, our experiment uncovered several design considerations that
will be elaborated on in the upcoming part of our discussion.

Design Implications: In our analysis and evaluation of touchscreen actions
enhanced with active haptic feedback, we used the latest smartphone releases
and three prototypes to assess the benefits and limitations of such feedback.
Based on our findings, we have identified four design considerations for near-
term product decisions and future advancements in input and haptic system
design:

1. The participants in our user study preferred haptic feedback paired with
auditory feedback. However, the appropriate prototype to use depends on
the purpose of the application:

– There is a tradeoff between speed and detail, and BLV users may prefer a
more detailed image, even if the results are slower. In this case, prototype
F3 may be preferred over F1 or F2.
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– There is a tradeoff between speed and the number of objects in each
image. Images with fewer objects may be easier for BLV users to navigate
using haptic feedback. In this case, scenarios (a) or (b) with fewer objects
may be preferred.

2. Tablets and laptops have different shapes and uses than smartphones, so they
need special haptic designs for the best user experience

3. Introducing more objects to images may require new haptic designs to accom-
modate the increased complexity. Future work could assess the number of
objects that can be remembered when touching an image and the amount of
time it takes to navigate images with many objects.

4. It is important to provide settings that allow users to customize the interface
to their preferences and the characteristics of their specific device. Our study
participants suggested that these settings should include options for layout
(portrait or landscape orientation).

5. Designers and developers must consider individual skin sensitivity differences
when testing haptic feedback. Users with thickened skin may not perceive sen-
sations, while sensitive-skinned users could experience discomfort. Designers
should explore alternative approaches or measures, like objective skin sen-
sitivity assessments, rather than solely relying on a 3-point Likert scale to
validate self-reported sensitivity levels.

To effectively use a given interface, it is important to provide clear instruc-
tions such as overlays, tooltips, and tutorials. These instructions should be easily
accessible and discoverable, and should be available to the user at any time, not
just on the first use of the interface. It may be particularly useful to highlight
the instructions on the first use to ensure that they are noticed by the user.

7 Future Work and Conclusion

In future research, we plan to explore various haptic notifications for individuals
with visual impairments. We aim to identify optimal configurations and inves-
tigate built-in image understanding for iOS apps, including interactive image
highlighting and custom haptic patterns. Further experiments with larger par-
ticipant groups and AI-powered services for efficient image description pipelines
on smartphones will be conducted to validate and expand upon our findings.

In conclusion, our study used a multi-method approach to investigate haptic
feedback’s role in digital image understanding for BLV individuals. By combining
haptic feedback with facial recognition and captions, we demonstrated enhanced
image comprehension. Our research, based on three prototypes and feedback
from seven participants, highlights haptic feedback’s potential to improve user
experience and accessibility. Our findings pave the way for integrating touch-
screen and haptic interfaces, creating a more inclusive user experience and driv-
ing innovation in AI-based digital image processing and human-computer inter-
action.
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Abstract. We investigate the use of colour and brightness for feedback
from sound zone systems. User interaction with sound zones suffer from
them being invisible. Hence, spatial properties such as volume, size, and
overlaps need to be represented through, e.g., light. Two studies were
conducted. In the first study (N = 27), participants experienced differ-
ent colour and brightness values shown on an LED strip attached to
a volume controller and related those to sound zone volume, size, and
overlaps. In the second study (N = 36), participants created an overlap
between two sound zones by turning up the volume, triggering 12 ani-
mated light patterns. Our findings show that brightness reflects well the
size of a sound zone, and that instant patterns are better indicators of
overlaps compared to gradual patterns. These contributions are useful
for designing sound zone visualisations.

Keywords: Sound zone · Light · Colour · Brightness

1 Introduction

In this paper, we argue that brightness and colour animations are useful to novice
users as feedback for sound zone systems. A sound zone system is a speaker-based
solution to create delimited areas of sound in a room. There is a clear boundary
for sound, and users’ proximity to a sound zone inversely impacts the amplitude
of the sound. This allows for multiple persons to share a room while listening
to different music tracks or other sounds without using headphones, thereby
enabling social interactions and higher awareness of the surroundings. Sound
zone systems have reached a state where they are considered useful for vari-
ous settings, including car cabins [7], hospital wards [33], and homes [22]. Even
though limitations still exist for constructing sound zone systems, they are on
their way to becoming commercially available. Given the imminent availability
to consumers, ensuring suitable feedback mechanisms to the sound zone users
poses important challenges for human-computer interaction.
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Our work is anchored in ethnographic research on social and subjective expe-
riences of sound in homes [22]. One challenge relating to feedback and control
of sound zones is that the sound inhabits a physical space in a way that is sig-
nificantly different when compared to other sound systems, e.g., headphones or
current standard home speaker systems. Offering more background into this,
Lundgaard et al. [23] position sound zones as one type of technological interven-
tion into soundscapes, unique for their spatial properties that headphones and
standard speaker systems do not have. Since sound zones are inherently intan-
gible and invisible, their spatial properties are not obvious. This necessitates
the development of interfaces and displays to provide relevant feedback about
the new properties that sound zones introduce, including size and overlaps. For
novice users, forming an understanding of overlaps is important. Overlaps can
happen when adjusting the volume, and thereby size, of a sound zone. Previ-
ously [17], we investigated direct and indirect representations of the size and
location of sound zones, comparing a “spot-light” projection on the ceiling to an
LED strip on the wall. This study showed potentials for exploring indirect map-
pings further, leading us to investigate the use of colour and brightness as part
of small objects on a table (see Fig. 1). Early research has shown that subjective
estimations of brightness and loudness stimuli were analogous [26]. We extend
this by investigating how light and sound are experienced together.

Sound properties can be visualised in different ways, both for artistic pur-
poses [28] and for sound design [27]. Lima et al. conducted a survey on visuali-
sation techniques of musical features, showing that colour is used extensively for
tone, frequency, and harmonic structure [16]. Here, we are interested in using
light for visualising information in the novel context of sound zone systems. We
consider light as an opportunity for feedback about the spatial properties of
sound zones. Previous research shows that light affects people’s perception of
physical properties of objects and spaces, such as dimensions and weight [21].
While light and sound waves are different, they also share common traits (e.g.,
high intensity at the source and a gradual drop-off out into a physical space)
that we suggest are useful for visualising complex spatial behaviour of sound.

In this paper, we present two consecutive studies, investigating the use of
colour and brightness as feedback for sound zone volume, size, and overlaps.
We ask the research question: How can feedback about sound zone volume, size,
and overlaps be provided using light? In Study 1, we investigated colour and
brightness as feedback about volume and size of one sound zone. In Study 2, we
focused on sound zone overlaps. Novice users experienced animated light patterns
and were asked how well each pattern provided information about overlaps,

Fig. 1. Controllers with LED strips.



Using Colour and Brightness for Sound Zone Feedback 249

size increase and decrease, and how well it notified them of these issues. We
also gathered qualitative insights into how novice users experienced sound zone
behaviour in relation to particular light feedback. With this research, we provide
insights that are useful in feedback design for sound zone systems in particular.
This can also be extended to other sound systems with similar spatial properties.

2 Related Work

2.1 Personal Sound Zones

As part of a broader paradigm shift from channel-based to object-based audio
reproduction [12], there is a potential for users to control new aspects of their
soundscape. Spatial sound has become a subject of investigations in HCI, e.g.,
for connecting auditory and biomechanical cues [30] and for designing auditory
displays where visual displays are inappropriate [34]. One type of system in the
object-based paradigm is sound zones. The vision behind sound zone systems is
to provide different users in the same shared physical space with personal lis-
tening experiences without wearing headphones [3]. This can be useful in many
situations, such as shared office spaces, car cabins [6], and homes [22], the lat-
ter of which is expanded below. Sound zones can be implemented in different
ways. Examples of commercial products are the directional speakers Audio Spot-
light by Holosonics, Sennheiser AudioBeam or Soundlazer that use ultrasound.
In this case, the ultrasonic waves can only be heard when they collide. Limita-
tions to these systems exist such as their inability to reproduce low-frequency
sound. Another method for creating sound zones is by using a combination of
microphones and loudspeakers. Microphones capture the sound pressure of audio
signals directed at predefined areas, and those measurements can then be used
to create filters that enhance the acoustic contrast between the zones [7], i.e.,
the decibel difference of an audio signal between the area where a user wants to
hear it and the areas in which users do not want to hear it. To help achieve this,
Rämö et al. present a model which shows that if the acoustic contrast between
two or more sound zones is too low, users become distracted by the chaotic
mixing of sounds [29].

Previous research provides an overview of the interaction design challenges
for domestic sound zones and approaches to addressing them [23]. Sound zone
systems are intangible and invisible, making it difficult, especially for novice
users, to understand their behaviour in comparison to experiences they have
with other sound systems. This behaviour is further complicated by different
implementation methods for sound zone systems typically resulting in different
behaviours. Current methods result in low acoustic contrast when sound zones
are close to each other or when the volume of one sound zone is much higher
than another sound zone in the same room. We refer to this as overlaps.

A study on domestic situations for sound zones points to different social
aspects of using sound zone systems [22]. For example, one use situation includes
persons who engage in their own sound-producing activities but stay within the
same room. Here, they are not actively engaged in social activities which also
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means that they may not be aware of how their own sound is affecting the oth-
ers. In another situation, persons may want to listen to the same sound from a
television but have different preferences for sound properties such as the volume.
This means that the persons might be actively engaged with each other, chang-
ing their awareness of how their own sound adjustments affect the other. The
research by Lundgaard et al. [23] includes descriptions of design concepts to visu-
alise sound zones. These visualisations particularly focus on projections on floors
or ceilings. Jacobsen et al. [17] recently presented an experiment evaluating the
precision with which users can position themselves and sound zones from either
ceiling projections, a relative wall display, or no visualisation, respectively. They
show that visualisations aid users significantly in positioning tasks. Similarly,
Johansen et al. [18] conducted an elicitation study of shape-changing visuali-
sations that showed the effect different visualisations have on user experiences
of and expectations for sound zone behaviour. These prior studies suggest that
visualisations play an important role in sound zone interaction. All of them, how-
ever, rely on users having to map a 2-dimensional visualisation with a relative
position to the 3-dimensional space within which the sound zones exist.

2.2 Light as Feedback

Using light for visualising information is not novel outside the context of sound
zone systems to, e.g., show states such as on or off. A common way to do this
is through point lights where one small LED lights up. This can be varied at
different brightness levels and in different colours. Previous research investigates
how the vocabulary for light can be expanded with more expressions that still
make sense to users [14]. This includes categories for notification, active state,
low energy state, and turning on. In relation to using expressive lights in robots,
research shows that participants’ interpretation is dependent on the situation [1].

Many conventions and culturally inherent meanings are attached to colours.
Early research shows that colour affects the perceived size of an object [35]. Sim-
ilarly, dark coloured objects tend to be perceived as heavier than light coloured
objects when the objects are only observed and not touched [32]. Löffler et al.
investigate how these psychological traits can be combined with metaphors to
convey meaning through colour in tangible user interfaces [21]. Their study shows
that there can be other uses for colour that not only come from culturally derived
symbolic meaning, but are instead based on sensorimotor experiences indepen-
dent from language and culture. In terms of brightness, previous research within
architecture shows an effect of light on perceived size and dimensions of phys-
ical spaces [20,24]. The research shows that increased brightness is related to
increased perceived size of a room. Furthermore, different light patterns affect
perception of dimensions. For example, vertical lights projected onto a church
resulted in perceptions of a taller church compared to no projections. Impres-
sions of these spatial properties is shown by a study by Lindh et al. to relate to
the gaze of participants [20]. They found that participants tended to direct their
gaze towards areas with high brightness.
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In previous research and art, sound has been visualised in many ways. This
includes 2D visualisations of sound in 3D space, e.g., for the design of GUIs [4,
13]. Another example includes using opacity to represent sound volume [28]
with a broad focus on generation of spatial forms from music. McGregor et al.
developed visualisations of soundscape elements to assist interaction designers
in capturing data about and identifying problems within a soundscape [27].
Different aspects of a sound were represented with particular visual features.
Dynamics was represented with different sizes where small is soft, and big is
loud. To represent this spectrally, they used hues where blue is low, and red is
high. Spatiality was represented as a 2D position of depth and panning. In some
cases, sound is visualised in a more direct way. For example, an art installation
for the 2013 GLOW festival featured a large, dark room with projectors on the
ceiling [31]. When a member of the audience produced a sound such as a whistle,
the sound waves would be projected onto the floor. Given these possibilities of
communicating with light, we set out to investigate how light is experienced
together with sound zones, and what information can be communicated to users
about specific properties of sound zones.

3 Experimental Setup

We conducted two studies of the use of colour and brightness for sound zone
feedback. The second study was planned in response to the findings from the
first to further investigate light pattern feedback when two sound zones overlap.
The two studies use a highly similar experimental setup, illustrated in Fig. 2.
The soundbar was constructed from a 20-channel speaker array positioned in
two rows, with a displacement of half a speaker. This was to ensure the shortest
distance from centre to centre as that impacts the maximum frequency possible
to use. The speaker is a 3′′ full-range unit from Tymphany, covering a range
from 100 Hz to 8 kHz. The sound zones centres were positioned at a distance
of 4.8 m from each other and 2.47 m from the soundbar. This enabled us to
create a total separation between the sound zones greater than 15 dB. The setup
mimics a situation where the participant shares a room, e.g., a living room
or an office, with another person, and want to listen to different music tracks
without disturbing each other, the type of situation termed “social-connected”
by Lundgaard and Nielsen [22]. In this situation, users are engaged in different
activities but still desire to be physically close to each other. Since listening to
sound is a secondary activity for both users, we wanted to make the interaction
with the sound zone familiar through the use of a physical volume controller.

Colour can be described according to the HSB (Hue, Saturation, Brightness)
model where hue is the “attribute of a visual sensation according to which an
area appears to be similar to one of the perceived colors”, brightness is when
that area “appears to emit more or less light”, and saturation is the assessment
of the area’s colourfulness “in proportion to its brightness” [10], which all impact
the perception of physical properties differently. As a first step, we focused on
hue, henceforth referred to as colour, and brightness, independently, where a
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larger amount of prior research can be relied upon. This includes the animated
patterns defined by [14] and the findings on brightness for object perceptions
by [20,24]. In contrast to previous research that proposes light projections, wall
displays, and shape-changing displays as potential approaches [17,18,23], we
investigate if integrating the feedback directly as light onto the control device
enable users to understand the spatial properties of sound zones. For this pur-
pose, we designed two sound zone volume controllers with an LED strip that can
display light in various brightness and colour settings. The motivation behind
the specific design choices for our experiments was to enable the study of dif-
ferent patterns of colour and brightness in order to learn about their individual
strengths and limitations. We chose to augment physical volume controllers as
opposed to constructing a smartphone application because users’ smartphones
are not always visually accessible, especially when engaged in activities such as
reading or watching television. While volume controllers can also be occluded
by, e.g., furniture and people, this will more rarely be the case in comparison
to smartphones. We invite readers to watch the supplementary video, linked in
Appendix 4, for further description of the envisioned setup. Each controller is
constructed of two 3D printed cylinders that are connected through a 10K rotary
potentiometer. Outside the bottom cylinder, we attached a NeoPixel strip that
can display light through 11 LEDs. Since the study included light transitions,
which can affect how specific colours are perceived, we used a gamma correction
function as specified in the NeoPixel library. The potentiometer and LED-strip
were connected to an Adafruit Feather HUZZAH ESP8266 board. To ensure a
non-painful and safe experience for participants, the maximum loudness in the
room was 75 dB.

Fig. 2. The setup for the studies consisted of one or two volume controllers, a laptop
and a soundbar. The volume controllers communicated with the laptop through UDP
packets which were processed and resulting in a final output from the soundbar.
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4 Study 1: Volume and Size of One Sound Zone

The purpose of Study 1 was to investigate the research question: How can colour
and brightness be used as feedback about volume and size of one sound zone? We
conducted a mixed methods evaluation, including a quantitative investigation
into the perceptions of users on colour and brightness as a mechanism for feed-
back in sound zones, and interviews about participants’ understanding of what
they saw and heard. The study was approved by the ethics board of the insti-
tution. Even though the size of a sound zone can be set independently of its
volume, these properties can be experienced as related, because the sound from
a louder zone can be heard in a wider area. With a focus on users’ experiences in
this research, we view sound zone size and volume as dependent characteristics.
We hypothesised that high brightness would be related to loud sounds and low
brightness to quiet sounds. Furthermore, we expected that colours could be used
for volume in a systematic way, meaning that participants would organise them
according to wavelength (e.g. in the order of blue, green, yellow, and red).

4.1 Method

Participants. Due to the novelty of sound zone systems, we recruited novice
users with no prior experience with nor knowledge of sound zone systems.
Recruitment was done through social media. We recruited 27 participants (12
female and 15 male) within an age range of 23 to 48 (M = 33.2). We screened
participants for hearing impairments, colour blindness (including Tritanopia),
and synesthesia related to sound and vision. All participants signed an informed
consent form and were paid $24.

Setup. The study took place in a lab with two active sound zones (see Fig. 2).
Participants were asked to stand inside the left sound zone. Two different pop-
rock music tracks (by The Killers and Muse) were played, one in each zone.

4.2 Procedure

Participants were introduced to the sound zone system by walking around the
room for 1 to 2 min. We did not provide a verbal explanation of the system
in order for participants to only rely on their auditory and visual impressions.
The facilitator instructed them to walk into each sound zone and listen to the
sound within both of them as well as the sound around the zones. Participants
were then informed that the aim of the prototype was to display feedback about
their own sound zone and the room surrounding it. They were then asked to
adjust the volume of their own sound zone from minimum to maximum and,
again, walk into both sound zones and listen to the sounds. This also served as
a manipulation check to ensure that they noticed a difference in volume of their
own sound zone. Each trial then consisted of two phases as shown in Fig. 3),
with feedback displayed on the participant’s controller.
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Fig. 3. Left: Colour and brightness settings for phase A. Right: Colour transitions for
phase B. Each line shows which colour is displayed from minimum to maximum volume.

Phase A: Colour and Brightness. First, four colour settings were displayed
in a randomized order. Then, two brightness settings were displayed. We chose
the blue colour for displaying brightness settings, because it is the brightest,
perceptually [9]. For each colour and brightness setting, participants were asked
to rate how loud they would expect their sound zone to be on a scale from 0 to
100 (0 being silence, and 100 being maximum volume). They were then given a
map of the room in which the centers of the two sound zones were marked. The
facilitator asked each participant to draw a circular area within which they would
expect to hear their music track without being disturbed by the other track.
After all variations had been displayed, participants were given the opportunity
to correct responses and drawings. Phase A was conducted with no sound in
order to remove the possibility that participants would provide answers based
on what they heard rather than the light.

Phase B: Colour Transitions. We designed three colour transitions that were
displayed when participants adjusted the volume of their sound zone. Based
on the hypothesis that colours would be systematically organized according to
wavelength, we assigned blue to low volume and red to high volume. Participants
were instructed to adjust the volume of their sound zone from minimum to
maximum and focus on the colour and sound. The colour transition was initiated
when the volume of one sound zone was predicted to disturb another sound zone.
This was based on the distraction model developed in previous research [29]. The
facilitator then asked each participant to describe what each colour threshold
signified to them. Additionally, the facilitator asked participants to describe how
they believed the adjustment had affected the other sound zone. Participants
were exposed to all three versions in randomised order.

4.3 Analysis

Participants’ assessments of sound zone size and volume in relation to colour
were analyzed using a repeated measures ANOVA to compare responses across
all colour settings (blue, green, yellow, and red). This method is appropriate for
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continuous numerical response data with one variable when the distribution of
responses is approximately normally distributed. If the null-hypothesis (no sta-
tistical significance exists between the independent variable, i.e., colours) could
be rejected with an alpha value below .05, we conducted a pairwise post hoc
analysis with Bonferroni correction (to correct for multiple t-tests) to determine
which pairs were significantly different. For responses regarding brightness for
sound zone size and volume (low brightness and high brightness), we conducted
t-tests to determine significantly different pairs (p < .05). For significantly differ-
ent pairs, we report effect sizes calculated using the Cohen’s d formula. We anno-
tated the interviews and conducted a thematic analysis [8] in order to investigate
experiences of the light. We used an open-coding process, identifying and devel-
oping themes in two iterations. In the first iteration, 13 themes were identified.
Through the second iteration, these themes were consolidated to five regarding
(1) types of transitions, (2) illusions of sound behaviour, (3) conventions, (4)
experiences of how the sound distributes in the space, and (5) synchronisation
of sound zones.

4.4 Findings

Colour and Brightness for Volume and Size. We found that participants
related low brightness to low volume and small size, and high brightness to high
volume and large size. The mean volume responses were 12.7 for low bright-
ness and 79.5 for high brightness. The difference between these responses was
statistically significant (F 1,52 = 207.81, p < .01), effect size 4.329 (indicating
a large effect). 24 participants (89%) drew differently sized zones in relation to
different brightness values. The difference between low and high brightness in
relation to size was also statistically significant (F 1,52 = 63.18, p < .01), effect
size 2.175 (indicating a large effect). The mean sound zone size responses were
3.5 cm for low brightness and 8.6 cm for high brightness on a map that measured
16× 14.5 cm. For colour, we found a significant difference in participants’ vol-
ume responses (F 1,104 = 6.20, p < .01) which was due solely to the difference
between blue (mean = 37) and red (mean = 67), effect size 0.973 (indicating a
large effect), as well as green (mean = 42) and red, effect size 0.876 (indicating
a large effect), both p < .05. However, we found that 24 participants (89%)
ranked colours in similar ways. 15 participants (56%) placed red at the high end
of their volume responses, followed by yellow, green, and blue. 7 participants
(26%) placed the colours in the reverse order.

Instant Versus Fading Transitions. 15 participants described that a colour
fade better represented the behaviour of the sound as compared to instant transi-
tions. Some expanded that instant transitions were experienced as volume levels
whereas a fading transition supported what they heard and felt on the volume
controller. In other words, the fading transition matched the visual sense to the
auditory and haptic senses. This was also supported by some participants being
surprised when the colour changed instantly. Furthermore, even though we used
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the same colours for all transitions, participants experienced a bigger volume
change for the instant transition as compared to the fade. Some participants
were confused that the brightness did not increase with the volume since they
believe that would have enhanced the representation of the sound behaviour.

Sound Zone Illusions. In several cases, participants described non-existing
sound behaviour. One participant described that the volume did not change
noticeably within each colour range, but it changed noticeably when the colour
changed. Some participants experienced that the sound responded differently
between the instant colour transition and the fading colour transition. For exam-
ple, one described that the volume level increased abruptly when the colour
changed instantly, but it increased gradually when the colour faded. One partici-
pant explained that the fading colour transition was less noticeable and therefore,
he was aware of the sound in a different way compared to the instant colour tran-
sition. Six participants believed that the zones switched places when the colour
changed on the controller. For most of these cases, participants believed that the
volume of the zones was constant, and they instead controlled the position of the
sound zones with the controller. Some participants mentioned this in relation to
the instant colour transition but not the fading transition.

Colour Conventions. As expected, participants relied on experiences with
colours as feedback about sound properties, but not all relied on the same con-
ventions. 12 participants mentioned that they perceived red as a warning, and
some specifically experienced it as a signal about potential hearing damage.
Relating the colour transitions to conventions in sound displays only applied to
the instant colour transitions and not the fading transition. We found that even
though some participants rated blue and green as high volume colours, several of
these participants changed this view quickly to match our settings where red is
related to high volume. In some cases, participants mentioned that they wanted
to modify their responses according to this newly established system. The pur-
ple colour in the ‘colour threshold’ transition was only displayed within a small
volume range. Some described that this allowed them to more easily adjust their
own sound zone to a volume level equal to that of the other sound zone.

A Bubble Effect. Seven participants believed that adjusting the volume of
one sound zone would not affect the other zone, as if the sound was contained
inside a closed bubble. We did not anticipate this response, because of the initial
introduction to the sound zones. During the introduction, only one participant
reported that he could not hear both music tracks in one zone with the other on
maximum volume. Some participants explained that they forgot about the other
sound zone when they could not hear it. In one case, a participant described
that the fading colour transition made it easier to forget the other zone. Seven
participants believed that the sound zones were acoustically isolated from each
other regardless of volume levels. Furthermore, our findings show that some
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participants relied on the displayed light for knowing whether or not sound
zones could overlap. For example, one participant believed that ‘colour threshold’
transitions signified disturbing another sound zone or not, while the fading colour
transition would lead to increased volume but no disturbance.

Synchronisation and Movement of Sound Zones. Eight participants
believed that the volume levels of the two sound zones were synchronised. We
found that participants described this synchronisation in different ways. Three
participants believed that increasing volume in one zone would lead to decreased
volume in the other zone. Another participant believed she was adjusting the vol-
ume of both zones simultaneously. Finally, four believed that the purple colour
signified an equilibrium between zones where they were at equal volume levels.

5 Study 2: Overlaps Between Two Sound Zones

For the second study, we investigated the research question: How can animated
light patterns be used as feedback for showing that sound zones overlap? To
address this, we investigated how patterns compare with each other in terms
of supporting users’ understanding of sound zone overlaps and for notification.
This study was also approved by the ethics board of the institution.

5.1 Method

Participants. We followed the same procedure for recruiting participants as
in Study 1. Since overlapping sound zones can only occur when multiple sound
zones are active, and social aspects of the experience could affect the experi-
ence of certain patterns, we asked participants to bring a friend. No participants
from the first study participated in the second. None reported hearing impair-
ments, colour blindness (including Tritanopia), or synesthesia related to sound
and vision, and none had prior experience with sound zone systems. We recruited
36 participants (22 female and 14 male) aged 19 to 28 (M = 22.8). Similar to
Study 1, all signed an informed consent form and were paid US$24.

Setup. Study 2 used the same setup as Study 1 with two active sound zones
(see Fig. 2). For each trial, we asked the participant and their friend to sit in
their own sound zones. Both participant and friend had a controller to adjust the
volume of their own sound zone. Participants were asked to respond to questions
about the light patterns on a tablet placed in front of them. They took turns
being an active and passive user. The active user turns up the volume of their
sound zone, and the passive user just listens to the music.

Feedback Settings. We used either white on both controllers or red or blue
for each controller. When increasing the volume of one sound zone to the point
where the sound zones overlapped, an animated light pattern was displayed on
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the affected sound zone. See Fig. 4 for the patterns. In study 1, we learned that
displaying feedback on participants’ own controllers made them less aware of,
or completely forget, the other sound zone. It could even emphasise the focus
on that person’s own sound zone. Based on that, we displayed the patterns on
the passive participant’s controller. We hypothesised that this would serve our
goal of showing how a volume increase by the active participant would affect
the passive participant’s sound zone, i.e., the fact that the active participant’s
sound zone overlaps with the passive participant’s sound zone.

We used six patterns in two categories, ‘Instant’ and ‘Gradual’. We included
instant patterns, ‘beacon’, ‘bright flash’, and ‘blink increasing’, as Harrison et al.
showed that their participants related these patterns to particular notification
states [14] and effectively grabbed their attention. This would be especially useful
for overlapping sound zones, since a user adjusting their volume cannot otherwise
hear or see overlaps with other sound zones. Instant patterns might be useful
for bringing users’ attention to these other sound zones and prompt them to
adjust the sound again to avoid disturbing other users. To complement the study
of these instant patterns, we included Harrison et al.’s gradual patterns [14],
‘staircase blink’, ‘gradual build’, and ‘lighthouse’, which we believed could give
a different understanding of how sound zones overlap, based on the research by
Löffler et al. [21]. Where instant patterns might notify users well, we aimed to
investigate whether the gradual patterns give users a more realistic imitation
of how the sound from one sound zone interferes with another sound zone. Our
investigation relied on animations shown on the entire LED strips as opposed to
parts of the LED strips. As such, this is a first step to identify whether or not
light animations can be utilised for sound zone feedback. Utilising the spatial
features of the LED strips is a next relevant step.

5.2 Procedure

Participants were first allowed to explore the room to create an initial experience
of the sound zones. They then received a short introduction to the prototype.
This included a description of the use situation for the prototype (i.e., “You are
in a shared living room with a friend, and you are listening to different music
tracks without wanting to disturb each other”). For half of the trial, participants
took an active role by increasing the volume of their sound zone and focusing
on the light on the other volume controller. For the other half, they took a pas-
sive role and watched their own controller while the friend increased the volume
of their own sound zone. We counterbalanced whether they started the trial as
active or passive. After up to 1 min of watching a pattern, participants were
asked to rate it in a Likert-item format from ‘Strongly disagree’ to ‘Strongly
agree’ according to how well it provided information in the form of six state-
ments about the sound zones. We incorporated recommendations from previous
research, including a mid-point option (‘Neither agree nor disagree’) [5], using
a 7-point scale [11], and labelling all options on the scale [5]. Participants could
provide additional comments. The six statements were phrased to investigate
sound zone overlaps, volume, and size: “The sound zones are overlapping”, “My
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Fig. 4. Brightness and colour patterns for study 2 categorized as ‘Instant’ and ‘Grad-
ual’. For brightness patterns, the height of the line signifies the intensity of the bright-
ness (from minimum to maximum). For colour patterns, the height is related to the
colour, and the default state of the volume controllers were blue (bottom) and red
(top). Here, the passive user’s controller is blue, and the active user’s controller is red.
(Color figure online)

sound zone is increasing in size”, “The other sound zone is decreasing in size”,
“The person in the other sound zone can hear my music”, “I am being warned”,
and “I should adjust the volume of my sound zone”. The order of the patterns
and statements were randomized for each pattern. At the end of the trial, we
conducted a small follow-up interview asking participants to elaborate on their
answers and describe how the light was experienced with the sound.

5.3 Analysis

Similar to Study 1, we performed a statistical analysis on the quantitative data
followed by a reflective thematic analysis with open coding of the follow-up inter-
views. Methods for analysing Likert items are widely debated [5]. The debate
is mainly centered on interpreting the responses as either ordinal or interval
data. For this study, we followed an ordinal interpretation and therefore con-
ducted a non-parametric analysis. We conducted a related-samples Friedman’s
two-way analysis of variance by ranks (using an alpha level of 0.05 as cutoff
for significance) because of its suitability for analyzing non-parametric ordinal
data with repeated measures. To determine which pairs were significantly dif-
ferent, we conducted a pairwise Dunn test. Finally, we conducted a Kendall’s
W test which indicates the effect size as a value between 0 and 1, representing
the agreement between participants. We used Cohen’s effect size interpretation
guidelines of 0.1 − < 0.3 (small effect), 0.3 − < 0.5 (moderate effect), and >
= 0.5 (strong effect). The thematic analysis was conducted in two iterations
by coding of transcriptions of the interviews. In the first iteration, six themes
emerged concerning (1) colours mixing, (2) gradual transitions as overlaps, (3)
associations for the colours and patterns, (4) ability to perceive light patterns
according to the participant’s role, (5) ability to act on overlaps based on the
participant’s role, and (6) feeling powerless when passive. In the second itera-
tion, these themes were consolidated within the five themes presented together
with the quantitative findings below.
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5.4 Findings

An overview of the results of the analysis for each statement described above can
be seen in Fig. 7 in Appendix 2. Boxplots showing the differences in ratings can be
seen in Appendix 3. Our analysis indicates that the patterns perform statistically
differently for five of the information statements but not the statement “The
other sound zone is decreasing in size”. We found that the Beacon (BA) and
Blink Increasing patterns (BC) perform best for all three categories. The follow-
up interviews conducted at the end of each trial offer qualitative insights into
why certain patterns performed better than others. These insights sometimes
contradicted the quantitative findings. In the following, we group our findings
according to categories of the information statements for which two fit into each
category.

Overlapping Sound Zones. The two information statements related to over-
laps were “The sound zones are overlapping” and “The person in the other sound
zone can hear my music”. For information about overlapping sound zones, W =
.124, indicating a small effect, we found that patterns with two colours performed
better than patterns in white for all except when comparing the Bright Flash in
white (AB) to the Gradual Build in two colours (BE) where the Bright Flash
performed significantly better. For example, the Bright Flash pattern performed
better in two colours (BB) than in white (AB) for the statement that the other
person can hear the participant’s music, W = .140, indicating a small effect. We
also found that instant patterns perform better than gradual patterns for both
white and two colours.

Some participants experienced the patterns and colours as a metaphor for
the sound zones. For some, this was the case for gradual patterns which were
described as more realistic than instant patterns. One participant explained that
the transition towards an overlap was fluid. Related to that, others mentioned
the colours mixing as a supportive metaphor for the music tracks mixing for
both instant and gradual light patterns. For one participant who put the instant
patterns highest, the colours signified what caused the blinking pattern to occur:
“I think the fact that I was red and that was blue added something. Then I
could see that my colour was blinking on the blue one which indicated that mine
was disturbing the blue one. It was also visible without colour, but I think it
made more sense that my colour was blinking on it.” (P11). Similarly, another
participant described that the instant patterns better supported her in seeing the
overlap between zones. She explained that the high-frequency shifting between
two colours indicated that both sounds were present in the same area of the
room. A third described a similar experience: “I think that with the [gradual
patterns], they were too slow which made you think: Is it happening now? Oh, I
guess it is. I could better understand it with shifts of a higher pace” (P23). One
participant expanded on his experience of assessing how much each music track
could be heard in the other sound zone: “It was hard that thing about, is this
loud enough that they can hear? Because I can’t hear their music. It was tricky
to figure out how much my sound affected them” (P19).
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Sound Zone Size. The two information statements related to sound zone
size were “My sound zone is increasing in size” and “The other sound zone is
decreasing in size”. For the first statement, W = .059, indicating a small effect,
we found that the Blink Increasing pattern in colour (BC) performed significantly
better than the Lighthouse pattern in white (AF) and colour (BF) as well as the
Bright Flash in white (AB) and Gradual Build in colour (CE). This was the most
significant difference. The findings for these patterns followed a similar direction
as above where instant patterns perform better than gradual patterns. When
asked to clarify their preference for Blink Increasing, participants underlined the
fact that it featured blinks at an increasing frequency. No patterns performed
significantly better than others for informing about the impacted sound zone
decreasing in size. Participants related the feedback to the sound zone they were
modifying instead of the affected sound zone. One participant noted: “I thought
it was difficult regarding whether or not they got bigger or smaller. I don’t really
think the light indicated that to me in any way” (P36).

Notification Level. For the statements “I am being warned” and “I should
adjust the volume of my sound zone”, we expected that results would align
with previous research [14], from which we defined the instant patterns. As
expected, the notification level was rated significantly higher for patterns with
colours compared to patterns only using brightness in white colour, W = .364,
indicating a moderate effect. This was especially true for the Beacon (AA, BA)
and Blink Increasing (AC, BC) patterns that blinked at a higher frequency. For
a call to action on adjusting their volume, participants put the Beacon pattern
in colour (BA) statistically higher than other patterns (except for the Bright
Flash (BB) and Blink Increasing (BC)), W = .190, indicating small effect. The
Beacon pattern in white (AA) performed statistically better than the Lighthouse
patterns in white (AF) and colours (BF). This indicates a tendency that, even
though colours are good for alerting participants, short blinks generally signal
a call to action for participants more than fading patterns, regardless of colour.
Participants commented that the gradual patterns, particularly the Gradual
Build (AE, BE) and Lighthouse (AF, BF) patterns did not attract their attention
or make a call to action as much as other patterns. One participant described
that the patterns were easier to separate from the colours when passive. In
contrast, when she was in the active role, she noticed the colours more. Several
participants described the patterns as more intrusive when passive. While instant
patterns in colour performed best, these were also described as most intrusive.

Passive or Active Role. We did not find any statistically significant dif-
ferences in how participants responded to the light patterns when comparing
responses from when they were passive to when they were active. However, the
thematic analysis showed that some participants experienced the feedback differ-
ently because, in the passive role, they could hear the overlap, and in the active
role, they could only see it. One participant expanded on this, saying that in the
active role, he could see there was an overlap but he did not know the extent
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to which he was affecting the other sound zone. Sitting far away from the light
pattern in the active role, some participants noted that it was more difficult to
see the pattern. Some elaborated, explaining that the colours can help make the
pattern more clear. In the passive role, however, the patterns were more easily
distinguished from each other. Some related the meaning of a pattern to whether
or not they were acting, and others related to what they heard (their own volume
getting louder or hearing the other music track overtaking their sound zone).

Light Patterns and Music. Some participants mentioned that they looked for
whether or not the light patterns matched the tempo or beat of the music. For
some, the gradual patterns reportedly seemed like a music feature, e.g., following
the beat, whereas the instant patterns more clearly did not align with the music.
Because the instant patterns did not appear to align with the music, participants
mentioned that they seemed less like a visualisation of the music and therefore
related to sound zone properties. One participant experienced that the blinking
patterns began at different volume levels. This aligns with other participants
commenting that the instant patterns better indicated the precise volume level
at which the overlap occurred. There was no clear indication of preference when
asked to choose between patterns in colour and in white. However, when asked
in the follow-up interviews, participants preferring white patterns explained that
these were more aesthetically pleasing and less intrusive for a home situation.

6 Discussion

6.1 Brightness Mimics Sound Zone Size

The goal of the first study was to investigate light as feedback about the vol-
ume and size of one sound zone. We specifically focused on colour, brightness,
and animated light patterns. Our findings extend previous research in the effect
of light on spatial experience to show that those spatial experiences can also be
used for supporting control of sound zones. Where previous research investigated
the effect of light on perception of room and object sizes [20,21,24], we have
used light as a visual overlay on an otherwise invisible experience. Our results
show that brightness can be used as an indicator for sound zone volume and
size. From the interviews, we deduce that this is due to participants’ experience
of the light behaviour as something that mimics sound behaviour. Interpreting
these results, we note that while the controllers have a fixed maximum bright-
ness, this is not initially known by novice users. While our findings suggest that
brightness is useful, this has two main implications for further investigations.
First, we expect that there is a learning curve in becoming familiar with the
feedback design which would be relevant to explore in further research. Second,
the experience of brightness will change according to the physical environment.
This will become especially relevant to investigate as sound zone systems move
outside the lab setting and into homes, hospitals, and other domains. Customi-
sation of the feedback to fit personal preferences and the characteristics of the
physical environment is part of the next steps in this research.
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6.2 Instant Light Patterns Mimic Overlapping Sound Zones

Study 2 investigated animated light patterns for feedback on overlapping sound
zones. The findings revealed participants’ understanding of what constitutes an
overlap between sound zones. The fact that the instant patterns rank highest for
all three information categories can have several reasons. First, we confirm pre-
vious work on the effectiveness of instant patterns for notifications [14]. Second,
we expand on this work by showing that these patterns can also be used in the
specific context of sound zone systems for showing that sound zones overlap—
especially for patterns in colour that, according to some participants, provide a
metaphor for the two music tracks mixing. This interpretation could be depen-
dent on the situation as pointed out in previous research [1]. We acknowledge
that the statements on increasing and decreasing sound zones might have skewed
participants into a particular understanding of the sound zone behaviour. The
fact that no significant differences were found for the statement “The other sound
zone is decreasing in size” but were found for all other statements indicates that
no animations visualised a decrease in the size of the other sound zone. Future
research could include a broader range of statements to support or contend this.

The findings for notification levels are more general and not only applicable
to sound zone systems. This means that they do not necessarily carry particular
information about sound zones, such as whether or not the zones are overlap-
ping. Further research could investigate whether or not novice users expect one
sound zone to decrease in size when affected by another sound zone. Since par-
ticipants felt affected by a pattern when in a passive role, further research could
also investigate the case where feedback is only displayed on the side of the
controller that is visible to the active user as feedback can otherwise be con-
fusing and intrusive. This would also be relevant to explore outside lab setups
to allow for further insights into how the light is experienced in situations in
homes where it should not intrude on users’ primary activities, as stated by
Hazlewood et al. [15]. Our findings point to two distinct interaction paradigms
for sound zone interaction, either emphasising the behaviour of sound through
gradual patterns or the more abstract notion of sound zone bubbles through
instant patterns. Based on the follow-up interviews, our findings indicate that
choosing either interaction paradigm leads to different subjective conceptuali-
sations of how the sound zone affects the rest of the physical space. This will
also affect the utilisation of the spatial features of the LED strips. To emphasise
sound behaviour, a design could include sound direction. On the other hand,
notification patterns could be useful to provide differential information to active
and passive users.

6.3 Metaphors Confused with Symbolism

We included colours (blue, green, yellow, and red) in Study 1 to explore whether
these colours could represent characteristics of sound zone volume and size
through a similar affordance as brightness. However, while brightness and ani-
mated light patterns have shown to be useful, our findings confirm that colours
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in relation to sound have different symbolic meanings to users. This suggests
that colour cannot be used in the same way as brightness, where users rely on
tacit knowledge about object properties [21]. This does not necessarily mean
that colour cannot be used in displays for sound zone feedback, but they do not
reliably carry information about spatial properties themselves. Instead, colour
can be used in animated light patterns that mimic sound behaviour, such as
transitions between colours. A possible future avenue is to provide a colour
“identity” for each sound zone which can be, e.g., chosen by the user. This will
be especially useful in situations with more than two users. For Study 1, we
found that while participants typically ordered the four colours in a sequen-
tial way (red, yellow, green, and blue – or mirrored), it also led to confusion
among some participants. Because the aim is to show volume intervals, a future
research avenue could be to explore other colour mappings such as sequential
color mappings with single colours [25] or with inspiration from the use of nodes
by Bastian and Heymann where colours reflect proximity to other nodes [2]. This
could also extend Löffler et al.’s prior research [21] by investigating the effect
of the saturation parameter on perception of sound zone properties. Drawing
inspiration from previous research on the effect of light on perception of spatial
properties of space and objects [20,21] for Study 2, we expected that gradual
light animation patterns would provide participants with realistic information
about sound zones overlapping. However, while many participants understood
and appreciated the metaphor offered by these patterns, our analysis indicates
that they do not allow participants to easily adjust the volume of their sound
zone with reassurance that they are not disturbing someone in a different sound
zone. A key takeaway, therefore, is that light patterns for sound zones should
have distinguishable contrasts to support understanding of overlaps.

7 Conclusion

Sound zones are invisible and thereby challenging to understand. We tackle this
design challenge by using brightness and colour for feedback about sound zone
volume, size, and overlaps based on prior research showing a relation between
variations of light and experience of object properties. We confirm that bright-
ness can be used to inform users about both sound zone size and volume. We
also show that instant patterns in colour are useful for overlaps. Future research
could investigate other light settings and designs, e.g., by including saturation
as a parameter for adjusting the light. Another opportunity is to utilise the
spatial features of the volume controller to, e.g., show the direction from which
the sound is coming. Other avenues include using light on other interfaces and
varying what light is visible to each user in a multi-user setup. Second, future
research could investigate different situations where light is used as feedback for
sound zones to clarify the effect the situation has on the user experience.
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A Appendix 1

See Figs. 5 and 6.

Fig. 5. Top: Participant ratings on colour settings for sound zone volume. Bottom:
Participant ratings on colour settings for sound zone size.
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Fig. 6. Left: Participant ratings on brightness settings for sound zone volume. Right:
Participant ratings on brightness settings for sound zone size.
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Appendix 2

Fig. 7. This figure shows the performance of each individual pattern in comparison to
the other patterns according to each of the six statements investigated. Dark blue: The
pattern in the column performed significantly better than the pattern in the row (p <
0.05). Yellow: The pattern in the row performed significantly better than the pattern
in the column (p < 0.05). Green: No statistically significant difference found. (Color
figure online)
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Appendix 3

See Figs. 8, 9 and 10.

Fig. 8. Top: Participants’ responses to the statement “The sound zones are overlap-
ping”. Bottom: Participants’ responses to the statement “I should adjust the volume
of my sound zone”.
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Fig. 9. Top: Participants’ responses to the statement “The person in the other sound
zone can hear my music”. Bottom: Participants’ responses to the statement “I am
being warned”.
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Fig. 10. Top: Participants’ responses to the statement “My sound zone is increasing
in size”. Bottom: Participants’ responses to the statement “The other sound zone is
decreasing in size”.

Appendix 4

The following supplementary materials can be located here:
https://www.dropbox.com/sh/poc15eypbnvl0af/AAAhO5jnWsMJLIEw0kt6DI
X8a?dl=0

– Data from Likert-item responses in Study 2
– Video figure that shows the experimental setup and the light patterns used

in Study 2
– Questionnaires used in Study 1, including (1) for brightness settings and (2)

for colour settings

https://www.dropbox.com/sh/poc15eypbnvl0af/AAAhO5jnWsMJLIEw0kt6DIX8a?dl=0
https://www.dropbox.com/sh/poc15eypbnvl0af/AAAhO5jnWsMJLIEw0kt6DIX8a?dl=0
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– Likert-item questionnaire used in Study 2
– Information sheets handed out to participants in both studies
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Abstract. We investigate common objects as material support for pro-
gramming workshops for children and adolescents in non-formal learning
contexts. To this end, we engaged in a one-year participatory design pro-
cess with a facilitator of programming workshops. Based on observations
of workshops and interviews with the facilitator, we mapped out their
artifact ecologies to investigate how the multiple artifacts and common
objects were orchestrated by the facilitator and then adopted by the
participants of the workshops. Building on these findings, we explored
the development of a collaborative teaching tool, MicroTinker, through
a participatory design process with the facilitator. This paper presents
the results of our analyses and shows their constructive use to design
technology in a non-formal learning setting.

Keywords: Artifact ecology · non-formal learning · participatory
design · programming education

1 Introduction

Research on learning programming has a long tradition [31]. This research has
shifted over the years from a predominantly individualistic and tool-oriented
focus to one that is sociologically and culturally grounded [29]. In line with this,
we investigate the social and material structures that constitute a set of pro-
gramming workshops for children and adolescents in non-formal learning envi-
ronments, outside of formal education [39]. Such non-formal settings are key for
the development of technology skills, such as programming [32]. Early exposure
to programming can bring many benefits, increasing children’s interest in com-
puting and promoting their social, emotional, and cognitive development [8,21].

However, current software tools for educational settings are often designed
around a laptop programming paradigm that tends to restrict collaboration
rather than encourage shifting of roles and sharing of experiences when learning
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Fig. 1. Two programming workshops for children and adolescents that we ob served:
Workshop 1 Technology Play and Workshop 2 Robot Art.

technology skills [47]. Because the availability of tools and the purposes of the
learning activity, as set by the facilitator or the participant, affect the intended
outcomes, it is important for facilitation to match tools with purpose, space, and
characteristics of the participants [20,36]. HCI studies of technology education
in non-formal learning contexts typically have a specific single focus, such as
factors that impact learning [41], a specific technology like Scratch [35], or a
specific context such as a makerspace [49]. The real-world integration between a
heterogeneous set of technologies and broader social and cultural concerns within
educational technologies is missing [48], except for a few culturally grounded
studies of technology use in non-formal learning environments [4].

We present findings from an artifact ecology analysis of non-formal program-
ming workshops for children and adolescents and a participatory design process
where we designed a collaborative teaching tool together with a facilitator with
life-long experience in technology education. Focusing on multiplicities of arti-
facts, objects and, purposes [34], we first conducted an artifact ecology analysis
based on observations of six programming workshops (see Fig. 1) and interviews
with the facilitator. An artifact ecology analysis foregrounds the relationships
of artifacts to practices in the context of individuals or groups [34] and has
been applied to different contexts such as collaborative writing [33] and volun-
teer communities [17]. We used these theoretical concepts generatively [7] i.e.,
analytically, critically, and constructively to make them actionable in a partic-
ipatory design process over six months with the facilitator whose workshops
we had observed. We built a collaborative teaching tool, MicroTinker, focus-
ing on sharing and common objects to support the facilitation of workshops.
As a starting point, we used a locally developed software platform, CoTinker,
for orchestrating learning activities around programming. We implemented an
activity for micro:bit with MicroTinker and explored it in two workshops with
teachers and children.

Our findings highlight how an artifact ecology analysis focused on the facil-
itator’s orchestration and participants’ adoption can help identify both explicit
and implicit knowledge about these types of learning environments. Using the
insights in the PD process allowed us to formulate situated implications for
design and point towards possibilities for remediation of the material support.
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2 Background

Non-formal learning takes place outside of formal learning environments, such as
schools but within an organizational framing, for instance, in museums, libraries,
computer clubs, or maker spaces [24,39]. It is supportive and guided or teacher-
led. The workshops we observed and designed for were all set in non-formal
learning contexts with some structure in their organization to emphasize learn-
ing about programming and technology. In the following, we provide more back-
ground specifically on computing and technology support in informal and non-
formal learning contexts and work on artifact ecologies and common objects.

2.1 Material Support and Non-Formal Learning Contexts

In non-formal technology education environments, activities are typically consti-
tuted of diverse programming and making activities, integrating playfulness and
creativity [52]. However, research is still scattered across disciplines, for instance,
in education, library science, and computer science [36]. Some studies investigate
factors of learning [24] like the role of age and gender [52], while other research
focuses on specific learning technology like Scratch [35], a specific context such
as makerspaces [49], or specific formats like hackathons and game jams [25].
Studies of the Scratch online programming community [19,30,43,45] expand the
focus on tangible construction kits and programming tools to also include more
intangible aspects, such as social and cultural dimensions [45].

In non-formal learning contexts factors such as the use of design materials,
spaces, and collaborative aspects are important to consider [27,45]. Previous
work has covered after-school programs to foster computing and technologi-
cal literacy [4] investigating the affordances for social interaction with technol-
ogy [3,22], the development of situated learning practices [4], and socially embod-
ied performance as an important element in children’s programming activities
to complement more cognitive foci, such as memory, perception and conceptual
understanding [26]. Whereas education around technology and micro-controllers
is often set in collaborative group contexts, most software tools available are still
designed around a laptop programming paradigm that tends to restrict collabo-
ration rather than encourage shifting of roles and sharing of experiences [47].

Upon this background, we see learning to program in non-formal learning
environments as mediated by a variety of artifacts from robots to programming
environments, and tools where participants are collaborating and focusing on
the objects of their activity [11]. To provide the means to further analyze these
material and collaborative aspects, we move on to presenting artifact ecologies
and common objects [2,15–17,33,34].

2.2 Artifact Ecologies and Common Objects

Human activity is mediated, social, and happening through common objects
and artifacts according to the basic principles of activity theoretical HCI [11,
14]. Technological objects exist in ecologies with other objects, used by people,
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not in singular activities, but together across webs of activities. Human use
of particular artifacts and objects happens across activities, configurations of
people, applications, and devices, and it is analytically important to embrace
such transitions and substitutions [14,15].

Objects are held in common through the simple exchange of objects, shar-
ing of objects, and common views of the same object [33]. Such objects are in
the making as the object moves from (shared) material to product and they
contain and represent for the user an idea of the end product (or intermediate
products along the way). It is important to be able to analyze the multiplicity
of objects and artifacts [16] and artifact ecology as a concept foregrounds the
relationships of artifacts to practices, in the context of individuals or groups
of people [34]. Hence, the notion of artifact ecologies allows for examining the
multiple interactive artifacts in use and highlights the multiplicity and dynam-
ics of computer-mediated collaborative activity including the interplay between
the personal and the shared [33]. It puts emphasis both on the multiplicity of
devices through which common objects are accessed and activated, on changing
configurations of tools (software and hardware), the settings and contexts in
which use happens, and the connected activities; for instance, whether there is
a particular, possibly enforced order of things [2].

Artifact ecologies help understand common objects and mediators in the
context of other objects and mediators that are used in an activity. As such, the
dynamic relationships between artifacts in an ecology may be used to analytically
frame developments in how activities are carried out and what meaning each
artifact holds in relation to the activity [2]. In the following, we are primarily
concerned with how joint learning activity is supported through common objects,
mediators, and their dynamics.

3 Process and Method

This paper investigates how artifacts in programming workshops mediate the
activities with a focus on shared and common objects using these concepts both
analytically and constructively [2,6] to design material support.

Fig. 2. Overview of the research process from observations to participatory design.
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We employed a participatory design approach [12,13] (see Fig. 2). First, we
collected empirical data from participant observations [51] of two programming
workshops in six instances (Workshop 1 Technology Play and Workshop 2 Robot
Art), followed by Interview1 with the facilitator of the workshops (henceforth
referred to as Facilitator). Based on this, we conducted an artifact ecology anal-
ysis [28], mapping the different workshop activities to investigate the ecologies,
technologies, layouts, and the collaboration and sharing between participants.

Based on the findings from the artifact ecology analysis, we interviewed the
Facilitator again (Interview2), and carried out a participatory design process
where we iteratively co-designed, developed, and explored a web-based teaching
tool with the Facilitator. We analyzed the design interactively with the finding
from the artifact ecology analysis and used and evaluated it in two different work-
shops (Workshop 3 Prototype evaluation and Workshop 4 Prototype evaluation).
Interwoven with this, we also conducted two additional interviews (Interview3
and Interview4 ) with the Facilitator.

Our methodological approach is to study the very particular [9] where we
engaged with a Facilitator throughout a one-year process. The Facilitator works
at the computer science department of a university, has a long career teaching
university students, and is the leading educator of high school teachers in the
municipality. The Facilitator has developed teaching materials on programmable
robots and is organizing various formal, informal, and non-formal learning events
for children, such as local maker fairs, programming clubs, and international
programming competitions such as the World Programming Olympiad.

3.1 Observations and Workshops

We conducted observations [51] of two different workshops (Workshop 1 Tech-
nology Play and Workshop 2 Robot Art) in six different instances over four
months. This included one workshop series (Workshop 1 Technology Play) with
the same participants consisting of five consecutive events. The workshops were
organized by the Facilitator. All workshops were set in a non-formal learning
context for children and adolescents (aged 9–21) within the general theme of
programming for beginners. The participants were recruited by the Facilitator.
All activities were free of charge and provided food and drinks for participants.
The participants and their parents were informed of the researchers’ presence
and the purpose and type of data that we collected. We conducted the obser-
vations by attending each of the workshops and collecting field notes without
interacting with the participants. We used an observation grid consisting of the
dimensions: space and tools, children, facilitators, and procedure. The observa-
tion grid served as a reminder to reflect on each of the dimensions as different
points of focus. The two workshops studied were:

Workshop 1 Technology Play. This workshop series took place for five con-
secutive weeks for two hours with nine participants in the evenings in a robotics
workshop at a university. The activity targeted girls aged 9–11 and was co-
organized by an organization and the university. The participants built a concert
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stage with light, music, and moving singers and dancers using LEGO Spike Prime
which is a learning tool that enables building with LEGO and programming of
motors and sensors with a block-based programming language1. In the first two
gatherings, the participants got familiar with LEGO Spike Prime by building
walking grasshopper robots in groups of two. In the next three instances, they
built stages in wooden cubes. In the last instance, each group presented their
stage through a performance.

Workshop 2 Robot Art. This workshop was organized within an IT Camp
for girls at a university. Participants, between the ages of 16–21, participated
in a range of activities and lectures over a week. The workshop took place in a
lecture room with 28 participants for two hours. The theme of the activity was
to build a drawing robot with LEGO Spike Prime in groups of three to create
an art piece. The drawing robot held a pen and could be programmed to draw
different shapes with a block-based programming language. Each group created
one art piece that was then presented at the end in an art exhibition.

3.2 Interviews 1–4

We recruited the Facilitator for four semi-structured interviews, conducted by
one of the researchers. These interviews were carried out in person, lasted around
45–100 min, and were audio recorded and transcribed. The interviews were con-
ducted at different points in the process (see Fig. 2). With the interviews, we
aimed to better understand the reasoning and motivations of the Facilitator
with regard to how workshops were organized, to supplement the observations,
and to get insights into the experience with the participatory design process.

3.3 Artifact Ecology Analysis

We conducted an artifact ecology analysis and visual mapping of the observed
workshops and coded the interviews and notes from the observations. Visual
mappings [28] were done by visually grouping artifacts based on empirical
data (see Fig. 3). We did a spatial mapping of the room layout for the start
and end of the activity, focusing on space, people, tools, and spatial positions.
This led to a detailed map of the technologies, materials, and processes.

For the coding of the empirical material, we used notes from observations
and transcribed interviews. We developed the codes over multiple iterations and
discussed them in meetings among researchers. We then structured the emerging
themes into categories, condensed descriptions, and illustrative quotes.

1 An example of such a workshop: https://www.youtube.com/watch?
v=0YGq7cjs9Xw.

https://www.youtube.com/watch?v=0YGq7cjs9Xw
https://www.youtube.com/watch?v=0YGq7cjs9Xw
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3.4 Prototype Design

We conducted a participatory design (PD) [13] process with the Facilitator that
tied into the findings from the artifact ecology analysis. The focus of the design
explorations was to scaffold collaboration and knowledge sharing of program-
ming through software. We used our CoTinker platform [38] as a foundation for
prototyping which is an experimental platform for exploring collaboration and
facilitation in computational thinking-related learning activities. As a starting
point, we used our first CoTinker-based prototype [38] designed for a learn-
ing activity in high-school biology as a provotype [37] because the pedagogical
and didactical approach it embodied differed drastically from the one practiced
by the Facilitator. Together with the Facilitator, we designed and developed
a collaborative teaching tool, MicroTinker that integrates micro:bit [1] Micro-
controllers such as the micro:bit are increasingly used in classroom settings to
teach skills, attitudes, and knowledge around technology [1], and are commonly
used in schools in Denmark. The iterative PD process ran as a series of bi-weekly
design sessions between the Facilitator, researchers, and developers of CoTinker,
as well as ad-hoc meetings between the Facilitator and the two developers. As
part of the process, we explored MicroTinker in teaching activities in two differ-
ent prototype trials (see Fig. 7).

Workshop 3 Prototype Evaluation. This was a one-hour workshop with a
group of five high school teachers in informatics, set up to get didactic feedback
for further iterations. It took place in a meeting room at the university, with
two researchers present for observations. The Facilitator presented the tool, the
teachers tried it out in several exercises and provided feedback and ideas for
further development.

Workshop 4 Prototype Evaluation. We iterated on the exercises and the
tool that were then tried out in a two-hour workshop targeting children aged 10–
15. It took place in the robotics lab at the university with eight child participants,
one parent, three researchers, and the Facilitator.

4 Artifact Ecology Analysis of Programming Workshops

We start by presenting the artifact ecologies of the programming workshops by
describing the orchestration of activities by the facilitator based on the facili-
tator’s intentions with regard to technology and layout of activities. Then, we
highlight observations from the adoption of the orchestrated ecologies by partic-
ipants during the different activities.

4.1 Orchestration

For Workshop 1 Technology Play and Workshop 2 Robot Art , the Facilitator
prepared orchestrated ecologies of different artifacts for the participants. Orches-
tration in the context of artifact ecologies [46] describes the process of aligning
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Fig. 3. Examples from the visual mapping in the artifact ecology analysis. (A)
Overview of Workshop 1 Technology Play (B) Layout of Workshop 2 Robot Art .

constellations of technologies between the involved actors in a group. Workshop
1 Technology Play and Workshop 2 Robot Art were mainly pre-orchestrated by
the Facilitator based on the assumptions of how the ecologies would be adopted
by participants in the activity. During the activity, the participants adopted
from the pre-orchestrated potential ecology [33] which are all artifacts available
to the participants. The orchestration included devices, software, other building
materials (LEGO bricks, cardboard, paper), and tools (scissors, glue, knife). This
process of orchestration was planned by the Facilitator based on the intention of
the specific activities and happened on different levels: both for the individual
ecologies of participants working on the same project (either individually or in
groups) as well as the overall ecology of all the materials in the room. These
were set up in the same way for all groups and formed the overall ecology of all
the actors taking part. For instance, in Workshop 2 Robot Art the ecology of one
group of three was a laptop with one robot to create an art piece and together
with all the groups in the room and the Facilitator formed the overall ecology.

Technology. In both observed workshops, participants used LEGO Spike Prime
to control sensors and movement with a block-based programming language. The
activities included various other building materials such as LEGO bricks and
pen and paper in Workshop 2 Robot Art and string, stuffed animals, cardboard,
feathers, foam, and stickers in Workshop 1 Technology Play . The Facilitator
intended for participants to “express [themselves] by means of programming”
where physical computing provided opportunities to learn programming: “It’s
not very easy to make the correspondence to what’s happening on the screen and
then the program, as it is with robots or light or movement”. Both Workshop
1 Technology Play and Workshop 2 Robot Art revolved around a shared object
that the group built together (a drawing robot and a music stage) that was used
in an exhibition or performance at the end as a shared activity. The participants
approached the task independently in groups with the goal of enabling self-
expression: “I think you can make them program, if it has a purpose and [...]
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they end up with something that expresses themselves, within that purpose”. The
Facilitator took on the role of assisting the groups with achieving the goals they
had set for themselves.

The selection of technology happened by negotiating a tension between why
the technology was used, what it was used for, and how it was used [14]). For
instance, in Workshop 1 Technology Play , the participants were not intended to
learn how professionals code, instead, they were supposed to experience being
creative with computation (why) by controlling sensors and actuators (what)
through programming with whatever means were available (how).

Fig. 4. Layout: (A) Workshop 1 Technology Play , (B) Workshop 2 Robot Art .

Layout of Activities. Workshop 2 Robot Art was set in a bigger classroom
with desks for each group on the sides of the room (see Fig. 4). On one side
of the room, there were desks with materials such as paper, LEGO bricks, and
writing utensils for participants to pick up if needed. Additionally, a large strip
of paper was taped to the floor in the middle of the room between the desks
where participants could test out their drawing robots.

Workshop 1 Technology Play , was a series set in the robotics lab of the
university, a medium-sized room with a big table in the middle (see Fig. 4). The
robotics workshop lab had multiple different materials such as LEGO, fabric,
stuffed toys, and cardboard that participants could use.

Workshop 1 Technology Play and Workshop 2 Robot Art focused on work in
groups. This was reflected in the spatial organization of the workshops and how
the Facilitator orchestrated the ecologies. Both Workshop 1 Technology Play and
Workshop 2 Robot Art provided a shared desk and shared paper for interactions
between groups, enabling participants to see what the other groups were doing.
For the Facilitator, this spatial organization was intentional: “I do not tell them
they can take a piece of paper from the table and sit at their own table to do
drawings. In the beginning, I say: “Do it without the pen in the beginning, on the
floor, so it doesn’t fall down. Then do it with a pen on the common paper [...] to
make some initial drawings... and finally, do it on your own paper.’ ” with the
goal to “get some building activity that we have in common in the middle” and
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create “something like a fire camp, where we can sit around and do something”.
For the Facilitator, the goal was to create a shared place where participants could
meet and communicate: “To make the room inviting, to stand up and draw in
the middle, because then they see each other and see each other’s activities and
maybe talk to each other”. The Facilitator wanted to create a layout where the
ecologies of the individual groups were visible to the other groups to create
awareness of the joint activity.

4.2 Adoption

In the adoption of the orchestrated ecologies, participants used the different
artifacts provided to them both in ways that were intended by the Facilitator
and in unanticipated ways. In the following, we highlight findings regarding
shared and common objects, copying, and collaboration.

Common Objects. The focus of the common object in Workshop 1 Technology
Play changed throughout the activity. At first, the groups made sketches of their
stages, then they built the stage with the different singers, dancers, and decora-
tions, and finally, they integrated the motors of LEGO Spike Prime to make the
elements move. Instead of working mainly with LEGO Spike Prime, participants
spent a lot of time decorating their stages and had to be pushed by the Facilita-
tor to integrate the technology into their stages. The Facilitator remarked that
“a lot of you will do what you are good at with the materials that I have around
the table, which is not programming and building with Lego [...] and that’s what
happened with the girls [...] they put up this Christmas stuff instead of making it
turn” suggesting that the participants focused on what they already knew and
were good at. The Facilitator had to encourage the participants to bring the
technology back into the activity since they “didn’t see the LEGO as material
in the design process”. As a result, the Facilitator was considering changing the
activity for future workshops by starting with the technology for the stages.
While the activity was structured by the Facilitator using different materials,
the participants adopted these in ways that were different and unintended.

Figure 5 illustrates how the common objects changed as the activity in Work-
shop 1 Technology Play unfolded. In Fig. 5A, the common object was the laptop
and robot shared by pairs of children, the large screen shared by all in the room,
and the table that all pairs were gathered around. In Fig. 5B, the common object
was mainly the robot and the laptop with which the groups could make the robot
move. In Fig. 5C, the common object was no longer the digital technology but
pen and paper, used for dreaming up a vision and idea for their final product as
a sketch. When the sketch was done, the physical materials were allocated and
assembled for construction. When the physical materials started to take over,
the Facilitator reminded the participants of incorporating movement and light
into the stage, so that the physical and digital materials would merge (Fig. 5D).
The product, the stage, the motors, and the laptop were the shared object within
groups, while the groups were also aware of and inspired by each other’s objects.
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By the end of the activity, (Fig. 5E), the products were presented and exhibited
to parents and families, and the object shared was now also a part of a larger
ecology of objects being on show. The workshop participants were simultane-
ously working, collaborating, and focusing on the objects of their activity [11],
where these objects were held in common [44]. However, they changed through
the process and were always intermediary [33].

Fig. 5. Examples of common objects from the early, middle, and final stages of the
workshop series Workshop 1 Technology Play . (A) Initial setup, (B) Robot, (C) Sketch,
(D) Stage, (E) Performance and exhibition.

Copying and Collaborating. For Workshop 1 Technology Play and Workshop
2 Robot Art , participants worked in groups on a shared task. In addition, the
Facilitator wanted to enable cross-group interaction and communication among
groups so that they could “see each other and see each other’s activities and
maybe talk to each other” to “ make sure that they knew, what each there were
doing”. The visibility of the ecologies of the groups was also meant to enable
copying of what other participants were doing. This was rooted in the Facil-
itator’s belief that “normally in their play culture, they [...] go out into the
playground and then they copy and remix what the other kids are doing”. By
arranging the room to enable visibility between groups, the participants started
picking up elements of the others’ stages and when one group would discover a
new feature, like playing sound, the other groups would follow. In Workshop 1
Technology Play and Workshop 2 Robot Art , the spatial organization and group
constellations changed over time. Especially in Workshop 2 Robot Art , partic-
ipants were seated only in the beginning and then spread out over the whole
space, some sitting on the floor in groups or on the desks. First, the focus was
on assembling the robot, then on programming and making it move, and finally
on testing out different robot movements to create an art piece. The activity cen-
tered on the shared piece of paper on the floor that the robots would draw on,
and participants walked around to grab materials or look at the work of other
groups. In Workshop 1 Technology Play , participants similarly started seated
and would then move around the table to other groups or to shelves for materi-
als. In this case, the groups transitioned to different configurations of the spatial
arrangement of their tools depending on the stage of their projects.
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4.3 Summary of the Artifact Ecology Analysis

The findings of the artifact ecology analysis demonstrate the link between the
Facilitator’s intention, orchestration of the room and the artifact ecology, and
the participants’ adoption as the activity unfolds. This follows findings from
Barkhuus and Lecusay [4] pointing to the importance of acknowledging already
established infrastructures in the learning environment, and that those infras-
tructures are flexible enough for adjustment. Flexibility was needed as the Facil-
itator’s intention and orchestration were supported by the room and physical
materials, but less so by the technology: The software environment for motors
and sensors was not designed for sharing between different groups and the par-
ticipants would need to physically gather around one computer to collaborate
or to view code from different groups. This is a reason for exploring possibilities
of how to remediate the material support and these findings served as a starting
point for the PD process.

5 Prototyping MicroTinker

Fig. 6. MicroTinker. (A) The teacher page with groups and exercise repository, green
marks in which exercise each group is. (B) The participant page with an embedded
MakeCode editor and instructions for the current step of the learning activity. (Color
figure online)

Building on the findings from the artifact ecology analysis, we employed an
iterative PD process in order to develop and try out a new digital teaching tool
for facilitating programming workshops in non-formal learning contexts. Partic-
ularly, to explore how the digital aspects of a learning activity could become a
common object. The goal of exploratively developing the tool was to facilitate
collaboration and sharing of code between participants and enable the Facilitator
to share and discuss the code of individual groups with the whole group. Based on
previous experience in building collaborative systems and software to facilitate
learning activities, we used CoTinker which is an in-house developed platform
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for creating web-based collaborative and flexible learning environments for pro-
gramming and computational thinking. The teaching activity imagined together
with the Facilitator revolved around the different sensors of the micro:bit. The
tool and the content were intended to be used in a teaching activity where small
groups would work together in a room with a facilitator. The central idea was a
stepwise tutorial where each step can include both the instructions and the inter-
active means to solve the given part of the tutorial. Through the PD process,
we came to imagine two main parts: the teacher page where the Facilitator can
administrate groups and steps, and the participant page where the participants
program and solve the steps of the learning activity.

Participant Page. The participant page is what the participants load on their
laptops and where they program in groups (Fig. 6). The page integrates a version
of the MakeCode interface and an additional panel with instructions from the
Facilitator. An activity is divided into steps that participants can go through.
A step includes instructions and/or inspiration for the given assignment and a
pre-loaded starting point for a micro:bit program. Additionally, the participant
page enables participants to share their code in a code library to access and reuse
their programs. The participant page is collaborative, and anyone with the link
can modify and access the project in real-time.

Teacher Page. The teacher page functions as a space for the Facilitator to
manage the groups and the learning activity. The Facilitator can access the
participant page of all groups to, for instance, share their work with the whole
class on a project or large display. The Facilitator sees exactly the same as the
groups and can collaboratively edit the micro:bit code. The teacher page shows
an overview of the progress of each group, which enables the Facilitator to move
all the groups to the same step in the learning activity.

Fig. 7. Prototype evaluation. (A) With high school teachers, (B), with children.
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5.1 Learning Activity

The Facilitator authored an activity for MicroTinker consisting of several exer-
cises for the micro:bit which all revolved around the sensors of the micro:bit such
as sound, light, and the accelerometer. The exercises involved creating patterns
on the light panel of the micro:bit to create hypnotizing eyes (of a snake or
Odin) by holding the micro:bit behind a cardboard cut-out, and the creation of
a step-counter where the micro:bit can be attached to a shoe.

6 Exploring MicroTinker

In the following, we report on the findings from the PD process of developing
MicroTinker with regard to sharing and common objects in the workshops and
how the tool shaped and integrated into the teaching and orchestration process.

6.1 Sharing and Common Objects

During the observed workshops (Workshop 1 Technology Play , Workshop 2 Robot
Art), sharing of the physical products (the stages, art pieces, and robots) was
done through the spatial layout of the activity: “you can go around between the
groups and you can see what they have been building”. However, this was not
the case in the same way for the code: “but you can’t see what they’ve been
programming because you [seldom] look at the computer”. Therefore, one of the
main goals for the development of MicroTinker was to make the digital material,
i.e., the code, accessible and shareable like the physical material: “each have their
own app and you can’t share it [...] There’s a lot of places where the programming
is hidden somehow. This tool can make it as visible as the physical stuff”. For
the Facilitator, being able to share the digital material could make participants
aware of the shared activity and show the value of seeing other participants’
solutions: “the possibility of sharing screens made it more explicit that we also
have this to share [...] Instead of sitting each with their own screen we are aware
that we all have a screen, and we’re doing the same thing, and we’re doing it
different ways, and maybe it’s a good idea to see what the others are doing.” In
this case, the option of sharing code had the potential of creating awareness of
the code as a common object between participants within the wider context of
the joint workshop activity.

During Workshop 4 Prototype evaluation, sharing of the products was
enabled in the same way as in the observed workshops through the room layout,
with cardboard cut-outs at the front where the participants could try out their
programs making these visible to the other participants (see Fig. 7). Sharing
with all participants was mediated through the large screen at the front where
the Facilitator could open participants’ programs. In this case, sharing code and
sensor values on the large screen facilitated communication between participants
by transitioning between individual work and shared group activities.

The code became common between the participants, as did the teaching
material which had previously been PowerPoint slides that were now integrated
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with the code editor. However, after reflecting on the prototype evaluations,
the Facilitator found it better if the slides would not show on the participants’
screens in the tool as “there’s no reason for them to see the whole screen as a
PowerPoint”. It suited the Facilitator better if participants would look at the
slides on the projector to help attract their full attention. In this case, having the
shared focus of the group during instructions was more useful to the Facilitator
than having the teaching material shared on all laptops.

6.2 Between Improvisation and Structure

At first, the Facilitator was skeptical of CoTinker as it would be “getting rid of
the teacher” and thus did not fit with the Facilitator’s way of teaching: “my first
reaction was [...]: ‘come one, that’s not how you teach”’. For the Facilitator, it
was important to maintain an active role during the teaching whereas the initial
CoTinker prototype was focused on supporting autonomous work of students.
Therefore, in the PD process, one goal became to develop a tool that would give
the Facilitator control and an active role during the workshops.

There was a tension between how the Facilitator was involved in the pro-
gression of the prototype evaluation workshop with children and how this role
was externalized through the tool: The Facilitator wanted to be able to orches-
trate the activity while having room for improvisation during the workshop. On
the one hand, the tool provided fine-grained steps: “what the tool gives me is to
have extremely simple programming exercises in a series where every step is very
minor”, on the other hand, a balance was needed with the different progress of
participants and the freedom to adapt the teaching to that: “somehow you need
to plan using CoTinker so that you can have some [...] do whatever they like, and
some of the other students do what I say they should do”. Whereas previously
these activities were spontaneous and improvised during the workshop, the tool
made the Facilitator plan and externalize parts of it: “but normally that’s part
of the planning of the activity on the fly [...], it is not something you do before-
hand sitting with a tool. But that [CoTinker] tool, as every other tool, makes you
aware of how you should plan the teaching activity”.

The tool made the Facilitator reflect on the process and the individual steps
during the workshop: “then I would realize where I should make sure that every-
body was at the same slide as I, or where should I let them do something else?”.
The Facilitator thought that there could be benefits to this, such as making
teachers reflect on the different aspects and steps of the activity serving as an
educational tool for planning teaching: “maybe for an inexperienced teacher it
might be good to have [...] the activities and the planning of the activities within
embedded in such a tool, so they can learn how to teach programming by means
of the tool”. The tension between structure and improvisation highlighted that
externalization of the facilitation through the tool was an important design con-
cern and balance to maintain.
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6.3 Integration of Functionality

MicroTinker integrated functionality that the Facilitator had previously used
with other tools and it thus became a substitute. Before, the Facilitator made
slides in PowerPoint to plan workshops. As these functions became integrated,
the Facilitator needed to figure out how to orchestrate the workshop: “it was
a learning process to figure out how to prepare some learning activity by means
of a tool that, it’s not PowerPoint but it’s like PowerPoint. It’s not sharing a
common screen, [...] I show something up there with the tool on my screen and
then they are supposed to do it with their tool on their screen. These things I
really had to think about it and adjust to [...] the media of the new tool”. When
reflecting on this, the Facilitator remarked that the tool could take a role that
was not only specific to the context that we had designed it for: “now it’s like
any other tool. It’s PowerPoint with a programming tool integrated or the other
way around, and then you can share screens in a more elegant way. That’s it.
That’s a tool you can use for anything. It’s not built into the tool how to use it”.

Similarly, when adopting the tool in Workshop 4 Prototype evaluation, the
Facilitator remarked that using it required a conscious adaption throughout the
workshop facilitation: “there [was] one occasion where I forgot that I can actually
see what they’re doing [...] and I should have said ‘let me look at your page’ so
I can correct or see what’s wrong [...] that’s because I’m not used to using it
like that.” Other functionalities integrated into the tool, like the ability to move
all participants to the same step, were not used by the Facilitator: “ I actually
didn’t use the tool to make them go to a specific page because normally you would
just shout out ‘are you all on this page?’ ”

Using MicroTinker changed the dynamics of the artifacts previously used by
the Facilitator and required a rethinking of the orchestration and adoption for
the tool to be integrated into the new artifact ecology in the wider context of
the activity and teaching practice.

7 Future Work and Iterations

In the current version of MicroTinker, the focus was not specifically on the prepa-
ration of teaching material. Instead, these steps involved the software developer.

The Facilitator wanted to be able to author the teaching material in future
versions: “I need to be able to write my own material [...], with PowerPoint
you sit and then you mingle until the very last moment before you present it
to people. And here I barely remembered what I had put on the slide I sent
[name] a week ago”. The workflow of producing teaching material did not fit
with the practice of the Facilitator when preparing workshops. Designing and
developing authoring tools that would allow teachers to create, edit and adapt
learning activities through a graphical direct manipulation interface is a next
step beyond the scope of this prototype.

The Facilitator reflected on the prototype evaluations and how using a more
stable version of MicroTinker to prevent technical difficulties in longer, consec-
utive workshops would provide more insights into the sharing functionality. For
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instance, during the Workshop 4 Prototype evaluation, participants did not use
the shared code library: “they actually do not use that they can save code. That
might be because it’s not a long enough sequence of activity”. Similarly, the Facil-
itator was interested in organizing workshops with a higher level of complexity
and thought that this would make differences more pronounced: “I would be
curious about what will happen if they see each other’s programs when the pro-
gramming is a little more complex than we had in the workshop. Because then
you can see that they express themselves by means of these blocks differently”.

8 Summary and Discussion

This study contributes to the understanding of programming in non-formal learn-
ing contexts that are still under-explored [36,52]. In related work, the compo-
nents and intentions of each study vary significantly [36], not only in the variabil-
ity of countries, and disciplines but also in their scope [4,23,25,35,36,41,42,52].
Related work shows that it is relevant to consider the characteristics and aim of
facilitators, the tools and materials available, the spaces, and the social and cul-
tural structures [4,36,52]. We have done so by investigating the artifact ecologies
and common objects in a non-formal learning environment of six programming
workshops. We have used the findings of these analyses for a PD process of a
new teaching tool together with a Facilitator of programming workshops.

The findings from the artifact ecology analysis demonstrate the link between
the Facilitator’s intention, orchestration of the room and the artifacts, and the
participants’ adoption as the activity unfolds. The tool developed served as
an exemplification of how these insights can be turned into design construc-
tively [2,6]. This is only one such possible design and its usefulness lies in the
PD process. The digital tools did not support the collaborative setup to the
same extent as physical artifacts, as also noted by Roumen and Fernaeus [47].
The artifact ecology analysis and visual mapping enabled us to identify and
analyze common objects and their roles as mediators of sharing for the partic-
ipants. These findings provided opportunities to design a tool to address code
sharing, creating awareness among participants of the joint activity, seeing the
digital material as common, and enabling the Facilitator to share and discuss
the code of individual groups with the whole group. As such, the tool comple-
ments and extends the traditional laptop programming paradigm, which tends
to restrict collaboration rather than encourage shifting of roles and sharing of
experiences [47], and addresses the identified lack of a social context for learning
programming [31].

Through introducing CoTinker as a provotype, we ended up with additional
design implications with regard to facilitation. It helped externalize the Facili-
tator’s needs and practices for how to structure the activity, and the role of the
tool and the Facilitator became clearer. These findings extend previous knowl-
edge on the role of facilitation style and the facilitator in technology education
[10,20,36,50], and shed light on the importance of the facilitator’s practices
and ability to identify the types of instructional support necessary for individual
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needs [5,18,40]. In contrast to formal learning contexts, the purpose of a learning
activity in a non-formal programming context can be set either by the facilitator
or the participants [20,36].

The artifact analysis helped gain insights into how the Facilitator orches-
trated the activities with regard to the material support, but less so on the
process and practice of the orchestration itself. By introducing a new tool into
the Facilitator’s teaching, the process of orchestration and authoring of teaching
material changed as tools previously used got integrated into MicroTinker. An
authoring tool to support the process of orchestrating the workshops is needed
to support the Facilitator’s planning and preparation. This requires a thorough
understanding of how these activities unfold which is a topic of future work.

9 Conclusion

We have presented results from a PD process with a facilitator of programming
workshops in a non-formal learning context. We conducted an artifact ecology
analysis based on observations and interviews. The results have been used in an
iterative PD process in which we developed a new tool to support collaboration
and sharing of code.

The empirical setting is rich with multiplicities of artifacts and objects, some
of which are everyday and mundane, while others are rather specialized for the
teaching situation. The Facilitator sets up and orchestrates combinations that are
then shared and adopted and held in common by the groups in entire workshops
as they are both able to monitor the activities of other groups and explicitly
share them with the help of the Facilitator. The common objects represent the
workshop participants’ ideas of the end product, their intermediate designs along
the way, and the steps in the design process. In this study, we have seen how
both slides and code serve as common objects as they move from being part of
the orchestration of the Facilitator to becoming parts of the joint end product
of the groups. It is important to notice that they are not only shared material,
and they help students and the Facilitator share a vision of a future outcome of
the groups’ building process.

The type of study presented here can be useful for others who intend to
better understand both the explicit and implicit social and material structure
of non-formal learning environments. Analyzing the Facilitator’s orchestration
and intention with the artifact ecology and setup, and the participants’ adoption,
enabled not only identifying what dynamics impact the artifact ecology, but also
more specific needs and new technological possibilities.
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41. Pienimäki, M., Kinnula, M., Iivari, N.: Finding fun in non-formal technology educa-
tion. Int. J. Child-Comput. Interact. 29, 100283 (2021). https://doi.org/10.1016/
j.ijcci.2021.100283

42. Pitkänen, K., Iwata, M., Laru, J.: Exploring technology-oriented fab lab facili-
tators’ role as educators in K-12 education: focus on scaffolding novice students’
learning in digital fabrication activities. Int. J. Child-Comput. Interact. 26, 100207
(2020). https://doi.org/10.1016/j.ijcci.2020.100207

43. Resnick, M., et al.: Scratch: programming for all. Commun. ACM 52(11), 60–67
(2009). https://doi.org/10.1145/1592761.1592779

44. Robinson, M.: Design for unanticipated use... In: Proceedings of the Third Confer-
ence on European Conference on Computer-Supported Cooperative Work, ECSCW
1993, pp. 187–202. Kluwer Academic Publishers, USA (1993)

45. Roque, R., Kafai, Y., Fields, D.: From tools to communities: designs to support
online creative collaboration in scratch. In: Proceedings of the 11th International
Conference on Interaction Design and Children! IDC 2012, pp. 220–223. ACM,
New York (2012). https://doi.org/10.1145/2307096.2307130

46. Rossitto, C., Bogdan, C., Severinson-Eklundh, K.: Understanding constellations of
technologies in use in a collaborative nomadic setting. Comput. Support. Coop.
Work 23(2), 137–161 (2013). https://doi.org/10.1007/s10606-013-9196-4

47. Roumen, G.J., Fernaeus, Y.: Envisioning arduino action. Int. J. Child Comput.
Interact. 29(100277), 100277 (2021)

48. Selwyn, N.: Looking beyond learning: notes towards the critical study of educa-
tional technology. J. Comput. Assist. Learn. 26(1), 65–73 (2010). https://doi.org/
10.1111/j.1365-2729.2009.00338.x

https://doi.org/10.1145/3313831.3376422
https://doi.org/10.1145/3313831.3376422
https://doi.org/10.1145/3419249.3420185
https://doi.org/10.1145/1352135.1352260
https://doi.org/10.1145/1352135.1352260
https://www.oecd.org/fr/education/apprendre-au-dela-de-l-ecole/recognitionofnon-formalandinformallearning-home.htm
https://www.oecd.org/fr/education/apprendre-au-dela-de-l-ecole/recognitionofnon-formalandinformallearning-home.htm
https://www.oecd.org/fr/education/apprendre-au-dela-de-l-ecole/recognitionofnon-formalandinformallearning-home.htm
https://doi.org/10.1017/cbo9781139519526.015
https://doi.org/10.1017/cbo9781139519526.015
https://doi.org/10.1016/j.ijcci.2021.100283
https://doi.org/10.1016/j.ijcci.2021.100283
https://doi.org/10.1016/j.ijcci.2020.100207
https://doi.org/10.1145/1592761.1592779
https://doi.org/10.1145/2307096.2307130
https://doi.org/10.1007/s10606-013-9196-4
https://doi.org/10.1111/j.1365-2729.2009.00338.x
https://doi.org/10.1111/j.1365-2729.2009.00338.x


296 N. Bressa et al.

49. Sheridan, K., Halverson, E.R., Litts, B., Brahms, L., Jacobs-Priebe, L., Owens,
T.: Learning in the making: a comparative case study of three makerspaces.
Harvard Educ. Rev. 84(4), 505–531 (2014). https://doi.org/10.17763/haer.84.4.
brr34733723j648u

50. Smith, R.C., Iversen, O.S., Hjorth, M.: Design thinking for digital fabrication in
education. Int. J. Child-Comput. Interact. 5, 20–28 (2015). https://doi.org/10.
1016/j.ijcci.2015.10.002

51. Spradley, J.P.: Participant Observation. Waveland Press, Long Grove (2016)
52. Tisza, G., et al.: The role of age and gender on implementing informal and non-

formal science learning activities for children. In: Proceedings of the FabLearn
Europe 2019 Conference, FabLearn Europe 2019. ACM, New York (2019). https://
doi.org/10.1145/3335055.3335065

https://doi.org/10.17763/haer.84.4.brr34733723j648u
https://doi.org/10.17763/haer.84.4.brr34733723j648u
https://doi.org/10.1016/j.ijcci.2015.10.002
https://doi.org/10.1016/j.ijcci.2015.10.002
https://doi.org/10.1145/3335055.3335065
https://doi.org/10.1145/3335055.3335065


Engaging a Project Consortium in Ethics-Aware
Design and Research

Päivi Heikkilä(B) , Hanna Lammi , and Susanna Aromaa

VTT Technical Research Centre of Finland, Espoo, Finland
{paivi.heikkila,hanna.lammi,susanna.aromaa}@vtt.fi

Abstract. Ethics is an important perspective in project work. For a research and
development project, ethics plays a key role when creating a shared understanding
of societal goals and the intended long-term impacts of the project. It is an essen-
tial part of designing novel solutions and an integral part of conducting research.
However, ethics is typically an area dedicated to ethics experts only, even though
it would be important to embed it in the work of all project participants. In a
European project on smart manufacturing, we have pursued to involve the whole
project consortium to discuss and consider ethics in design and research through-
out the project. This paper describes our ethical approach and the results of the
engagement activities. Finally, we discuss the practical means we applied to create
awareness and commitment towards ethics.

Keywords: Ethics · Design Ethics · Research Ethics · Co-creation · Industrial
Work

1 Introduction

The role of ethics is drawing more attention in research and design projects due to
the application of emerging technologies, as well as emphasis on societal impacts and
sustainability in the project goals and outcomes. The development and application of
novel technologies, such as artificial intelligence, increases the efficiency of completing
tasks, but also creates social concerns, for example, on the privacy of technology users,
competences in using new tools and the true benefits of the tools.

While ethics is acknowledged as an important perspective of research and design
work, it may be challenging to embed it into project work and make a project group or
a consortium aware of and committed to ethical aspects related to research and design.
Although technology ethics is widely discussed in literature, a lack of practical examples
of design processes including ethics and engaging a project group or a consortium in
considering ethics may hinder the adoption of ethics in project work.

This paper explores a process to engage members of a project consortium in ethical
thinking across the project lifecycle. The goal of our work was to engage our project
consortium to proactively discuss and consider ethics in the project work and to fos-
ter maintaining an ethics-aware mindset throughout the project. In this paper, we share
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the results of our engagement activities and thus, aim at informing researchers, design-
ers, developers and other practitioners to foster ethical thinking in research and design
projects.

Our ethics-relatedworkwas conducted in a four-year, EU-funded research and devel-
opment project, in which 20 partners develop novel software solutions to support smart
manufacturing work. The partners of the project represent research organisations, tech-
nology developers and manufacturing companies. The engagement activities were tar-
geted at all participants of the project, encouraging everyone to consider ethics in their
own work. The emphasis of our ethics-related work was on design ethics, which is also
the main focus in this paper.

The paper is structured as follows. First, we introduce the background on the role
of ethics in design. We then describe the process and methods used in the engagement
activities during the research project and present the results of the activities. Finally, we
discuss the practical means we applied to create awareness and commitment towards
ethics.

2 Related Work

Although ethics is a relatively new perspective in design and research work, there are
several design approaches that emphasise the role of ethics in design. Ethics can be
considered in design, for example, by identifying and responding to the values of the
target users [1], assessing the impacts of new solutions [2], or by creating and following
ethical guidelines (e.g., [3]). TheEthics byDesign approach [4] refers to forward-looking
ethical thinking to address ethical aspects proactively in the design process. Ethics can
also be addressed as one perspective of several aspects to be considered during the design
and evaluation of novel solutions [5]. In addition, on a more general level, attention
to ethics has been paid through associations and institutions that promote responsible
behaviour [6, 7].

While existing approaches and frameworks provide an understanding on ethical
design, there is less knowledge on how to engage a project consortium in consider-
ing ethics in their own project tasks. Based on Value-sensitive Design [1], Shilton and
Anderson [8] explore the roles and responsibilities related to ethics in design teams,
highlighting the question of whether responsibility of ethics work should be borne by
ethics experts or designers of a design team. To support a design team, ethics experts
can work as values advocates [8, 9], bringing knowledge of ethics literature and making
bridges between abstract values and concrete technological affordances [8]. They can
broaden the values considered in design [9] and spot ethical challenges during design
[8]. However, this approach has been criticised for bringing a prescriptive list of values
to a project [8, 10] and, due to time commitment, required to integrate into design teams.

The challenges of ethics interventions by experts have led to fostering the ethical
reflection embedded in design [8]: the aim of incorporating ethics directly into the work
of designers or developers. The approach has helped developers to experience ethical
concerns as personal and relevant [8] and highlighted the connection between social
concerns and design decisions [11]. However, this approach lacks deeper expertise that
an ethics expert could bring to the process. A solution for this is yet a different role of
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bringing ethics to the project work: training ethics expertise to technical developers that
Shilton and Anderson call moral exemplars [12, 13].

To encourage a whole project consortium to consider ethics in their work, the ethical
approach can be based on the ideology of co-creation, a widely and successfully used
approach of involving different stakeholders in the design process [14, 15]. Co-creation
is defined as creativity that is shared by two ormore people and can be applied throughout
thewhole design process [14]. Accordingly, co-creation refers to a practice of developing
systems, products, or services through collaboration with the stakeholders [16].

One of the main building blocks of co-creation is dialogue, referring to interactivity,
engagement, and propensity to act [17]. Through dialogue, the different perspectives, and
a productive combination of them [18], may lead to successful outcomes. Concerning
ethics, co-creationmay also prevent challenges of ethical guidelines or checklists feeling
extraneous or irrelevant that has been observed in previous studies when practitioners
have not been involved in the design of them [19, 20].

3 Process and Methods

The process of engaging the project consortium in considering ethics in their design and
research work consisted of engagement activities and support provided when needed
(Fig. 1). The engagement activities included a workshop to identify potential ethical
challenges in the beginning of the project, a workshop for introducing a set of ethical
guidelines for the project and collecting feedback to it, and a questionnaire to review
whether and how ethics had been considered during the project work. The participants
of the workshops were researchers, developers, and project managers of the project
consortium, consisting of twenty partners from nine European countries. The consortium
included twelve research organisations, four manufacturing companies and four other
companies, focusing, for example, on technology or business development.

Fig. 1. Process of engaging the project consortium in considering ethics in their project work.

The first ethics workshop was organised as a part of the first project consortium
meeting, organised as a face-to-face event. The aim of the workshop was to raise the
project members’ awareness of ethics and to identify potential ethical challenges related
to the project. The area of ethics was first introduced to the participants by giving them
a short presentation on research ethics and ethical principles in design. The presentation
on research ethics focused on the need to protect the privacy of the volunteer test users
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in accordance with the GDPR (General Data Protection Regulation) and on the need to
use informed consent forms in user studies. Ethical principles in design were introduced
with the examples of an earlier research project on human-centric smart manufacturing
[5] and principles for trustworthy AI [21]. The participants were asked to form pairs
or small groups, discuss ethical aspects related to research or development of ethically
sound solutions, and as a result, write down one ethical challenge or question to be
considered during the project and addressed in the ethical guidelines for the project.
Twenty-four members of the project consortium participated in the workshop.

Before the second workshop, three researchers categorised the challenges identified
in the first workshop under six ethical themes applied in earlier research [3] and, based
on the categorisation, created twelve initial ethical guidelines. The second ethics work-
shop was organised as an online meeting, and all project members were encouraged to
participate. The aim of the workshop was to obtain feedback on the initial ethical guide-
lines. After a brief introduction of the initial guidelines, the participants were divided
into three subgroups with moderators to give feedback on the clarity and relevance of
the guidelines and discuss topical ethical issues. At the end of the workshop, the partic-
ipants conducted an exercise of writing down the personally relevant key take-aways of
the workshop to foster considering ethics from the perspective of their own project work.
After the workshop, the guidelines were modified based on the feedback and shared with
the consortium to be iterated. Eighteen members of the project consortium participated
in the workshop.

At the end of the third project year, as a third engagement activity, an online question-
naire was sent to the project consortium to reviewwhether and how the ethical guidelines
or other ethics-related methods had been utilised in the project activities. The question-
naire also included a question to describe ethical challenges faced during the project and
a possibility to request support for ethics-related activities. Twenty-one members of the
project consortium responded to the questionnaire.

Parallel to the three main engagement activities, ethics was supported through docu-
mentation, short presentations, and discussionswith projectmembers. To support design,
ethics was included as one perspective in a design and evaluation framework, developed
to guide the design activities and pilot experiments of the project [22]. Ethical research
practices were supported by providing guidance and material for the use of the consor-
tium, for example a template for an informed consent form. Furthermore, ethics was dis-
cussed in case of specific challenges when designing and piloting software components
and tools developed in the project.

4 Results

This section describes the results of the ethics-related engagement activities conducted
during the project. Each sub-section ends with a short summary of the role of the activity
as part of the ethical approach from the perspective of the project consortium.

4.1 Engagement Activity 1: Identifying Ethical Challenges

The first ethics workshop was organised to identify ethical challenges to be addressed
later in the ethical guidelines for the project. The workshop resulted in eight potential
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challenges or questions related to developing and deploying new solutions or conducting
research in an ethically sustainable way.

The potential challenges related to developing and deploying new solutions included
issues such as monitoring employee performance and collecting data of employees.
As a more general notion, the issue that machines should assist people, and not take
over their work, was raised. The potential challenges and questions related to research
ethics included specific questions on ethical procedures, such as the criteria when an
ethical committee needs to be contacted before conducting a user study or procedures
on processing personal data. As a more project-related issue, the issue of publishing
results of other partners was raised.

From the perspective of the ethical approach, the first workshop served as a starting
point for considering ethics during the project. It engaged all the participants of the
consortium meeting to discuss ethics and provided common ground for co-creation of
the ethical guidelines for the project.

4.2 Engagement Activity 2: Co-creation of Ethical Guidelines for the Project

The second ethics workshopwas organised to co-create ethical guidelines for the project.
The workshop resulted in feedback to the initial ethical guidelines that were introduced
to the workshop participants and refined after the workshop.

The resulting twelve ethical guidelines were connected to six ethical themes identi-
fied as important in previous research [3]: privacy, autonomy, dignity, reliability, inclu-
sion and benefit to society, two guidelines for each theme. The guidelines addressed the
aspects of designing ethically sound solutions and piloting or deploying the solutions at
work in an ethically sustainable way [23]. For example, the guidelines related to privacy
emphasised respecting of workers’ privacy when collecting data at the workplace and
makingworkers aware if data is collected. In the guidelines on reliability, workers’ safety
and informing them of the reliability of new solutions were highlighted. Related to ben-
efit to society, the guidelines stated that technological solutions should assist workers,
supporting focus on value-adding work, and they should not cause harm to anyone, to
their users or stakeholders. The complete list of guidelines is presented in [23].

From the perspective of the ethical approach, the second workshop and the co-
creation process of the ethical guidelines served as the main activity for engaging project
members in ethics. It provided understanding of ethical values relevant to the project,
a possibility to have an impact on the guidelines and a forum for discussing topical
ethical questions. After the workshop, the ethical guidelines were refined, and the project
consortiumhad the possibility to comment on them.Based on the comments, suggestions
of practices to apply the guidelines in project work were added to give the project
consortium concrete examples of the guidelines.

4.3 Engagement Activity 3: Questionnaire on Application of Ethics

As the third ethics engagement activity, the members of the project consortium were
asked to respond to an online questionnaire on applying ethics and the ethical guide-
lines during the project. The ethical guidelines of the project were included in the
questionnaire.
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According to the questionnaire, almost all respondents (20/21) had considered ethics
in their project work. Thirteen respondents had either followed or applied the ethical
guidelines of the project, and eight respondents had considered ethics with other means
(Fig. 2). Only one respondent considered ethics irrelevant in his/her project work.

Fig. 2. Responses (N = 21) to the question, “Have you considered ethics in your project work?”

Concerning the ethical themes of the ethical guidelines, the respondents identified
privacy, reliability and benefit to society as the most relevant themes for the project,
followed by autonomy and inclusion (Fig. 3). The free-form descriptions of considering
ethics were in line with this, particularly emphasising privacy that was addressed in most
of the free-form responses (9/17 responses).

Considerations on privacy were related to procedures on collection of personal data,
such as minimising it or deploying ways to collect anonymous data, for example in the
case of tracking workers. Related to reliability, a need to inform stakeholders on the
reliability and limitations of the developed solutions was emphasised, including identi-
fication and documentation of liability and responsibility issues. Benefit to society was
highlighted in responses describing work for fostering safety and well-being of workers.
Autonomy had been considered especially in tasks where humans and robots interact,
in giving freedom to workers to organise their task flow, and when involving workers in
design and development activities. Inclusion was mentioned to be considered in design
and trials not excluding workers with different capabilities, skills and disabilities.

In addition to describing how ethics had been applied, the respondents also described
the ethical challenges that they had faced during the project. The challenges included,
for example, the risk of excessive data collection with sensors or wearables and facing
worker concerns on losing their job. The latter had been addressed by informing workers
on the potential benefits of the new solutions and involving them in the development
work.

From the perspective of an ethical approach, the questionnaire served as a reminder
of the ethical guidelines and a trigger to reflect on ethics related to one’s project work.
In addition, it worked as a channel for support in ethics-related issues, as the need for it
was inquired.
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Fig. 3. Responses (N= 21) to the question, “Which ethical themes do you find the most relevant
for our project?” The respondents were instructed to select maximum three ethical themes from
the six themes of the ethical guidelines.

5 Discussion

Our aim was to engage the project consortium to consider ethics in their project work,
and thus promote ethical thinking and design throughout the project. In line with the
Ethics by Design approach [4], we aimed at encouraging positive and proactive ethical
thinking, starting from the beginning of the project. Even though it is impossible to
predict all issues related to the adoption of emerging technologies in advance [24], ethical
design choices can be encouraged by paying attention to ethical values or principles
considered as important by the project consortium. In the context of industrial work,
for example colleting sensitive information on workers (e.g. [25]) or more generally,
aiming at enhancing well-being of workers (e.g. [26]) are topics that require addressing
ethical aspects when designing and piloting new solutions. While the goal of our work
was to facilitate the development of ethically sustainable solutions, raising awareness
of ethics in the project consortium also supports the wider aim to foster responsible and
ethics-aware working in the technology industry [6, 7].

Our work on engaging the project consortium in considering ethics has elements of
the roles of working as design advocates [8, 9] and fostering the ethical reflection embed-
ded in design [8]. The engagement activities can be perceived as ethics interventions,
but they also aimed at including ethical reflection to the design processes and guiding
project members in considering ethics. Instead of training a few developers to work as
moral exemplars [12, 13], our approach was based on the idea of co-creation [14, 15], to
create shared understanding on ethics and encourage project partners to consider ethics
in their work.

During the engagement process, we aimed at involving the whole project consortium
to ethics work and creating awareness and commitment to ethics through practical means
and methods: explicitly welcoming everyone to attend to ethics-related activities and
using several methods, such as pair work, group work and discussions, to elicit ethical
thinking. Attention was paid to using positive expressions when introducing the area
of ethics and the engagement activities. Instead of identifying problems, we aimed at
creating ethically sound solutions. Tomake the area of ethics easier to comprehendduring
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the project, research ethics and ethics-aware design were separated in the workshops and
ethics-related material. In addition, clarity was pursued by summarizing the results of
the co-creation process into short guidelines with descriptions and examples.

In our research and development project,we have aimed at supporting industrialwork
with novel technological solutions. The results of our ethics work provide an understand-
ing on ethical aspects relevant to this context. While the ethical guidelines co-created in
the project focus on industrial work, and thus can best be applied in industrial contexts,
our ethical approach and the process of engagement activities are also applicable in other
research and design contexts. The engagement activities presented in this paper focused
on the project consortium. In the future, also involving shop floor workers in a similar
process could bring new perspectives to considering ethics or highlight different ethical
values. In addition, it would be interesting to focus closer on design practices and the
impact of ethics on the actual design decisions.

6 Conclusions

This paper presented the ethical approach and the results of the engagement activities
to involve the project consortium to considering ethics in a European research and
development project. The project consortium was engaged in ethics through workshops
to identify ethical challenges and to co-create ethical guidelines for the project, as well
as by providing guidance and support. The results provide understanding on ethical
aspects related to designing novel tools to support industrial work. However, the main
contribution is on increasing understanding on the ways to encourage project partners’
ethics awareness and commitment to ethics.
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Abstract. Accurately reporting our emotions is essential for various purposes,
such as men-tal health monitoring and annotating artificial intelligence datasets.
However, emotions are complex and challenging to convey, and commonly used
concepts such as valence and arousal can be difficult for users to understand cor-
rectly. Our main goal was to explore new ways to inform the design of affective
self-report instruments that can bridge the gap between people’s understanding of
emotions and machine-interpretable data. In this paper, we present the findings
of five de-sign workshops to generate ideas and solutions to represent emotion-
related con-cepts and improve the design of affective self-report interfaces. The
workshops originated seven themes that informed the derivation of design impli-
cations. These implications include representing arousal using concepts such as
shape, movement, and body-related elements, representing valence using facial
emojis and color properties, prioritizing arousal in questioning, and facilitating
user con-firmation while preserving introspection.

Keywords: Design Workshops · Emotion · Self-Report

1 Introduction

The significance of emotions in our lives has spurred researchers to develop systems
that can detect and respond to users’ emotional states. These systems have the potential
to significantly improve our well-being by enabling mental health symptom recognition
and care interventions [17], adapting home functionalities for improved well-being [29],
or adjusting car characteristics to reduce stress impact during driving [16]. Emotion
Recognition, a key topic in Affective Computing, is fundamental for building such
intelligent technologies.

Emotion Recognition involves detecting emotional states from visual, audio, and
physiological data, which requires training algorithms with ground-truth data. Ground-
truth data is collected and annotated through affective self-report, essential for obtaining
valid and accurate datasets for emotion recognition systems [3]. The instruments used
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can influence the accuracy of collected data and its labels in assessing emotional states.
Various tools are available to measure affect, ranging from pen-and-paper long question-
naires. However, there is a growing need in the research community for a valid, generic,
quick-to-use, and intuitive instrument for self-reporting affect [5, 11, 15].

2 Background and Related Work

Although there is no universally accepted definition of emotion, researchers concur that
emotional states involve coordinated changes across multiple components, including
a physiological component, a behavioral or expressive component, and a subjective
feeling component [13, 19]. Although sensors can implicitly measure the physiologi-
cal component and facial expression recognition can assess the expressive component
to some extent, accessing the subjective feeling component requires explicit subjective
self-report. Russel refers to this subjective emotional component as “core affect” - a con-
sciously available neurophysiological state described as a point in a valence (pleasure-
displeasure) and arousal (sleepy-activated) space [26]. Valence and arousal are also
fundamental to a prominent dimensional model used to classify emotions, known as the
circumplexmodel of affect [24], which is widely utilized in fields such as psychology [8]
and HCI [11]. Furthermore, these dimensions are commonly employed to rate emotional
stimuli sets [7, 9, 10] and annotate ground-truth datasets [3, 31].

Arousal, also known as energy, activation, or intensity, is widely recognized as the
intensity of the experienced emotion. On the other hand, valence, also known as pleas-
antness, refers to the hedonic quality that reflects an emotion’s degree of positivity or
negativity. Researchers in the affective sciences and related disciplines commonly use
the terms arousal and valence. However, these terms do not typically carry the same
meaning in everyday English, which can cause confusion. For instance, valence is often
associated with the ability of atoms to combine with others, while arousal is often associ-
atedwith sexual excitement. This disparity in usagemay result in usersmisunderstanding
the intended meaning of these terms when encountered in interfaces for self-assessing
emotional states. Therefore, it is crucial to investigate how users perceive and interpret
these concepts concerning emotional states.

Various instruments enable individuals to self-report their affect using the dimensions
of arousal and valence, ranging from traditional pen-and-paper psychology instruments
like the PANAS scales [30] to modern digital interfaces. For example, the-Assessment
Manikin (SAM) (Fig. 1 -A) [4] is a widely recognized pictorial scale that portrays the
dimensions of the Pleasure-Arousal-Dominance (PAD)model [27] usingmanikin figures
arranged in three rows. Users can select the level that best represents their perception of
each dimension using a nine-point Likert scale accompanying each row. SAM has been
extensively validated and employed. However, researchers have identified some limi-
tations, including the need for clear instructions and compliance with the SAM usage
protocol [2, 5]. Another drawback is the potential misinterpretation of arousal, repre-
sented by an “explosion” in the stomach area, which may result in incorrect responses
[28]. The Affect Grid (Fig. 1 -B) [27] is a paper-based, single-item scale developed in
1989 for quick and easy assessment of affect through valence and arousal, based on
Russell’s Circumplex Model [24]. It uses a 9x9 table as its interface, where the center
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cell represents a neutral feeling, the vertical dimension means arousal and the horizontal
dimension represents valence. Participants mark the grid to indicate their emotions. The
Affective Slider (AS) (Fig. 1 -C) [2] is a digital scale composed of two slider controls
that measure valence and arousal. Emoticons are placed at the edges of the sliders to
represent bipolar affective states, and two opposed triangles underneath each slider serve
as visual cues for intensity. The Photographic Affect Meter (PAM) (Fig. 1 -D) [23] is
designed for mobile, with a user interface based on a 4x4 grid containing 16 randomly
selected photographs that represent a diversity of emotions. Users choose the image that
best captures their feelings at the moment, and each photo maps to a score in Russell’s
Circumplex. The Circumplex Affect Assessment Tool (CAAT) (Fig. 1 -E) [6] is a widget
for assessments of emotional experiences. It displays 25 selectable emotion nodes, each
with its feeling word and color, arranged in a layout based on Plutchik’s model [22]. The
AffectButton (Fig. 1 -F) [5] is a button displaying a changing face as the user’s mouse
pointer moves inside. Users select the facial expression that represents their feelings.
The x and y coordinates within the button define values on the PAD model [21].

3 Method

We conducted five design workshops where participants were asked to brainstorm
designs of a graphical interface for reporting emotions using the arousal and valence
dimensions. The main objective of these sessions was to generate ideas and solutions for
effectively representing emotion-related concepts and enhancing the design of affective
self-report interfaces. A total of 29 participants partook in theworkshops, withWorkshop
1 (WS1) having 6 participants, WS2 having 4 participants, WS3 having 7 participants,
WS4 having 6 participants, and WS5 having 6 participants. The participants (22 males
and seven females, averaging 33 years old) were recruited via social media and word-
of-mouth, mainly targeting designers and software engineers. The study took place in
Portugal.

The workshops, each lasting approximately 2.5 h, commenced with introductions,
consent forms, and a brief demographic questionnaire. Subsequently, we provided
instruction on valence and arousal and the Circumplex Model [24]. Participants were
then prompted to brainstorm and sketch potential design options for a digital interface
intended for self-reporting emotional states, drawing upon the concepts they had just
learned. We told participants that the interfaces should ideally be generic and cross-
platform, but they were free to consider specific platforms if they preferred, as our
primary objective was to generate many ideas and observe how valence and arousal
would be depicted.

We utilized thematic analysis as our qualitative data analysis approach to identify
and organize recurring themes in the data. Due to space limitations, we summarize the
coding process, highlighting the key codes and categories. Our research team followed
a systematic coding process that involved conducting open coding to generate an initial
list of codes, which were then refined and organized into categories. Consistency and
validity were ensured through team-based reviews and discussions of the codes and
categories. Based on our analysis, we identified several key codes and categories that
emerged from the data. Through the investigation, several patterns and themes emerged,
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and this paper presents the study of the seven most relevant themes and their design
implications.

Fig. 1. Images of the interfaces of A- The Self-Assessment Manikin; B- Affect Grid; C- The
Affective Slider; D- Photographic Affect Metter; E- Circumplex Affect Assessment Tool; F-
AffectButton.

4 Results

4.1 Arousal and Shape

Participants generally associated high arousal levels with irregular and shaky lines, while
they connected low arousal levels with smooth lines. For example, P5.2 (participant 2
from Workshop 5) correlated arousal with the lines in electrocardiogram charts. This
association between shape and emotions, where high-arousal emotions like anger are
often depicted with spikes, and low-arousal emotions like sadness are often represented
by round shapes, is also commonly seen in everyday design.

4.2 Arousal and Movement

During the workshops, participants frequently discussed how to depict arousal, often
starting with high arousal levels, and linking them to energetic movements. For example,
participant P3.5 designed a wristwatch (Fig. 2) that required users to shake their wrists to
indicate their level of arousal, with more vigorous movements indicating higher arousal
levels.

4.3 Arousal and Body-Related Concepts

For instance, P2.1 suggested a slider for arousal that changes the body’s position as it
moves, while P3.1 mentioned relating arousal to a fast or slow heartbeat. The connection
between arousal (also referred to as body activation) and the body is well-established,
as arousal has been linked to activity in the sympathetic nervous system [24] and is
relevant to the perception and identification of emotions [20]. In addition, Interoception,
which refers to the perception of sensations from within the body and how they relate
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to emotional states, has positively contributed to health and well-being [25] positively.
Users need to be aware that investigating their bodily signals can help gauge their arousal
levels during self-reporting of affect. Therefore, the interface should convey that arousal
is experienced intrinsically in the body and encourage users to pay attention to their
bodily sensations when measuring arousal.

Fig. 2. The two images depict sketches of one of the proposed solutions. In this design, the user
initiates the process by verbally expressing their emotion, which is interpreted as valence. Next,
the user adds the level of arousal by shaking their arm.

4.4 Valence and Facial Emojis

Participants in the debate consistently considered facial features and emojis as poten-
tial representations of valence, which may be due to the widespread use of emojis in
messaging apps to convey emotions. For example, P2.1 stated, “We can use smileys,
which are very popular and commonly used in WhatsApp.” P3.7 also emphasized the
significance of eyebrows in conveying emotional expressions in Comics. These con-
siderations are supported by research indicating valence measures correlate with facial
muscles involved in emotional expression [24].

4.5 Valence, Arousal, and Color Properties

In the workshops, participants discussed using colors to represent arousal or valence.
Consensus was challenging due to cultural differences, but some groups agreed on spe-
cific color properties. Saturation was chosen to represent valence, while brightness was
selected for arousal. Participants associated negative valence with “dark” and “lifeless”
colors, and positive valence with bright, vivid colors, aligning with artistic and design
practices [1]. For instance, P5.5 remarked “If it is colorless, normally a person associates
it with negative state” referring to dark colors and shades of grey. On the other hand,
P2.1 mentioned “I also like the idea of going from the darkest color to the lighter color”
referring to the transition from negative to positive valence.

4.6 The Relationship Between Arousal and Valence

Most participants seemed to believe valence was the emotion per se and that arousal
was its intensity (i.e., arousal was a property of valence). For instance, Fig. 3 shows an
interface where the buttons “+” and “−” control the intensity of each face (meant to
denote valence).
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Fig. 3. One of the proposed solutions: the user begins by selecting a face that represents their
desired valence, then adjusting arousal levels using the “+” and “−” buttons below.

Similarly, Fig. 2 shows a design where the interface first asks the user to evaluate the
valence by responding to the question “How happy?” and then rate the intensity of that
response (i.e., the intensity of valence) by shaking the wrist. Despite some opposition
[18], scientific literature mainly states that valence and arousal are separate dimensions
equally important when related to emotion. Thus, the elements in the interface that
represent them should be at the same hierarchical level. As such, the two parts should
be visually similar in shape, size, color, proximity, and direction (Gestalt principle of
similarity [12]). However, we believe that if users think first about arousal, they will
think about it independently and not dependent upon valence. We can achieve this by
placing arousal first in the interface, either horizontally or vertically.

4.7 Feedback and Introspection

Participants consistently emphasized the importance of feedback to confirm the accuracy
of their input in terms of arousal and valence values aligning with their intended emotion
label. P4.1 explicitly stated this need: “as you navigated through different zones, there
would be pop-ups with keywords associated with feelings to help you understand what
that feeling was like, to see if it corresponded to what you were feeling.” Building on
this concept, participants in WS4 devised solutions where users could view the emotion
label simultaneously while using the self-assessment interface element.

An integral aspect of interface design is providing timely feedback to keep users
informed [14]. However, some participants expressed concerns about immediate feed-
back, such as displaying the emotion label, as it could impede introspection and adversely
impact the process of emotional self-assessment. For instance, P1.6 remarked, “I liked
the slider better. At the end, you could even submit, and it would give you a final face,
that would be OK. But not at the moment you are still trying to figure it out” and “I think
that if we want to make an assessment, it is better not to see the final result.” In addition,
this participant highlighted how seeing an emotion label while selecting arousal and
valence values could influence the final answer, potentially leading users to search for a
label rather than focusing on separate variables. P2.1 also shared similar views, stating,
“I think it is cool that you give people control of the two dimensions separately, but you
can see the joining of the two to what it corresponds to. But she has to work on both
separately, contributing to that awareness. It seems to me that this is more important.”
This participant emphasized the significance of users reflecting on arousal and valence
separately before receiving feedback (i.e., an emotion label corresponding to the chosen
values). Affective self-reports need introspection, and this psychological process should
be considered during the design phase. Displaying a label immediately as users select
arousal and valence values might hinder introspection, resulting in less focused and
truthful choices based on the two dimensions. Furthermore, it is worth noting that there
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is no scientifically proven mapping of arousal and valence to specific emotion labels.
Therefore, assessing arousal and valence values directly is imperative, as inferring values
from a label may not be accurate. Additionally, separating an emotion into two variables,
arousal, and valence, could enhance the final assessment, as users need to contemplate
various aspects of emotion.

5 Design Implications

5.1 Representing Arousal Through Shape

Based on our findings, it is recommended that when representing arousal in an interface
through shapes, they should transition from soft to shaky as the intensity increases. For
instance, smooth and delicate shapes should indicate low arousal levels, while wobbly
and thick shapes should be used to depict higher levels of this dimension.

5.2 Representing Arousal Through Movement

According to our research, vigorous movements could indicate the expression of
higher arousal levels. Expressing arousal by shaking a watch or other objects could
accommodate a broader range of users, including those with visual impairments.

5.3 Representing Arousal Through Body-Related Concepts

Users need to recognize that assessing arousal involves interpreting the body’s signals.
Therefore, the interface should emphasize that arousal is an intrinsic sensation that origi-
nates from the viscera. As a result, incorporating body-related images andmetaphors can
be beneficial for conveying arousal in the interface. Alternatively, audible instructions,
such as those used in guided meditations, may also be helpful.

5.4 Representing Valence Through Facial Emojis

Our research suggests that using facial emojis and facial features to represent valence
is a good choice. However, it is important to consider that different emojis can carry
different meanings in different cultures.

5.5 Representing Valence and Arousal Through Color Properties

Cultural barriers canmake establishing relationships between colors and emotional prop-
erties challenging. However, our findings suggest that saturation and brightness may be
worth exploring as a way to indicate varying levels of valence or arousal. Dark and
lifeless colors could represent negative values at one end of the spectrum, while bright
and vivid colors could be set at the opposite end, representing positive values.
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5.6 Ask for Arousal First

During our study, we discovered a common misconception: many people mistakenly
perceive valence as the emotion itself, and arousal as its intensity, i.e., a property of
valence. To address this issue, the interface layout must communicate to users that
valence and arousal are independent dimensions. We propose two steps to achieve this.
Firstly, both dimensions should be visually represented similarly, with equal size and
parallel positioning, following the Gestalt Principle of Similarity, to convey equal impor-
tance. Secondly, we suggest presenting arousal information to users first, followed by
valence, either horizontally or vertically, such as on top or the left. This sequence aims
to prompt users to consider arousal as a separate dimension, independent of valence, and
prevent them from conflating arousal as a property of valence.

5.7 Help Users Confirm Their Choices but Preserve Introspection

Assessing emotional states is a deeply personal and introspective experience. How-
ever, providing users immediate and explicit feedback can hinder introspection and bias
responses. To address this dilemma, there are several solutions. One approach is offering
abstract or subjective feedback, such as adjusting the screen’s brightness or incorporat-
ing abstract designs. Another option is to implement a “submit” button that only displays
objective feedback, such as an emotion label after the user completes the assessment
by clicking on it. Additionally, strategically placing prototypical emotion labels on the
interface can help guide users during the assessment process, providing further assistance
without compromising their introspective experience.

6 Conclusion and Future Work

To correctly understand emotional states, gathering data from several components,
including the conscious subjective feeling, which is only graspable through self-report,
is necessary. Our findings, derived from five design workshops focused on investigating
how individuals comprehend emotion-related concepts, provide insight into the repre-
sentation of arousal and valence dimensions, the interface layout, and feedback. Fur-
thermore, by converting our results into design implications, we offer potential consid-
erations for developing graphical interfaces that facilitate emotion reporting. Our future
endeavors entail conducting a replicated study with a sample that is gender-balanced and
encompasses multiple countries. This approach aims to yield more robust and reliable
results. Subsequently, we will proceed to develop prototypes to assess the effectiveness
of the design implications.
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Abstract. When learning to code, children and novice programmers often transi-
tion from block-based to traditional text-based programming environments. This
paper explores the usability problemswithin a block-based authoring environment,
EduBlocks, that may hinder children’s learning. Using domain-specific heuristics,
a usability evaluation was performed by expert evaluators, which was later com-
binedwith data from an analysis of problems reported in Forums, to produce a cor-
pus of usability problems. The corpus was subsequently analysed using thematic
analysis, and seven design guidelines were synthesized. Using the guidelines, a
model of interaction was created to inform the design of block-based authoring
environments that support the transition to text-based authoring. Themodel exam-
ines the interplay between learning within a school environment to independently
using the authoring environment and how the interface can support these differ-
ing scenarios. This paper contributes to the design of effective user interfaces to
support children learning to code and provides guidelines for developers of hybrid
authoring environments to support the transition away from blocks.

Keywords: Heuristic Evaluation · Programming Interfaces · Usability · Design
Guidelines

1 Introduction

Since the creation of Logo in the 1960s, which was the first computer programming
language designed for children, there has been considerable research into how chil-
dren learn to program, and the programming environments have evolved. Over the last
twenty years, the Child Computer Interaction (CCI) community has explored how chil-
dren program, the use of programming environments to support STEM subjects, the
development of computational skills and exploring new interaction paradigms such as
augmented reality. Currently, the predominant programming environment that is used
with children in elementary schools appears to be Scratch.
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Scratch was publicly launched in 2007 as a visual programming environment
designed for children. The key design goal is to support children’s self-directed learning
through tinkering and collaboration with peers [1]. Based on the concept by Papert [2]
Scratch facilitates a “low floor”, meaning it is easy to learn and has a “high ceiling”,
thus allowing more complex projects to be developed. Researchers have demonstrated
the effectiveness of Scratch as a programming environment [3]. Other programming
environments have emerged such as App Inventor and EduBlocks. In a comparison
study of Scratch and App Inventor, researchers developed a rubric for evaluating the
effectiveness of these environments based on seven criteria [4]. The results showed that
Scratch was more effective against three criteria and App Inventor two. It would suggest
that overall children can effectively learn from visual programming, however, whether
the interfaces are effective at ensuring the “low flow” is debatable, as there are several
studies that highlight usability problems with visual programming environments.

Usability problems have been reported in earlier versions of the Scratch interface
for experienced programmers [5], whilst in a more recent study of novice programmers
aged 18 to 24 [6] three notable usability problems were identified, and it is conjectured
that these would also be applicable to children. These problems impacted the learner’s
ability to navigate and create programs.

Once children are familiar with visual programming applications there are very few
tools that support the transition to text-based authoring environments. This presents new
challenges to children or novice programmers as they start needing to comprehend and
understand the syntax and semantics of the language. Usability evaluations have been
performed on traditional authoring environments [7] revealing usability anomalies in
languages and the interfaces. Within these environments users can make syntax errors
and the error messages cannot always be comprehend which impacts on the learning
[8]. It is apparent that the design of these environments can influence the ability to
successfully acquire the confidence and ability to create programs. Despite this there
appears to be little research on how to design effective interfaces to help support the
transition from visual to text-based authoring environments, as reflected in Dijkstra’s
comment, “The tools we use have a profound (and devious!) influence on our thinking
habits, and, therefore, on our thinking abilities” [9]. Given the view that learning to
program solely using a visual environment does not teach students to program, rather
it teaches them to think logically [10], there is, therefore, a clear need for research into
designing effective interfaces to help support the transition from visual to text-based
authoring environments.

This paper aims to investigate the usability of EduBlocks a hybrid authoring software
that uses block-based programming whilst also revealing the generated source code
for each block to the user. From the identified usability problems guidelines will be
synthesised to not only improve the usability but help foster an environment for children
to learn whilst using the software.

2 Related Work

The related work section will examine theory related to learning to code, the usability
of novice programming environments and the Blocky API. The API is used in a range
of block-based authoring environments and can have a direct impact on usability.
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2.1 Learning to Code

There is a general view held by students and teachers alike, that programming is a
difficult topic to learn [11]. Learning to program can often be a daunting process, as it
requires students to not only learn to apply and understand the syntax and semantics
of the language they are trying to learn, but also develop appropriate mental models of
core programming concepts which often have no real-world counterpart, in addition to
developing their problem-solving abilities to produce working solutions [12]. As such,
Du Boulay [13] proposed an outline of the key areas of difficulty a student will encounter
when learning to program:

1. General Orientation – students must develop an understanding of what programming
can be used for and how it can be used to solve problems.

2. Notional Machine – students can have difficulty understanding how the instructions
within a program are executed by the computer through a lack of understanding of
the notional machine; a general representation of the computer being used to execute
the program [14].

3. Notation – students may struggle to learn the syntax and semantics of a particular
language.

4. Structures – students may encounter issues in applying the notation of a language
when attempting to apply or adapt knownapproaches (schemas) to fit the requirements
of the program they are trying to develop, such as adapting a loop to compute a
numerical sum.

5. Pragmatics – students must be able to apply their knowledge of programming to
specify, develop, test, and debug a program. This not only requires an understanding
of how to write a program, but also how to identify and solve problems effectively.

The five areas of difficutly, as highlighted by Du Boulay [13], cannot be fully sepa-
rated from each other, which can consequently lead to students becoming overwhelmed
when they attempt to try and comprehend all of the different issues at once, particularly if
they are using an Integrated Development Environment (IDE) which has been designed
for professional use, rather than for use within a classroom environment, where students
will regularly be encountering cryptic errormessages whichmakes the task of debugging
their programs all the more difficult [15].

A typical introductory programming course which uses a text-based language would
not engage with the interests of children [16, 17]. Subsequently, block-based languages
such as Scratch, have attempted to create an environment which is more engaging for
children, whilst also abstracting away from the complex syntax and semantics of tradi-
tional text-based languages, by allowing students to construct programs by ‘snapping’
blocks of code together, as if they were solving a puzzle [18]. This, therefore, allows
students to focus on developing an appropriate understanding of the underlying concepts
being learnt, and applying them in order to produce an appropriate solution.

Although Lin and Weintrop [18] review of the literature surrounding students’ tran-
sition from block-based programming to a traditional text-based language revealed that
Block-based programming has been shown to be an effective way of introducing chil-
dren to programming, mixed views were reported as to whether having prior experience
of a block-based language benefits students. To that end, Kolling et al. [19] compiled
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a list of 13 distinct issues which students face when transitioning from a block-based
language to a text-based one, including, amongst others, students’ lack of memorisation
of commands and syntax, struggling with the readability of the text-based language,
how to layout code effectively and how to comprehend error messages. There is, there-
fore, a clear need to support students with the transition from block-based languages to
text-based ones in order to overcome the issues highlighted by Kolling et al. [19].

2.2 Usability of Visual Programming

There has been considerable work over the years looking at the usability of various
programming IDEs. Storey et al. [20] performed a usability evaluation with three par-
ticipants, with the main issue being confusion between the edit and debug modes. IDEs
have continued to evolve of the years in an attempt improve the programming experi-
ence for users, reduce usability problems and make environments more accessible. For
example, a frame-based IDE was developed, by combining elements of blocks and text
programming [21] with the rational for this being the poor usability of older editors. In
general, the common issues with VPE include:

• Limited expressiveness: difficult for users to go beyond the confines of the
environment [22, 23].

• Difficulty with debugging: the visual representation doesn’t map to the underlaying
logic (text-based) [24].

• Limited scalability: used for purposes of learning rather than building complex
software projects [25].

• Limited extensibility: Many VPE’s lack the ability to customise Blocks in terms of
their presentation or functionality [26].

• Limited domains: designed for one programming language [25].

One of the key features of visual programming environments is the reliance on
using colour to distinguish different code elements. It has been reported that most of
these block-based environments have either been reported to be inaccessible or present
significant barriers to novices with visual impairments learning how to program [27].
Researchers have tried to overcome accessibility issues through modifications to the
interface via plugins or development of environments such as TabGo which is a tangible
programming environment based around Scratch.

It is difficult to decouple usability problems and programming experiences as they are
intertwined. Shepperd at el. [28] within the context of programming a robot suggests that
a block-based environment can simplify the industrial robot programming experience,
the choice of available commands and their semantics has a large effect on the usability.
Thus, navigating the possible programming commands without, or with limited, prior
experience could impact on the usability. A usability study was performed with five
proficient programmers of the Scratch interface looking at learnability, errors, memora-
bility and efficiency [5]. In this study very few usability problems were reported, notably
problems in using sprites to organize projects, issues with variables and scrolling issues.
It is worth noting that all evaluators were adults with prior experience of programming
and often block-based environments target children.
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The System Usability Scale (SUS) was used to evaluate the usability of Scratch
with 96 teenagers after completing four practical activities [29]. The results showed the
overall rating was under satisfactory with the construct learnability scoring the lowest.
These types of evaluation do not identify the issues faced by the users or provide data
that can help iterate the design of the system to alleviate any problems.

A great deal of the research into block-based environments with children has focused
on making block-based programming more accessible through novel interaction tech-
niques including gestures [30], tangible interaction [31] and speech [32]. There have
been hybrid systems developed to help children transition from Scratch [33]. In this
study they identified formula manipulation within Scratch to be problematic and devel-
oped a hybrid system that displays the logic in text format for editing. The usability
testing with 17 children demonstrated the effectiveness of this approach and children
perceived it to be easy to use. Despite these promising results the design and use of
hybrid programming environments for children is still rather limited with the majority
of studies focusing on the design of Scratch to mitigate problems faced by the user.

2.3 Issues with Block Based APIs

Although numerous Visual Programming Environments (VPEs) exist in the wild, Holw-
erda and Hermans’ analysis of VPEs found most to belong to either the “Scratch family”
or the “Blockly family” [34]. Tools in the Scratch family include Scratch 2.0 and below
[1], and VPEs created as their extensions such as Snap!/BYOB [35] and GP [36]. The
Blockly family on the other hand includes both VPEs created by extending Blockly and
by using the Blockly API for developing block-based visual programming languages
and editors, they include several popular children’s visual programming environments
such as Scratch 3.0 [37] and App Inventor [38].

Pasternak et al. [37] state the importance of noting that APIs like Blockly serve only
as tools for developers to utilize when creating their vocabulary of programming blocks,
and it is up to the developers to determine the output produced by building the blocks
and to provide a way of communicating or visualising said output. Therefore users of a
VPE and its context of use must be considered by developers during the development
process to produce a VPE that is fit for purpose. However, Pasternak et al. [37] also
highlight that varying levels of differences that may arise across VPEs of the same API
as a result of these considerations; these differences, which can range from differences
in levels of abstraction and functions of blocks to the visual layout of the VPE could
confuse users.

Issues and inconsistencies across VPEs of the same API can be caused by other
factors other than user-based design decisions, for example, Holwerda and Hermans
[34] reported complaints from users of a Blockly-based VPE about the use of only
buttons for zooming despite Blockly’s additional support of the use of the mouse scroll
wheel or the zoom gesture on a trackpad.

Despite the design differences that may exist between VPEs of the same API, some
features will stay the same and provide consistency in both positive and negative forms.
For example, one of the “things” learnt by the Blockly Team as reported by Fraser [39]
is that the lack of a connector inside c-shaped blocks (e.g. if-block) makes it difficult for
some users to see how other blocks can fit inside the ‘c’, this issue was also found and
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reported byWeintrop et al. [40] when testing their Blockly based VPE for programming
robots. Additionally, although both the Scratch and Blockly families of VPEs are pro-
vided with the ability to customize block colours, accessibility and usability issues as a
result of similarities between colours of different block categories have been faced by
users [32, 41]. Similarly, both VPE families have been found to have no search support
to ease the difficulty of finding blocks, and as such, this issue is inherited by VPEs
belonging to both families [34].

3 Method

A study was devised to investigate whether there are usability problems within the
interface of EduBlocks that may hinder the children’s ability to transition away from
block-based programming to a traditional line-based environment using the heuristic set
the usability of EduBlocks for Python programming. To establish the usability of the
software two approaches were taken, a heuristic evaluation and an analysis of discussion
forums and feedback sites to find reported problems from end users.

3.1 EduBlocks

EduBlocks is a cross-platform web-based, opensource, drag-and-drop programming
environment designed to teach children (8–13 years old) and novice programmers how
to programme in various languages [42]. The platformwas developed by Joshua Lowe in
2017 at the age of 12 as a solution to a problem he was facing learning to code in Python.
He found that the transient from blocks (Scratch) to Python wasn’t as easy as it could be
and as he was familiar with other block-based environments (Scratch, Mi-crosoft Make-
Code). His main issue with the transition was the lack of visual interface and the speed
of being able to prototype something quickly due to the drag and drop interface and the
error safety net that platforms such as Scratch 3 conceals. Being a child at secondary
school, Joshuawas able to observe the same issues fromhis fellow pupils when theywere
beginning their transition into text-based programming. He states, “going from the cat
in Scratch to hello world in Python, can quickly put you off and not want to do coding or
Computer Science (CS)” [43]. Noting that, typing skills vary across pupil abilities with
the rise in touch-screen interfaces and the removal of the traditional desktop computer
from classrooms [42]. This raises another problem when using your first text-based pro-
gramming environment where there is no visual interface or drag-and-drop snippets of
code, you are presented with a white background no different to a basic text editor. You
are expected to type code with little to no support, and if you incorrectly type something
you won’t have the same fail-safe catch as seen in Scratch, Python will complain, and
the user is expected to understand what is wrong from the error message. Furthermore,
teachers will have varying levels of experience in CS and the lack of knowledge teaching
the subject, leaves the learner in distress from not understanding what is happening or
how to solve the problem and consequently loose interest in the subject [43].

The platform is designed like many VLE’s, to allow users to learn the syntax of
a programming language using a visual interface to explore and discover how code is
structured and assembled. The aim of EduBlocks is to provide a route to transition from
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blocks to text-based programs easier for users and teachers. The design of EduBlocks
was inspired by the block-based environments (colourful blocks, ease and use of drag-
and-drop: size of blocks and functionality) combines with text-based code. As you drag
blocks, code is added to the text editor.Whichmakes EduBlocks unique from other alter-
natives. Over the years EduBlocks has expanded to accommodate other programming
languages and platforms – making it a versatile VLE to learn programming.

Inspired by Scratch, EduBlocks (Fig. 1) uses the exact same style of blocks to Scratch
andMakeCode to support learners transitioning from these to EduBlocks. The plat-forms
afford a split-view User Interface (UI) between the visual elements and the code. On the
left is the ‘EduBlocks Editor’. Blocks can be dragged in the same manner as Scratch
and MakeCode with the main difference of the code appearing in the ‘Code Editor’
(right side of the UI) as blocks are added to the stage. Where one block is one line of
Python. The idea behind this is to help learners understand how the block relates to the
line of code. EduBlocks provides a fun and engaging experience using visual libraries
taken from Python such as Turtle and Processing which enablers learners to create visual
experiences that were similarly observed in Scratch [42].

Fig. 1. EduBlocks programming environment demonstrating task 4

Lowe insists EduBlocks like Scratch provides ‘low floors’ easy for anyone to get
going, ‘wide walls’ range of platforms/languages and libraries and ‘high ceiling’ for
advanced and extensible use [43]. Additionally, as the platform focusses on learning
to sup-port learners and teachers, work can be distributed to Google Classroom and
Microsoft Teams, enabling teachers to push templates to learners and submit work
for making. EduBlocks doesn’t just support learners in coding software but also hard-
ware from platforms like the Raspberry Pi, BBC MicroBit and Circuit Python to access
platform specific hardware such as GPIO pins and on-board sensors.

Aside from the core programming environment, Lowe has supported teachers in
building a EduBlocks curriculum1 with slides, scheme of work, lesson plans and as-
sessment and mark scheme to get started with teaching EduBlocks. Recognising the
similarities and differences between Scratch and EduBlocks, ‘123 Coding Cards’ were

1 EduBlocks Curriculum https://curriculum.edublocks.org/.

https://curriculum.edublocks.org/
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designed to support learners’ transitions from Scratch to EduBlocks to Python as an
onboarding activity.

The curriculum and coding cards ‘activities’ are grounded by AQA specification
for programming concepts to support learners become familiar and confident with the
en-vironment. Furthermore, understanding how learning should take place, Lowe has ex-
tended the learning materials to support users at home with more scaffolding to support
learners outside the classroom environment. These home learning resources include
getting started with EduBlocks and worksheet activities consist of providing starter
code, documenting observations and extension tasks for advanced users. Furthermore,
the community backing EduBlocks is heavily supported by teachers creating guides and
video lessons to teach within the classroom and at home [42].

3.2 Evaluators

A total of 4 lecturers in Computer Science with experience of usability research and
teaching programming were recruited. This included two senior academics and two
Early Career Researchers. The evaluators had between 5- and 11-years’ experience of
teaching programming and only one had no experience of performing usability studies
including heuristic evaluations. Where one of the evaluators had conducted a heuristic
evaluation before whilst one had been involved in a usability evaluation. Therefore, the
evaluators were judged to be double experts in usability when it came to performing the
evaluation of the EduBlocks interface.

3.3 Heuristic Set

The heuristics that had been specifically developed for evaluating visual programming
environments were selected for use in this study [44]. This heuristic set has been shown
to be effective for evaluating the usability of the Scratch platform and thus it was deemed
more appropriate than generic heuristic sets such as Nielsen’s [45]. The heuristics are:

Engagement: The system should engage and motivate the intended audience of
learners. It should stimulate learners’ interest or sense of fun.

Non-threatening: The system should not appear threatening in its appearance or
behaviour. Users should feel safe in the knowledge that they can experiment without
breaking the system or losing data.

Minimal language redundancy: The programming language should minimise redun-
dancy in its language constructs and libraries.

Learner-appropriate abstractions: The system should use abstractions that are at the
appropriate level for the learner and task. Abstractions should be driven by pedagogy,
not by the underlying machine.

Consistency: The model, language, and interface presentation should be consistent,
internally and with each other. Concepts used in the programming model should be
represented in the system interface consistently.

Visibility: The user should always be aware of system status and progress. It should
be simple to navigate to parts of the system displaying other relevant data, such as other
parts of a program under development.
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Secondary notations: The system should automatically provide secondary notations
where this is helpful, and users should be allowed to add their own secondary notations
where practical.

Clarity: The presentation should maintain simplicity and clarity, avoiding visual
distractions. This applies to the programming language and to other interface elements
of the environment.

Human-centric syntax: The program notation should use human-centric syntax. Syn-
tactic elements should be easily readable, avoiding terminology obscure to the target
audience.

Edit-order freedom: The interface should allow the user freedom in the order they
choose to work. Users should be able to leave tasks partially finished and come back to
them later.

Minimal viscosity: The system should minimise viscosity in program entry and
manipulation. Making common changes to program text should be as easy as possible.

Error-avoidance: Error-avoidance: Preference should be given to preventing errors
over reporting them. If the system can prevent, or work around an error, then it should.

Feedback: The system should provide timely and constructive feedback. The
feedback should indicate the source of a problem and offer solutions.

As no bespoke severity rating scales have been developedwithin the context of visual
programming environments the decision was made to use the 4 point scale proposed by
Nielsen [46].

3.4 Task Design

To provide reasonable tasks that the evaluators could perform whilst conducting the
heuristic evaluation of EduBlocks, it was necessary to review theUKnational curriculum
and sample code tutorials. Four tasks were created by the researcher, two in visual
form showing the blocks and two showing just the code. The tasks covered a range of
programming concepts in Python including arrays, loops, logic and visual output to the
screen. These are all activities that would be expected to teach to children learning to
code in Python. The four tasks are:

• Task 1 was creating a dance narrative (showing the blocks)
• Task 2 was creating a word guessing game (showing the code)
• Task 3 was to draw a star (showing the blocks)
• Task 4 was to draw a triangle (showing the code)

3.5 Procedure

All the evaluators performed the heuristic evaluation in the same laboratory and the eval-
uators were required to bring their own laptops. Three of the evaluators used Microsoft
Surfaces that were the same specifications, and one evaluator used a Microsoft Surface
2. There may been some technical variability, such as monitor resolution, but this would
be expected within a school environment. The whole evaluation was scheduled to last 3
h and the evaluators were asked to:

• Locate EduBlocks website and set up a new Python 3 project.
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• Individually go through the four tasks and record any usability problems on the form
provided.

• In groups merge the individual problem sets into an aggregated list of usability
problems.

Whilst completing the individual tasks the evaluators were required to record any
usability problems encountered on a form provided (see Fig. 2), this was based on the
evaluation forms provided in the DR-AR model [47]. The evaluators were allowed to
categorise a usability problem as a violation of multiple heuristics, this method is seen
in other studies [48].

Fig. 2. Individual Evaluators Data Capture Form

Once the evaluators had completed the fours tasks and documented problems, they
were then asked to form a group to merge their individual problem sets, into a single list
using Excel which was projected onto a screen.

The evaluators were informed that problems could be merged if they were judged to
be the same based on the description. For each problem the evaluators had to provide a
description of the problem, record the frequency of discoverywithin the group and assign
an agreed severity rating. This merging stage lasted approximately 1.5 h as there were
considerable discussion relating to the interface and at times EduBlocks was opened to
explain the problem.

After the heuristic evaluation was completed, so not to bias the results of the study,
two of the authors then analysed the data from the EduBlocks support site, along with
other sites including Reddit, Fandom and CodeGuru to identify any reported usability
problems. This consisted of identifying websites that are used for help and support in
programming and determining whether there are specific queries relating to EduBlocks
by using the search feature within the forum. It became apparent that there is very little
online support other than the EduBlocks main website. Other platforms such as Scratch
appear to bemuchmore widely used and have an active support community on platforms
such as Google Groups and Fandom in comparison to EduBlocks.
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3.6 Analysis

Heuristic Data
The aggregated forms were analysed by the 1st author of this paper and an CCI specialist
to verify that the problems predicted were not ‘false positives’. The heuristic evaluation
method is an inspection method where evaluators are required to predict problems that
they think users will encounter, this means that on occasions, usability problems can
be included in the aggregated list that are not real problems, in that a user, in this case
a child, would not have a problem hence the phrase ‘false positives’. If the reported
problem was judged by the CCI experts and the 1st authors to potentially be a ‘false
positive’, it was further analysed by re-examining the software to determine whether it
is a viable problem or whether it was indeed a false positive. No problems were removed
from the dataset following this analysis.

Forum Data
The 5 forums that were identified yielded very little data with respect to the EduBlocks
IDE. Usability problems were only reported on the official EduBlocks website and there
were 60 feedback posts in total. Each one of these posts were read to determine whether
it was a usability issue or a recommendation for new features. There were some instances
were multiple posts related to the same topic, for example code not compiling although
the syntax was correct, these were just merged to a single problem. This resulted in 9
usability problems being identified from the Forum data.

Thematic Analysis
The aggregated data from the heuristic evaluation and the forums was then examined
using thematic analysis to produce themes [49]. For thematic analysis, a 6-step approach
was used where step 1 was to familiarize with the usability problems from the forums
and heuristic evaluation, each problem was read. Step 2 involved the manual creation
of initial codes from the 32 problems set. In total 19 codes were created, and these
were examined to find themes in step 3. Codes such customization and colour mismatch
were found to be most repeated code. These codes were then merged to form 9 themes
generated from these codes. In step 4 the researchers evaluated and finalized these themes
which were further clustered to 7 themes. Step 5 involved defining the 7 themes with
final refinement and concluded with step 6 which synthesized the descriptions relating
to how they might address the usability problems identified.

4 Results

The results are presented in 3 sections, the first is the individual evaluators’ results,
followed by the aggregated results and finally the data from the analysis of the for-rums.

4.1 Individual Evaluators Performance

The individual evaluators collectively identified 54 problems before their individual
sheets were aggregated. As expected, there was variance in the numbers of problems
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found with evaluator B identifying the fewest problems with 10 whilst evaluator C
reported the highest with 17 problems being identified. All except evaluator C mapped
the problems to the heuristic set and the spread can be seen in Table 1 below.

Table 1. Frequency of problems matched to a heuristic

Heuristic Number

1 2 3 4 5 6 7 8 9 10 11 12 13 NA

Number of problems 1 1 2 0 8 7 3 7 2 3 7 0 6 6

When examining the problems that were not categorized it may have been feasible
to map these to one of the heuristics. For example, evaluator C reported cannot resize
execution window, but this could have been mapped to consistency as it is feasible to
resize windows in most programming IDEs.

There were two heuristics that appeared to be redundant with no reported problems
associated with them, these were Learner-appropriate abstractions and Error avoid-ance.

The severity of the problemswas also examined, and the number of problemsmapped
to each severity scale is shown in Table 2 below.

Table 2. Frequency of Severity Rating

Severity Scale

1 2 3 4

Number of problems 7 21 17 9

There were 9 problems that were initially judged to be a usability catastrophe by an
evaluator with most problems, 21, judged to be a minor usability problem.

When examining the programming task, where the errors were associated as shown
in Fig. 2 column 3, 23 out of 54 problems were linked to editing blocks, however only
3 of these were judged to have a severity rating of 4 and these were:

• The block colour doesn’t match the code colour making it difficult to see changes to
code

• Coloured blocks are too similar when printed (sheet) and on screen
• You can follow the code exactly with the correct logic, but the code won’t run.

This is because you need to use the correct blocks for example while userGuess! =
randomWord need the logic + variable blocks to work correctly.

For children or novice programmers, these problems may hinder the user’s ability to
successfully complete programming tasks andmake it difficult to learn the fundamentals
of programming.
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In addition, 15 problems related to navigating within the software, 7 problems
occurred whilst compiling the code and 9 problems were classified as others. The prob-
lems classified as others mainly related to understanding code generated and writing
code.

4.2 Aggregated Problems

The individual problemswere aggregated into a single list of 23usability problems.When
analysing the frequency of discovery, there was only 1 problem that was identified by
all four evaluators, and this received a severity rating of 4. The problem was:

• Language and terminology are difficult to follow without prior knowledge and
understanding or with prior knowledge of programming – either no hover help or
non-readable.

Of the other 26 problems, 8 were identified by a single evaluator, 11 by two evalua-
tors and the remaining 3 problems were identified by 3 evaluators. The three problems
reported by the three evaluators and the severity ratings are shown below:

• Block operation is difficult when used on a small screen for moving and decoupling
from the main thread (severity 3)

• Block colours are difficult to distinguish when printed/on screen (severity 3)
• The console hides the code and refers to the line of code, but you can’t reference this

to see all panels to debug the problem (severity 4)

It is evident that many of the problems reported with the interface could impact on
the teaching and learning of programming, especially impacting on the transition away
from blocks-based programming.

4.3 Usability Problems from Forums

TheEduBlockswebsite has a feedback forum2 where issues and suggested improvements
can bemadebyusers. Therewere 60posts in total on the site, recommending new features
and reporting problems. The problems that were documented within the forum are:

• I have a student who has created a simple Python Turtle program (just a simple for
loop) and although it is correctly formatted, there is no output on the screen. Tried
it on Chrome and Edge, same result. Anyone had similar issues? 20 other students
have the same code, and it works fine.

• No ability to rename project.
• How do students get a password reset please? No link for those that cannot remember.
• Need to be able to add comments on projects.
• I wrote a 300+ long code and it was completely deleted to 27 lines when I went back

on. I did not open my block tab at all, I have no way of going back and it was for a
school project.

• Can’t add assignments to my class.

2 EduBlocks Feedback Forum https://app.edublocks.org/feedback.

https://app.edublocks.org/feedback
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• When using it in class you need to be able to increase the font size
• Need to be able to change the background colour to make it more accessible.
• It would be useful to have greater language support for non-English speaker.

Many of these problems were not identified in the heuristic evaluation, as the tasks
were not designed from a teacher’s perspective.

4.4 Hybrid Block-Based Programming Guidelines

The data from the forums and heuristic evaluations were then coded to produce the
following 7 themes. These themes encompass all the usability problems and recommend
interactions and behaviours within the user interface to mitigate the problems identified.
The guidelines are:

User Interface Customisation: Children and teachers need to be able to modify the
interface characteristics including, colour, fonts, window size and language to make sure
it is suitable for the classroom environment and accessible. In addition to support novice
programmers the number of operations could be reduced.

Support New Users: The system should provide initial onboarding through prompts
to support new users understand the features. This could include prompts to support
assisting users resume where they left off and ensuring autosave.

Language and Syntax Support: It should be assumed that the users have limited
programming knowledge thus terminology relating to programming terms and syntax
should be in the user’s language. For example, it was difficult without prior knowledge
selecting colour based on RGB values.

Visualising Blocks and Code: The colour of the blocks should reflect the colour
of the code. The colour of blocks should be distinguishable from one another to enable
children to easily follow tutorials online or in print. During compiling it should highlight
what block is being executed to provide visual feedback.

Flexibility in Code Editing and Manipulation: There should be flexibility in the
manipulation of code with edits to the textual code reflected in changes to the blocks
and vise versa. If blocks are not attached to other blocks and are floating on the canvas
this should still appear in the code view and be editable. Correct code in the text panel
should still compile if this has been modified.

Appropriate Error Feedback and Intervention: Error message should be visible and
meaningful to the user. When error messages occur, the fix should be accessible from
within the user interface.

Simplify Interaction: It should be possible to duplicate blocks to reduce the need to
locate previous code. If there are subblocks it should be distinguishable the number of
operators that are available.

5 Discussion

It is evident from the usability evaluation of EduBlocks that the requirements to under-
stand computer science concepts and terminology may impact the novice programmer’s
ability to easily transition from block to text-based authoring environments. For exam-
ple, the drawing tools within EduBlocks required that participants access the ‘Turtle’
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drawing tools of Python to both create a canvas and map a path for a pen tool to draw
a basic shape. The EduBlocks commands to set colour values are presented as an RGB
system by default, with no immediate access to a simplified colour description (e.g.,
‘red’ vs. ‘blue’) or an 8-bit ‘colour palette’ as part of the interface. By offering the
user a more varied set of default blocks, which prioritise colour descriptions over their
RGB values may offer users a more convenient method translating their intentions into
the Blockly space. Conversely, it could be argued that use of an RGB system demands
greater specificity from the end user in colour designation, instilling good practice in
acutely selecting and differentiating between colours as part of the activity. Promotion
of experimentation with new technologies has been shown to be an important part of
colour recognition and description as part of early school learning for children, as part
of ‘play’ [50].

Such considerations are evident in wider introductory programming programmes
such as the ‘Code Playground’ resources by Barclays in the UK, whose resources intro-
duce the drawing features of EduBlocks using both colour descriptions and RGB nota-
tions to actively encourage experimentation. The innovation agency ‘Nesta’ [51] cite
Barclays contribution to the learning space in their 2015 review of opportunities for dig-
ital creativity in the UK, illustrating the importance of ‘creativity’ alongside technical
understanding when discussing ‘digital making’ as a process. It is therefore important
that visual programming tools such as EduBlocks offer alternate methods for defining
colour, which satisfy user expectations and experiences from alternate environments
(e.g., Scratch).

The primary users of block-based authoring tools including EduBlocks are novices,
predominately children. The PLU-Model [52, 53] has been used to characterize software
designed for use with children under three dimensions, play, learning and use. Based on
the assumption that most children will be introduced to programming within schools,
Fig. 3 below models’ children’s programming journey and how these three dimensions
influence their ability to progress. Children’s introduction into programming is usually
within a school context facilitated by a teacher who will have designed or appropriated
learning activities. Children will then use the software within this environment to com-
plete the activities before using the platform independently either through the need to
complete homework or through motivation to learn outside of school.

Within the classroom context usability problems reported in the forums, including
needing to resize fonts and language support may impact the willingness of teachers to
use the software and the children’s learning experience. The learning activities presented
to the children may impact their fun and enjoyment of the software. Fun is an important
design requirement to motivate children to use software [54, 55] and is a construct that is
often examinedwhen evaluating educational software for children [56, 57]. The heuristic
evaluation identified problems in the material describing the tasks and in particular
difficulty to distinguish colour in the block examples provided. Thus, the design of the
UI can impact the creation of learning resources which may make it difficult to learn.
The activities that are being designed by teachers also need to be fun and engaging to
help motivate the children to learn. Research has shown that the activities can promote
children having fun whilst learning to code [3]. An alternative view is that to develop
learning environments that foster intrinsic motivation and engagement by triggering
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Fig. 3. Modelling EduBlocks Interaction to the PLU Model

the learners’ curiosity [58]. It is evident that Fun whether designed into the system or
activities can have a positive influence on children’s motivation to learn to code and their
perceived learning [58].

Within the EduBlocks platform onboarding for new users is rather limited and thus
the guideline Support for NewUsers address this challenge. The concept of adaptive user
interfaces has been around for decades, and these have not transcended into programming
environments [59]. Having an adaptive block-based environment may help new users to
navigate and find the code blocks easier. When designing tasks for class teachers could
specify the functionality that needs to be visible and as their learning progresses then
additional functionality can be revealed. This would help children learn to program by
improving their general orientation [13].

Most of the problems and proposed guidelines (6 out of 7) relate to the user interface.
The UI interaction is influenced by the constraints within the Blocky API and the design
should also be informed by learning theory relating to programming. The reliance on the
use of colour to differentiate blocks was highlighted as a server problem in the heuristic
evaluation and contributes to accessibility issues [32]. When blocks are generating the
programming syntax it is important to be able to form a mental model of the block
and the corresponding syntax to help with comprehension. It has been suggested that
novices struggle with notation having difficulty in learning the syntax and semantics of a
particular language [13]. Creating a playful environment were the relationship between
the blocks and the code is evident and either can bemanipulatedmaypromote exploratory
learning [60]. This interaction may not only cause syntax errors but logic errors within
the code and therefore appropriate feedback messages and assistance with debugging is
essential. In the analysis of the Forum results, it was reported that the teacher struggled
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to understand why the code would not compile and there were no obvious errors. It
could be conjectured that children would disengage from the activity if this occurred
and failure with the activities could impact motivation to learn [61].

These problems within the interface may be compounded if the child is using the
software outside of the school context. They may be reliant on teacher support to over-
come syntax errors, difficulty in saving and loading projects, resetting passwords and
navigating the interface. Based on the PLU-Model [52] enabling features may be more
important for children when they are working independently so that the interface can
scaffold their learning.

6 Conclusions

This paper aimed to investigate the usability problems that may impact on children’s
ability to transition away from block-based programming environments to traditional
text-based authoring environment. The heuristic evaluation and analysis of problems
reported in forums, relating to the EduBlocks software, revealed severe usability prob-
lems that could impact on children’s ability to learn and a willingness to use the software
by teachers. In line with other studies looking at usability, it was important to comple-
ment the heuristic evaluation with other data. Although the heuristic set was designed
for novice programming environments, they do not consider children’s characteristics
or behaviours.

From the data, guidelines were synthesized using thematic analysis and this paper
contributes a set of 7 guidelines to improve the usability of hybrid programming envi-
ronments for children. The child’s learning journey with respect to programming was
modelled considering learning theory and the Blocky API. Building on from CCI liter-
ature it is recommended that the software is flexible in the way children interact, this
could promote accessibility and foster playful learning.

Further work will examine how modification to the EduBlocks environment can
improve the usability of the software and children’s learning of programming. Through
manipulation of the program source code, it will be possible to manipulate the colours
of the blocks and minimize the number of blocks visible to the child. This modified
interface will be tested with children to establish perceived learning, actual learning
and the overall usability of the system. Although no falsification testing of the usability
problems from the heuristic evaluation was performed, expert evaluators were used, and
data was gathered from the forums. This corpus of usability problems will be used to
compare the usability of the modified interface.
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Abstract. This study aimed to explore how financial technology companies
employed dark patterns to influence investors’ financial decision-making and
behavior. We examined 26 mobile apps that are available in Norway and allow
users to purchase stocks, funds, and cryptocurrencies. Our goal was to identify any
design strategies that may be deemed unethical. We detected several methods or
deceptive tactics deliberately devise to evade the purpose of GDPR. Nearly all the
studied apps incorporate dark patterns to varying degrees, and the manipulation
level using these practices differs between bank and non-bank apps. Banks have
more transparent apps with fewer dark patterns. They give more importance to
safeguarding users’ personal information than non-bank fintech companies and
are less likely to exploit the data shared by users. Non-bank apps display more
intrusive data policies and subpar default settings than banks. They utilize decep-
tive practices to conceal pricing, encourage user interaction, and dissuade users
from exiting the platform.
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1 Introduction

Advancements in financial technology (fintech) have transformed the way ordinary indi-
viduals manage their assets by enabling investment throughmobile applications. Fintech
has made investing enjoyable and exciting; however, it can lead to impulsive and reck-
less investment behavior. While certain interaction design features contribute to a more
enjoyable user experience, they may also introduce bias in users’ decision-making when
investing. Researchers have been studying design practices that manipulate user behav-
ior to benefit businesses. These practices are collectively known as dark patterns [2, 6].
Gray et al. [6] define them asmethods used to deceive and exploit users by tricking them,
for example, into signing up for things they did not intend to or buying things they did
not want to.

The term ‘dark pattern’ was initially coined and popularized by Brignull [2] in 2010,
but he has since redefined it as ‘deceptive design’. Patterns have been employed in
various fields to capture solutions to recurring issues [2]. Since the research area on dark
patterns is still developing, there are variations in how researchers define and categorize
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them within the existing literature [2–4, 6, 7]. Although researchers often use Brignull’s
categories as a starting point, they frequently modify and redefine the definitions of the
various types to improve understanding of dark patterns. Unfortunately, the categories
can be ambiguous and often overlap between studies, making it challenging to measure
dark patterns objectively. Researchers continue to build upon and refine the existing
knowledge of dark patterns [e.g., 6, 8].

After the adoption of the General Data Protection Regulation (GDPR) in 2016,
the research community began paying more attention to privacy-related dark patterns.
Initially, researchers focused on identifying and categorizing deceptive designs, but
recent work has becomemore specialized. For example, Bösch et al. [1] studied privacy-
specific dark patterns to extract asmuch user data as possible and discovered newpatterns
in this area. Soe et al. [11] analyzed dark patterns in cookie consent forms on online
newspaper outlets in Scandinavia. They built on the taxonomy of Gray et al. [6], aiming
to define dark patterns so that they are easily identifiable and detectable by a computer,
thus making dark patterns automatically quantifiable. In another study, Mathur et al.
[8] used an automated tool to search for dark patterns in 11,000 shopping websites,
identifying 1,818 instances, and developed a taxonomy that connects similarly Gray
et al.’s [6] dark patterns with five strategies for online manipulation and six types of
cognitive biases they exploit. In our study, we adopted taxonomies developed based on
the most cited papers in the literature, including [1, 2, 6], and [8]. The taxonomy we
developed based on these papers is given in the Appendix.

Dark patterns can cause significant harm to users, such as financial losses and com-
promised personal data. They generally involve leading users away from their intended
actions and influencing their decision-making inways not in their best interests.Although
there are many examples of how app design influences decision-making, there needs to
bemore research on howdesign features in financemanagement apps affect users’ invest-
ments. To this end, we conducted a descriptive analysis of 26 investment applications
that allow users to purchase stocks, funds, and cryptocurrencies in Norway. Our goal
was to identify deceptive designs and explore their effects. The research was limited to
the Norwegian fintech market, as not all investment apps available worldwide can be
used in Norway. Consequently, we scrutinized only relevant bank and non-bank apps
legally accessible in Norway.

2 Implementation of the Dark Pattern Taxonomy

The study’s primary goal was to identify dark patterns present in a group of 26 capital
market mobile apps available in Norway. The study aimed to determine the proportion of
apps using dark patterns, the number of dark patterns utilized by each app, the purpose
and location of these patterns, and the most common types [10]. These apps included
Bitcoin Wallet, Binance, Coinbase, CoinGecko, Crypto.com Exchange, DNB, eToro,
Firi, FTX crypto trading, Gjensidige, Handelsbanken, IBKR Mobile, Koinal, Kraken,
Kron, KuCoin, Nordea Bank, Nordnett, OKX, Plus500 Trading, Sbanken, Sparebank 1,
SparebankenMøre, StorebrandMine penger, StormGain, and Trading 212. The selection
of apps for analysis was based on their capacity for users to invest in funds, stocks, and
cryptocurrencies, regardless of whether they utilized various fintech business models.
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First, we focused on analyzing banking apps that provide online brokerage services.
To identify these apps, we used lists of Norwegian banks, such as Finansportalen [5] and
Neste Bank [9], and carefully examined all Norwegian banks to see which ones offered
investment products. We then filtered out banks that did not have apps allowing users to
open brokerage accounts and invest in financial instruments. Finally, the banking apps
that met these criteria were downloaded and tested for the study.

Although banks are the primary destination for investment services in Norway, there
are trading platforms that operate differently from traditional banks. These platforms,
also known as shadow banks (i.e., non-banks), do not offer standard customer services
like bank accounts, loans, or credit cards but provide platforms for trading securities.
Even though these platforms appear similar to investment banks’ services and platforms,
it is crucial to examine how they differ from each other and how they utilize mobile app
features. Therefore, trading platforms that enable users to purchase stocks, funds, and
cryptocurrencies, but are not provided by banks, were also considered in the study. To be
eligible for inclusion, platforms had to allow users to create an account using Norwegian
credentials. Apps that were excessively basic (with only one or two features), received
poor ratings (with a rating of 3.5 stars or less in the App Store), or were clearly in the
early stages of development were excluded.

We followed a process that involved setting up brokerage accounts, exploring and
buying financial products, and carefully scrutinizing each screen. We analyzed each
screen encountered during this process to identify any designs that could be considered
unethical, and any instances of dark patterns were highlighted, referenced, explained,
and categorized.

3 Found Dark Patterns

Forced Registration. Many investment apps employ a deceptive design practice called
forced registration. Out of the apps that were examined, 10 allow access to basic con-
tent without any registration, four require an email address for demo mode access, and
11 require complete account registration, which involves providing personal identifi-
cation through a national ID or passport, disclosing address and phone number, and
completing questionnaires about intended activities on the platform. Norwegian banks
use BankID, a national solution for multi-factor online identification, to authenticate
their users. International apps usually ask users to provide identification information
manually and sometimes submit selfies or images of their ID documents. Nordea’s app
falls somewhere in the middle, initially appearing to lock out users until they become
a customer. The app’s welcome page only displays two options: ‘Log in’ or ‘Become a
customer’. However, a demo function is concealed behind the login button in a menu.

Hidden Information. All of the apps have some degree of hiding information in their
privacy policy and terms and conditions documents, but the type and severity of infor-
mation hidden vary. Common characteristics of these legal documents are that they are
lengthy, difficult to read and navigate, and often written in legal terminology. The docu-
ments are typically in the form of PDFs that have to be downloaded or accessed through
a web browser. Information is deemed hidden in this context if it is relevant to the user
during app usage but only accessible through these documents, not on the app’s actual
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interface. Furthermore, users can access these documents through links on the landing
screen or the menu, which nine cases are positioned at the bottom of the page in small,
light-colored type.

Fig. 1. Locating fees on the eToro application.

It is typical for apps to acknowledge the existence of inactivity fees in their docu-
ments, but the specific amount of these fees often needs to be disclosed. For instance,
eToro only mentions their inactivity fee at the end of a lengthy PDF document that users
need to navigate through six steps to find (Fig. 1). The app’s fees page only listed the
products for which fees are not charged, with only one line dedicated to locating the
actual products that incur fees. Another app’s terms and conditions document stated that
‘Client Money’ would be terminated if the account remained inactive for six years.

Fig. 2. Platforms and personal data policies.

The policies related to cookies and data are often concealed within lengthy docu-
ments that are difficult for users to read and have to be downloaded. Commonly, these
documents disclose poor default settings and how user data is shared with third-party
entities. In nine apps, the data policies are hidden from view, either by removing the
content entirely from the app or making links to external pages challenging to locate
(Fig. 2). Nine apps demonstrate transparency and clarity in their use of personal data,
providing users with clear information on the reasons for collecting and sharing data
and offering simple opt-out options.

None of the commission-free platforms openly discuss or provide clear details about
their execution policies regarding payment for order flow (PFOF). They tend to present
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this information in a vague manner, often hidden within complex legal language (as
shown in Fig. 3a). However, when we closely analyzed these policies, we discovered
discrepancies between the statementsmade in the policies and the information advertised
on the platforms.

False Hierarchy. Besides the common practice of hiding fees, the false hierarchy pat-
tern is utilized to deceive regarding the fees. For example, eToro prioritizes the promotion
of its free products by allocating significant space, utilizing large fonts, and employing
vivid colors (Fig. 1). Conversely, the statement ‘other fees may apply’ is presented in
a basic fashion, isolated from the free products section, and is not hyperlinked. This
strategy downplays the significance of the fees and could result in users ignoring them.

Fig. 3. Dark patterns detected in various apps.

Hidden Cost. Apps typically present an estimated price to users during the order place-
ment process, but the actual charge may vary from what is shown (Fig. 3b). This lack of
transparency about the actual cost of the trade is compounded by the absence of feedback
on the execution quality of orders, which together comprise a dark pattern. This practice
was identified on all PFOF platforms, all of which are apps, except for Norwegian banks.
Norwegian banks usually charge a brokerage or platform fee, which is clearly indicated
in the pricing of each product.

Additional Costs. Another strategy used by platforms to charge fees while appearing
to offer free services is by imposing additional costs. They claim that they do not charge
a brokerage fee but instead charge a currency exchange fee. However, this practice could
have been acceptable if most platforms were upfront about disclosing these fees to users
early in the process (Fig. 3b). Platforms that do not resort to this dark pattern explicitly
state their fees during account registration and furnish a link for users to examine pricing.

Intermediate Currency. Using intermediate currency is a common practice in invest-
ment because international money exchange is an essential aspect of the process. Differ-
ent platforms utilize various currencies in different places, complicating the user’s ability
to determine the total cost of their investments (Fig. 3c). Another way that apps can take
advantage of currency is by stating their fees in cryptocurrency, such as Ethereum or
their proprietary digital currency, making it challenging for users to predict the cost of
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essential services (Fig. 3d). eToro, for instance, presents conversion fees in PIPs, which
is a function of USD and is commonly used in professional settings to describe forex
currency pairs.

Bad Defaults. Nine applications have poor default settings, which include automatic
sign-ups for marketing content, excessive disclosure of personal information, and accep-
tance of invasive cookie policies (Fig. 3e). These settings are typically located in the
settings menu, but in some cases, they are only mentioned in the terms and conditions
documents without any option to modify the default.

Forced Continuity. Three platforms implement the forced continuity or roach model
using inactivity fees, which charge users who do not trade actively, with fees ranging
from 1 to 10$ per month, to keep them engaged (Fig. 4a). It’s important to note that
if users sell their investments all at once, they could incur losses. The dark pattern of
forced continuity also manifests in immortal accounts, which are difficult or impossible
to delete. Eight apps have such accounts and deleting them often requires users to contact
customer service or follow a complexmulti-step process that needs to be clearly outlined
on the platform. It is also unclear whether deleting the account would erase all user data
and the implications of deleting it.

Fig. 4. Inactivity fees (a) and earn cryptocurrency features (b) in various apps.

Gamification. Many cryptocurrency apps incentivize users to complete taskswithin the
app, such as taking a course about cryptocurrencies in exchange for earning, winning, or
obtaining coins (Fig. 4b). These apps use gamification techniques such as daily check-
ins, completing ‘learn-to-earn’ courses, and practicing depositing or trading to make the
experience more engaging. However, this type of gamification may be considered a dark
pattern because users may only feel comfortable with cryptocurrencies after investing
significant time and effort in earning them. Figure 5 shows instances of reward features in
cryptocurrency apps, with ten apps offering rewards, including referral rewards, rewards
for investing specific amounts, and rewards for completing tasks. Three of these apps
provide multiple ways to earn rewards.
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Among 10 apps that offer rewards, four disclose the monetary value of the reward in
local currency or USD, even though the reward is paid in the app’s preferred cryptocur-
rency. One app offers either 50 or 100 Satoshi, based on the task, while another uses
Chronos as its reward unit. One app states all rewards in USDT, which is a cryptocur-
rency linked to the US dollar, and two apps provide rewards in the form of a percentage
of the fees that their referred friends paid without disclosing the actual fee amounts.

Fig. 5. Inactivity fees and earn cryptocurrency features in various apps.

Social Proof. The presence of social proof is evident through testimonials displayed on
Kron and eToro. These testimonials are selected from unidentified sources and show-
cased to increase credibility. eToro further employs social proof by indicating the number
of people who copied the portfolios of its influencers to enhance their trustworthiness.

Disguised Ads. Several apps use deceptive tactics in their ‘earning’ section, enticing
users to invite their friends to invest in exchange for a monetary reward ranging from
just over 8 USD to 30 USD for each new user recruited. However, all seven applications
have a condition that the recruited friend must invest a certain amount in unlocking the
reward, which ranges from 879 to 1000 NOK. In most apps, both the referrer and the
friend receive the reward if the conditions are met, with the exception of one Norwegian
bank that offers only a referral bonus. Additionally, disguised ads in the form of inbox
messages are found in three apps. These apps also include disguised advertisements
in the inbox section, where clients typically receive important messages such as order
notifications and purchase summaries. Some of these ads are nagging pop-ups that could
be deactivated in the notification settings, while others could not be deactivated at all.

Aesthetic Manipulation. The practice of aesthetic manipulation involves highlighting
certain positive words or phrases taken out of context and using them to hide negative
information in the rest of the text. This is frequently seen in the pricing sections of
the apps, where words like ‘zero commission’, ‘no extra fees’, ‘free’, and ‘no hidden
costs’ are emphasized, while the costs that users need to pay are presented in the small,
light grey text that is difficult to read. This tactic is often used in combination with the
use of complex language to bury information that the platform does not want users to
pay attention to. eToro’s FAQ section is a good example of this, where they answer the
question ‘Is eToro free?’ by first highlighting the free services they offer before vaguely
mentioning that they charge ‘fees for some trades and withdrawals’, without specifying
which ones, and that they also have an inactivity fee.
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4 Summary

This study aimed to determine how fintech firms utilized dark patterns to influence
investors’ financial decision-making and behavior. In general, the findings suggest a
divergence between bank apps and fintech apps operating as shadow banks (i.e., non-
banks). Although dark patterns are present in most of the apps examined in the study,
the findings suggest that banks are less inclined to use dark patterns to manipulate their
users than shadow bank fintech. The dark patterns employed by banks are also less likely
to directly aim at enticing users to spend more on brokerage services. While banks often
require users to register for services before allowing access to app features, non-bank
platforms employ dark patterns to hide pricing, retain user engagement, and discourage
users from leaving the platform. Several apps utilize deceptive design techniques and
marketing strategies to entice users to start spending on their platforms, in addition to
simplifying the process of getting started with the app.

Non-banks exhibit more invasive data policies and poor default settings than banks.
Users are more likely to engage in risky financial behavior, such as trading CFDs, with
shadow bank fintech, as banks are more regulated and transparent about their services.
They are also more likely to suffer from poor order execution, incur unexpected fees,
or be unable to withdraw their profits since pricing information is not revealed to them.
The results show that banks prioritize the protection of users’ personal information more
than non-bank fintech does and are less prone to exploiting the data shared by users.

Platforms utilizing the PFOF model employ deceptive design to make users believe
that trading is commission-free. They achieve this by hiding pricing information from
users. The platforms also offer rewards to incentivize users to deposit money, trade
frequently, and recruit their friends to join. However, users need to be provided with
full information about potential fees for leaving the platform or for inactivity. These
platforms have poor default settings that lead users to unknowingly share too much
personal data and receive excessive marketing communications. While some banks are
transparent and helpful in guiding customers on how to delete their accounts and personal
data, one bank follows a roach model where such information is not easily accessible.
This practice is more prevalent among non-bank platforms.

This study provides a descriptive analysis of the extent to which investment apps
involve deceptive design practices. Especially non-bank applications should be more
sensitive and careful about the design practices that might affect investors’ financial
decision-making and behavior. It is important to note that deceptive design practices
may cause financial losses to users. In the study, several apps were not included in the
sample due to their support of only CFD trading, which is considered an extremely risky
financial instrument and not a form of investment. These apps were deemed out of scope.
Considerably more work needs to be done by including all investment-related apps to
obtain a more comprehensive understanding of financial dark patterns.

Acknowledgments. This paper was based on the master’s thesis of the first author conducted
under the direction of the second author.
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Appendix

A dark pattern taxonomy developed based on the most cited papers of literature.
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Abstract. Artificial Intelligence (AI) models operate as black boxes
where most parts of the system are opaque to users. This reduces the
user’s trust in the system. Although the Human-Computer Interac-
tion (HCI) community has proposed design practices to improve trans-
parency, work that provides a mapping of these practices and interactive
elements that influence AI transparency is still lacking. In this paper, we
conduct an in-depth literature survey to identify elements that influence
transparency in the field of HCI. Research has shown that transparency
allows users to have a better sense of the accuracy, fairness, and privacy
of a system. In this context, much research has been conducted on pro-
viding explanations for the decisions made by AI systems. Researchers
have also studied the development of interactive interfaces that allow
user interaction to improve the explanatory capability of systems. This
literature review provides key insights about transparency and what the
research community thinks about it. Based on the insights gained we
gather that a simplified explanation of the AI system is key. We con-
clude the paper with our proposed idea of representing an AI system,
which is an amalgamation of the AI Model (algorithms), data (input
and output, including outcomes), and the user interface, as visual inter-
pretations (e.g. Venn diagrams) can aid in understanding AI systems
better and potentially making them more transparent.

Keywords: Transparency · Explainablity · Usability · HCI · AI
models · Data · Interpretability

1 Introduction

Machine-learning based systems that make predictions or recommendations to its
users and explain why a decision was made increases the user’s understanding of
the system and improves the overall user-experience of the system. Transparency
is an explanation given by a system on how it works or why an algorithm made
a decision [7,32]. Automated systems using AI are helping humans make impor-
tant decisions in areas such as recidivism risk assessment to identifying qualified
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applicants using applicant tracking systems. For a system to be transparent,
users need a clear follow-up explanation why a decision was taken and if the
system worked correctly [4]. These systems make decision or recommendations
based on data input, implicit rules and decisions made by machine learning mod-
els [36]. When the user of the AI system receives the algorithm’s output, they
are unable to understand how or why the inputs resulted in the outcome. As a
result the end-users when they do not understand the decision, feel discriminated
against and demand explanations for the decisions taken [3].

When we think of an AI system being transparent, we expect that the system
is interpretable and explainable. Interpretability is being able to explain what
the AI model and the algorithms does [6]. Explanations help understand the data
used by the model and they expose how the data used by the algorithms logically
arrived at a decision and provide additional information to the user about the
expected output. Explanations improve user trust and increase the transparency
of the system [11,33]. With regards to transparent systems, user interfaces are
a less discussed aspect, but are critical to this discussion since they display the
outcomes of the model [9,14]. While using interactive user friendly interfaces
users feel they have a better insight into the outcomes of the AI system.

• We conducted a survey of 223 research papers around HCI and AI around
explainability, interpretability and transparency. We then conducted an in
depth review and identified 48 papers that addressed our research questions.

• We identified three elements that impact transparency of a system. The AI
model, the algorithms that work with the model and the data (the input
and the output) that influence the outcome the model and interactive user
interfaces.

2 Survey Approach and Methodology

AI systems that exhibit human-like intelligence are being used to do general tasks
that humans were doing. The problem is it is difficult to understand or predict the
decision or recommendations of these systems. In such cases not only do user’s
lose trust in the system, but as a society our overall trust in these AI systems
goes down [11]. We conducted a review of papers to understand better the state
of the art on transparency in AI systems. Our perspective is that making systems
transparent may help us understand and control these AI systems. Our research
work started by trying to find an answer to the question RQ1: “what the elements
that influence transparency in machine learning systems”. We examined and
downloaded 223 papers that were relevant and placed them in content relevant
folders. Then we conducted an in-depth research and identified 48 papers. We
used search terms such as: HCI AND AI AND Transparency,OR explainability
OR mental models OR user interfaces.

We followed an iterative process in two phases(see Fig. 1). In phase I we
addressed RQ1. As we read through these papers and found answers to this
question, we identified two other related research questions analysed in phases
II and III: RQ2: “how is transparency different from explainability?” and RQ3:
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“what kinds of explanations will authentically improve transparency?”. As the
next step, we examined each of the 48 research papers and classified them based
on each of the three research questions. We found different definitions for trans-
parency depending on the context it operates. We define transparency as “the
ability of the AI system to be able to convey clearly what it can and
cannot do” [36].

Our research was done using Google scholar and selecting papers after 2000.
For understanding on work around artificial intelligence and software engineering
usability principles, we examined papers around 1990. Topics related to HCI and
the concept of Mental Models included papers that were published in the 1980 s.s.
The following HCI areas were identified in the papers: IUI (Intelligent User
Interfaces), HCAI (Human Centered AI) and HAII (Human-AI Intelligence).
For every paper that we reviewed we looked at the abstract,introduction and
discussion sections. If we found the paper to be relevant we saved it to folders
and revisited them again for a detailed study according to the research question
it addressed. By following this process we found a research gap. Within AI
systems the design of user-interfaces that follow usability principles so that they
have effective interaction with users is an open research area. Further research
in the area of Intelligent User Interfaces helped us outline our research agenda.

Fig. 1. Methodology used to conduct the review.

3 RQ1: “What Are the Elements that Influence
Transparency?”

When considering a system that is “AI-enabled” through machine learning, inde-
pendent of the domain it functions, there are three elements that impact the
transparency of a system [13,34,36], as follows:

• AI Model and Algorithms - Transparency is an understanding of the
mechanism by which the model works [6]. Such a model is an interpretable
model [37]. For a model to be trustworthy we are interested not only about



352 D. Muralidhar et al.

accuracy and accuracy rates, but also the examples for which the model
makes accurate decisions.(e.g. are outcomes biased towards a gender, race,
etc.?) Also, there is mismatch between a human’s need for reasoning and
explanation and the algorithm’s ability to provide this information in an
understandable fashion [3].

• Data - The data is the input and the output of an AI system [27]. The output
data includes the outcome such as a decision or a recommendation produced
by an AI model. Building operational data is part of the process used to
prepare training data that impact the performance of the machine learning
systems [11].

• Interactive User Interfaces - The third element in AI systems that impact
transparency is are user-interfaces that facilitate interaction between AI sys-
tems and humans. By developing methodologies and building tools that
improve the intelligent interactive pieces of the AI system, user interfaces
should be such that users intuitively understand the AI system’s reasoning
related to its outcome [18]. For example, when the user sees a direct rela-
tionship between their action that conveyed a desired goal and the AI system
responding to that action and satisfying the goal, the system does not have
to explain its reasoning on how it understood the user’s goal [17].

Discussion A fundamental machine learning problem is that when a computer
learns from the training data, it produces an outcome, and is presented to the
user as a recommendation or decision without any regard for human compre-
hension. This lack of transparency is not just because of the poor user interface
design that could mislead the user, but it is as a result of the actual design of
the automated tasks [16]. The more accurate an AI model and its algorithms
are in their prediction, the greater its opacity. Transparency is lost in this pro-
cess [8]. The data that is input to the system is used to train the model on its
outcome. Biases that are introduced during this training process can be seen in
the system’s behaviour, and as a result, it is quite likely that the decision or
recommendation by the system is unfair [1,11]. Solutions to such problems lie
in data transparency which discloses the data and the metadata used, as well as
the purpose of the data within the AI system [1]. Similarly, feature transparency
reveals the data points used by the AI systems and their origin [2,35]. Users
regardless of their expertise want data-centric explanations as it improves their
trust in the system. The users are less wary and trust the system more when
there are text and visual explanations presented using virtual agents [3]. In par-
ticular, users benefit by having explanations that use user interface elements
and design patterns [18]. Transparency can be increased by designing intelligent
interfaces that adapt usability principles for machine-learning based AI systems
increasing its interactivity [28]. The problem is user needs change depending on
the AI system. Recommender systems studies found that designing systems that
are efficient, that deliver effective outcomes help users make faster and good deci-
sions, and makes the user experience more enjoyable. Users rate such systems to
be easier to use [30]. User studies have found that using virtual agents that had
a speech recognition system along with a visual, interactive interface increased



Survey of the Elements that Influence Transparency (AI Systems) 353

the transparency and trust of the AI system [4]. The interaction between the
users and the AI system should be rich using natural language, providing human-
understandable explanations and use any other forms of communication that are
effective [17,23].

4 RQ2: “How Is Transparency Different
from Explainability?”

When a system is transparent it is explainable [11]. However, a system that
provides an explanation for a decision may not be transparent. Not all questions
seek honest explanations and explanations that do not reveal the true reason for a
decision made by an AI system do not aid in the design of a honest transparent
system. “Dark patterns” in the explanations make assumptions about an AI
model [12]. Assumptions impact the transparency of the system negatively [11].
Additionally, explanations that have dark patterns embedded within the user
interface do not improve transparency for user [5]. The phrasing of explanations
and the methods in which they are embedded within the interface makes a
pattern dark. Often explanations that are not valid or accurate or just not useful,
increase user trust and convey a sense of transparency just because they exist.
Transparency of this kind is known as placebo transparency [10]. Systems that
display such explanations provide a false sense of certainty in the system. In
other situations, users do not pay close attention to the explanations and view
the system as transparent because they are not highly motiviated about the
context in which the AI system functions. Explanations given to such users called
heuristic cueing do not increase the transparency of the system [21]. Without a
standard for transparency in AI systems, it can be easy to deceive users about
system accuracy or quality of the AI system [32].

Discussion. AI experts and domain experts who have the know-how about the
actual mechanics regarding the AI models provide explanations for the layman
about the AI model making assumptions about the behaviour of the model. For
an AI model to be transparent it could be interpretable. Often a model that is
interpretable is considered to be transparent or “glass-box”. Explanations about
the outcomes such as why and how the system arrived at a decision can increase
trust in the system [10]. Since transparency is a positive feature for AI to have,
users may rate an AI system more positively if they see it provides explana-
tions for its decisions, even without carefully examining the explanations’ qual-
ity. When individuals are “mindless,” not the content of an explanation but its
explanatory form becomes persuasive [21]. In these cases, transparency just func-
tions as a heuristic cue [21]. AI system designers, while designing explanations
should keep in mind how users perceive explanations, the value the explanations
can provide to the user and ensure that they are easy to process.
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5 RQ3: “What Kinds of Explanations Will Authentically
Improve Transparency?”

If the user who watches the system’s behavior and understands the explanations
provided by the system, is able to explain the working of the system with no
errors, then the system output is transparent [15]. Explanations that model how
human’s explain decisions to each other are likely to be effective [24]. Explana-
tions can be classified into four categories, one that explains the terminology,
that which explains the control or strategy, which justifies or supports the out-
come and that which can trace a line of reasoning for the outcome [7]. To build
a transparent system, and increase trust users, developers and domain experts
should be able to provide explanations that answer questions such as what was
the reasoning behind the outcome of the AI system [9]. Where did the data for
the AI model come from [33]. How was the data collected, and how did the AI
model arrive at the decision. Experiments conducted on context-aware system
and found explanations to“why the system” and “why not” explanations were
useful in increasing user trust when compared to “how” and “what if” explana-
tions [20]. Further the why explanations helped users understand how the system
performed when compared to why not explanations [19].

A Well-Designed Explanation Should Be Complete and Sound. A com-
plete and sound explanation that explains how the data is processed, addresses
the why questions, and those that explain the internal data structures in a pro-
gram address the what questions [13]. Soundness is defined as, “nothing but the
truth” while Completeness is “the whole truth” [19]. The what if and how ques-
tions address the gulf of execution, which is the difference in what can be done
with the system and what the user perceives can be done with the system [29].
The what,why,why not questions address the gulf of evaluation, which is dif-
ference between what the user perceives to be the functionality of the system
and the user’s expectation of the system. Users create mental models of the sys-
tems they use which aid in observing the effectiveness of the explanations [22].
Often there is a difference in the user’s perception of the system and the actual
conceptual model of the system. This could be because of “persistence of mental
model”, that is users apply their prior knowledge while using the system and do
not pay careful attention to the explanations [29]. To make sure that users gain
from these explanations, we have to ask the right questions. Explanations that
bring the user’s mental model closer to the actual working model minimizing
these gulfs are explanations that improve transparency.

Explanations that Clarify What Is at Stake. This ensure higher levels of
transparency of the system and increase authenticity and trust in systems [38].
Algorithms that have a high impact are considered high stakes. In such cases
transparency standards should be sensitive to considering explanations that state
what is at stake more valuable than other kinds of explanations.
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Interactive Visualizations. Such as concentric circles, saliency maps, Venn
diagrams and others aim to convey the outcome and the impact of the outcome to
the user [37]. This idea supports the well-known adage,“a picture is worth 1000
words”. Interactive AI systems benefit from explanations related to questions
such as how and what if [20]. A problem with textual explanations is that they
can overwhelm the user with too much information and often the language is
English and hence not universally accessible. Hybrid explanations that include
visualizations supplemented with text increase the user’s understanding being an
effective way of presenting explanations while reducing the cognitive load [30].
They improve the usability of the system and users perceive these systems to be
transparent.

Discussion. Post hoc interpretable explanations responses discuss how and why
a system arrived at a decision [25]. The trust a user places on a system is closely
related to the usability of the system and the explanations provided by it [14].
Richard Feyman’s popular quote, if you can’t explain it to a six year old, you
don’t really understand it” is a good test for explanations [36]. The problem with
such explanations is that they may not accurately describe the AI model’s deci-
sions. User studies have shown that to be complete is more important than being
accurate(sound) [19]. Explanations should therefore try to provide a complete
picture related to the output within established expectations of the system [31].

6 Findings on Open Questions for Future Work

Transparency in machine learning systems is about theoretically examining what
powerful machines can reveal about their decision making [16]. A system is said
to be opaque if it is easier to experiment with it than understand it [26]. The user
interface helps the user interact with the system and can help understand the
reasoning of the AI model on how it arrived at the decision. The idea of making
available different levels of transparency is an important design decision [9,30].
We use Fig. 2 to define concepts and their role in transparency considering the
three element identified in RQ1. Transparency can be achieved by implementing
interpretability and explainability, explainability and usability or interpretabil-
ity and usability within the AI systems. The issue is that interpretability cannot
generate trust by itself [13]. In order to gain the trust of the user, interpretabil-
ity should be accompanied by complete explanations. Interpretability is defined
as when the user with the aid of the explanations provided by the AI system
understands the decision made by the system [34]. This aids the system’s trans-
parency. We present that Explainable models are interpretable by default, but
the reverse is not always true. is only part of the story [13]. For a system to be
fully transparent the user interface for these AI system should follow usability
guidelines. In human-human interactions, some of a human’s actions are intu-
itive enough that they do not need explanations [18]. Using usability principles
can help improve human-machine interactions [24]. A developer often wonders,
Is the system working as designed? [25,27]. Systems that have an ability to inter-
act with people using explanations can use the knowledge provided to improve
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the decision making process. When explanations are communicated to the user
following usability principles, the user understands the reasoning of the decision
made easily and system’s transparency increases. An approach to address the
limitations of explanations is to design systems where the architecture simplifies
the interpretation of the model’s behaviour and presents its outcomes to the
user [13]. This sort of interactive machine learning and ease of use of the system
lends itself to being transparent, since the user can verify what the system is
doing [14].

Putting all the above ideas together we propose that transparency is the
intersection between AI models, its algorithms, the data and its interactive user
interfaces. In such a scenario, the machine provides enough information so that
the user is not only satisfied, but they are willing to take responsibility for
the decision [13]. We acknowledge that is still an open area of research since it
current XAI research does not properly address how users interact and visualize
the explanations provided by the AI systems [22].

7 Conclusion

In this paper we presented our insights gained from a literature review based
on the notion of answering three research questions that we set for ourselves to
understand the impact of transparency on AI systems. Due to space constraints,
all the papers we reviewed are not listed. They can be provided under request. We
conclude that the AI model and its associated algorithms, the data, and the user
interface of the AI system together enable complete transparency of the system.
Our future work (see Fig. 2) is to find a way to quantify transparency for two
classes of AI systems such as music, book, recommender systems, conversational
AI agents, or grammar checkers, and have visualizations that inform users about
the level of transparency of an AI system.

Fig. 2. The three elements that impact transparency, where intersection of all repre-
sents highest level of transparency.
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Abstract. Passwords are a popular means of authentication for online
accounts, but users struggle to compose and remember numerous pass-
words, resorting to insecure coping strategies. Prior research on graphical
authentication schemes showed that modifying the interface can encour-
age more secure passwords. In this study (N = 59), we explored the use of
implicit (website background and advertisements) and explicit (word sug-
gestions) cues to influence password composition. We found that 60.59%
of passwords were influenced by the interface cues. Our work discusses
how designers can use these findings to improve authentication interfaces
for better password security.

Keywords: Passwords · Authentication · User Interface · Usability

1 Introduction

Up to date, passwords remain the most popular means for authentication [10].
Although different authentication techniques such as behavioral biometrics or
facial recognition, it is unlikely that password usage will be eliminated anytime
soon [3]. This is due to the advantage of passwords over other techniques such
as ease of use, and security [4]. As a result, people have on average 80 accounts
they are protecting with an average of 3.5 passwords. This makes password
memorability challenging [7].

Numerous methods have been developed to help users obtain stronger pass-
words. Besides explicit approaches, such as password policies which may force
users to create secure passwords, there are also promising implicit attempts
to steer the user in a certain direction. Von Zezschwitz et al. [18] presented an
interesting approach, where they showed that by carefully choosing a background
image to the Android lock pattern, they were able to significantly reduce the use
of popular start positions.
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In this work, we adopt this approach for text-based passwords. In a remote
study, we explore the concept of integrating explicit (i.e. word suggestions to
be added to the password) and implicit (i.e. UI elements, advertisements, back-
ground images) UI cues on password composition. We found that 60.59% of
composed passwords were influenced by the interface cues. To our knowledge,
this is the first study exploring the effect of UI cues on password composition.

2 Related Work

The trade-off between usability and security has been the subject of continuous
research in both academia and industry. Security experts consider users to be the
weaker link in the security of systems because they lack the motivation to create
secure passwords. The enormous number of accounts per user (80 on average)
[7] makes password memorability challenging. Hence, users create mitigation
techniques, such as reusing passwords [13].

To address these problems, researchers have proposed different approaches.
Yan et al. [17] suggested using mnemonic phrase-based passwords, integrated
into the generated passwords. The results showed that this approach is as secure
as random passwords and more secure than regularly chosen passwords. Fur-
thermore, Jermyn et al. [8] suggested altering the order of the chosen pass-
word after creating it. Other schemes explored include fictional news headlines
[9], word associations [11] or use passphrases [12]. Seitz et al. [14] suggested
using the Decoy Effect to influence password composition. The authors devel-
oped concepts to improve persuasive approaches to nudge users towards stronger
password creation. Recent works suggest adding gaze as a behavioral aspect to
increase password strength and reduce reuse [1,2].

Another body of research investigates influencing users’ password compo-
sition. For example, research showed that adding a background image to the
authentication screen guided participants to create stronger and lock patterns.
For example, Dunphy et al. [5] showed that adding a background picture to the
“Draw A Secret” graphical password approach significantly increased the com-
plexity of the drawn passwords. A similar study by Von Zezschwit et al. [18]
showed that users choose patterns based on their interest in the geometric prop-
erties of the resulting shapes. Hence, the authors implemented an approach to
nudge users to create more diverse passwords by adding or animating a back-
ground image. Furthermore, Ur et al. [15] implemented a password meter that
provides accurate strength measurement and actionable, detailed feedback to
users to help them modify their created passwords.

Finally, one work that explored altering text-passwords generation is the
research by Forget et al. [6]. They introduced Persuasive Text Passwords (PTP),
a text password system that leverages Persuasive Technology principles to influ-
ence users to create more secure passwords. After users choose a password during
creation, the PTP system improves the password’s security by placing randomly-
chosen characters at random positions into the password. Users can shuffle the
order and position of the randomly-chosen characters until they find a memorable
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combination. Results showed that the PTP variations significantly improved the
security of users’ passwords.

Motivated by prior research, in this paper, we will investigate using implicit
(i.e., background images) and explicit (i.e., word suggestion) UI cues to influ-
ence users’ text-password choice on different websites with different protected
information sensitivity.

3 User Interface Cues and Password Composition

In this section, we will reflect on the study design and the design choices. This
research covers one research question RQ, What are the implications of adding
implicit/explicit UI cues on text-password composition?

3.1 Study Design

To address our research question, we conducted a within-subjects study with
remote participants who completed all conditions. Our study had two indepen-
dent variables: 1) implicit and 2) explicit UI cues, and 1) high and 2) low sen-
sitivity of website information. The dependent variable was the generated pass-
words. Our study was GDPR compliant, with participants able to opt-out at
any time, and their data being deleted. We obtained consent from participants
to analyze and share their collected passwords. Eye-tracking data was collected
to gain insights into the participants’ password choices. Moreover, we collected
participants’ eye gaze data on the website to map where did they look during
the study. Finally, we collected post-study questionnaire that asked participants
to reflect on their collected passwords and provide Likert scale responses on how
frequently they use PayPal and 9GAG (ranging from 1 “rarely” to 5 “daily”).

3.2 User Interface Design and Cues

To investigate the impact of interface cues on password creation, we utilized
two different types of cues: 1) implicit and 2) explicit cues. Implicit cues were
added to the interface to inspire participants to incorporate them into their pass-
words, including a background image, advertiser logo, dynamic content, ticking
counter for PayPal, and GIFs for 9GAG. Explicit cues suggested a phrase or
password that users could use partially or fully to create their passwords. The
plain registration webpage included only the website logo, and after 2 s, a fading
sentence suggesting a word to make the password more personalized appeared.
Users could select two categories of interest from 15 presented at the begin-
ning of the study, such as education, literature, gaming, and others. We used
two different websites to assess the influence of data sensitivity levels: PayPal,
with high-sensitivity information such as users’ full name, address, gender, and
bank details, and 9GAG, with almost no personal user information saved. Both
websites included three fields to enter: email, password, and password re-entry.
Our design was based on the original website designs to collect ecologically valid
data, with a password strength meter included to encourage participants to cre-
ate stronger passwords. Figure 1 shows the different interface designs.
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Fig. 1. A screenshot of our implemented two websites with their two variations. (a)
and (b) represent high information sensitivity webpages, and (c) and (d) represent low
information sensitivity webpages.

3.3 Apparatus and Participants

As our study was remote, we implemented a JavaScript and Node.js website for
the study. We used MongoDB Atlas for the database, we hosted it on Heruku
and we use GazeRecorder for eye tracking1. We also disabled auto-completion
for passwords to make sure that participants created the passwords and did not
use password meter suggestions.

We recruited 59 participants (30 Females and 29 Males), aged 18 to 54
(M = 24.67;SD = 5.83). Participants had diverse nationalities and back-
grounds, including, Engineering, law, secretaries, and workers. Participants had
different nationalities from USA, Germany, Italy, UK, Turkey, India, and Russia.
12 participants had glasses on, and 7 had corrected vision using lenses. Partic-
ipants did not have IT security background or experience (M = 1.5 on a scale
from 1 (novice) to 5 (expert))), and finally, most of our participants use PayPal
frequently (71.19%); however, they do not use 9GAG frequently (89.83%).

3.4 Procedure

We recruited participants via university mailing lists and directed them to a study
URL. After reading the study’s aim and consenting to data collection and analy-
sis, they were directed to an eye-tracking calibration page. Participants were asked
to register and sign in on two different websites with two variations, shown in
counterbalanced order. Participants were informed that the interfaces are only
replicas of the original websites. Afterwards, they filled a demographics form.
The study lasted 15 min and participants received 5 Euros as compensation.

1 https://gazerecorder.com/gazecloudapi/.

https://gazerecorder.com/gazecloudapi/
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As this was a deception study, we debriefed participants with the main aim of
the study in the end, and they were allowed to opt-out.

3.5 Limitations

Our study was able to overcome some of the limitations of remote studies by
collecting ecologically valid data, while also being able to maintain a high level
of participant engagement, as evidenced by the lack of reported interruptions.
Furthermore, our study showed promising results in terms of short-term pass-
word memorability. To build on these findings, future research could explore the
long-term effects of using cues to enhance password memorability.

4 Evaluation Methodology

To decide if the interface inspires the passwords, we defined key aspects that
would indicate that the password is inspired by the implicit cues such as:

1. Website name or adapted website name (replacing letters with numbers or
special characters) (i.e. PayPal30EusikR)

2. Background item names (i.e. Zalando5432)
3. Items description (Name, Color, Size, Position, etc) (i.e. bigEyesCat9)

For the explicit cues, we indicate that the explicit cue inspires the password
if the password contained the cue itself (i.e. Sports5432), or a subtopic of the
cue (i.e. p!zZa123 when primed with the category. If a password, for example,
contained the website name (implicit cue) and the explicit cue, then we consider
the longest (in terms of the number of characters) of them, and we use its
respective category for counting.

We used a two-step approach for both categories: First, we used an automated
process to compare collected passwords to a predefined set of words (e.g., PayPal,
pizza, blue). Second, we manually checked the remaining passwords for letter
replacements with numbers or special characters (e.g., p!zza, P@yPal).

5 Results

5.1 Passwords Overview

In total, we gathered 236 passwords from participants who agreed to share them,
with an average length of 11.5 characters. Table 1 presents a selection of pass-
words collected for each cue type (implicit and explicit) and website content
sensitivity level (high and low). Before analyzing the passwords, we needed to
verify that participants had not simply entered random characters. To achieve
this, we employed the zxcvbn password meter [16] to evaluate password strength.
Our analysis revealed that the average password strength score was 2.43 out of
4 (on a scale from 0 (easily guessable) to 4 (hard to guess)), indicating that
participants created passwords that were not easily guessable.

To assess the memorability of the passwords, we asked participants to log in
to the websites at the end of the study. Our results showed that 86% of the logins
were successful, which suggests that the passwords were reasonably memorable.
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Table 1. Sample of the passwords collected per cue type (Implicit and Explicit) and
per website content sensitivity (High and Low)

Implicit Cues (Background) Explicit Cues (Word Suggestion)

High Information

Sensitivity (PayPal)

dbToLate247 TravelSriLanka94

Paypa!123 MoviesCollection1999!

Zalando5432 1234Petsarecute

Netto123123 Fashion@Style.1998

banking4518 spo3rtsisFun

Low Information
Sensitivty (9GAG)

ExploringMemes CocaColaisGreat

alienCakememe Footballer94!

pokemonfstgen Studytechnology1

bigEyesCat9 9GAG4FUNtechnology

9gagsonde3851 Timis1niceActor

5.2 Password Characteristics per Webpage Content Sensitivity

Looking at the password strength relative to the content sensitivity, we found
that high-sensitivity information (PayPal) is slightly stronger (average strength
score of 2.59 (on a scale from 0 (very week) to 4 (very strong))) than low-
sensitivity webpage (9GAG) 2.34. A repeated-measures ANOVA with Bonferroni
correction showed that the content sensitivity significantly affects the created
password strength (F2,118 = 4.44, P = .037). We also found that the length of
the passwords created for PayPal and 9GAG 11.89 and 11.10 characters, respec-
tively, is another indication of our participants’ website sensitivity perception,
which confirms the literature [1]. However, stronger passwords can also mean
less memorability. Evidence of this is provided by the login success rate, which
is 82% for PayPal compared to 89% for 9gag.

5.3 Password Characteristics per UI Cue Type

Implicit cues resulted in slightly stronger passwords (avg. strength score of 2.52)
compared to explicit cues (2.41), but this difference was not statistically signifi-
cant according to a repeated measures ANOVA. Passwords affected by explicit
cues were slightly longer than passwords inspired by implicit cues (11.63 vs.
11.36 characters), but the cue type did not have a statistically significant effect
on password length. Passwords affected by implicit cues had a higher successful
login rate (92%) compared to ones affected by explicit cues (80%).

5.4 Cues Impact on Passwords Generation

Of the 236 passwords collected in our study, 60.59% (143 passwords) were influ-
enced by the interface cues. Of these, 44.76% (64 passwords) were influenced
by implicit cues (i.e. background) and 55.24% (79 passwords) by explicit cues
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(i.e. word suggestion). Our statistical analysis, using repeated measures ANOVA
with Bonferroni correction, showed that the type of cue significantly influenced
the generated password (F1,118 = 83.904, P < .001). Users’ gaze heatmaps on
the different interfaces also reflected this finding, as seen in Fig. 2.

Participants created stronger passwords when using interface cues (score of
2.86 on a scale from 0 to 4) compared to not using any cues (score of 2.18), as
shown in Fig. 3. Interface cues significantly influenced the strength of passwords
(ANOVA F1,59 = 19.98, P < .001). Successful login attempts were associated
with passwords inspired by interface cues in 60.89% (123 out of 202) of cases,
compared to 39.11% (79 out of 202) of attempts with passwords not influenced
by interface cues.

Explicit UI Cues Implicit UI Cues
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Fig. 2. Eye gaze heatmaps for the four interfaces highlighting P2 gaze data. The
heatmaps show that for implicit cues, users looked at background objects that they
later used in their passwords. Similarly, for the explicit cues, users who looked at the
word suggestion were inspired by it.

For the High Sensitivity Webpage (PayPal), we found that 59.32% (35 out of
59 passwords) of the passwords generated were influenced by the implicit cues,
and 79.66% (47 out of 59 passwords) were influenced by the explicit cues. This
is slightly higher than the percentages for the Low Sensitivity Webpage (9GAG)
where we found that 49.15% (29 out of 59 passwords) of the passwords were
inspired by the implicit cues and 61.10% (36 out of 59 passwords) were inspired
by the explicit cue, comparison can be seen in Fig. 4. However, for both implicit
and explicit cues, we could not find a statistically significant effect of the interface
cues on the passwords generated according to each information sensitivity level
ANOVA test, P > .05.



366 Y. Abdrabou et al.

Fig. 3. Mean password strength score for
passwords influenced and not influenced by
the UI cues.

Fig. 4. Percentage of passwords influ-
enced by a) Implicit & b) Explicit cues
added to registration webpages with
information sensitivity levels a) High and
b)Low.

6 Discussion

The results of this study have several implications for the design of website
registration pages and the use of UI cues to impact users’ password composition.
Our findings suggest that incorporating UI cues into the registration process can
have a positive impact on the strength and memorability of passwords. This is an
important contribution to the field, as it demonstrates how UI cues can influence
password composition and highlights the potential benefits of incorporating such
cues into the design of registration pages.

In particular, our study found that UI cues increased the strength of pass-
words created by users compared to passwords not influenced by the cues. This
is a significant finding, as it suggests that UI cues can be an effective tool for
improving the security of user-generated passwords. Additionally, we observed
that having UI cues enhanced the memorability of passwords, as reflected in
the proportion of successful login attempts. While our preliminary findings are
promising, a longer-term study is needed to test the lasting effect of UI cues on
password memorability.

Another interesting finding from our study is that passwords influenced by
implicit cues were stronger than those influenced by explicit cues, although the
difference was not statistically significant. One possible explanation for this result
is that explicit cues limit users to the word suggestion, whereas implicit cues
provide a broader range of suggestions. This highlights the potential benefits of
providing implicit cues throughout the registration process to encourage users
to generate stronger and more memorable passwords.

However, it is important to note that there may be potential security risks
associated with the use of UI cues in password composition. Specifically, if users
become too reliant on UI cues to generate passwords, they may be more vulner-
able to various types of attacks. Moreover, UI designers could potentially manip-
ulate users to choose a certain type of password, which raises ethical concerns.



Empowering Users: Leveraging Interface Cues to Enhance Password Security 367

Further research is needed to investigate these potential threats and to ensure that
cue-based text passwords are sufficiently secure.

Despite these concerns, our findings suggest that incorporating personalized
UI cues into website registration pages can be an effective tool for improving
the security and memorability of passwords. These cues can be learned from
users’ behavior or entered by the user in advance into the system. Our approach
can also leverage personality traits and adaptive user interfaces to create UI
cues accordingly. We envision that our approach can be integrated into internet
browsers to add personalized content to websites or can be used by designers to
create adaptive, personalized registration pages. Overall, our study offers valu-
able insights into the potential benefits and limitations of UI cues for improving
password composition and highlights avenues for future research in this area.

7 Conclusion and Future Work

In this study, we aimed to investigate the impact of using implicit (e.g. website
background and advertisements) and explicit (e.g. word suggestions) cues on
password composition. To achieve this, we conducted a remote user study and
collected passwords from 59 participants. Our analysis revealed that 60.59%
of the generated passwords were influenced by the UI cues. Additionally, we
found that the use of UI cues led to stronger passwords compared to those
not influenced by the cues. However, it would be valuable to conduct a follow-
up study to investigate password memorability over longer periods and explore
alternative representations of UI cues that can implicitly impact password choice.
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Abstract. The risk of cyber crimes continues to increase as more Nigerians con-
tinue to adopt digital and online tools and services. However, we do not know
enough about citizens’ understanding of cybersecurity behaviours and habits.
In this paper, we explored the cybersecurity behaviours of Nigerians using a
mixed-methods approach to understand how citizens stay safe online. Using a
survey, we collected data (n= 208) on how citizens protect themselves online and
where they get cybersecurity advice from. We then further explored the reported
behaviours using semi-structured interviews (n = 22). We found that Nigerian
citizens discussed cybersecurity incidents openly and shared tips and advice with
peers through social media and through broadcasts on messaging platforms. We
discovered that this has resulted in relatively high adoption rates for protective
technologies like 2FA, particularly on WhatsApp. However, we also report how
the adoption of 2FA on one account did not necessarily lead to enabling it on other
accounts and how some citizens were being socially engineered to bypass those
2FA protections. Finally, we discuss some recommendations for how tools could
provide more information to improve users’ understanding of both security threats
and the countermeasures the tools offer.

Keywords: Cybersecurity · two-factor authentication · cyberhygiene

1 Introduction and Related Work

Citizens in Nigeria have been adopting internet-enabled technologies at an accelerated
rate due to the continued transition to the digital economy [1]. As such, the rate of
cybercrime in Nigeria has skyrocketed in recent years [2]. In fact, cybercrime costs the
Nigerian economy $500 million every year [3], and these losses will only increase with
time as more people get online.

Over the past decade, attackers have been turning to targeting users rather than
systems, e.g., via SMS fraud [4]. This trend also rings true for developing countries,
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with reports of social engineering being amongst the most likely attack vectors year-
on-year [5, 6]. These social engineering attacks are effective because security is rarely
a citizen’s main priority when using digital devices, yet simple mistakes can be very
costly.

An essential defense against cyberthreats is to maintain good cybersecurity habits,
such as correctly managing passwords and enabling two-factor authentication (2FA).
Research has shown that good cybersecurity habits significantly reduce the chances of
account hijacking by eliminating opportunistic, low-effort attacks [7]. This results in
attackers having to target specific users at greater economic and time cost.

Of course, information seeking and sharing plays a significant role in users’ adop-
tion of secure behaviours and tools. From research in developed nations we know that
facts-and-advice from security experts generally work better than sharing simple sto-
ries, the stories work much better when told by a peer which suggests that sharing of
experiences may be beneficial for understanding cybersecurity and ultimately taking
preventive measures [8]. As such, social triggers have been shown to play a significant
role in motivating users to both adopt and promote cybersecurity prevention tools [9].

Despite the potential of this peer-to-peer information sharing and the opportunities
for individuals to learn from their social groups and network, research has shown that
people tend not to openly talk about issues around cybersecurity, privacy and preventive
measures [10], and instead rely on online news [11] to keep updated on these topics. Some
user groups, e.g. older adults, however, may need to rely on physical social networks
[12] or coordination with co-habiting familymembers [13] to make sense of security and
privacy information. Recent work has attempted to address this problem by embedding
knowledgeable peers into older communities to improve reliable information sharing
and improve the basic cyberhygiene behaviours of citizens [14].

However, priorwork has highlighted howcitizens in developing nations face different
contextual challenges in order to maintain the security of their online accounts and
devices [4, 15, 16]. While previous work has touched on the types of cyber crime that
affect the Nigerian banking sector, and the security practices that the industry employs
to protect itself [17], we do not know how citizens protect themselves from these threats.
Although we know that Nigerians seek information from multiple online sources [18],
we know very little specifically about their understanding of cybersecurity or how they
seek information and advice on how to stay safe online.

This paper reports on the findings from amixed-method study exploring the cyberse-
curity behaviours of Nigerian citizens and their motivations for adopting security tools,
in particular two-factor authentication (2FA). We find that our sample had a higher
adoption rate of 2FA compared with previous work in developed countries [19] and this
was largely driven by online social interactions, namely broadcasts through messaging
groups and the sharing of incidents on social media. This paper makes two contributions:
(i) we uncover information-sharing techniques that could be used in developed coun-
tries to improve the adoption of security tools such as 2FA, while also (ii) highlighting
possible design considerations for increasing the understanding of these tools amongst
citizens.
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2 Method

The overall goal of this studywas to explore the cybersecurity behaviours of Nigerians so
as to better understand the barriers and opportunities for sustainable good cybersecurity
advice. We adopted a mixed-methods approach to this study consisting of an initial
large-scale online survey to collect baseline information on how Nigerian citizens are
protecting themselves online followed by semi-structured interviews to better understand
these behaviours. The interview data was analysed using thematic analysis [20] and
consisted of the lead author conducting the first pass at the analysis, and then the research
team engaged in the process of ‘researcher triangulation’whereby themes and subthemes
were vetted by team members [21].

2.1 Participants

Respondents were recruited using emails and text communications broadcasted by our
Stemres in Nigeria. Following the initial recruitment, other participants were recruited
via word of mouth and snowball sampling. The recruitment criteria included participants
aged at least 18 years and who have been living in Nigeria for the past 12 months.
Participants were entered into a draw to stand a chance of winning £10 each.

Survey
A total of 208 respondents completed the online survey. The sample consisted of 56%
male and 44% female. The age distribution was similar between 18–25 (30%), 26–30
(24%) and 31–40 years old (29%), with a few aged 41–50 years old (10%) and 51 +
(4%). The majority of respondents were students (26%), with those in teaching service
(17%), self-employed (12%) and public service (10%) also contributing. We also had
respondents from I.T. employees (6%), lawyers (5%), engineers (3%), and other or
undisclosed job roles (21%). The majority of the respondents had access to the internet
through their mobile phone (97.1%) followed by a laptop (65.4%), The respondents are
predominantly Android users (82.9%).

Interviews
Participants who completed the survey were given the option to sign up for a follow-up
interview to discuss their answers in more detail for compensation of £10. Of the 208
peoplewho completed the survey, 132 indicated further interest in being interviewed.We
selected 20 out of the 132 and prioritised the recruitment of individuals who had reported
enabling two-factor authentication on their accounts (see Sect. 4.2) to better understand
their motivations and experiences.We then further selected participants based on gender,
age, and occupation to match the demographics of our survey. The sample consisted of
50%male and 50% female. The age distributionwas 18–25 years old (20%), 26–30 years
old (25%), 31–40 years old (20%), 41–50 years old (15%), 51–60 years old (15%) and
61 + years (5%). The occupation distribution was public service (30%), self-employed
(15%), teaching service (15%), students (15%), I.T employee (10%), retired (10%), and
nursing (5%).
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2.2 Materials

We developed a survey instrument with 16 questions that asked respondents about their
habits online, cybersecurity practices including if and how often they update their digital
devices, how they stay safe online, and password management practices. The questions
were based on the security behaviours identified in the SeBIS questionnaire [22] but also
featured open-ended questions where participants were encouraged to expand on their
answers. We also asked a few demographic questions to better understand the responses.
We piloted the survey with a small group of Nigerian citizens (n = 30) and reworded
some of the questions to achieve better clarification.

2.3 Procedure

The survey was deployed online between April and July 2020. The semi-structured
interviews were carried out approximately one month later remotely via Zoom. The
interviews were conducted in English and were led by a researcher with expertise in
cybersecurity. However, two other researchers who were familiar with the Nigerian
context and local languages joined the interviews as well to help with any translation
needs. A local researcher in Nigeria briefed each participant before they joined the
interview and encouraged them to ask any clarification questions before, during and
after the interviews. Participants were also told that their continued involvement in the
research activities remained voluntary and they could refuse to answer any question or
choose to withdraw from the interview at any time. The interviews were recorded and
transcribed by a member of the research team.

The interviews focused predominantly on their usage of two-factor authentication
on their online accounts, but did allow for discussions around other security habits
and cybersecurity information seeking. We also explored participants’ experiences of
cybersecurity breaches or compromises, from details on how it originated to how it was
fixed. Finally, we asked participants how and where they get information about staying
safe online and what steps they take to keep their devices safe online. The order of the
topics we explored varied from participant to participant depending on their individual
experiences. Both studies were approved by our institution’s Ethics Committee.

3 Findings

This section introduces the key findings from our work. We initially present descriptive
findings on how citizens in Nigeria protect their accounts online and where they obtain
cybersecurity protective information (n = 202). We then present the findings from the
semi-structured interviews (n = 20) to better understand the motivations of citizens for
enabling 2FA on their online accounts.

Most survey respondents (42%) reported visiting ‘safe websites’ as being their num-
ber one prevention of online attacks, although it was not clear how the safety of the
website was evaluated. Using strong passwords (19%) was another method for keeping
accounts safe from bad actors, while being careful with what information was disclosed
(11%) and using an antivirus (11%) were also common amongst respondents.
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Interestingly,we found that 30%of our respondents had enabled two-step verification
(often referred to as 2FA) on their WhatsApp accounts, which is considerably higher
than previously reported figures for 2FA adoption in developed countries [19]. 2FA was
enabled on email accounts by 18% of respondents, and 5% explicitly mentioned their
Google account, while social media accounts were also protected by 2FA (Facebook -
13%, Instagram & Twitter - 5% each).

The majority of respondents obtained information on how to stay safe online on the
internet itself (total: 53%), in particular through social media (30%). The most popular
social media platform reported was WhatsApp (23%) and closely followed by Twitter
(20%). 8% relied on friends and relatives for cybersecurity information, while 5% had
access to cybersecurity students and experts. We should note that 14% of respondents
admitted not having a source of cybersecurity information.

3.1 Understanding the Adoption of Two-Factor Authentication (2FA)

The percentage of citizens enabling 2FA on accounts reported in the survey (30% for
WhatsApp)was considerably higher thanpreviously publishednumbers on2FAadoption
in developed countries – i.e. less than 10% of Google users who enable 2FA [19].
Hence, we decided to investigate the reasons behind this high adoption in our interviews
with selected respondents and report on four themes: Visibility of Advice, Visibility of
Attacks, Flawed Mental Models, and Visibility of Protection.

Visibility of the Advice
In order to enable two-factor authentication on accounts, participants first had to become
aware of the feature and the process to enable it. It became apparent that a key source for
discovering information on two-factor authentication was group broadcasts on What-
sApp, with the majority of participants interviewed explaining the importance of pro-
tecting the overall security of the group by promoting the security feature: “I encourage
my participants in my group to enable this two-way verification because it’s not just for
my own safety as a group admin of which they are a participant. But for the fact that it’s
also for their safety and for their privacy. To ensure their chats and their conversations
are private, I encourage them to enable that two-way verification. From time to time,
I remind… When I have new participants to my groups, I encourage them to do that.”
(P5).

The motivation of group administrators (e.g., participant 5 above) to protect their
groups from security incidents was crucial for increasing the visibility of security advice
to lay users, and supports previous work [9] showing that some individuals feel a sense
of obligation to protect others and this leads to sharing security information. However,
individuals’ own experiences of cyber attacks also played a role in keeping their contacts
informed about methods for protecting themselves online and possible threats to look
out for: “I could remember the day I got my [Facebook] account back I posted it on
my account, I hardly post on my Facebook account but I did that day, trying to preach
the message of people activating their two-factor authentication, I did the same on my
WhatsApp status telling people to activate and then, of course, I got a lot of messages
from people asking me how can I go about it and… I told them all how to go about it.
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Like, okay go here, go here, then some that couldn’t do it themselves, I helped those
people.” (P11).

Our participant above described a common security information sharing process:
how hacked users take up a sense of duty to inform others on how they can prevent these
attacks. Our participants explained how one of the first things that many of them did after
restoring accounts was to share their experience of the hack, including tools andmethods
for preventing similar attacks. This is important as previous work has demonstrated
that citizens in developing nations do not always know how to manage the privacy
and security settings of messaging platforms [23]. Our insights also extend previous
work looking at triggers for the uptake of security tools and motivations for sharing
advice [9, 11] by showing how a personal adverse experience can motivate citizens to
improve their own behaviours, but also share protective information with others. This
also highlights the importance of having open conversations about cybersecurity threats
and countermeasures, which is less common in developed countries [10]. Of course,
the challenge here is understanding how to encourage citizens to adopt these protective
technologies prior to experiencing security breaches.

Visibility of the Attacks
While it is important to be aware of how to protect online accounts (see above), the
perceived vulnerability of the account is equally as important to help action further
protection of these accounts. Across our participants, we see how visual confirmation of
account takeovers drives the awareness of account vulnerability, while those that result
in obscure hackings are perceived as being more secure: “You know, as I told you, I’m
mostly active on WhatsApp and Messenger. So, I’ve done that, I’ve done [2FA]. Other
applications that I use like Twitter and…I think I use Zoom too. But you know, I don’t
think the problem of hacking is all that pronounced.” (P19).

Participants predominantly enabled 2FA for messaging and social media accounts,
and while these roughly correlate with the most popular usage of smartphones in devel-
oping nations [23], it also demonstrates the importance of the visibility of account
takeovers: a WhatsApp account or Facebook account that is taken over is typically used
to try and compromise contacts, resulting in very clear visual instances of attempted
attacks. However, when other accounts, e.g., Google, are compromised, their effect is
not always visible to other users, thus many citizens do not feel the need to protect this
account with further security tools. This observation is in line with Protection Motiva-
tion Theory and ensuring that the threat is salient [24] before any protective behaviour
changes. Here, we see that word of mouth and sharing personal experiences of hacks is
effective in this context, supporting previous work suggesting that previous experience
of compromises drives the adoption of protective tools [9], but we extend this by showing
that peer experiences of compromises also drives the adoption of protective tools. We
also see the power of peer stories in action (e.g. [8]) once again highlighting the need
for open communications around cybersecurity in communities.

Flawed Mental Models
While the adoption of 2FA was high compared to other published work (e.g. [19]), we
found that many participants who had enabled 2FA due to announcements and posts
from contacts as detailed above showed a lack of understanding of how the tool helped
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protect the accounts. In particular, we observed how some participants perceived their
accounts to be completely safe after enabling 2FA, which then led to social engineering
compromises: “So when she called me to inform me that she has been hacked, I asked
her all the details. Then when she told me that she gave out the number, I was like, the
main purpose of two-factor authentication was that they would send you a code and that
code, you just gave it to them.” (P10).

The adoption of security tools like 2FA are critical for ensuring that citizens are
protected against opportunistic attacks [7]. However, what was clear from our partici-
pants was that bypassing these tools once enabled, either on purpose (e.g., sharing with
a friend) or by mistake (as detailed by P10 above), was relatively common. Additionally,
participants reported enabling 2FA for accounts that they perceived as being at high risk
of compromise (see Visibility of Attacks) or that they had encountered advice for (see
Visibility of Advice), yet had usually failed to protect other accounts that supported 2FA.
Poor user mental models around security tools is well known [25], but it is important
here to highlight that simply pushing for the adoption of tools may not be as effective as
desired. Thus, it is of great importance to ensure that citizens understand why 2FA can
protect online accounts, not just how to enable the security feature.

Visibility of Protection
A large number of participants enabled 2FA on their accounts due to observing large
volumes of account compromises and being exposed to group announcements on how
to protect their accounts. However, the realisation of the importance of the tools was
typically only visible once they had first-hand experience with failed attacks: “But there
was a time when I was always receiving a WhatsApp OTP to confirm the code so that they
can register your number. But then, I think that’s one. Yeah. I think that’s the only other
time I think I feel my account is trying…it’s being… it’s almost being compromised.”
(P21).

Having concrete confirmation that security attacks hadbeenpreventedwas reassuring
to citizens, and helped them to better understand the value of the tool. This was the case
even when the tools were activated by mistake rather than by actual attacks: “I have a
friend… he actually wanted access to my WhatsApp and when he tried opening it, unlike
before, if he opened my WhatsApp with a different phone, he will just completely have
the access to it. So since I enabled that two-way verification, when he tried to open it,
he…it demanded for a PIN from him which he didn’t have. So he came back to me and
told me it demanded for a PIN. So I think if it demanded for PIN from him and if he
couldn’t get the pin, that means I was safe. Cause that means someone else too wouldn’t
be able to get the PIN.” (P6).

We have seen in previous work that users appreciate the perception of security when
it comes to security tools [26], yet here we extend this by suggesting that users may need
to see the tool in action early on in the process to support their mental models of threats
and protective measures.
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4 Discussion

In this paperwe report onhowNigerian citizens openly communicate about cybersecurity
incidents and protective measures with peers, predominantly through social media posts
and broadcasting on messaging platforms. This openness around cyber incidents has
led to the relatively high uptake of 2FA which has also been facilitated by the visibility
of account compromises, predominantly messaging and social media services that then
lead to further attacks of contacts. Ensuring that group administrators are up to date with
appropriate protective advice, and that they only share appropriate security information
will be an important consideration for future investigation.

4.1 Recommendations for Improving 2FA Mental Models

While sharing personal experiences and broadcasting reminders onWhatsApp and social
media did drive the adoption of 2FA on those accounts, they did not necessarily translate
to enabling 2FAonother accounts or the full prevention of cyber attacks (e.g., social engi-
neering). Here we discuss two recommendations for improving citizens’ understanding
of 2FA tools for better account protection.

First, we must make sure that such advice includes details on how the tools protect
the accounts in order to prevent social engineering attacks and promote adoption across
other services. Our participants commented on how they followed guidance from peers
or group administrators due to social pressures or in an attempt to make their accounts
impossible to hack, but it was clear that such advice typically did not include details
on how 2FA practically protected accounts. As reported above, this then led to some
citizens exhibiting behaviours that undermined 2FA – e.g., sharing the code.

Second, services should include embedded tutorials or demonstrations of the
process to help users understand the mechanics of how 2FA can prevent attacks. Par-
ticipants reported that experiencing the tool in action was reassuring and that it helped
them understand both the security threat and the countermeasure more concretely. If
tools can run through a demonstration which features how attacks are prevented during
setup, then users may truly understand the importance of the tool. Additionally, increas-
ing the visibility of prevented attacks may serve as regular reminders to enable 2FA and
reinforce the value of the tool, but we must think very carefully about how to implement
these warnings and messages in order to avoid habituation [27].

4.2 Conclusion

In this paper, we have reported how Nigerian citizens openly share details about account
compromises and how this drives the adoption of the appropriate security tools. Of
course, there is plenty of room for improvement (e.g., ensuring that users understand how
these tools are protecting them so they cannot be circumvented or socially engineered)
but it is a good first step towards driving the adoption of tools like 2FA.
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Abstract. High-risk artificial intelligence (AI) are systems that can
endanger the fundamental rights of individuals. Due to their complex
characteristics, users often wrongly perceive their risks, trusting too lit-
tle or too much. To further understand trust from the users’ perspective,
we investigate what factors affect their propensity to trust Facial Recog-
nition Systems (FRS), a high-risk AI, in Mozambique. The study uses
mixed methods, with a survey (N = 120) and semi-structured interviews
(N = 13). The results indicate that users’ perceptions of the FRS’ robust-
ness and principles of use affect their propensity to trust it. This rela-
tionship is moderated by external issues and how the system attributes
are communicated. The findings from this study shed light on aspects
that should be addressed when developing AI systems to ensure adequate
levels of trust.

Keywords: Trust in Technology · Human-Centered Artificial
Intelligence · User Studies

1 Introduction

Trust in technology has been increasingly discussed in Human-Computer Inter-
action (HCI) literature. Its importance is by now unquestionable, but there are
obstacles to its measurement due to the multidimensionality of the concept [27]
and the particularities of the interaction contexts. When moving to AI-enabled
systems, trust is similarly essential but more complex. The autonomous nature
of these technologies affects how individuals perceive and relate to them, and
misconceptions become more common because AI capabilities are difficult for
users to grasp. So, while it is essential that users have adequate levels of trust,
it is still unclear how to assess it and what levels of trust are actually adequate
[3,13].

This study primarily looks into challenges emerging from complex and riskier
AI systems. Using mixed methods, we investigate the factors affecting the
propensity to trust in Facial Recognition Systems (FRS) in Mozambique, aiming
to include a region underrepresented in HCI literature. We rely on Mayer’s [19]
definition of trust and incorporate aspects concerning “calibration” [11], that is,
aiming that trust is not too low (undertrust) nor too high (overtrust). We first
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introduce related work about high-risk AI from a socio-technical [6] perspective;
Next, we detail our study methodology and present the findings. The discussion
synthesizes our insights and implications to current research on trust in high-risk
AI.

2 Related Work

2.1 High-Risk AI

Recently, the European Union (EU) proposed the AI Act [8], a legal framework
for regulating AI technologies. According to the document, AI systems are clas-
sified based on the risks they create, which can be (1) unacceptable, (2) high,
(3) low, or (4) minimal. High risk refers to AI that creates risks for individuals’
safety of fundamental rights, such as biometric identification and categorization
or systems used for the selection of persons [7]. These systems are allowed in
the EU but face legal requirements. This study relies solely on the AI Act clas-
sification due to its higher maturity and influence in other countries emerging
legislation. However, we acknowledge that there are efforts toward AI regulation
in other parts of the world.

It is noteworthy that the AI Act’s principles are rooted in compliance with
existing laws and regulations, which bleed into AI’s technical agendas [28].
According to the document, trustworthiness is mostly about risk management
and is controlled by legal clauses, which enable practical application but, at the
same time, constrains it to it a shallow view of trust, which disregards broader
social effects.

Users of High-Risk AI? One issue emerges from the loose definitions of
the users and stakeholders of high-risk AI. In systems used for classification
or categorization, thousands of individuals are scanned and affected by the AI.
However, only a few specialized professionals actually interact with the tool and
its outputs. In the AI Act, there are references to “affected persons”, which are
not considered users and thus only marginally contemplated in the document.

It is unclear how the citizens are contemplated from the design and HCI
perspective, as even human-centered views fail to account for them. For clarity,
in this paper, the term “user” is adopted broadly, referring to the citizens who
(would) use the system regardless of actively interacting with an interface.

Facial Recognition Systems (FRS). Involve a set of technologies for face
detection, imaging pre-processing, and identity recognition. These systems are
based on algorithms designed to find and extract the faces in an image and
classify them based on an existing database or, more recently, using deep learning
methods [18]. This way, when referring to FRS, we mean a series of automated
systems for pattern recognition. We explore the use of these systems for law
enforcement, which would fall under the high-risk category within the EU.
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Investment in these technologies is growing due to their potential as a conve-
nient alternative for identity verification. However, many issues also arise from
its uses. First, as with most AI systems, the classification’s quality is bound to
the data used to develop the algorithms, which can be biased. Another pressing
issue regards the ethics of the usage of these systems: as regulations are still
unclear, companies can deploy them with little accountability for possible con-
sequences [9]. Although regulations have started to appear, they still lag behind,
and problems are emerging across the globe [15–17].

2.2 Technology Adoption in Mozambique

It is estimated that only around 17% of the population can access the internet
in Mozambique. Sub-Saharan Africa has the lowest access rates, at around 30%,
while the average global access is 60% [25]. The slight penetration of technology
in Mozambique is related to issues with infrastructure, lack of economic resources
from individuals to pay for the services, and lack of knowledge to use technology.
Nevertheless, there was an increase in access to the internet between 2015 and
2021, and the tendency is that it continues to grow, fostered by national and
foreign funds [1]. Fast growth within limited regulation and unequal access can
create an ambiguous context where benefits are tied to risks to the population.

3 Methodology

This study employs a mixed methods approach, following a triangulation design
[10] to enable meta-inferences. Both methods were employed during the same
time frame and held equal weight; they are described separately in this section
to ensure clarity but are presented combined, prioritizing the insights [4].

We explore FRS using a scenario, that is, by presenting a concrete situation
so the participants engage with the topic and have a common understanding of
the otherwise abstract interactions. The same scenario was used as stimuli in
both phases of the data collection. It consists of a short video about FRS for law
enforcement created by the authors using excerpts from two existing videos.

3.1 Quantitative Phase

The quantitative phase consisted of a survey using the Human-Computer Trust
Scale (HCTS) [14], a psychometric instrument to assess trust in technology from
the user perspective, which has been applied in various contexts [5,12,14,26].
The validated questionnaire includes nine items measuring Competence, Benev-
olence, and Risk Perception. To account for the particularities of AI, three addi-
tional items were included in the scale, with predictive ability yet to be assessed,
referring to the construct of Social Capital [23]. The questionnaire was used in
Portuguese, following a validated translation of the HCTS [22]. The data was
collected online and in person through LimeSurvey (www.limesurvey.org). We
followed convenience sampling, with respondents recruited with the support of
the local partners and their communication channels.
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3.2 Qualitative Phase

We used semi-structured interviews to explore what affects individuals’ trust in
facial recognition systems and the reasons behind their perceptions. The inter-
view guide was developed considering principles of contextual laddering [24],
using free elicitation methods [21] to understand how attributes and values from
FRS relate to trust.

The participants were recruited based on stratified criteria established by
the authors, aiming to represent different socio-demographic groups of the pop-
ulation. All the interviews were conducted in Portuguese, the official but not
the only language in the country. The data analysis happened through thematic
analysis [20] in two iterations of inductive coding.

4 Results and Findings

The survey had 120 valid responses. Females accounted for 35.8% (N = 43), males
for 63.3% (N = 76), and non-binaries for 0.8% (N = 1) - thus not considered
in gender analyses. There are responses from “-17” to “65+” age ranges, but
respondents are centered in the range of 18–34, with 83.3%(N = 100) of the
participants.

Simultaneously, 13 interviews were conducted with six females and seven
males between 17 and 45 years old. Six are university students from different
fields, and seven are individuals working in different segments. Amongst them,
three identify as part of minority groups: two as LGBTQ+ and one as a person
with a disability.

Trust scores were calculated according to the HCTS procedures [14], ranging
from 1 to 5. Cronbach’s alpha coefficient was 0.737, indicating good internal
consistency. The Trust score for the sample was 3.31 (SD = 0.708). Competence
(COM) had the highest scores (M = 3.78, SD = 0.95), indicating that individuals
perceive the technology to have the features and ability to perform its intended
tasks. The lowest was from Risk Perception (RP) (M = 2.82, SD = 1.05), indicat-
ing that users are concerned about the technology’s possible consequences. The
scores for RP are reversed - so low scores indicate that high perception of risk.
Table 1 presents the results of all constructs. Still, most interviewees (N = 8)
believe an FRS system would be mostly beneficial in Mozambique.

Table 1. Human-Computer Trust Scale (HCTS). Results for N = 120

Construct Mean Std. Deviation Variance

Trust 3.31 0.71 0.51

Risk Perception (rev) 2.82 1.05 1.12

Benevolence 3.39 1.12 1.27

Competence 3.78 0.95 0.92

Social Capital 3.24 1.08 1.17
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Factors Affecting Trust. Despite a positive view of FRS, the participants had
some concerns. From the interviews, we identified the main factors expressed to
affect their propensity to trust the system. They refer to users’ perceptions:

Potential Improvement According to the interviewees, the potential improve-
ment brought by the system is crucial to their perception and trust in it. In
this case, FRS was seen as a tool to improve safety. Placing cameras in the city
would, first, be an effective measure to reduce crimes, an urgent problem in the
country. As explained, “there are many cases of kidnapping, so imagine if we
had these systems already in place. I believe it would make it much easier to
find the kidnapped people and find the kidnappers” (P11). Some respondents also
highlight that surveillance can positively change behaviors in a broader sense
because “the fact that people know they are being watched would bring up other
ways to behave” (P13), helping also prevent other minor acts of harassment or
disrespect of the public space.

Usage The respondents were also concerned with how and by whom the system
would be used, recognizing that there will always be a human in the process
who can have their own intentions: “If it was going to be used for the sake of
protecting people, for the benefit of people, I think it would be a good system” (P3).
Additionally, the respondents express worry about a potential loss of privacy
resulting from misuse, which emerged as sensitive points of implementing FRS.

Reliability The reliability of the information provided by the camera is one
key attribute that shaped the respondents’ perceptions, as the information is
perceived to be more objective and unbiased; as explained, “because with the
cameras you can see everything that goes on”(P5) and “images worth more than
words” (P2). FRS can thus be considered more reliable than people’s second-
hand information.

Capability Most respondents talked about the system’s capability, which is
unclear to them: “imagine, I’m leaving my house, and something hurts my face.
And I go back, and it says it is not me” (P2). They also worry about the system’s
accuracy over time, highlighting that if a criminal changed their appearance, they
“do not know if the camera would still be able to identify the person” (P9). So
the system’s capabilities and respective limitations affect their trust in it.

When looking at the technology itself, these factors can be grouped under
two major groups referring to socio-technical characteristics:

Principles of Use Broadly defined as the goals and intentions that underlie the
use of the system, which can be expressed in norms, regulations, and informal
practices. They affect the users’ perceptions of why and how the system will be
used. This way, it comprises perceptions of the “Potential Improvement” and
“Usage”.
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Technical Robustness Refers to how well the system can perform its designated
tasks. Technical robustness underlies their perceptions of the system’s “Reliabil-
ity” and “Capability”.

Moderators. In addition, we identified factors that are external to the interac-
tion but can shape participants’ perceptions. They were classified as moderators
of the interaction:

Communication The interviewees mentioned the importance of the system’s
characteristics being communicated to them adequately because “people already
run away if they see the television [channel] filming” (P4). Another participant
also explained: “I first need to convince myself that it is working fine to trust
it”(P1). This way, we assume that how the system is communicated affects how
the users perceive its characteristics.

External Issues Existing external issues also moderated the respondents’ propen-
sity to trust FRS. In Mozambique, there is a pervasive preoccupation with local
structural problems that steered the participants’ opinions. First, they affirmed
that FRS would be limited to the capital, Maputo, as the country has an unequal
infrastructure. As explained, “You need to send money to someone, for exam-
ple, who is at home [in a different region]. The person will tell you: ’no, it is
not possible because here we do not even have a bank’ (P1). According to them,
Mozambique is not yet prepared to implement FRS, and the governmental struc-
tures do not have sufficient ability to manage such a system adequately.

Differences in Propensity to Trust. The role of External Issues was cor-
roborated by the differences identified between specific groups. When comparing
the HCTS scores, females had higher Trust (M = 3.43, SD = .73) than males
(M = 3.24, SD = .69), but the difference was not significant. In the interviews,
females did not explicitly manifest that their opinions were related to being a
woman but admitted that there are gender differences in Mozambique.

P10 explained that there are unequal opportunities because families usu-
ally see boys’ education as a more significant contribution to the family’s eco-
nomic growth. Additionally, they highlight that the differences are not inherent
but result from the context, “there are some things that put women more at
risk”(P13, female). One inference is that despite the risks FRS brings, it can
potentially mitigate other, more critical issues that females are susceptible to.

The survey also considered individuals who considered themselves as ethnic
minorities, LGBTQ+, immigrants, and individuals with disabilities. To enable
statistical analyses, these responses were regrouped, considering individuals who
are part of at least one minority, thus not accounting for intersections. This
group includes 32.5% (N = 39) of total responses.

Individuals belonging to at least one minority also had higher trust in FRS
(M = 3.39, SD = 0.71) than the ones who are not (M = 3.26, SD = 0.71). The
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difference is not statistically significant, but the tendency prevailed among the
four minority groups.

Among the interviewees, three are part of a minority group. They especially
highlighted how adaptations of FRS and other AI systems could benefit society
and their lives in a broader sense. For example, P12, LGBTQ+, explained that
besides reducing crimes, FRS could assist in cases of vulnerability, and “certain
homophobic, pedophile behaviors would be reduced”. For P2, who has a disability,
FRS is majorly positive and could be used by decision-makers to see the situation
in the public space and lead to more “equity”. Similar to what was observed
for females, existing inequalities shape individuals’ perceptions of the system’s
benefits. Figure 1 summarizes the relationships identified in our study.

Fig. 1. Summary of the relationships identified

5 Discussion

The findings from both study phases help us identify some patterns in how
Mozambicans trust FRS. It has implications for the (so far, hypothetical) use of
these systems in the country and brings insights into an integrative view of the
design and implementation of high-risk AI.

First, a general analysis of the HCTS reveals that FRS are perceived as
competent but also risky. Still, most respondents admit they would still want it
implemented due to the potential improvements it can bring, especially regarding
citizens’ safety. Therefore, in this case, the levels of Competence and Benevolence
can mitigate the drawbacks of the Perceive Risk. Our results reinforce the validity
of HCTS constructs [14] but show that other factors also shape users’ propensity
to trust.

The model presented in Fig. 1 helps us observe the interplay between different
aspects within and outside the system. It demonstrates that technical character-
istics, represented on the node “Technical Robustness, are only partially respon-
sible for users’ trust. Even so, users’ perceptions of these characteristics can be
steered by moderators. This finding adds depth to current views of trustworthy
AI [2] and proposed legislation [8], which often focus on technical aspects.
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Furthermore, both socio-technical characteristics (Principles of Use and
Technical Robustness) pertain to the interaction, thus, falling under the scope of
the HCI. So although high-risk AI does not necessarily have an interface for the
general citizens, it is possible to work on aspects of the interaction that can affect
users’ propensity to trust it. Interaction aspects also bleed into the moderator
“Communication” because communication can be tied to the system’s design
and implementation.

The study also identified indications of factors that affect users’ propensity
to trust. Both women and minorities had higher Trust scores, meaning they
are more prone to trust FRS. However, the interviews demonstrated that their
higher trust is not due to an inherent more accepting inclination but a result of
existing obstacles related to their position in society, and they see in FRS the
potential of counterbalancing these problems. In Fig. 1, these characteristics are
represented within “External Issues”. They are usually outside the scope of HCI
but should be considered for an inclusive perspective.

It is then crucial that HCI practitioners working with high-risk technolo-
gies consider the existing sociodemographic differences and the local context to
ensure that systems are used to empower and not aggravate existing problems.
High-risk AI design should consider technical and usage aspects and include
mechanisms to prevent amplifying existing inequalities.

6 Conclusions

This study explored the factors that affect the propensity to trust FRS in
Mozambique. The findings help understand users’ relationships with high-risk
AI systems there and elsewhere. Using mixed methods was a valuable strategy
that allowed us to identify patterns and add meaning to them. Although still
preliminary, the findings contribute to a more holistic understanding of trust
in high-risk AI. Adopting the users’ perspective was useful for understanding
the role of HCI in this interaction and providing insights for human-centered AI
systems, even when the characteristics of the interaction are fuzzy.

7 Limitations

This study aimed to have an inclusive perspective of trust in technology by
looking at different social groups in an underexplored country in HCI. Although
this was achieved to some extent, our sample centered around young, educated
groups, thus limited in size and representation, even among Mozambicans. This
way, our perspective is not exhaustive. More efforts are necessary to include a
broader population, provide a more accurate snapshot of Mozambican society,
and validate our inferences to other populations.
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Abstract. Besides referring to digital twins, the iterative development
of physical objects cannot be easily managed in version control systems.
However, physical content also could benefit from versioning for struc-
tured work and collaborative uses, thereby increasing equality between
digital and physical design. Hence, it needs to be investigated what kind
of system is most suitable for supporting a physical object version con-
trol. Focusing on the visualization of differences between states of a
physical artifact, two systems were compared against each other in a
lab study: a screen-based solution optimized for 3D models as baseline
and an approach that augments a physical artifact with digital infor-
mation as hypothesis. Our results indicate that the Augmented Artifact
system is superior in task completion time but scores a lower usability
rating than the baseline. Based on the results, we further provide design
considerations for building a physical object version control system.

Keywords: Version Control · Augmented Reality · Physical Object

1 Introduction

Creating and altering physical objects is a fundamental ability of humans, which
is supported by a natural understanding of tangible materials [26]. Therefore,
working on physical artifacts is an intuitive way of bringing ideas to life. With
the rise of computers, Computer Aided Design (CAD) software, and fabrication
capabilities, however, creation of artifacts has seen a shift towards digital design
workflows [22]. In digital design, work is done in front of a two-dimensional
screen, iterating on fully digital representations. Physical results are then pro-
duced by dedicated fabrication machines, e.g. 3D printers or laser cutters. Work-
ing with CAD allows for precise manufacturing and offers the flexibility of vir-
tual content, at the cost of being disconnected from the physical result during
design as well as fabrication process. In addition, constant re-fabrication pro-
duces expenses in time and material, while amateur creatives often do not have
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equal access to such machines. Besides, there are application areas, e.g. architec-
ture [1,18], fashion design [39], and crafting [16], where physical objects remain
highly relevant. Physical creation, however, is restricted by its physicality. One
constraint is that physical objects cannot be easily duplicated, and therefore it
is difficult to save interim versions of an object during development. If different
states of the object were captured, the current state could be compared to alter-
native versions, which is common practice with digital content. This appears
to be a desirable feature for physical design, providing more equality in asyn-
chronous and remote collaboration.

The structured use of saving, retrieving, and comparing interim states during
design and development can be described as version control, which is provided
by Version Control Systems (VCSs) [38]. This technology is especially well estab-
lished in software development to the point that it has become an indispensable
collaboration tool. It enables remote collaboration between software develop-
ers, while also supporting single users to comprehend and trace their progress
of building software. The extensive use of VCSs brought forth numerous com-
mercial applications, for example in the case of source code (SourceTree [2],
GitKraken [3], and GitHub Desktop [19]) as well as 3D modeling (3D Repo
[12], GrabCAD [25], and Onshape [34]). However, all these solutions are tailored
toward digital design and do not include physical objects, besides working with
virtual twins on two-dimensional displays. Research into VCSs for physical con-
tent has seen little exploration so far [28,36,44], leaving many remaining aspects
to be studied. Such an approach represents an alternative route to digital design,
focusing on working with and on physical objects. Therefore, it does not target
professionals that usually work with CAD tools. We rather assume domains that
could equally be carried out by novices (creative building, prototyping, crafts-
manship). Therefore, general concepts of working with versioned physical objects
are investigated, translating to people regardless of professional background.

To utilize the human’s haptic interaction skills and natural understanding of
the physical world [26], it is of importance to study if concepts and metaphors
used in VCSs translate into physical space. We anticipate that this will preserve
the artifact’s tangibility and enables seamless interaction with virtual alterna-
tive versions in the real world. However, to this date, VCSs for physical objects
are basically non-existent and metaphors of traditional VCSs have not been
evaluated in the context of physical artifacts. Therefore, the question arises:
“When building a physical-based VCS, which technology should be used, and
how should the information be represented?”. Accordingly, we performed a com-
parative study between two exemplary systems. One system builds and extends
a concept that centers around the physical artifact using Augmented Reality
(AR) [28], while the other one shows virtual twins on a screen. The evaluation
focuses on displaying differences between versions of a physical artifact, where
participants build from a given physical version to an alternative. Other aspects
of VCSs, like the exploration of a version history, are not part of the evaluation.
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2 Related Work

2.1 Digital and Physical Design

There exist many works that attempted to narrow the gap between physical and
digital design by building on top of a digital design process, but also taking the
physical artifact into account [21,37,41,45]. One area to do so is the intersection
between digital and physical space by allowing users to interact with physical
artifacts in-between or during fabrication [35,44,46]. As an example, a user can
monitor and intervene a fabrication process in order to make manual changes
to the produced object. In the work of Peng et al., the user wore a see-through
Virtual Reality (VR) Head-mounted Display (HMD), in which upcoming changes
were visualized on top of the fabricated physical object [35]. Yamaoka and Kakehi
proposed an approach of including such a support in the fabrication machine,
developing printer hardware which could show floating images on a 3D printer
stage [46]. A similar approach was taken by Weichel et al. in their work from 2015
[44], displaying upcoming changes on a transparent projection screen, overlaid
onto the physical outcome. Weichel et al. further supported versioning in their
prototype, digitizing physical objects with 3D scanning inside the fabrication
machine. Alternative versions could be viewed and selected on the mounted
projection screen. As a workable material was chosen, the machine was able
to alter the physical object to correspond to a selected alternative version. A
drawback of these approaches is that they require a machining system, which
is costly, highly specialized, and mostly stationary. In addition, many iterative
physical design tasks do not require the fabrication of parts and live from the
freedom of building and shaping with the own hands.

There have also been approaches of persisting information about its history
in a physical object, like the machining of artifacts that are representative of the
iterative development steps [43], or enhancing 3D-printed objects with markers
that lead to a web-application for documentation purposes [14]. However, as this
information was physically manifested, their appearance is static once fabricated.
An additional drawback is the redundant production of material.

2.2 Version Control Systems

Version Control Systems (VCSs) are a widespread form of preserving the history
of documents for later revision or comparison [38]. While being traditionally
targeted at text-based content, there has been research on transferring the idea
of VCS to other domains, such as images [48] and 3D modeling [8–11,13]. Doboš
and Steed proposed an approach to mesh differencing and conflict resolution
for 3D models [10], which was part of a revision control framework [11]. Doboš
et al. further studied VCS-specific solutions in the context of 3D models in
multiple publications, mainly targeted at computing and visualizing differences
while also solving merge conflicts [9,13]. The proposed methods of Doboš were
used in a comprehensive tool for collaboration on 3D models named 3D Repo
[12,13]. A similar work by Denning and Pellacini determines the modified parts
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of a model and highlights them in a color-code [8]. The techniques used for
displaying differing parts are used as inspirations for highlighting differences on
the physical object itself.

The work by Perteneder et al. from 2015 attempted to build a VCS for
physical objects [36]. In their prototype system, they used a motorized turntable
and a monocular camera to digitize physical objects as a 360-degree collection
of images. From the physical objects, that were identified via an RFID chip, a
digital history of versions was created, which could be explored by co-located as
well as by remote collaborators in a web interface. Versions, both the virtual and
the physical ones, were presented in a 360◦C view and could be annotated with
notes. However, in the prototype by Perteneder et al., the physical object and
version history were still separated between physical space and web interface.

Another approach in dealing with asynchronous work, including the work on
physical artifacts, was taken by Fender and Holz, in their publication from 2022
[15]. They studied how changes and actions happening in the real world while
a user spends time in VR could be preserved and replayed using 3D capture.
Although the authors’ approach also targets asynchronous work and collabora-
tion as we do, the focus lies more on the correct causalities of (partly physical)
actions than on the objects themselves.

Letter and Wolf proposed the concept of Tangible Version Control in 2022,
utilizing AR and marker tracking to explore and compare alternative versions
of a physical object [28]. In their prototype implementation, the concept was
divided into two, timeline and comparisons. The timeline serves as a chronolog-
ical representation of alternative versions that could be explored. Comparisons
between a virtual version and the current physical state then took place directly
on top of the physical artifact. The authors proposed three comparison modes,
including a part-based detection of differences between the two objects. While
their prototype conveyed a first glimpse at how AR could serve for a VCS, it
was limited to part-based structures with all parts being pre-known. Further,
the proposed metaphors and interaction designs were not evaluated.

3 User Study

In order to determine what type of system might be suitable for a physical object
version control, we conducted a controlled lab study. For this purpose, an exist-
ing state-of-the-art VCS solution that can be used for managing 3D models in
the web-browser was compared to a prototype implementation utilizing AR in
combination with the physical artifact. We aim to evaluate the main difference
between the two systems, which is the type of display – using a traditional 2D
screen versus an AR experience – which results in having the physical object as a
separate piece next to the screen versus merging virtual and physical information
directly on top of the object. The two systems are referred to as Screen-Based
2D Version Control (2D) and Augmented Artifact Version Control (AA) accord-
ingly. We used models built out of multiple LEGO R©-like bricks for both, the
virtual versions and the physical artifacts. This allowed the result of tasks to
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be controllable, while simultaneously being a familiar material to most partic-
ipants. In both systems, participants worked with a physical object for which
the differences to another version were shown through a computer monitor or a
HMD respectively.

3.1 Experiment Design

The study focused on the inclusion of the physical object in the comparison
process, which is the main novelty of AA. The evaluation followed a 1× 2 within-
subject design having the independent variable system, namely 2D and AA.
Within-subject was the favored design as the participants had quite diverse
backgrounds (see Sect. 3.5) and bias by individuals could be eliminated. The
system was further studied as system per task, to gain more insight into how the
systems are used. Therefore, each system was investigated three times (2D add,
AA add, 2D sub, AA sub, 2D exc, AA exc). In the experiment, participants were
asked to build a given physical version to a compared version.

3.2 Measurements

We selected our measurements on the basis of studies that were conducted in
related work [9,13] as well as from publications where two or more systems were
evaluated with a physical task [7,17,23]. The time participants required to fulfill
a task was measured as Task Completion Time (TCT). In order to measure the
effectiveness of a system, the Error Rate (ERROR) for each trial was calculated
by recording how many of the parts were wrongly added or removed. System
Usability (SU) was measured using the System Usability (SU) questionnaire [6].
In addition, we did measure Subjective Mental Load (SML) of participants using
the Subjective Mental Effort Questionnaire (SMEQ) [47], as it was shown that
it can be a suitable addition to usability questionnaires [40]. Besides the quan-
titative measures, we asked the participants for aspects they liked and disliked
about the system in a semi-structured interview after a task was concluded.

3.3 Apparatus

Systems and Technologies. For the baseline system 2D, the 3D Repo [12]
web app was used, as it is optimized for collaboration and version control of 3D
models. It ran on a dedicated desktop computer in the Chrome [20] browser.
The prototype for the AA system was built on the example of the work of Letter
and Wolf [28]. It was implemented with Unity version LTS 2020.3 running on
a HoloLens 2 [33] headset. Marker tracking was implemented using the Vuforia
SDK in version 9.8. For managing information related to headset tracking and
spatial understanding, the Mixed Reality Toolkit [32] was used.

The actual physical object was mounted on top of a three-dimensional
marker. The marker was tracked by the HMD, therefore the position of the
physical object in relation to it is known. Letter and Wolf proposed different
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comparison modes, which include the automated detection and highlighting of
differences [28]. This is also the default visualization of differences for the 2D
system.

Detection of Differences. To highlight differences in the paper from Letter
and Wolf, they used an algorithm that detects differences using a part-based
matching. This has the drawback of every part needing to be known before-
hand, which makes it impractical and especially not usable for objects that
are not made out of predefined parts. For this implementation, an alternative
method is used that builds on surface-shaders, render queue, and stencil buffer.
Therefore, three models are rendered on top of the physical object. First, the
current version is drawn in a red highlight color, writing a stencil value for the
rendered area. Afterward, the compared version is rendered, leaving only the
removed areas in red and drawing everything else in green. At last, the current
version is rendered a second time, testing for equal stencil values in the areas
where the first two materials were rendered before. In this area, the object is
displayed invisible as a phantom object [27], allowing it to see the real physical
object. The phantom material has set a slight z-index offset to avoid flickering in
the areas where all materials are rendered at the same depth. With the simple
models used in this work, no noticeable overhead is produced, and the applica-
tion runs stable at 60 frames per second. For the final visualizations, the physical
object is not augmented in areas where no changes have to be made. Only areas
that are subject to change are highlighted in either red or green highlights. This
mimics the 2D implementation of displaying the model in neutral gray where no
difference between versions was detected. A visualization of the augmentation
effect can be found in the Figs. 1 and 2.

System-Specific Implementations. The two systems, 2D and AA, share
the primary feature of displaying differences to another version as green and
red highlights. Besides technological differences, like turning the model on 2D
using mouse input versus the AA variant being physically transformed, there
exist slight implementation differences. 3D Repo displays the red highlights as
highly transparent colored areas, while green highlights are rendered as shaded
opaque objects. In comparison, in the AA system, both red and green parts
are rendered shaded. However, by technological differences, highlights cannot be
displayed with full opacity due to the HoloLens display.

Another difference is the use of animated highlights for AA. Highlights pulse
in a periodic pattern using a quartic easing function. At one end, highlights are
turned off completely to allow the user to have a clear view of the physical object,
while on the other end, highlights are fully visible. The animation takes 0.35 s to
transition and then holds the state for one second before transitioning back to the
other state. The use of animated highlights was implemented after the example of
Letter and Wolf [28], as it enables users to check if they already placed or removed
a part otherwise covered by highlights. To better convey the benefit, an example
could be a pottery scenario, where an artifact is approximated step by step
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Fig. 1. Systems used in the user study. Left: workplace for 2D with a desktop monitor
showing 3D Repo [12], on the bottom the physical object is located; Right: setup for
AA, image taken from the HoloLens 2 HMD viewpoint focusing on the physical object.

towards the target form. The animation supports the reoccurring comparison of
states when the object is modeled a tiny bit in each step.

Study Apparatus. The setups for the two systems were prepared in one room.
For the 2D system, a computer with a mouse was set up. The same desk was
used in the AA system, participants were seated in front of it. The computer
mouse was moved away during the HMD use. The desk provided space for the
user to maneuver the physical object. A visualization of the apparatus is shown
in Fig. 1.

As the two systems were evaluated with three types of tasks each, 6 physical
objects were prepared to work with. For each run, a prebuilt brick structure was
placed right in front of the user, serving as the physical object to be altered
in the task. The corresponding virtual twin as well as the alternative versions
of the physical object were created in the Mecabricks workshop [31], a digital
LEGO R© builder software. A small selection of bricks was provided to build from
one version to another. One additional physical artifact prepared to be used
during the onboarding of a system.

The onboarding scenario was prepared as training before the actual study. In
the case of 2D, the user was presented with a placeholder 3D Repo workspace,
where they could manipulate a digital object with the mouse and get accustomed
to the interface. In the case of AA, a physical placeholder-object was tracked and
its outlines were highlighted. That way, the participant could inspect and move
the object to see how the tracking worked. With both systems, the training
object was not showing actual highlights on the object, since the onboarding
rather focused on the interaction paradigms than on the task. The fact that
participants were first confronted with highlights visualizations in their first
actual run might affect the results of that system’s task. However, since the
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system per task combinations were counter-balanced, see Sect. 3.6, this is unlikely
to influence the overall results.

All versioned 3D models were prepared beforehand. The task completion
time was measured using a secondary laptop that was operated by a researcher.
Measurements that relied on active participant feedback, such as the used ques-
tionnaires, were filled out in between tasks using Google Forms [24]. The SMEQ
was provided as a paper printout.

3.4 Tasks

Three types of tasks were designed to evaluate the systems. In each case, par-
ticipants were required to alter the provided object. This process was varied
in three tasks: (a) add parts to match the compared version; (b) remove parts
to match the compared version; (c) exchange parts, which includes adding and
removing parts to match the compared version. These kinds of tasks were cho-
sen because they imply the users’ understanding of differences between versions,
which is otherwise difficult to assess, and provide more insights into how the
systems can be used. For the add -tasks 2D add and AA add, 4 parts needed to
be added, with one part being on top of another one that needs to be added.
For the subtract-tasks 2D sub and AA sub, 4 parts needed to be removed, with
one part being below another one that needs to be removed. The exchange-tasks
2D exc and AA exc required 3 parts to be removed and 3 parts to be added. The
6 system per task combinations, using 3 out of 6 objects, are shown in Fig. 2 in
both the 2D and AA variant.

Fig. 2. The 6 system-per-task combinations, showing 3 out of 6 objects; same task-
types are displayed on top of each other, from left to right (in tuples): 2D add and
AA add, 2D sub and AA sub, 2D exc and AA exc.
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Since the actions required to perform a task differ from each other by nature
– e.g. adding a new part needs more steps than removing a part – the tasks are
not of the same difficulty and therefore not directly comparable as individual
variables but instead serve as different views onto one system. Also, the exchange-
tasks, 2D exc and AA exc, are not a sum of the adding and subtraction tasks
because they allowed for removing a part in one place and directly placing it
on another spot. While the first two tasks represent single necessary actions
of building from one version to another, the third one attempts to investigate
the scalability of the concepts to more realistic and therefore more complex
tasks. In order to have the tasks not drifting too far from each other in time to
complete, the amount of steps needed for 2D exc and AA exc was increased, but
not doubled.

3.5 Participants

We recruited 24 participants (of which 7 reported as male, 16 as female, and 1
as other gender) between the ages of 20 and 51 (mean 26.79, standard devia-
tion 5.78). Participants were recruited from a university course and the personal
network of a researcher, resulting in a diverse group of people with different back-
grounds (e.g., computer science, social work, medicine, business management).
The participants had no professional expertise in physical building, construction,
or CAD design. They further had no prior experience with AR hardware like
the one used in our study. Each participant received a short introduction to the
concept of version control. None of the participants reported color-blindness.

3.6 Procedure

The procedure began with the signing of a consent form and data acquisition of
demographic information. Afterward, participants were introduced to the appa-
ratus (one system at a time) and could get accustomed to the interface and
interaction design during onboarding. The onboarding lasted until participants
stated that they were comfortable controlling the system.

Before the actual tasks began, the available building bricks were presented.
The tasks were set up by a researcher so that a participant only had to click or
lower the HMD visor to start. The order of system-per-task combinations was
counter-balanced between all participants using a Latin square.

To further eliminate the potential of different task models affecting results,
each task type could be carried out in one of two variants, which were also
randomized in a balanced way for the used systems. At the end of each task,
the participants were asked to complete the used questionnaires as well as to
optionally give feedback about their experience. For the latter, they were asked
what they liked about the system and what they did not like. The next task was
prepared while the participant was filling out the post-task-questionnaire. This
procedure was repeated for all 6 system-task-combinations. With the amount
of 24 participants, the dataset contained 144 entries. In the finalization of the
study, general ideas and thoughts towards the two used systems and the concept
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of version control for physical objects were collected from participants. The study
took about 40 min in total per participant.

4 Results

We first analyze the quantitative results gathered for significant differences. Sub-
sequently, qualitative answers taken from participants are investigated to explain
the quantitative data obtained.

4.1 Quantitative Data

The quantitative data consisted of Task Completion Time (TCT), Error Rate
(ERROR), Subjective Mental Load (SML), and System Usability (SU). We ana-
lyzed the findings comparing the systems 2D and AA, as well as a closer compar-
ison of the systems using three tasks each, referred to as system-per-task. None
of the data was normally distributed, as Shapiro-Wilk tests revealed (all data p
< 0.0001). Therefore, we treated our data as non-parametric, utilizing Wilcoxon
Signed-Rank tests for post-hoc analysis. When comparing systems, a p-value of
0.05 was used as a threshold for detecting significant differences. As the study
design was 1× 2 with multiple characteristics of the two systems, p-values were
not corrected for multiple conditions. Tasks were not directly analyzed in com-
parison against each other, as this is neither the focus of the evaluation nor are
the tasks directly comparable, as discussed in Sect. 3.4. Extensive quantitative
results are also listed in the appendix.

Task Completion Time. The descriptive statistics for TCT led to the follow-
ing results (in seconds): 2D (mean = 67.87, sd = 29.44) and AA (mean = 48.71,
sd = 27.98), as well as for systems-per-task 2D add (mean = 70.43, sd = 34.10),
2D sub (mean = 59.42, sd = 23.86), 2D exc (mean = 73.77, sd = 28.74), AA add
(mean = 54.94, sd = 30.84), AA sub (mean = 36.64, sd = 24.21), and AA exc
(mean = 54.54, sd = 25.51). A Wilcoxon Signed-Rank test revealed a significant
difference when comparing systems (p < 0.0001, z = −5.18). Subsequent compar-
ison of systems per task with Wilcoxon Signed-Rank tests indicated significant
differences between 2D add and AA add (p = 0.047, z = −1.99), 2D sub and
AA sub (p = 0.0006, z = −3.41), as well as 2D exc and AA exc (p = 0.0003,
z = −3.58). In each case, the AA variant resulted in faster completion times
compared to their 2D counterpart, as shown in Fig. 3.

Error Rate. On average, participants produced 0.33 errors per task. Some
executed all tasks flawlessly (n = 9), while some had one or more errors (n =
15), like misplaced bricks or missed differences. A Wilcoxon Signed-Rank test
comparing 2D (mean = 0.24, sd = 0.59) and AA (mean = 0.42, sd = 0.82)
showed no significance (p = 0.1188, z = –1.5597) and neither did the systems
per task.
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Fig. 3. Boxplots visualizing TCT data. Left: comparing the two systems 2D and AA
against each other, resulting in a significant difference in favor of AA. Right: comparison
of systems-per-task.

Mental Load. The descriptive statistics for SML led to the following results:
2D (mean = 49.78, sd = 41.72), AA (mean = 55.03, sd = 39.44). Wilcoxon
Signed-Rank test comparing systems showed no significance (p = 0.1654, z =
–1.3871). Also, no significant differences in SML for systems per task were found.

Usability. SU was measured through the SUS-questionnaire. When compar-
ing system-wise with a Wilcoxon Signed Rank-test, the descriptive statistics of
2D (mean = 77.05, sd = 17.44) and AA (mean = 67.53, sd = 17.35) showed
significant differences (p = 0.0021, z = −3.06). The descriptive statistics for
systems-per-task were: 2D add (mean = 81.04, sd = 16.01), 2D sub (mean =
75.21, sd = 18.40), 2D exc (mean = 74.90, sd = 17.87), AA add (mean = 64.90,
sd = 17.72), AA sub (mean = 71.04, sd = 17.77), AA exc (mean = 66.67, sd =
16.69). Post-Hoc analysis with Wilcoxon Signed-Rank tests comparing systems
per task showed a significance between 2D add and AA add (p = 0.0025, z =
–3.0283). A boxplot visualization of SU is shown in Fig. 4.

4.2 Qualitative Data

After each task, participants had the opportunity to give subjective feedback
about the system they just worked with. Both, aspects that were liked and
aspects that were disliked were explicitly asked for. At the end of the study,
additional closing questions about the systems and their use were asked. Not
every participant stated something, as it was optional. Further, some participants
answered multiple times, adding up to a total number of 140 comments.

The qualitative data was coded using Grounded Theory [42]. In particular,
we used axial and selective coding, starting with categories structured according
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Fig. 4. Boxplots visualizing SU data. Left: comparing the significant difference between
the two systems 2D and AA in favor of 2D. Right: task-wise comparison of systems,
showing significant differences in the task type add.

to the questions that asked for positive or negative perceived aspects of a system
[42]. To present results in a more understandable way, we grouped feedback by
their main statements. In the following, stats are reported as n for the amount
of participants and k as the amount of answers per statement.

Augmented Artifact has Clear Benefits: Multiple participants (n = 6, k
= 8) mentioned the disconnect of physical and digital content when using the
2D system (“Control with the mouse and matching with the physical object [is]
annoying”, P7; “Had to change my hand very often from the Lego block to the
computer mouse and thus had to reorient myself again and again”, P1). Besides
the challenge of working with the physical object and mouse, participants (n
= 7, k = 9) stated the problem of aligning perspective (“Difficulty to find the
starting point”, P9) and keeping the orientation of digital and physical content
in sync (“it was a bit difficult to put the digital object and the physical object
in the same position to figure out where to place which stones”).

Towards the Augmented Artifact system, participants (n = 10, k = 12) stated
the benefit of having the highlight shown directly on top of the physical object
(“Differences are immediately visible on the real object”, P3; “Easily comprehen-
sible three-dimensional AR representation”, P8). Assumptions were made about
the AR system’s benefits (“In general I found it easier to perform the tasks with
the glasses because using the computer screen made myself lose track of where
I was with the real object”, P4).

The majority of participants (n = 15, k = 15) stated a favored system in the
closing question on the system feedback. Despite the benefits of the Augmented
Artifact system, the distribution was almost equal, with 7 participants (47%)
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stating a preference for the 2D system, while 8 (53%) participants favored the
Augmented Artifact system.

Participants Anticipate Use for Physical VCSs: Asked about the concept,
most participants (9 out of 11) mentioned that they like the idea and see potential
in Augmented Artifact (“strong concept, never heard of it before, certainly useful
in some industries, [...]”, P15). One person added that the evaluation task was
not a good fit for the Augmented Artifact system (“I think it’s a cool idea, but
it didn’t feel very good in this case. Maybe it would be better for large scale
models or machines”, P3), which is in line with tracking issues, see Sect. 4.2.
Some participants (n = 5, k = 5) named possible application areas, namely
architecture, prototyping, arts with different materials, design and interior, and
manufacturing (everything named once). As participants were not experts in one
of the named domains, these suggestions should be taken with care.

HMD Issues Affect Augmented Artifact Usability: The most often made
critique point on Augmented Artifact (n = 15, k = 23) was the imperfect tracking
(“The real bricks have been slightly offset, slight confusion”, P13; “did not fit
exactly on the model”, P16). This included fiddling with the headset (“The
tracking didn’t work that well. That’s why I had to adjust the headset in the
beginning from time to time”, P2). Participants further criticized (n = 11, k =
15) the visuals through the HMD (“Sharpness of the objects varies in parts”, P6;
“Red looked more like an orange”, P1). Another point of critique (n = 9, k =
12) was on the discomfort of wearing a HMD (“Unpleasant for eyes and head”,
P11; “Feeling of wearing the glasses”, P9). Related to its novelty, participants
(n = 6, k = 7) named their feeling of getting accustomed to the system (“I have
noticed progress compared to the first task with the glasses”, P11).

Physical and Virtual State Synchronicity Wanted: In the case of 2D,
one participant suggested a new functionality for the controls (“It is easy to get
confused if you have already removed/added the parts. If you could mark them as
’done’ it would be easier”, P14). Similarly, participants (n = 3, k = 4) proposed
the removal of highlights after a brick has been added/removed for Augmented
Artifact (“Perhaps it would also be possible to recognize the stones and thus
indicate whether the respective stone has already been added/removed”, P1).
Multiple participants (n = 10, k = 12) further suggested that highlights should
automatically disappear corresponding to an action (“might be even easier if
the already removed parts could ’disappear’ or change color”, P14; “Remove
highlighting after a part has been added. Show errors if necessary”, P3). Some
expected such behavior and were surprised that it did not work as they expected
(“The highlights did not disappear after the stones were removed or added”, P22;
“that the remaining stones are not marked somehow”, P18).
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Visualizations are Understandable: With the Augmented Artifact system,
positive comments were made on the overall design of the system (n = 12,
k = 16), naming the highlight colors (“Clearly recognizable highlights”, P13;
“very clear representation”, P11) and general visualization (“I feel I could see
the parts that had to be placed under other ones and I find that okay”, P4).
Fewer participants (n = 6, k = 8) reported issues with the visuals (“the bricks
in the back row are harder to see than the front bricks”, P15). This is in line
with 2D feedback being mostly positive about the visualizations (n = 13, k =
22), accompanied by some (n = 6, k = 6) geometry-related issues (“bricks were
partially occluded”, P0).

Animation Design has Room for Improvement: Some participants (n = 3,
k = 6) liked the feature of using animated highlights on Augmented Artifact (“I
like the fact that the stones to be added appear only briefly and then disappear
again, so I can see more clearly where the stones should go”). One participant
mentioned that the benefit was only apparent to him after some time (“[...] the
flashing was helpful when removing after all”, P5). Multiple participants (n =
5, k = 5) were surprised by the animation (“the flashing of the red stones was
irritating at first”, P15; “It was exhausting that the projection kept going on and
off, I had to get used to it a bit”, P17). As this was not part of the tutorial before
the actual tasks, see Sect. 3.3, participants did not expect this behavior. One
participant further recommended the ability to manually toggle the visibility of
highlights on and off (“[...] instead of flashing the stones maybe manually fade
them in and out, [...]”, P5).

Transparent Parts in 2D are Disliked: The red display of bricks that have
to be removed was criticized (n = 8, k = 9), as it was semi-transparent (“the red
stones are too transparent”, P16; “The red marked stones, which were on top of
each other, were somewhat difficult to distinguish from each other”, P13).

Not All Participants Like 2D Controls: Multiple comments (n = 8, k
= 11) mentioned that the controls of 2D were easy to use as well as easy to
learn (“easy and intuitive”, P7; “Operation was very simple, known from other
systems/programs”, P11). Contrary to these statements, nearly half of the par-
ticipants (n = 10, k = 13) disliked the mouse as interaction device (”I disliked
the handling with the mouse a little”, P2).

5 Discussion

Based on the results presented in Sect. 4, it can be stated that Augmented Arti-
fact appears to be a promising system for comparing and converting between
different versions of a physical object. While it has drawbacks in usability com-
pared to the baseline Screen-Based 2D Version Control (2D) system, it also
provides significant advantages in task efficiency. The qualitative feedback is



Comparing Screen-Based to Augmented Artifact Version Control 405

closely aligned with the quantitative results, supporting our findings and pro-
viding additional insights in using a physical Version Control System (VCS).

5.1 Interpretation of Results

Using Augmented Artifact leads to significantly faster task completion time com-
pared to the 2D system. As qualitative feedback underlines, the main factor lies
probably in the AR technology, showing information directly on top of the phys-
ical object and removing the need to translate from one space to another. How-
ever, participants also experienced technical drawbacks, leading to poor usabil-
ity. As a reason for this, participants named the HMD as rather inconvenient,
pointing towards uncomfortable fit and imperfect display, see Sect. 4.2. Further,
Augmented Artifact is strongly dependent on robust tracking, as highlights are
directly connected to the real world and therefore prone to deviations. In accor-
dance, imperfect tracking turned out to be a major influence. Fiducial markers
were used to make the tracking as robust as possible, but computational capa-
bilities remain limited on standalone HMDs, leading to offsets and delays.

Besides technical influences, the systems slightly varied in features and visu-
als, which was reflected in qualitative results. Feedback indicates that the semi-
transparent visuals of 2D were disliked and may have influenced its usability. On
the other hand, the non-static visuals of AA could have been a negative impact
on usability or mental load of participants that felt stressed by them. Many par-
ticipants commented on the missing detection of their physical changes in the
AA system, even though both systems worked the same way - by not detecting if
a manipulation of bricks took place. This points towards different anticipations
of technologies, as that expectation was not made for the 2D variant.

Looking at usability results at last, James Lewis and Jeff Sauro [29] rate
the 67.53 usability score of Augmented Artifact with grade C, just below 68,
which marks the average value of being a usable product. Bangor et al. rate
the 67.53 score in the area of ’marginally acceptable’ [4]. It should be kept in
mind that both systems have rather poor usability, indicating plenty of poten-
tial for improvement. We anticipate that in the case of Augmented Artifact,
higher fidelity and less error-prone hardware would automatically result in higher
usability.

5.2 Comparison to Related Work

As there is a limited amount of research in the area of version control for physical
design, it is difficult to directly compare our contribution to other publications,
as these are mostly parallel themes. The research on 3D model comparisons
and differencing algorithms such as the ones presented by Doboš et al. [9,13]
focus on fully digital 3D modeling. The research on hybrid fabrication, such as
the work of Weichel et al. [44], represents the production of physical goods but
with fabrication as medium. Our research on the other hand anticipates physical
design first forming a third research branch. With one system providing higher
usability (2D) and the other one faster task completion (Augmented Artifact),
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it is difficult to assess which system is more suitable as a physical VCS. Since
Augmented Artifact is foremost limited by existing technology, we anticipate
that it provides major potential for improvement.

5.3 Generalizability of Results

The study conducted in this work used an abstract physical design task. It
can be assumed that the main benefit of Augmented Artifact - directly having
information on the physical object - is maintained on other tasks regardless
of complexity. Differences could even increase with bigger and more complex
objects, where translation and zooming would become relevant on 2D.

LEGO R©-like bricks were chosen as task-material in this work as a substi-
tute for other materials, allowing for replication and comparability of results. It
represents atomic tasks in a coherent system, similar to domains where standard-
ized parts are used. However, LEGO R©’s generalizability is probably reached for
smaller content without placement regulations, as tracking offsets would be espe-
cially harmful. Continuous materials (i.e. clay) or the dynamic breaking down
of one entity (i.e. carving) are also not supported and require further research.

Lastly, a tradeoff of greater efficiency for a more tedious user experience does
not necessarily align with expectations for general-use technologies, hinting at
professional application areas, see Sect. 5.5.

5.4 Limitations

Both systems do not regard the texture of objects, the versions and the physical
objects in the user study were of uniform gray color. This differs from real world
use cases where objects are of one or more colors. In that case, it needs to be
studied to what degree such a color variance influences the understanding of the
chosen highlighting metaphors if they interfere with the object’s color.

The focus of the conducted study was on how the two systems support the
understanding of differences between versions. While this is a crucial aspect of
VCSs, it is not the sole factor that makes a system usable or efficient. Usually,
a VCS also handles other repository related information, like the representation
of multiple commits in tree structures. Therefore, it has to be stated that the
findings of this work are not comprehensive for the topic of physical object VCSs
but provide insights into a facet of these rather complex systems, namely the
comparison of versions, one physical and one virtual.

Lastly, our conducted study had the following limitations. First, it only com-
pared two systems and a limited amount of participants. Second, it is difficult to
assess user understanding of the differences between objects Therefore building
from one version to another was chosen as a task, implying understanding by
the user. However, the act of building can be influenced by other factors. Lastly,
since physical based VCSs are quite novel, the 2D system served as ground truth
as it was not possible to provide another ground truth as manipulation test.
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5.5 Future Work

As this field of research is relatively novel, there are many areas for improvement.
Some future work packages result from qualitative participant feedback. For
instance, the automated detection of physically added and removed parts can
be named. Such a feature would require some form of live 3D scanning or shape
recognition that runs alongside, thereby not interrupting the workflow. As non-
disruptive digitization of intermediate versions is another facet still missing in
an Augmented Artifact implementation, this issue lines up with it.

Besides, it must be considered what the best use of such a VCS might be. Cre-
ative physical modeling, prototyping, or craftsmanship appear suitable. However,
participants rated Augmented Artifact’s usability significantly lower than the 2D
system despite higher efficiency and proposed its use in professional domains.
This potentially suggests that participants saw it as a specialized technique.

In addition, more evaluation regarding different scopes and materials is
required. Augmented Artifact could also be applied in relation to a lot big-
ger objects, thereby reducing tracking inaccuracies. An interesting case is the
versioning of immobile objects that are so big that a user fits inside them, for
example, a building site, which was suggested by a participant. Such an app-
roach would result in the case in which the actually constructed and 3D-scanned
walls could be compared to the original building plan or alternative layouts while
being inside the object. Future studies on Augmented Artifact could look into
realistic and more complex artifacts to version. Also, it is of interest how to
support the use of real world materials, including glue and non-reversible work
steps.

Lastly, following limitations discussed in Sect. 5.4, Augmented Artifact needs
to be evaluated in more aspects of what a VCS is made of. For example, the
exploration of alternative versions needs to be revisited. While metaphors from
existing VCS might be transferable, as Letter and Wolf suggest [28], alternative
metaphors and paradigms might be more applicable.

6 Design Considerations

To the best of our knowledge, there does not exist a fully built physical-based
VCS. While this work does not provide a thorough implementation, we attempt
at gaining a deeper understanding of the topic and how such a system could
be designed. Based on our results, we provide recommendations for building
and using an Augmented Artifact VCS. Naturally, these considerations are close
to current benefits and challenges of AR. However, some aspects are especially
relevant for the case of version control with AR and therefore pointed out.

Suitable Augmented Artifact application: Augmented Artifact is rea-
sonable when good spatial understanding of the object and its changes is
required. It helps to connect the information manifested in virtual versions
straight to a real object. Artifacts like the ones used in the user study appear to
be already of high enough complexity to justify the use of Augmented Artifact,
as study results show faster task times compared to the 2D variant. For objects
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of lower complexity, a traditional desktop based approach might be sufficient.
Another reason to use Augmented Artifact is when the user’s hand should be
free for physical tasks, as the 2D variant usually occupies at least one hand.

When using Augmented Artifact, fiducial markers should be applied for best
tracking results. If the artifact is bigger, object tracking could be feasible as long
as its appearance is suitable to be tracked [5,30].

Synchronous physical and virtual states: Qualitative answers clearly
show that, when using a system that is closely connected to the physical world,
users expect their physical actions to be reflected in the system state. This differs
from AR applications in which the physical environment serves as a scene to
place virtual objects on. Further investigation into how to best register physical
changes is required, since this prototype does not offer any handling of this. As a
possible predecessor to automated detection of physical changes by the system,
users should be able to manually confirm their physical actions in the system.

Consistent and Adaptive Representations: Based on slight divergences
in the representation of visuals between 2D and Augmented Artifact and the
corresponding feedback of users, we conclude on how to best visualize version
differences. Regardless of if content needs to be removed or added to the physical
artifact, both variants should be differentiable but consistent in style, signaling
equal importance. The overall visibility and transparency of highlights could be
open for adjustments to user preference. The automated alteration of highlights
with the use of animations can help users to perform physical actions by making
the physical content briefly visible. However, this behavior might not be required
in every state of a task. Further, it can confuse or stress users if they have
no control over it. We therefore recommend allowing users to toggle animated
differences based on what they require to fulfill the version transition.

7 Conclusion

Just as digital content creation is supported by version control systems, phys-
ical design could be enriched by information about alternative versions. Our
proposal for designing such a system is Augmented Artifact, which utilizes aug-
mented reality to enhance the physical artifact itself, while changes from one
version to another are manually performed by users. In order to evaluate the
concept of Augmented Artifact, a controlled user study was conducted, compar-
ing a prototype implementation against a screen-based state-of-the-art system.
Results indicate significantly faster completion times for the Augmented Arti-
fact approach while scoring significantly lower usability. However, qualitative
data indicates that this is majorly related to the limitations of the used hard-
ware. Feedback further gave insights on how a physical version control system
should look like and what features might be of importance. We derived design
considerations that can help researchers how to build and use such a system:

(a) Augmented Artifact is suitable when objects are not of trivial complexity,
free hands are beneficial, and tracking can be assured.
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(b) Physical changes made by the user should be reflected in the system’s state,
as the physical artifact is perceived as an integral part of the system.

(c) Representation of changes should be consistent across task types and ani-
mations should be adaptive.

As version control for physical content is a novel approach, a thorough system
remains to be built. The work presented here merely demonstrates the feasibility
and benefits of Augmented Artifact and is an early approach to evaluating the
comparison between physical and virtual versions. Thus, further research on
physical version control systems and how to use them is worth to be conducted.

A Appendix

Full results for the dependent variables Usability, Error Rate, Task Completion
Time, and Mental Load. Only comparable tasks were tested against each other,
variables were not compared cross-task. As no individual conditions were com-
pared, but systems per task, a threshold of p < 0.05 is used for significance. Sig-
nificant results are displayed in bold (Tables 1, 2, 3, 4 and Figs. 5, 6, 7 and 8).

Table 1. Results for the System Usability of Wilcoxon Signed Rank tests.

Usability Mean, SD (2D) Mean, SD (AA) z-value p-value

Across all tasks 77.05, 17.44 67.53, 17.35 –3.065 0.0022

Add parts 81.04, 16.01 64.90, 17.72 –3.0284 0.0025

Subtract parts 75.21, 18.40 71.04, 17.77 –0.9006 0.368

Exchange parts 74.90, 17.87 66.67, 16.69 –1.49 0.136
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Fig. 5. Boxplots visualizing System Usability data. Left: comparing the two systems
2D and AA. Right: task-wise comparison of systems.
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Table 2. Results for the Error Rate of Wilcoxon Signed Rank tests.

Error Rate Mean, SD (2D) Mean, SD (AA) z-value p-value

Across all tasks 0.24, 0.59 0.42, 0.82 –1.559 0.1188

Add parts 0.29, 0.69 0.58, 0.97 –1.3463 0.1782

Subtract parts 0.00, 0.00 0.21, 0.51 –1.7008 0.0889

Exchange parts 0.42, 0.72 0.46, 0.88 –0.2123 0.8318
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Fig. 6. Boxplots visualizing Error Rate data. Left: comparing the two systems 2D and
AA. Right: task-wise comparison of systems.

Table 3. Results for the Task Completion Time of Wilcoxon Signed Rank tests.

Task Comp. Time Mean, SD (2D) Mean, SD (AA) z-value p-value

Across all tasks 67.87, 29.44 48.71, 27.98 -5.188 < 0.001

Add parts 70.43, 34.10 54.94, 30.84 –1.9857 0.047

Subtract parts 59.42, 23.86 36.64, 24.21 –3.4142 0.0006

Exchange parts 73.77, 28.74 54.54, 25.51 –3.5857 0.0003
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Fig. 7. Boxplots visualizing Task Completion Time data. Left: comparing the two
systems 2D and AA. Right: task-wise comparison of systems.

Table 4. Results for the Mental Load of Wilcoxon Signed Rank tests.

Mental Load Mean, SD (2D) Mean, SD (AA) z-value p-value

Across all tasks 49.78, 41.72 55.03, 39.44 –1.387 0.1654

Add parts 46.79, 45.16 58.46, 42.94 –1.9002 0.0574

Subtract parts 49.08, 40.58 48.92, 43.18 –0.0857 0.9316

Exchange parts 53.46, 40.77 57.71, 32.18 –0.828 0.4076
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Fig. 8. Boxplots visualizing Mental Load data. Left: comparing the two systems 2D
and AA. Right: task-wise comparison of systems.
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12. Doboš, J.: 3D Repo. https://www.3drepo.io/ (2023 (initial 2014)). Accessed 01
Sep 2022
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Abstract. Expressive interfaces that communicate human emotional
state (e.g., level of arousal) are beneficial to many applications. In this
work, we use a research-through-design approach to learn about the chal-
lenges and opportunities involved in physicalizing emotional data derived
from biosignals in real-time. We present EmoClock, a physicalization that
uses a clock as a metaphor to communicate arousal and valence derived
from biosignal data and lessons learned from its evaluation.

Keywords: Data Physicalization · Biosignals and Biosensing ·
Soma-based design · Soma data · Emotion

1 Introduction

Data physicalization or physical visualizations of data [10,14] use material prop-
erties often in combination with sensing and actuation to create multisensory,
expressive, embodied and engaging interactions with data. While data visual-
izations primarily focus on the sense of vision, data physicalizations focus on
creating data representations that can not only be seen but also can be touched,
smelled, heard or tasted thus enabling multisensory data experiences and percep-
tion [20]. The materiality of physicalizations offers new possibilities for engaging
with data. In this work, we focus on the physicalization of users’ emotional states.

Various fields (e.g., psychology, psychiatry, behavioural sciences, social
sciences, human-computer interaction, affective computing, neurophysiology)
require the measurement of the human emotional state during user studies
[3]. Due to convenience and ease of interpretation, many researchers (e.g., in
behavioural sciences, marketing and psychology) use subjective measurement
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Fig. 1. Emotion physicalization: from sensing to physical actuation: (left) - the wear-
able sensing kit that senses heart rate (HR) and galvanic skin response (GSR) data
and communicates them to a central server for further processing; (middle) - the data
physicalization that represents the emotional state derived from HR and GSR data;
(right) - a closer look at the representation of emotional state using LED light as a
simple physical actuation.

tools such as the Self-Assessment Manikin (SAM) scale [2]. Nonetheless, human
biosignal data (e.g., heart rate, heart rate variation, skin conductance, breathing
rate) provide useful insights into human emotional and cognitive states and can
be used to complement the measurements from subjective tools [12,16]. The
current work intends to use the opportunities offered by biosignals to infer the
real-time emotional states of users, and then use physicalizations to communi-
cate these emotional states. There are at least five reasons to communicate the
real-time emotional states of users through data physicalizations.

First, physicalizations of emotional states can be used for self-reflection - to
reflect upon various stimuli and events that cause emotional arousal and valence.
Second, they could be particularly relevant to showcase the emotions of specific
user groups (e.g., caretakers of autistic people or cognitively impaired people can
use them to learn about the emotions of their caretakees - as they are not good
at describing/showcasing their emotions themselves). Third, physicalizations of
emotional states derived from biosignals can be used to demonstrate the con-
nection between vital signs (biosignals) and emotions to non-experts (general
public). Fourth, they can be used as a tool during user studies to quantitatively
measure the emotions of subjects. Fifth, these physicalizations can be used to
evaluate the emotional journey of a user during virtual reality games.

Using an example of translating biodata to a physicalization, this work has
explored the opportunities and challenges involved in communicating real-time
emotional states through data physicalization. We designed a data physicaliza-
tion that represents the human emotional state (arousal and valence) derived
from heart rate and galvanic skin response sensing. The contributions of this
article are (i) a physicalization that communicates a person’s emotional state
(arousal and valence) based on their physiological data and (ii) lessons learned
from a preliminary evaluation of the prototype with 10 participants.
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2 Related Work

Current research has shown that expressive interfaces that represent biosig-
nals/emotion data that enable the exploration and engagement with biodata
help mindful self-awareness, self-reflection and regulation of affect states, empa-
thy, compassion and caregiving, relationship skills for authentic social connec-
tion, motivation, performance, and coordinative effort [18,24]. Expressive bio-
data interfaces are increasingly used also for the design of and research on
somaesthetic experiences (e.g., the Breathing Light in [7,8], Breeze around your
neck in [1], BrightHearts in [7,11], Balance Beam in [6]). Current research in
soma-based design shows that such interactive material representations of soma
(the felt-self) [5] enable not only the deepening of the awareness of one’s soma
but also the discovery of novel interactions with soma and help to understand
the bodily engagement in somatic experiences [1]. Working on communicating
biosignal data is arguably valuable and presents its own challenges. Nonetheless,
a distinctive focus of this work is the use of biosignal data to derive other types
of information (e.g., emotional states), which are then physicalized. Hence, the
work is about the physicalization of information derived from biosignal data (as
opposed to raw biosignal data).

Current research also shows that knowing about and communicating a per-
son’s emotional state helps well-being, emotion regulation and control, and social
connection [13,25]. Thus, interfaces that represent and communicate emotions
have been studied as a means of supporting this. Early research in this area
focused mainly on screen-based representations such as visualizations, graphs
and animated avatars (e.g., AffectAura [17], Significant Oter [13], Affective Diary
[23], Affective Health [21]). Currently, there is an increasing interest in exploring
non-traditional and non screen-based interfaces for representing and communi-
cating emotion leveraging the material and interactive properties of material
combined with actuation technologies (e.g., thermochromic materials and hap-
tic actuators [25], smart textiles [9], light [7]). In order to enable such interac-
tive and material representations of emotions, data acquired through biosensors
should be translated into the properties of physical phenomena (e.g., material
and actuation). While existing research in this area mostly focuses on expression
and representation, in this research, we focus on studying this translation, the
systematic physicalization process, from sensing to sensification.

3 Prototype

The objective of this work was to learn about the process of physicalizing emo-
tional states (arousal, valence) derived from real-time biosignal data. We followed
a method similar to the research through design process (RtD) [27] with the aim
of learning about challenges through the design and evaluation of EmoClock.
The process is shown in Fig. 2. The system consists of (a) a wearable sensing
unit to sense biosignals required for inferring emotional states, (b) a server that
stores and processes biosignal data and (c) an artefact that physically expresses
and externalizes the emotional state (arousal, valence) of the wearer.
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Sensing & 
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Evaluation of 
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Fig. 2. Realtime physicalization of emotional state from biosignal data: from the
sources to the sensification.

The Sensing Unit consists of a heart rate (HR) and Galvanic Skin Response
(GSR) sensing units to acquire the biosignal data required to infer the emotional
state (arousal and valence), and a microcontroller unit (ESP 32) to handle the
processing and transmission (Fig. 1, left). The electronics circuitry is housed in
a 3D-printed casing that can be wrist-worn. Attached to this wrist-worn unit is
a glove that the user can wear on his or her two fingers, which houses two GSR
electrodes (Fig. 1, left). The data read from the sensing unit is sent (via WiFi)
to a web server that stores them together with the timestamp in its database
server. The physicalization has the look and feel of a clock (Fig. 1, middle) and
there are two LED rings on the inner round of the clock (Fig. 1, right). Therefore,
the physicalization also looks like a table lamp. These design choices were made
so that the physicalization can be integrated naturally into a user’s environment
without causing much distraction and privacy concerns. One of the LED stripes
is used to display the level of arousal/valence by changing their colour according
to the colour scheme shown in Fig. 1 (right). The other LED stripe is used to
activate the physicalization as a normal lamp. The base contains two switches
(c.f. Figure 1, middle): one of them is used to switch between the two modes
(arousal, valence). The other one is used to switch off the data representation and
activate it as a normal lamp (activate the second LED stripe). A user can relate
to their arousal and valence level to the time using the clock engraved in the outer
ring of the physicalization. The base of the clock contains a Raspberry Pi that
pulls heart rate and GSR data from the web server, derives the components of
the emotional state using a rule-based algorithm, and lights up the LED stripes
accordingly.

4 Preliminary Evaluation

We conducted a pilot study to evaluate how effective and useful EmoClock is
as a tool to convey a person’s emotional state. The use case addressed in this
pilot study was that of remote awareness of user states, that is, the use of a
physicalization as a means for remote monitoring as done for example in [19].

4.1 Study Design and Procedure

We used standard emotion induction methods to stimulate known emotions in
a user. Afterwards, these emotions were sensed using the EmoClock wearable.
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We then evaluated the extent to which a second user can understand and inter-
pret the emotions represented by EmoClock. The experiment was carried out in
participant pairs (Participant A and Participant B). Participants A and B were
separated into two separate rooms. Participant A was asked to wear the wearable
on their wrist and Participant B interacted with EmoClock to understand the
emotions Participant A was going through. During the experiment, participant
A was asked to watch four short video clips. These video clips are standard video
clips that are used in scientific experiments to induce specific emotions (arousal
or valence) and are well accepted in affective computing research. Sources of the
videos used in this experiment are Chieti Affective Action Videos (CAAV) [4]
and FilmStim [22]. The length of a video clip was 2–3 min on average. These
videos were expected to stimulate arousal and valence in A as follows: video 1:
low arousal, positive valence; video 2: high arousal, positive valence; video 3: low
arousal, positive valence; video 4: high arousal, negative valence. While Partic-
ipant A was watching the videos, participant B was looking at and interacting
with EmoClock and was asked to make a summary of valence and arousal levels
together with the corresponding time slots. In the end, participant B answered
the standard Usefulness, Satisfaction, and Ease of Use (USE) questionnaire [15]
regarding the EmoClock. Afterwards, the two participants were involved in a
discussion about what emotions Participant B observed from the physicaliza-
tion and what emotions that A actually went through during the corresponding
moment. The experimenter observed this discussion and took notes (behaviour,
expressions, agreements, disagreements, comments, etc.). The experimenter also
took notes of the informal feedback given by the participants. Ten participants
(N=10, 5 pairs, 5 males and 5 females), aged between 20–30 years, recruited via
word of mouth took part in the study. Each participant pair (A,B) knew each
other and were comfortable with sharing their emotional state with each other.

4.2 Results

Usefulness, Ease of use, Satisfaction and Ease of learning: The perceived
usefulness, ease of use, satisfaction and ease of learning of EmoClock measured
by the USE questionnaire were overall very positive with many aspects rated
above 5.0 on a 7-point Likert scale (Fig. 3).

Accuracy: In all five instances, we experienced different types of misclassifica-
tions. One type of misclassification is a mismatch between the emotion (arousal,
valence) shown in EmoClock and the type of emotion expected to be induced by
the corresponding video. One reason for this could be that the actually induced
emotion was different from the type of emotion that was defined to be induced by
the video (according to the classification of the videos by their original authors).
For example, a video that is defined as a high-arousal video may not provoke
“high” arousal in users as the CAAV videos anticipated. Another reason could be
the subjectivity of emotions and the algorithm’s inability to cater for that sub-
jectivity, i.e., the level of arousal or valence induced is very subjective thus the
algorithm is not general for everyone. We also noticed that there were instances
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where the data were not classified at all thus the LED at that timestamp stayed
off. A potential reason for this could be that the algorithm did not run in those
instances because of resource limitations (the algorithm was running on a Rasp-
berry Pi). When the lights did not turn on, the participants got confused and
they thought that the system was not working, which affected their trust in
the system. In one instance (participant pair 1), the heart rate readings were
unavailable due to a misplacement of the sensor.

Informal User Feedback: The participants mentioned that it was difficult to
distinguish the neutral state and the states immediately next to it (either before
or after) due to the slight difference in the colours (LED) used. A user suggested
using a different colour for different emotional states so that the interpretation is
made easier. Also, participants found it difficult to observe the emotional state
properly from a distance. Finally, three out of five participants mentioned that
the videos are very outdated and that it might have affected their response.

Fig. 3. Satisfaction, Usefulness, Ease of use, and Ease of learning of the EmoClock.

5 Opportunities and Challenges

Through the design and first evaluation of EmoClock, we identified some research
directions worth further exploration. We classify the opportunities and chal-
lenges identified into five categories: (a) sensing biosignal data, (b) processing
and calculating biosignal data, (c) deriving emotional states, (d) communicating
uncertainty through physicalizations, and (e) evaluation challenges.
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Sensing Biosignal Data: The availability of a wide range of sensors and wear-
able devices makes it possible to choose a range of biosignals that can capture
several human body states and experiences. Furthermore, their increasing accu-
racy, smaller size, and the availability of Application Programming Interfaces
(APIs) make them increasingly usable compared to early versions. In addition,
advancements in microcontroller technology, their programmability, and their
ability to communicate data via various means, especially, via WiFi (e.g., ESP
32) make it possible to sense and integrate data from multiple sensors. Despite
these advancements, the collected signals can be noisy due to many factors such
as interference, motion artefacts and placement of the sensors resulting in miss-
ing, erroneous data or outliers. Also, due to the battery concerns of ESP 32, the
practical sampling frequency we could go for was one reading per second whereas
a frequency of 20 or 30 readings per second could produce more accurate esti-
mates. The development of technologies that improve the quality of the sensed
data and their wearability is an important area for further research. Many wear-
ables and sensing platforms use proprietary software and restrict access to raw
biosignals. This hinders the use of smart wearables for physicalizing biosignal
data. Enabling access to these raw biosignals will make it possible for physical-
ization researchers to use them in a customized way and to research on making
everyday data artefacts that can be coupled with smart wearables.

Processing and Calculating Biosignal Data: The processing of biosignal
data can be done at different logical places. For example, some processing can
be done at the microcontroller level of the sensing unit (e.g., wearable unit of
the EmoClock system) and some processing can be done by transmitting data to
a central web/database server (e.g., webserver of the EmoClock system) while
some processing can be done at the final physicalization level (e.g., the Raspberry
Pi of the Physicalization of EmoClock system). Depending on the requirements
of the system at hand, the choice of where the processing happens has pros and
cons. For example, if the data is to be used for multiple physicalizations, and for
physicalizing historical data (time-series physicalization), storing and processing
them at the server level may be desirable over processing them locally at the
sensing unit or at the physicalization. Handling real-time data is also challenging
for example, with respect to missing values and outliers. Developing algorithms
that do well with limited resources presents nice opportunities for future work.

Deriving Emotional States: Another challenge is the subjectivity of felt expe-
riences and human affect. For example, for the same stimuli, the corresponding
change in biosignal data can be different for different people. Classification algo-
rithms learn and classify using models based on existing/learned data. Thus,
subjectivity makes it harder to establish robust and stable affect classification
algorithms. Also, machine learning models developed for standard computers
might not be directly applicable to microcontroller-based systems as they have
limited resources such as memory, computational power and power supply. There
exists a range of algorithms that can be used to infer top-level affect states (e.g.,
stress, arousal) from body-sensing data. Although challenging, with the advance-
ments in machine learning algorithms (e.g., Tiny Machine Learning (tinyML)),
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we can also be hopeful about the inference of different affect granularity (e.g.,
affect states in greater resolution [e.g., stress, nervousness, upsetness, excite-
ment, happiness]). While this work focused on inferring emotional states through
biosignals, we anticipate that the process of Fig. 2 will be relevant to the inference
of other emotional states.

Communicating Uncertainty through Physicalization: During the imple-
mentation of EmoClock, we experienced missing, erroneous or low-quality data.
This can have a direct impact on interpretation thus ways to deal with such
low-quality or missing data at the physicalization level is essential. Such uncer-
tainties should be treated as a characteristic of real-time affect sensing data
rather than an exception. How the physicalization should represent missing or
erroneous data or how it should adapt its behaviour in a way that it does not
negatively affect the user experience is thus a crucial design decision. There is
ample opportunity for future work in this area, especially when the data gaps
are not present in historical, but real-time data.

Evaluation Challenges: As mentioned in Sect. 4, the evaluation of the physi-
calization requires emotion-inducing stimuli. The videos used in the experiment
did not induce the emotional states to the extent anticipated, and this raises
the question of designing better stimuli to provoke desired emotions in partici-
pants in the future. Individual differences with respect to age, gender, cultural
background and previous experiences related to the context of the stimulus (e.g.,
image/video) might affect its effectiveness. Hence, there is a need for new tech-
niques that reliably stimulate given emotions in users while remaining robust
against the influence of their personal characteristics.

Limitations and Future Work: The current version of EmoClock used a rule-
based algorithm on heart rate data coming directly from a heart rate sensor. In
the future, we plan to use the raw ECG signal and use standard machine learning
methods (e.g., [26]) to derive the arousal and valence. This could improve the
accuracy of inferred emotional states. Also, this study involved a relatively small
sample size of 10 participants, which limits the generalizability of results related
to the user experience and usability. Our future plans include a more detailed
and quantitative assessment of the performance of the system and its ability
to accurately convey emotions as well as the impact of sensor placement or the
reliability of the biosignal measurements on the overall performance of Emo-
Clock. Our future plans also include a longitudinal study to evaluate the user
experience and the potential challenges that might arise in real-world scenarios,
especially with the prolonged usage of EmoClock.

6 Conclusion

Through the design and first evaluation of EmoClock, a physicalization that rep-
resents human emotional states, this work explored the opportunities and chal-
lenges of real-time physicalization of emotional states using the data obtained
and derived from human biosignals. We identified some research directions worth
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further exploration and classified them into five categories: (a) sensing biosig-
nal data, (b) processing and calculating biosignal data, (c) deriving emotional
states, (d) communicating uncertainty through physicalizations, and (e) evalua-
tion challenges. These research directions are applicable not only to physicalizing
emotional data but also to physicalizing the derivatives of biosignal data more
broadly. Thus we encourage the relevant research communities (e.g., data sci-
ence, sensing and actuation, physicalization) to further research in these areas.
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23. St̊ahl, A., Höök, K., Svensson, M., Taylor, A.S., Combetto, M.: Experiencing the
affective diary. Pers. Ubiquit. Comput. 13, 365–378 (2009)

24. Umair, M., Sas, C., Alfaras, M.: Thermopixels: toolkit for personalizing arousal-
based interfaces through hybrid crafting. In: Proceedings of the 2020 ACM Design-
ing Interactive Systems conference. pp. 1017–1032 (2020)

25. Umair, M., Sas, C., Latif, M.H.: Towards affective chronometry: exploring smart
materials and actuators for real-time representations of changes in arousal. In:
Proceedings of the 2019 on Designing Interactive Systems Conference, pp. 1479–
1494 (2019)

26. Wen, W., Liu, G., Cheng, N., Wei, J., Shangguan, P., Huang, W.: Emotion recogni-
tion based on multi-variant correlation of physiological signals. IEEE Trans. Affect.
Comput. 5(2), 126–140 (2014)

27. Zimmerman, J., Forlizzi, J., Evenson, S.: Research through design as a method for
interaction design research in HCI. In: Proceedings of the SIGCHI Conference on
Human Factors in Computing Systems, pp. 493–502 (2007)

https://doi.org/10.1007/978-3-540-85099-1_5


Extending User Interaction with Mixed
Reality Through a Smartphone-Based

Controller

Georgios Papadoulis(B) , Christos Sintoris , Christos Fidas ,
and Nikolaos Avouris

Interactive Technologies Laboratory, University of Patras, 26500 Patras, Greece
g.papadoulis@upnet.gr, {sintoris,fidas,avouris}@upatras.gr

https://hci.ece.upatras.gr

Abstract. A major concern in mixed-reality (MR) environments is to
support intuitive and precise user interaction. Various modalities have
been proposed and used, including gesture, gaze, voice, hand-recognition
or even special devices, i.e. external controllers. However, these modali-
ties may often feel unfamiliar and physically demanding to the end-user,
leading to difficulties and fatigue. One possible solution worth investigat-
ing further is to use an everyday object, like a smartphone, as an external
device for interacting with MR. In this paper, we present the design of
a framework for developing an external smartphone controller to extend
user input in MR applications, which we further utilize to implement a
new interaction modality, a tap on the phone. We also report on find-
ings of a user study (n=24) in which we examine performance and user
experience of the suggested input modality through a comparative user
evaluation task. The findings suggest that incorporating a smartphone
as an external controller shows potential for enhancing user interaction
in MR tasks requiring high precision, as well as pinpointing the value of
providing alternative means of user input in MR applications depending
on a given task and personalization aspects of an end-user.

Keywords: Mixed-Reality · Head-Mounted-Displays · Usability · User
Study · Cross-Device Interaction

1 Introduction

Mixed Reality (MR) allows users to experience a synthesis of virtual and real
worlds [18], in which they are allowed to interact with digital content. An estab-
lished way to access an MR environment is through the use of wearable Head-
Mounted Displays (HMDs). MR-HMDs support various interaction modalities to
enable user input and control [16]. These modalities may typically be divided into
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two main categories; built-in and external. Built-in input modalities are charac-
terized by the device’s ability to detect the input without external hardware, only
utilizing integrated sensors and software. These include gestures, gaze, voice, and
hand-tracking. While intuitive, this category may lack precision, speed and can
prove tiring for extended periods [5,22]. External inputs, in contrast, require
additional hardware to provide input data. These include hand-held controllers,
keyboards, joysticks, and other similar devices. External inputs often provide
higher performance and precision but come at the cost of additional hardware
and learning costs for users. Research on using hand-held devices has become a
complex endeavor, as it entails a variety of technological and user-related fac-
tors that affect human behavior, performance and user experience in such tasks.
Hand-held devices are the subject of cross-device interactions and environments
in numerous works [7,11,17].

The ubiquity of the smartphone [15] makes it a perfect candidate for inves-
tigating cross-device interaction. Payy et al. [17] explore the use of four cross-
device techniques (pinching, swiping, swinging, flicking) for interacting with a
large display using a smartphone. MobiSweep [21] re-purposes a smartphone as
a reference plane for spatial design ideation. Bergé et al. [6] present a technique
for manipulating 3D elements on a distant display via hand gestures around
the smartphone compared to typical touch and swipe techniques. Hartmann et
al. [10] propose a system that allows for intuitive mode switching between typ-
ical smartphone use and using a smartphone for 3D manipulation in Spatial
Augmented Reality (SAR). In [8], Büschel et. al. investigate an extension for
3D panning and zooming in head-mounted AR utilizing a smartphone’s touch
input and spatial movement and rotation as opposed to a typical AR gesture
(air-tap) [12]. BISHARE [23] explores various bidirectional interactions between
smartphones and headsets.

A rather interesting modality extension is making the smartphone an external
6DoF controller for interacting with MR environments to overcome issues such
as the narrow field of view of most HMDs. TrackCap [13] tracks the smartphone
in physical space by searching for a particular fiducial grid attached to the head-
set. Pocket6 [4] and Pair [20] utilize visual-inertial odometry (VIO) - typically
implemented for smartphone AR applications [3,9] - to track the smartphone
without additional equipment.

Motivation and Contribution. Reviewing the aforementioned works, we can
conclude that beyond sporadic attempts [8], a rather limited body of research
compares built-in and external interaction modalities using a smartphone in
MR. Furthermore, while most of the works reference the technology used to
pass input data from the smartphone to the controlled device, there is not an
attempt to generalize the communication between them through a more generic
framework. Our contribution is two-fold. Firstly, we propose and implement a
communication framework between a smartphone and an MR-HMD to facilitate
the development of applications that require the phone as an external controller.
We believe that designing such frameworks is crucial from an HCI perspective
to provide adaptive and personalised solutions to MR-applications, since it is
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well known that no interaction modality suits every user. Secondly, we utilize
the proposed framework to replace the “select” gesture of the HMD (air-tap) by
a tap on the smartphone (phone-tap). We then conduct a user study with 24
subjects to compare the two input modalities within a specific MR-application.

2 Framework

The main objective in designing the framework is to provide a modular, coherent
and simple way to access a smartphone’s input data in the headset. To accom-
modate that, we define a set of high-level terms: (a) Smartphone Controller:
The application running in the smartphone, providing data to the HMD, (b)
MR-Gateway: The application running in the HMD, receiving the data from
the smartphone.

These are connected through the framework. The framework contains (c)
Shared Virtual Inputs: a software description of an input, i.e., a touchscreen
or an accelerometer that is shared between the two applications. These descrip-
tions contain events that are triggered through user interaction within the
application environment. The virtual inputs are shared between the Smartphone
Controller and the MR-Gateway by means of an (d) Input Mapper. The Input
Mapper is responsible for the communication between the two applications. Over
the life-cycle of the framework, the Input Mapper accumulates events triggered
by the user in the smartphone and periodically sends them to the HMD. The
MR-Gateway subsequently triggers the events for the corresponding Shared Vir-
tual Input.

As an example, a touchscreen now exists in the MR-Gateway without the
HMD having a built-in touchscreen modality. The developer of the MR applica-
tion may now access the touchscreen’s events, i.e. a tap event, and implement
new interactions quickly and efficiently, bypassing the communication between
the two devices. Essentially, the necessary action to access a tap event from the
smartphone to the HMD is to subscribe to the Shared Touchscreen’s tap event
in the MR-Gateway. The framework has inherently removed the barrier between
built-in and external modalities in the HMD by providing a gateway to connect
them. Lastly, we’d like to note that communication can be bi-directional; The
HMD may equivalently provide input data to the smartphone. All the above are
presented in Fig. 1.

For prototyping the framework, we utilized Unity Game Engine and specif-
ically Unity’s Input System [19] for best compatibility, and Mirror [1] for net-
working. The framework is available through a GPL-licensed open-source code
under https://github.com/HeftyCoder/UnityInputTransfer.

3 Method of Study

3.1 Research Instruments

Utilizing the framework, we implemented, on an Android device, a smartphone-
based input modality that we coined phone-tap, a simple tap to the smartphone’s

https://github.com/HeftyCoder/UnityInputTransfer
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Fig. 1. An overview of the proposed communication framework between the smart-
phone and the HMD.

screen. This modality aims to be an alternative to air-tap, the provided bare-
handed select gesture in Microsoft HoloLens 2.

To compare the two input modalities, we conducted an in-lab study using a
within-subjects design. Participants were asked to select preplaced digital con-
tent with both modalities for a multi-target selection task. They were presented
with a fixed number of targets in close proximity, with one target colored blue
and designated as the valid target for selection.

If the valid target was out of sight, an arrow pointer guided the participant
towards it, as shown in Fig. 2a. When the participant placed the cursor over
the target, a highlight was overlaid on top of it to signal that it was ready for
selection. They subsequently confirmed their selection using either an air-tap or a
phone-tap, as demonstrated in Fig. 2b and Fig. 2c respectively. For the phone-tap
modality, participants tapped on the red section of the screen without requiring
the smartphone be visible within the HMD’s viewframe. After selecting the valid
target, the next target was assigned randomly.

Fig. 2. (a) Arrow guiding to the next valid target. (b) Built-in air-tap modality used
in HoloLens. (c) Experimental phone-tap modality. The smartphone is not required to
be inside the HMD’s viewframe.
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3.2 Research Questions

In this study, we define the air-tap as the controlled input modality and the
phone-tap as the experimental one. Based on this, we have formulated the fol-
lowing research questions:

RQ1: There is a significant difference in the look-up time needed for the
participant to locate the next target between the controlled and experimental
conditions; essentially, we examine whether ease of navigation through head-
movement or eye-gaze in MR-environments is significantly different between the
two user input modalities.

RQ2: There is a significant difference in the selection time needed for the par-
ticipant to select the next target between the controlled and experimental condi-
tions; essentially, we examine whether the performance of user selection tasks in
MR-environments (measured as time needed to select an item just after the item
was looked-up) is significantly different between the two user input modalities.

RQ3: There is a significant difference in the number of targets selected
by the participants for a given time between the controlled and experimental
conditions; essentially, we further examine whether user selection performance
is significantly different between the two user input modalities.

RQ4: There is a significant difference between the controlled and the exper-
imental conditions toward users’ perceived task completion, and mental
and physical workloads.

3.3 Data Metrics

We designed a Time Measure task to measure the look-up and selection times
in seconds. In this task, the participant is presented with a fixed pool of targets
and tasked with selecting twenty targets in succession, with no time constraint.
We chose twenty targets based on trial and error to reduce participant fatigue
and ensure sufficient data collection. For each valid target, we record the time
taken to look-up the target relative to the previous target and the time taken to
select the target after looking it up.

Moreover, we created a Target Measure task to measure the number of
selected targets. In this task, the participant is given 45 s to select as many
targets as possible. We selected this time frame after trial and error to ensure
that it was sufficient for participants to complete the task but also challenging
enough to measure their performance accurately.

3.4 Participants

A total of 24 participants were recruited (6 females), in the age range of 18–
45 (28.5± 7.3). All individuals participated voluntarily and could opt out from
the study at any time. Participants were informed that no personal data was
collected aside from age. They all had no prior experience with mixed reality
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devices. As such, we allowed some time to experiment with the device as well
as the two input modalities, specifically for selecting 3D digital targets. All data
collected during this study was used anonymously.

3.5 Study Procedure

Phase a - Study Implementation: The participant was randomly assigned
the controlled or experimental input modalities. Subsequently, they performed
the Time and Target Measure tasks and repeated the test for the other user
input modality.
Phase B - Post Study, User Questionnaire and Discussion: The partic-
ipant was then instructed to fill out an adjusted version of NASA-TLX [14] in
order to measure subjective physical and mental workload. Our version aims to
compare the physical and mental workload between the two modalities, while the
original provides an absolute metric for whether the participant was physically
or mentally fatigued. After completing the user questionnaire, we conducted a
series of semi-structured interviews to receive qualitative feedback to elicit the
users’ likeability and comments with regard to their experience with the con-
trolled and experimental conditions.

4 Analysis of Results and Main Findings

4.1 RQ1: Look-Up Time Differences

We conducted a statistical analysis utilizing the paired-samples t-test to exam-
ine whether look-up time is significantly different between the two modalities.
There were no outliers in the data based on boxplot inspection and residuals
were normally distributed. Look-up time showed no statistically significant dif-
ference −0.065 ± 0.062 [mean ± std] seconds between air-tap and phone-tap
(95%CI), t(24) = −1.045, p = 0.306.

Main Finding Related to RQ1. As depicted in Fig. 3a, the analysis results
indicate that using phone-tap instead of air-tap does not affect the amount of
time it takes for the participant to locate the next target. As the phone tap
requires moving the arm along with the HMD’s frame, we can summarize that
the additional arm movement is not correlated with the participant’s ability to
navigate in the MR environment.

4.2 RQ2: Selection Time Differences

The paired-samples t-test was further applied to examine whether selection time
is significantly different between the two modalities. One significant outlier was
presented during boxplot inspection. This particular participant had a signifi-
cantly higher air-tap selection time than others. This was caused by the partic-
ipant’s inability to adapt to the unfamiliar air-tap modality. Following outlier
identification and handling guidelines [2], we identified the outlier as an error
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outlier and, as suggested in the literature, proceeded to manually alter the air-
tap selection time for this participant to the next highest value in the data-set.
Data residuals were normally distributed. Selection time showed a statistically
significant difference -0.46 ± 0.063 seconds [mean ± std] between air-tap and
phone-tap (95%CI), t(24) = −7.258, p < 0.001.

Main Finding Related to RQ2. As depicted in Fig. 3b, the analysis results
indicate that using phone-tap instead of air-tap allows the participants to select
a valid target faster when using the phone-tap, a result we may have expected
given the ubiquity and ease of use of a smartphone. It further underscores the
fact that natural gestures such as air-tap are slower and less precise compared
to an input handled internally by another device, such as the phone-tap.

4.3 RQ3: Number of Targets Selected Differences

A third paired-samples t-test was employed to examine whether the number
of targets is statistically different between the two modalities. Based on boxplot
inspection, there were no outliers and residuals were normally distributed. Num-
ber of targets showed a statistically significant difference 6.28±1.03 [mean±std]
between air-tap and phone-tap. (95%CI), t(24) = 6.124, p < 0.001.

Main Finding Related to RQ3. As depicted in Fig. 3c, the analysis results
indicate that a participant selected more targets when using the phone-tap
modality instead of the air-tap modality. This result was expected as it directly
correlates with RQ2. The faster a selection happens after look-up, the more likely
to select more targets in a given period of time.

Fig. 3. Error bars showcasing the results regarding [RQ1-RQ3] for both modalities.

4.4 RQ4: User Perceptions on Ease of Task Completion, Physical
and Mental Workload

To investigate RQ4, users were asked to opt either for the experimental or con-
trol modalities with regard to ease of task completion and physical and mental
workload. The questionnaire was based on NASA-TLX and asked the partici-
pants to pick a value on a scale of 1–5, where 1 is selecting the experience of the
phone-tap modality, while 5 is selecting the experience of the air-tap modality,
and 3 indicates no preference over one modality. Table 1 summarizes the feedback
gathered through the questionnaire.
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Main Finding Related to RQ4. Most participants found no difference in
the mental workload required for the two modalities but reported being more
fatigued when using the air-tap. Participants also thought that they did better
when using the phone-tap, an expected result given the ubiquity of the smart-
phone. Lastly, we’d like to note that while using the smartphone felt easier for
most, they also felt that the air-tap provided a more immersive experience. In
particular, several users agreed that “The task was more fun and immersive when
I used my hands instead of the phone.”

Table 1. Questionnaire Results. Min and Max values are 1 and 5 respectively.

User Perception towards Questionnaire Scale [1 to 5] Average

Ease of Task Completion phone-tap [1 2 3 4 5] air-tap 1.29± 0.55

Mental Workload phone-tap [1 2 3 4 5] air-tap 3.33± 0.87

Physical Workload phone-tap [1 2 3 4 5] air-tap 3.96± 0.91

5 Conclusion and Future Work

We designed and implemented a framework for facilitating cross-device inter-
actions between a smartphone and a mixed reality head-mounted display. We
subsequently used the framework to perform a comparative evaluation study
that investigates user perceptions and performance between the native air-tap
modality and the phone-tap modality.

Analysis of results revealed that participants selected significantly more 3D
targets for the same time interval, and they were faster when using the phone-
tap in contrast to the air-tap. This result was also confirmed by user feedback
where the phone-tap was preferred with regard to ease of task completion. With
this in mind, we can assume that designing different input modalities for the
smartphone-MR system may benefit ease of use, especially when the native input
is not particularly efficient and may cause fatigue. We also report that the look-
up time was unaffected between the two modalities. This indicates that ease of
navigation, i.e. head-movement or eye-gaze, is not particularly affected despite
having to keep the hand inside the frame when using the air-tap. A final ques-
tionnaire revealed a subjective preference for the phone-tap regarding physical
fatigue and efficiency, but a lack of immersion regarding user experience.

Our study underpins the added value of providing alternative means of user
input in MR-HMD applications depending on the nature of the task and the
purpose of a given MR-application. Adaptability and personalization aspects
related to user input modalities in MR-contexts are a fruitful research direction,
especially given the absence of comparative results on user experiments in this
area. Our work aims to point to this direction.
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As per future work, we aim to investigate more input modalities between the
smartphone and an MR environment. We also aim to complement the framework
to include other input modalities, such as EEG signal data. Subsequent inves-
tigations could involve ways to include the smartphone controller in security,
educational and game-related applications.
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Abstract. Every time a user taps on an element on a screen, she pro-
vides some “information”. Classically, Fitts’ law accounts for the speed
accuracy trade-off in this operation, and Fitts’ throughput provides the
“rate of information transfer” from the human to the device. However,
Fitts’ throughput is a theoretical construct, and it is difficult to inter-
pret it in the practical design of interfaces. Our motivation is to compare
this theoretical rate of information transfer with the empirical values
achieved in typical, realistic pointing tasks. To do so, we developed four
smartphone-based interfaces - a 1D and a 2D interface for a typical Fitts’
study and a 1D and a 2D interface for an empirical study. In the Fitts’
study, participants touched the target bar or circle as quickly as pos-
sible. In the empirical study, participants typed seven 10-digit phone
numbers ten times each. We conducted a systematic, within-subjects
study with 20 participants and report descriptive statistics for the Fitts’
throughput and the empirical throughput values. We also carried out
statistical significance tests, the results of which are as follows. As we
had expected, the Fitts’ throughput for 1D task was significantly higher
than the empirical throughput for the number typing task in 1D. Sur-
prisingly, the difference was in the opposite direction for the 2D tasks.
Further, we found that throughputs for both the 2D tasks were higher
than their 1D counterparts, which too is an unusual result. We compare
our values with those reported in key Fitts’ law literature and propose
potential explanations for these surprises, which need to be evaluated in
future research.

Keywords: Fitts’ law · Fitts’ throughput · index of performance

1 Introduction

In 1954 Paul Fitts conducted a set of experiments to measure the rate of task
performance when a user physically moved a stylus or any other object from its
starting point to a target [8]. On the basis of his experiments, he formulated a
relation of the hand movement time with the amplitude of the movement and
the target width. The relation is known as Fitts’ law. Today, this law accounts
for the speed-accuracy trade-off that occurs when a user carries out a pointing
task on an interface by moving her hand. The rate of “information transfer” from
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a human to a device that occurs in this process is known as Fitts’ throughput.
Fitts and Radford [9] interpreted this quantity as analogous to “man’s capacity
for executing a particular class of motor responses”. Fitts’ throughput has been
used as a single measure to evaluate human performance that accounts for both
speed and accuracy. Users may choose to have different speed-accuracy trade-
offs. Some users may be fast and reckless, and other users may be more careful.
All the same, their Fitts’ throughput is likely to be similar. Since 1954, many
experiments on Fitts’ law have been conducted, and they have led to more refined
mathematical models of Fitts’ law and Fitts’ throughput [6,19,29].

These mathematical models have several limitations. First, it is unclear how
one should interpret the values obtained from the model. Let’s say a study reveals
that the throughput value for interaction with a 2D touchscreen interface is 7
bps (bits per second). What does that mean, and can this information allow one
to, for example, predict the time a user might take to input a number using a
standard keypad on a phone? We are unable to use a given throughput value
(such as 7bps) in predicting interaction with a realistic interface because we do
not know how to interpret the Fitts’ throughput of a realistic interface. This
compels us to wonder whether Fitts’ law models have external validity. Second,
Fitts’ law models are based on experiments done on interfaces in situations that
are nowhere close to actual interfaces people interact with and their correspond-
ing situations. Fitts’ law studies are commonly done on custom-built abstract
interfaces in which participants are asked to tap on bar(s) or circle(s) on a screen
[20,31]. In many ways, interfaces used for Fitts’ law studies differ from actual
interfaces used in day-to-day settings. In a Fitts’ law study, the position of the
entity to be selected is often randomised. In an actual interface, the positions
of entities (buttons, display, etc.) are known and/or predictable. In a Fitts’ law
study, only a few entities may be present on the screen, and the entity to be
selected is highlighted. In a day-to-day interface, several entities may be present
on the screen at the same time and the user needs to search and select the
appropriate or desired entity. Figure 1 illustrates these situations. In a day-to-
day interface, the hand movement time may also get affected by the user’s muscle
memory, which may take months or years of experience to develop.

Due to these differences, we believe that the results from Fitts’ law studies
may not be applicable to real-life interfaces. Thus we designed an experiment
to systematically compare Fitts’ throughput with throughput values obtained in
realistic situations. Our work is exploratory in nature; we have compared Fitts’
throughout with only one realistic situation, and our method, as we will see,
may not be applicable to realistic tasks involving non-discrete responses (for
example, drawing with a pen). However, we hope that our work would open
the gates for conducting more such studies in the future. In this paper, we
present findings from a systematic, counterbalanced, within-subjects study with
20 users to compare Fitts’ throughput with empirical throughput values that are
obtained in realistic situations. For the study, we developed four smartphone-
based interfaces — two of these (one in 1D and one in 2D) for a Fitts’ study
with serial tapping task and the other two (again, one in 1D and one in 2D) for
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Fig. 1. (from left to right): (a) Typical interface for Fitts’ 1D task (b) Typical interface
for Fitts’ 2D task (c) Example of realistic 1D interface (snapshot from a Xylophone
app [2]) (d) Example of realistic 2D interface (snapshot of a calculator app)

a typical number typing task. The number typing task was contextualized for
two situations. In the first situation, the researchers provided a 10-digit number
and the participants memorized these on the spot before entry (an unknown
number). In the second situation, the participant provided a 10-digit number
that was already known to them.

Through this paper, we make the following contributions:

1. We propose a method to compare Fitts’ throughput with empirical through-
put, and a formula for calculating empirical throughput.

2. We reproduce a Fitts’ law study to report Fitts’ throughputs for 1D and
2D conditions on contemporary smartphones. We found a higher through-
put in Fitts’ 2D condition as compared to Fitts’ 1D condition. This finding
challenges several recent Fitts’ law studies on smartphones.

3. We report empirical throughput values of 1D and 2D interfaces that simulate
realistic interfaces. We compare these with corresponding Fitts’ throughputs
by the same participants in similar situations.

4. We compare our findings with those reported in the literature and provide
potential explanations for some of the unusual data we obtained. Our main
finding is that in real-life settings, people can achieve much higher through-
puts than what is claimed by Fitts’ law studies.

2 Background

2.1 Fitts’ Throughput

Fitts conducted experiments to test if the basic concepts from information theory
[26] such as the amount of information, noise, channel capacity, and rate of
information transmission, could be extended to the human motor system [8].
Based on his study, he introduced the concept of Index of Performance (Ip)
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to quantify the information output of the human motor system per unit time.
According to Fitts, “The average rate of information generated by a series of
movements is the average information per movement divided by the time per
movement”. Mathematically,

Ip =
IDn

MT
(1)

where, IDn= Index of Difficulty and MT=Average time per movement
The term IDn encapsulates the “minimum information required on the aver-

age for controlling or organizing each movement” [8] and was originally calcu-
lated as

IDn = log2
2An

Wn
(2)

where, An= the distance between two targets and Wn= the width of the target.
Since then, the estimation for ID has undergone refinements. Crossman [6]

suggested that the values of amplitude (An) and target width (Wn) be replaced
with the values of “effective” amplitude (Ae) and “effective” target width (We).
Effective Amplitude (Ae) is the mean of all movement amplitudes in a sequence
of trials. Effective Width (We) is calculated as We= 4.133 × SDx where SDx is
the standard deviation in the selection points along the axis joining the starting
and the ending position. Mackenzie [19] modified the term within the logarithm
to (Ae/We + 1). In Fitts’ experiments, the data for both hits as well as ordi-
nary misses are considered. This allows the Fitts’ throughput to take errors into
account. Only a few outliers where the touches are more than 20 mm from the
target are removed as “unintended touches” [5]. Target widths are rarely over
10.4 mm (for example [5,20,31]). Thus, the formula for Index of Difficulty, as
widely accepted today [11], is:

IDe = log2

(
Ae

We
+ 1

)
(3)

Further, the term Index of Performance is now more commonly known as the
Fitts’ throughput(TP) [21]. Therefore,

TP =
IDe

MT
(4)

Traditionally, researchers calculate Fitts’ throughput from a sequence of trials
where they alter values of both A and W to obtain several combinations of A×W ,
resulting in a range of IDe values, for example [5,16]. Guiard [12] argues against
doing so as this may introduce potential confounds and suggests a Form×Scale
method – where either A or W is varied, but not both. We used Guiard’s Form×
Scale method for our Fitts’ study and varied only the A values, keeping the W
constant.

Over time, several methods of calculating the Fitts’ throughput have evolved
in literature. So that results from different studies can remain comparable,
MacKenzie [20] suggested a “best-practice” method. MacKenzie suggests that



440 K. Priya and A. Joshi

the correct level of data aggregation for calculating the Fitts’ throughput is a
sequence of trials done in a single flow by a user. He also specifies the method to
perform the calculation of the throughput. We have followed several suggestions
from Mackenzie’s paper for our study.

2.2 Fitts’ Law and Realistic Interfaces

Several Fitts’ law studies have been conducted, and many researchers have tried
to include elements from realistic interfaces in their Fitts’ law studies. For exam-
ple, Murphy et al. [24] studied the effect of colour and contrast on movement
times. While target colour did not affect the movement times, the contrast
between the background and the target did; lower contrast led to slower move-
ments. Pratt et al. [25] discovered that visual layout affected movement times
– they found that the relative position of an element in a group of elements
is important for Fitts’ law. Lalanne [17] studied how the throughput of point-
ing tasks is affected by distractions on the interface. Teather et al. [28] studied
the effect of target depth, background texture, highlight condition of the target
(highlighted vs non-highlighted), and the presence of visual elements on pointing
and selection tasks. They concluded that throughput remained unaffected in the
last three conditions. Liao et al. [18] studied the target acquisition performance
of users on interfaces with increased information complexity. In this study, the
users were asked to rapidly click on the folder-icon shaped targets. The effect
of the number of elements, colour of elements, and background clutter level on
average movement time was studied. The authors concluded that the acquisi-
tion time increased on increasing the complexity level. All the studies mentioned
here attempt to make the abstract interfaces (that are used in Fitts’ law stud-
ies) more realistic, and use them to study Fitts’law. However, all of these studies
are limited to comparing movement times of different interfaces. None of them
evaluates the movement time or throughput of a user interaction with a realistic
interface.

Bakaev et al. [4] derived a method to quantify the visual complexity of a user
interface. The participants were asked to memorise the positions of coloured
squares placed in a 5 × 5 or 6 × 6 grid. Then they were presented with an
empty grid and asked to recreate the same graphical pattern by clicking on the
squares of the grid. The authors expressed the index of difficulty in — what
they termed as — “spatial bits”, and used this to calculate the throughput
from the interactions with the abstract interface. During the experiment, the
participants tried to accurately reproduce a given visual layout, but were not
attempting a speed-accuracy trade-off. While this study attempted to quantify
the participant’s throughput, it did not systematically compare it with their
Fitts’ throughput.

Some researchers have conducted Fitts’ law studies on interfaces people inter-
act with. Van Zon et al. [33] experimented on three interfaces for flight decks.
The first interface was a control panel with physical buttons. The second was
a control display unit with a circular knob and other features. The third was
a touch-based display. Participants were given instructions for interacting with
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each interface. The throughput for each interface was calculated based on Fitts’
law equations. However, again, there was no attempt to compare these with
traditional Fitts’ throughput.

Evans et al. [7] studied pointing and clicking actions “in the wild” and com-
pared them to lab-based Fitts’ law studies. They ran an application in the back-
ground of a computer for a week to observe pointing and clicking actions of the
mouse as well as text-entry speed through keyboard. In parallel, they also car-
ried out a lab experiment of a Fitts’ task and a text-entry task. The text entry
speed and the throughput values of mouse-pointing tasks in the two settings were
compared. However, the conditions in the wild and the lab were substantially
different, so the throughput values may not be strictly comparable.

Another “in the wild” study was conducted by Henze et al. [13] by publishing
a game in the Android market. In the game, the players have to tap on the circle
which appears on their screen; tapping in less time results in more scores whereas
tapping outside counts as a miss. On analysing the data obtained from 60,000+
devices, the researchers obtained an extremely high Fitts’ throughput value of
25.01 bps. They conclude that “the IP is unlikely high and the correlation is weak
for all tested devices” but do not discuss the reasons behind such high values.
We interpret that the high Index of Performance values could have been because
players often use two hands instead of one while interacting with a device. This
study demonstrates the difficulty of conducting Fitts’ law studies in the wild.

To the best of our knowledge, there have been no systematic studies to com-
pare Fitts’ throughput with empirical throughput (as we define it in the next
section) under similar conditions.

2.3 Empirical Throughput

The well-known paper “The magic number seven, plus or minus two” by George
Miller [23] puts forth the argument that humans can recall seven (plus or minus
two) chunks of information. What is less known is that this work also discusses
the concept of quantifying information that humans can deal with. Similarly,
the Hick-Hyman law [14,15] quantifies the amount of information present in
a user’s response. A bit is defined as the amount of information required to
decide between two alternatives. Therefore, specifying whether or not a person
is taller than six feet requires the user to provide one bit of information. Similarly,
specifying between four alternatives provides two bits, between eight provides
three bits, and so on. In case of N equally likely alternatives, one must provide
log2N bits of information. So, each time the user plays one note (out of eight
possible notes) on the xylophone app shown in Fig. 1b she provides 3 bits of
information. If a user plays two successive notes, she decides among 8 × 8 = 64
equally likely choices, providing log264 = 6 bits of information.

We define empirical throughput as:

Empirical throughput =
Information in users′ response (in bits)

Time (in seconds)
(5)
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Humans constantly”provide” information as they go about their day-to-day
activities, speak to other people, paint, sculpt, cook, drive a car, use a mouse
etc. However, the number of bits of information output in many of these cases
might not be easy to assess unambiguously, because information provided in
these cases is analogue. On the other hand, activities such as playing a piano or
typing a phone number are discrete, and the amount of information provided by
the human can be unambiguously measured in bits. Hence, for this paper, we
selected discrete tasks. To further simplify the task of estimating the information
in the users’ responses, we selected the discrete task of typing 10-digit phone
numbers, as described in the next section.

3 Method

3.1 Interfaces

As mentioned above, we developed four smartphone interfaces: a 1D and a 2D
interface to perform Fitts’ law studies to calculate Fitts’ throughput, and a 1D
and a 2D number typing interface to calculate the empirical throughput. The
interfaces were developed using Processing 3 software [3]. The experiment was
conducted on a Samsung Galaxy M30s phone [1]. The display size of the phone
was 147.5×68.06 mm. The screen resolution was 1080×2340 pixels and the pixel
density was approximately 403 ppi. These interfaces collected the following data
points: timestamp of the start and end of a touch, and x and y coordinates of
the touch. These data points were used to determine whether the touch resulted
in a hit or a miss, the distance of the touch point from the target’s center, the
time taken to reach the target, and the throughput value for a sequence of trials.

Figure 2a and b show our interfaces for the 1D and 2D conditions of the
Fitts’ law study (F-1D and F-2D respectively). Both conditions involved serial
responses. F-1D replicated the traditional Fitts’ 1D interface (Fig. 2a). For each
trial, two bars were shown on the screen, out of which one was highlighted as
the target (Fig. 2a). As soon as the highlighted bar was touched, the highlight
moved to the other bar for the next trial. Thus, movements in F-1D app were
back and forth (the characters A and B were not displayed in the interface and
are shown in Fig. 2a only for demonstration). The width (W) of each bar was
6.81 mm. The amplitudes were measured from the centre of one bar to the other,
and were in multiples of the width, ranging from 6.81 mm (1x) to 61.29 mm (9x).
Thus, we had a constant width and 9 different amplitude values (1W ×9A). The
corresponding IDn values varied between 1 and 3.32 bits. In this way, the IDn

values of the Fitts’ task in the 1D condition (F-1D) were comparable with the
1D condition in the empirical task (N-1D), as described below.

For the 2D condition, instead of the conventional circular layout of targets
like in [20] and Fig. 1b, we used a W-shaped arrangement (Fig. 2b). Five cir-
cles were shown on the screen, of which one was highlighted as the target. As
soon as the highlighted circle was touched, the highlight moved to the next cir-
cle. The sequence of highlights was A-B-C-D-E-D-C-B-A (the characters A to
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Fig. 2. Interfaces used for our study (from left to right): (a) Interface for Fitts’ 1D
task (F-1D) (b) Interface for Fitts’ 2D task (F-2D) (c) Interface for entering phone
numbers in 1D (N-1D) (d) Interface for entering phone numbers in 2D (N-2D)

E were not displayed in the interface, and are shown in Fig. 2b only for demon-
stration). Thus, movements in the F-2D interface were in a zigzag manner. This
arrangement enabled us to include the higher amplitude values and make sure
that the IDn values were comparable between the 2D condition in the Fitts’ task
(F-2D) and the 2D condition in the empirical task (N-2D), as described below.

In the F-2D interface, the diameter (W) of each circle was 15.12 mm and was
kept constant. The amplitudes (A) were measured from the centre of one circle
to the next, and were 18.90, 26.74, 37.81, 42.28, 53.50, 56.72, and 59.80 mm
respectively. These amplitude values correspond the A values of our number
typing interface (note the distances between 1–2, 1–5, 1–3, 1–8, 1–9, 1–0, 2–0
in Fig. 2d). Thus, we had a constant width, and 7 different amplitude values
(1W ×7A). The corresponding IDn values lie between 1.16 and 2.3 bits. Though
our F-2D interface did not replicate the traditional layout, a user’s interaction
was the same as typical serial 2D Fitts’ Law studies — the user tapped the
highlighted circles one after the other as quickly and accurately as possible.

For our empirical study, we asked our users to input 10-digit phone numbers
as a representative of day-to-day interactions. (Our participant group is familiar
with 10-digit phone numbers. This enhances the external validity of our empirical
study.) Fig. 2c and Fig. 2d show our interfaces for the 1D and 2D conditions of
the empirical study (N-1D and N-2D respectively). The N-1D interface derives
its design from virtual QWERTY keyboards (Fig. 3a). Strictly speaking, the
input of the digits 1 to 0 on a QWERTY keyboard is a 2D task. Instead of
square buttons, we used a row of vertical bars as targets (Fig. 2c). This design
allowed us to present the users with a familiar QWERTY-keyboard-style layout
and interaction while making it a 1-D task.

The 2D number typing interface (N-2D) replicated a typical smartphone
number dialling app (Fig. 3b). The main change was that the horizontal and
vertical distance between adjacent buttons was equal, unlike the interface shown
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Fig. 3. (a) A number typing interface in a typical QWERTY keyboard on current
smartphones, (b) A typical number dialling interface on current smartphones

in Fig. 3b. As mentioned above, we chose the exact same A and W values for
both the Fitts’ and empirical studies. Thus, the IDn values in the interfaces for
the empirical study varied between 1 and 3.32 bits for the N-1D interface, and
between 1.16 to 2.3 bits for the N-2D interface.

The phone number entry task allowed us to easily measure the number of
“empirical” bits transferred by the human accurately and unambiguously. A 10-
digit number represents 33.21 bits of information. A 9-digit number represents
29.89 bits. And so on. While the information provided by the user was thus
measurable, there could be some ambiguity about measuring the time taken, as
it is not possible to determine the exact moment when the user started entering
the number. To overcome this issue, we counted the time between the release
timestamp of the first digit and the press timestamp of the last digit. Therefore,
we ignored the information provided by the user when they pressed the first
digit, effectively considering only the last 9 digits of the number to calculate the
bits of information. This technique is common in text input studies [22].

3.2 Procedure

The participants were briefed about the study, the design of interfaces, and the
task to be undertaken, at the start of the study. Practice sessions were NOT
conducted. In case a participant was unable to understand a task, a brief demo
of the task was given by the researcher. All participants were right-handed. They
held the smartphone in their left hand and performed all the tasks using the index
finger of their right hand. The participants sat on a chair while performing the
task. The study lasted for 45 min to 75 min for each participant.

For the Fitts’ tasks in 1D and 2D conditions (F-1D and F-2D), the partici-
pants were asked to select the highlights as quickly and accurately as possible.
Errors comprised of touches landing outside the target. When a touch landed
outside, the target briefly turned red to indicate a miss. The next target would
get highlighted as soon as a tap, either a hit or a miss, was detected. When
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a participant made many consecutive errors, they were reminded to slow down
to achieve higher accuracy. At the end of each sequence, the participants were
shown the results of their performance, i.e. the total time taken to complete the
sequence and the number of errors made.

A sequence in the 1D and 2D conditions of the Fitts’ task consisted of 31
trials corresponding to one amplitude, yielding 30 data points and one Fitts’
throughput value per amplitude per participant. As mentioned above, we had 9
amplitudes for the 1D condition of Fitt’s task, leading to 9 throughput values per
participant. Similarly we had 7 amplitudes for the 2D condition of the Fitts’ task
leading to 7 throughput values per participant. We took a mean of throughput
values across amplitudes for each participant, and then a mean throughput values
across participants for each condition (the mean of means method for throughput
calculation [27]).

For the empirical tasks in 1D and 2D conditions (N-1D and N-2D), the partic-
ipants were asked to enter seven phone numbers in each condition. Four of these
were provided by the researcher (the unknown numbers). Participants typed the
remaining three numbers of their choice, and from memory (the known num-
bers). (Originally, we had planned to ask the participants to type four known
numbers. As several participants could not recall more than three phone num-
bers, we reduced this task to three known numbers.) The same seven numbers
were used in both the N-1D and the N-2D conditions by a participant. We chose
a combination of unknown numbers and known numbers because of the benefits
each type of number offers. All participants were asked to type the same set
of unknown numbers, thereby adding control and internal validity to the study.
The known numbers simulated a realistic situation of recalling a number from
memory and typing it, and thus contributed to the external validity of the study.

The unknown numbers we provided to the participants were 9126873045,
6749382501, 9702136485, and 8175342609. Together they cover all the 7 ampli-
tude values at least once. These numbers also cover many of the amplitudes in
many directions. For example, 4–0, 4–9, 3–8, 2–7, 1–6, all have same amplitudes
but different directions. Overall, the selected four 10-digit numbers cover 36 of
the 45 unique pairs of possible digits. The unknown numbers, in combination
with the known numbers would have covered most, if not all pairs of digits. Each
unknown number was provided to a participant on a piece of paper. The partici-
pant was allowed to take as much time as they wished to memorize the number.
After the participant had memorized the number, the paper was taken away and
the participant was asked to type the number as quickly and accurately as they
could. If a participant forgot the number midway while typing, the data for that
sequence was omitted, the piece of paper was provided again, and the sequence
was re-initiated once the participant was ready.

For known numbers, participants were first asked to write down at least three
10-digit phone numbers they could recall. If a number had two or more repeating
consecutive digits (e.g. 9912345678), such a number was not accepted. As far as
possible, we tried to select numbers as they were written by the participant.
In exceptional cases where a participant could not recall three 10-digit phone
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numbers that did not have any repeating consecutive digits, they were asked to
modify a number they could recall by changing one of the digits.

After a target in an empirical task interface was tapped, it was briefly high-
lighted in grey colour to provide feedback of selection. When the touch landed
outside a button, no feedback was given. This feedback mechanism is similar to
the ones present on actual number typing interfaces. One sequence consisted of
typing one 10-digit number. Each 10-digit number was typed 10 times in a row
(10 sequences per number). If the participant missed one or more digits dur-
ing a sequence, the data for that sequence was omitted, and the sequence was
attempted again. At the end of each sequence, the total time taken to type a
phone number and the errors made were displayed. The errors included touches
landing outside the desired target, typing a wrong digit, and accidental extra
touches (i.e. typing 11 digits instead of 10). For each sequence, the empirical
throughput was calculated. Thus, we had 7 numbers (4 unknown + 3 known)
× 10 digits per sequence × 10 sequences per number = 700 data points, and
7×10 = 70 empirical throughput values for each participant and each condition
(1D and 2D).

The order of the conditions (N-1D, N-2D, F-1D and F-2D) was counterbal-
anced across participants. Within each condition for each participant, the order
of the sequences was randomized.

We took several precautions to minimize sources of bias in the study. First,
as already mentioned, we tried to neutralize the effect of memory on typing
speed by allowing the participants as much time as they wanted to memorize
a number. Second, if the participants showed signs of fatigue, they were given
a small break during the study. Third, on-spot memorisation might affect the
throughput value in studies like these. So, we also included the situation of typing
known numbers. This allowed us to measure the throughputs in both the cases,
recall from short-term memory as well as recall from long-term memory.

3.3 Participants

20 participants (10 female) were recruited for the study using a convenience
sampling method on the university campus. The mean age of the participants
was 24.7 years (SD = 2.3 years) and the ages ranged from 21 years to 29 years.
All the participants were regular smartphone users.

Since the study was a within-subjects study, all the 20 participants did all
four tasks. To justify the sample size, we conducted a power calculation of the
experiment after the study had been conducted. The power of the experiment is
0.949 (well above the generally accepted 0.80 mark) at alpha=0.05.

4 Results

For the Fitts’ tasks in 1D and 2D conditions (F-1D and F-2D), we first plotted
IDn vs MT and IDe vs MT graphs (Fig. 4 and 5) to validate that Fitts’ law was
followed. As we can see, the R2 values for IDn vs MT in the 1D condition was
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0.954 and in the 2D condition was 0.937. The corresponding R2 values for IDe

vs MT were 0.933 and 0.836 respectively.
For the empirical tasks, we plotted attempt-wise empirical throughput values

in 1D and 2D conditions for known numbers, unknown numbers and average (N-
1D and N-2D) (Fig. 6). As each phone number is typed ten times, there were
ten throughput values in each condition. As we can see, the practice effect leads
to an increase in throughput values from the first attempt to the tenth one in
both 1D and 2D conditions. Also, throughputs for known numbers are higher
than for unknown numbers.

As mentioned above, in Fitts’ law studies, the total time for a sequence
is used to calculate the throughput while expecting 4% misses. The misses are
accounted for through the effective width mechanism [11,27]. For the throughput
calculation, we considered the time taken to perform a sequence of trials, whether
or not participants made errors. For the Fitts’ task, the error rates in 1D and
2D conditions were 4.3% (95% CI from 3.62 to 4.7) and 1.94% (95% CI from
1.52 to 2.37) respectively. For the empirical tasks, the error rate in 1D condition
was 2.33% (95% CI from 2.03 to 2.54) and in 2D condition was 0.93% (95% CI
from 0.77 to 1.1).

Fig. 4. IDn vs MT plots for the Fitts’ 1D task (left) and the Fitts’ 2D task (right)

We performed a 2 × 2 within subjects repeated measures ANOVA with
throughput as the dependent variable and task (Fitts’ or empirical) and dimen-
sions (1D or 2D) as independent variables (N=20). In the first instance, when
we ran the ANOVA and checked the Studentized residuals, we found that one of
the users had t values of 3.58, 2.18, 1.72, and 2.44 for their four tasks. For N=20
(DF =19), the critical value for Student’s t is 2.861 (p < .01, two tailed). Since
3.58 value was above the critical value, we considered this user as an outlier,
omitted them and ran the same ANOVA again (N=19). This time, the highest
studentized residual value was 2.19, so we proceeded with the ANOVA analysis.

Tests of within-subjects effects showed that the independent variable task
(Fitts’ vs empirical) was not significant (p=0.930) but the independent vari-
able dimension (1D vs 2D) was significant (F(1,18) = 141.016, p<0.0005,
ηp

2 = 0.887). We also found that there was a significant interaction effect between
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Fig. 5. IDe vs MT plots for the Fitts’ 1D task (left) and the Fitts’ 2D task (right)

Fig. 6. Attempt-wise empirical throughput values in the (a) 1D condition (left) and (b)
2D (right) condition. Each plot also shows the empirical throughputs in unknown phone
numbers (researcher provided) and known phone numbers (participant provided).

tasks and dimensions (F(1, 18) = 38.744, p<0.0005, ηp
2 = 0.683). We, therefore,

analyzed the data to determine the simple main effects as suggested by [10], and
looked at pairwise comparisons after applying the Bonferroni adjustment for mul-
tiple comparisons. For the Fitts’ task, 1D throughput (8.162 bps, 95% CI from
7.516 to 8.808) was significantly lower (p=0.002) than 2D throughput (9.628
bps, 95% CI from 8.438 to 10.818). For the empirical tasks too, 1D through-
put (6.707, 95% CI from 6.147 to 7.267) was significantly lower (p<0.0005)
than 2D throughput (11.154 bps, 95% CI from 10.276 to 12.032). When looked
at the other way, for 1D conditions, Fitts’ throughput was significantly higher
than empirical throughput (p<0.0005). On the other hand, for 2D conditions,
Fitts’ throughput was significantly lower than empirical throughput (p=0.018).
(Fig. 7a)

We repeated the above ANOVA with a slight variation. Instead of considering
throughputs of both the unknown and known numbers for the empirical task, we
considered throughputs from only the unknown numbers. Once again, we found
that while the independent variable task (Fitts’ vs empirical(unknown)) had no
significant effect (p=0.121), the independent variable dimension (1D vs 2D) did
have a significant effect (F(1, 18) = 113.602, p<0.0005, ηp

2 = 0.863). There was
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Fig. 7. (a) Fitts’ throughput and empirical throughput values in 1D and 2D conditions,
with 95% confidence intervals (left); (b) Empirical throughputs of unknown phone
numbers (researcher provided) and known phone numbers (participant provided) in
1D and 2D conditions, with 95% confidence intervals (right)

Table 1. Task-wise and condition-wise throughputs in bits per second

Sl no Interface Mean
(bps)

SD 95% CI
from

95%
CI to

1 Fitts’ task in 1D 8.162 1.341 7.516 8.808

2 Fitts’ task in 2D 9.628 2.469 8.438 10.818

3 Empirical task in 1D 6.707 1.162 6.147 7.267

4 Empirical task in 2D 11.154 1.822 10.276 12.032

5 Empirical task in 1D (unknown numbers) 6.350 1.132 5.804 6.895

6 Empirical task in 2D (unknown numbers) 10.167 1.850 9.275 11.059

7 Empirical task in 1D (known numbers) 7.183 1.280 6.566 7.800

8 Empirical task in 2D (known numbers) 12.470 1.961 11.525 13.415

also a significant interaction effect between task and dimension (F(1, 18)=25.942,
p<0.0005, ηp

2 = 0.590). Analysis of pairwise comparison after applying Bonfer-
roni adjustment showed that for typing unknown numbers on empirical tasks,
the 1D throughput (6.350 bps, 95% CI from 5.804 to 6.895) was significantly
lower (p<0.0005) than the 2D throughput (10.167 bps, 95% CI from 9.275 to
11.059). For 1D, throughput from the Fitts’ task was significantly higher than
throughput from the empirical task (p<0.0005) for unknown numbers. However,
for 2D, the difference between the throughputs in Fitts’ tasks and empirical tasks
for unknown numbers was not significant (p=0.357).

We also studied the effect of the independent variable number type (known
vs unknown) and dimension (1D vs 2D) on the empirical throughputs by per-
forming two-way repeated measures ANOVA. We found that the effect of both
the independent variables, type (F(1,18) = 104.011, p<0.0005, ηp

2 = 0.852) as
well as dimension (F(1,18) = 252.620, p<0.0005, ηp

2 = 0.933), were significant.
The interaction between type and dimension (F(1,18) = 33.019, p<0.0005, ηp

2 =
0.647) was also significant. The throughput from typing unknown numbers was
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Table 2. Effect of independent variables on throughput values

Sl no Dependent variable

Did task

(Fitts’/Emp)

have a signifi-

cant effect?

Did dimension

(1D/2D) have

a significant

effect?

Did task *

dimension have

a significant

effect?

1
Fitts’ and Empirical throughput in 1D

and 2D
No (p=0.930)

Yes (F(1,18)=

141.016,

p<0.0005,

ηp
2=0.887)

Yes (F(1,18)=

38.744,

p<0.0005,

ηp
2=0.683)

2

Fitts’ throughput in 1D and 2D and

Empirical throughput of unknown num-

bers in 1D and 2D

No (p=0.121)

Yes ((F1,18)=

113.602,

p<0.0005,

ηp
2 = 0.863)

Yes (F1,18)=

25.942,

p<0.0005,

ηp
2 = 0.590)

3
Empirical throughput of known and

unknown numbers in 1D and 2D

Yes ((F(1,18)=

104.011,

p<0.0005,

ηp
2 = 0.852)

Yes ((F(1,18)=

252.620,

p<0.0005,

ηp
2 = 0.933)

Yes (F(1,18)=

33.019,

p<0.0005,

ηp
2 = 0.647)

significantly lower (p<0.0005) than the throughput from typing known numbers
in both the dimensions, 1D as well as 2D. For typing unknown numbers, the
throughput was significantly higher (p<0.0005) in the 2D condition than in the
1D condition. For typing known numbers too, the 2D condition yielded a signif-
icantly higher (p<0.0005) throughput value than the 1D condition. The mean
throughput values for entering known phone numbers were 7.183 (95% CI from
6.566 to 7.800) in 1D and 12.470 (95% CI from 11.525 to 13.415) in 2D (Fig. 7b).
Table 1 and Table 2 summarises our results.

5 Discussion

Fitts’ throughput has been considered to be the rate at which people can provide
information to a digital device in a particular setting. However, this is mainly a
theoretical construct. Surprisingly, and despite 70 years of Fitts’ law research,
there have been no attempts to systematically study how the Fitts’ throughput
compares with real-life interfaces. Our paper, although an exploratory work, is
the first step in that direction. We compare Fitts’ throughput with the rate at
which the same people in a similar setting can provide information to a digital
device in a realistic situation. For the 1D condition, the Fitts’ throughput was
8.162 bps and the empirical throughput was 6.707 bps. For the 2D condition,
the Fitts’ throughput was 9.628 bps and the empirical throughput was 11.154
bps. To ensure that our settings are as similar to each other as possible, we had
designed the studies to have identical amplitudes and the widths (and thereby
the IDn values) in each condition. Our first main finding is that in spite of this,
the Fitts’ throughput and the empirical throughput were significantly different
from each other in both conditions.

The second main finding of our study is that people provide information to
a digital device at a higher rate when they are familiar with the interface, and
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when they are familiar with the information they are providing. This by itself is
hardly surprising. What was surprising was the rate of information transfer that
our participants could achieve.

Ours was an exploratory study, and to the best of our knowledge, the first to
systematically compare Fitts’ throughput with empirical throughput. Hence we
did not approach the study with a pre-defined hypothesis. Yet, we half expected
that the abstract throughput that is traditionally reported in Fitts’ law studies
(such as MacKenzie’s [20]) might represent a “theoretical maximum”, and in
reality people may be not be able to provide information at that rate in the
empirical study. This expectation was aligned to Gori et al’s view [11] that
Fitts’ law should be considered as “a performance limit rather than a law of
average performance”. The findings of the throughput in the 1D condition are
in line with this expectation. The Fitts’ throughput in 1D condition was 8.162
bps, significantly higher than the empirical throughput in the 1D condition of
6.707 bps. However, this expectation did not hold in the 2D condition. The
empirical throughput in 2D condition was 11.154 bps, significantly higher than
the Fitts’ throughout in the 2D condition of 9.628 bps. This is probably because
the participants were only somewhat familiar with the QWERTY style 1D layout
for the empirical study, while they were much more familiar with the 2D layout
and had developed a muscle memory to use that interface, resulting in a higher
throughput. Further, people could provide information at even higher rates of
12.470 when the numbers were known. When the numbers were unknown, the
difference between Fitts’ and empirical throughput was not significant, though
the empirical throughput was still higher at 10.167 bps.

A third important finding is that empirical throughput values in both, the
1D condition and the 2D condition, kept increasing all the way till the 10th

attempt (Fig. 6). This was not only true for unknown numbers, but also for
known numbers. Hence we do not claim that our participants reached their peak
performance in terms of throughput, hand movement speed and/or accuracy.
Longer studies in future are needed before we can claim that.

Our study reproduced some results that are comparable to the literature,
especially MacKenzie [20]. However, some of our findings vary from the literature.
Here we analyse the similarities and differences and try to speculate the reasons.
Our 1D interface in the Fitts’ study was a close reproduction of the interface used
by MacKenzie. For the 1D condition, MacKenzie reported Fitts’ throughput of
7.52 bps, which is at the lower end of the 95% CI of our Fitts’ throughput in
1D condition (8.162 bps, 95% CI from 7.516 to 8.808). The means of ages of
participants in the two studies are comparable (24.7 vs 24.3 years). The slightly
higher estimate in our study can be speculatively attributed to longer exposure
to touchscreens that our participants have had by now in 2022 (compared to
the exposure that participants may have had in 2015) and perhaps also to the
better performance of contemporary touchscreens.

The biggest surprise lies in the 2D condition of the Fitts’ task. MacKenzie
[20] reported a Fitts’ throughput of 6.39 bps in the 2D condition, which was lower
than what they reported in their 1D condition, and which is much lower than



452 K. Priya and A. Joshi

what we report here (9.628 bps, 95% CI from 8.438 to 10.818). It is reasonable
to argue that this big difference might have resulted from the different layout
of the interfaces (circular in MacKenzie’s case vs. zigzag in our case). We had
selected the zigzag layout of the 2D interface to accommodate a larger range of
amplitude values, and to retain comparability of IDn values between the Fitts’
task and the empirical task. We argue that a zigzag layout is better suited than
the traditional circular layout for 2D Fitts’ law studies involving serial responses
on smartphones for two reasons.

We acknowledge that a circular layout allows for more angles of hand move-
ments, and the angle of movement is known to have an effect on movement times,
and correspondingly Fitts’ throughput [30,32]. However, a circular layout also
limits the amplitudes to values smaller than the device width (to accommodate
targets on both sides of the amplitude when the hand movement is horizontal).
Since most smartphones are rectangular in shape, it is reasonable to assume that
hand movements in the vertical direction would occur more often than in the
horizontal direction. And for the same reason, larger amplitudes are common.
Hence, for the sake of external validity, we argue that 2D Fitts’ studies should
accommodate larger amplitudes.

Secondly, a zigzag layout is perhaps more predictable than a circular layout,
which made it easier for participants in our study to predict the next target.
With a circular layout, after the user taps a target, the highlight moves to either
the opposite target on the circle or to a target adjacent to the opposite target
(as shown in Fig. 1b). The movement of highlights would thus have been less
predictable for the participants and more time-consuming, which may have led
to a lower throughput value. Given that Fitts’ studies are supposed to model
hand movement times and not the cognitive load or perception time, a more
predictable layout arguably reports the throughput more accurately.

On the whole, based on our findings, we argue that Fitts’ throughput val-
ues for the 2D condition reported in literature could have been underestimates.
Human interaction with a touchscreen is naturally 2D, and we should not be
surprised that people are able to achieve higher throughput in 2D conditions.

The empirical interface in the 1D condition resulted in the lowest throughput.
This value may also be an underestimate, and in hindsight we consider the rea-
sons. Our design choices could have led to an unintended difference between the
1D and 2D conditions of the empirical study. In the 2D condition of the empir-
ical study, if the user tapped slightly outside the target, nothing happened, and
the user could try again. However, there were no such blank spaces between
targets in the 1D condition (just like there are none on a typical QWERTY
keyboard). Tapping outside the target in the 1D condition of the empirical
study automatically led to the selection of the adjacent target, which resulted
in inputting wrong information. We observed that the participants were extra-
cautious in the 1D condition of the empirical study, and this could have slowed
them down and led to lower throughput. Similarly in the 1D condition of the
Fitts’ task, the immediate area surrounding the target was empty. Thus, we may
say that densely packed targets can reduce the throughput. Future research could



Fitts’ Throughput Vs Empirical Throughput: A Comparative Study 453

systematically explore the effects of varying the blank spaces around targets on
empirical throughput.

We acknowledge some limitations of our studies. First, we tested only one
of the conditions — typing a number on a realistic interface. Other discrete
input tasks such as typing text or playing music may yield different throughput
values. Second, we have not accounted for errors in the number entry task. In
Fitts’ studies, the throughput calculation using effective width (We) takes errors
into account. In the number typing task, we got a 2.33% uncorrected error rate
in 1D and 0.93% in 2D tasks, which we have no mechanism of accounting for in
our comparisons. However, we feel that it might have an external validity - in
real life too, people must be making comparable errors while typing numbers.
Lastly, since our study was done on a limited number of participants and only
4 interfaces, we cannot strongly claim mathematical relationships between the
dimensionality of the task and theoretical and empirical throughput values.

6 Conclusion

Through a within-subjects counter-balanced study, we reported throughput val-
ues for 1D and 2D conditions of a Fitts’ study and an empirical study. While we
found that in the 1D condition Fitts’ throughput was higher than the empirical
throughput, the empirical throughput in the 2D condition was higher than Fitts’
throughput. The empirical throughput values kept rising with practice, and we
may not have found the peak in our study. We compared our Fitts’ throughput
values with those reported in the literature and speculated the potential rea-
sons for the similarities and differences. We argue that Fitts’ throughput values
reported in the literature may have been underestimates.

Interaction with digital interfaces is far from being a mindless job where
a user merely selects a highlighted button on the screen. In actual interfaces,
several factors such as information recall from memory, amount of information
present on the screen, arrangement of the buttons, and practice effect are at
play. Experiments on Fitts’ law ignore all these other factors, thereby producing
results that may not accurately predict a user’s movements. Our experiments
demonstrate that the throughput values obtained from Fitts’ studies may not
apply to the real interfaces that people interact with in day-to-day lives, and real
interfaces could yield higher or lower throughput, depending on the conditions.
While we found some answers, we may have stumbled upon more questions.
Future research could learn from our experiences and answer some of them.
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Abstract. The use of sign language is a highly effective way of commu-
nicating with individuals who experience hearing loss. Despite extensive
research, many learners find traditional methods of learning sign lan-
guage, such as web-based question-answer methods, to be unengaging.
This has led to the development of new techniques, such as the use of vir-
tual reality (VR) and gamification, which have shown promising results.
In this paper, we describe a gamified immersive American Sign Language
(ASL) learning environment that uses the latest VR technology to grad-
ually guide learners from numeric to alphabetic ASL. Our hypothesis is
that such an environment would be more engaging than traditional web-
based methods. An initial user study showed that our system scored
highly in some aspects, especially the hedonic factor of novelty. How-
ever, there is room for improvement, particularly in the pragmatic factor
of dependability. Overall, our findings suggest that the use of VR and
gamification can significantly improve engagement in ASL learning.

Keywords: Human Computer Interaction · ASL Learning · VR

1 Introduction

Sign language is a visual language that uses hand gestures and facial expressions
to convey meaning. It is primarily used for communication with individuals who
are deaf or hard of hearing or who experience difficulty speaking. Learning sign
language is important for several reasons. Firstly, it enables better communica-
tion and social interaction with the hearing-loss community, thereby promoting
inclusion and understanding. By learning sign language, one can break down
communication barriers and establish meaningful connections with individuals
who might otherwise feel excluded. Secondly, learning sign language has been
shown to have numerous cognitive benefits, including enhancing cognitive devel-
opment and language skills [4]. It is widely acknowledged that learning a second
language has cognitive benefits, and the same is true for sign language. Finally,
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for individuals who experience hearing or speech impairments, sign language can
serve as a crucial mode of communication, allowing them to participate more
fully in society. Despite the importance of learning sign language, traditional
web-based methods of learning have not been able to generate much interest
among learners, partly because of a lack of novelty. Therefore, there is a need
for more engaging and innovative approaches to learning sign language that can
increase user engagement and promote effective learning.

To improve the user experience of ASL learning, we developed a VR-based
learning environment that incorporated a Whack-a-Mole type of game, inspired
by the ASL game Sea Battle used by Bragg et al. for data collection [6]. We then
conducted a user study, utilising a questionnaire proposed by Schrepp et al. [17],
to evaluate the user experience of our system. To the best of our knowledge,
there have been no previous user studies focused on the user experience of ASL
learning from numeric to alphabetic in a gamified VR environment. Hence, our
main research question was: “Were users satisfied with the ASL learn-
ing experience from numeric to alphabetic in a gamified VR environ-
ment?”. By conducting this user study, we aimed to gain insight into how users
experienced our system and identify areas where improvements could be made.
Ultimately, we hoped to demonstrate that incorporating gamification and VR
technology into ASL learning can enhance user satisfaction and engagement.
Our main contributions are as follows:

1. We successfully created an immersive virtual environment that supports ASL
learning from numeric to alphabetic, incorporating a Whack-a-Mole type of
game. Our system provides a unique and engaging approach to ASL learning,
which we believe can enhance user satisfaction and engagement.

2. Our user study provided initial evidence that our approach has the poten-
tial to improve some aspects of user experience. These findings indicate that
incorporating immersive elements and games into ASL education may be a
promising direction for improving user satisfaction and learning outcomes.

2 Related Work

Sign Language Recognition: The recognition of sign language through deep
learning and computer vision has been studied by various researchers. Bheda
et al. [3] proposed a method that uses deep convolutional neural networks to
recognize ASL gestures. Kim et al. [12] presented a novel approach that employs
an object detection network for the region of interest (ROI) segmentation to pre-
process input data for sign language recognition. Battistoni et al. [2] described a
method that allows for monitoring the learning progress of ASL alphabet recog-
nition through CNNs. Jiang et al. [11] proposed a transfer learning-based app-
roach for identifying fingerspelling in Chinese Sign Language. Camgoz et al. [7]
introduced a transformer-based architecture that jointly learns Continuous Sign
Language Recognition and Translation. Zhang et al. [20] proposed a real-time
on-device hand tracking pipeline called MediaPipe Hands for AR/VR applica-
tions. Goswami et al. [10] created a new dataset and trained a CNN-based model
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for recognizing hand gestures in ASL. Finally, Pallavi et al. [13] developed a deep
learning model based on the YOLOv3 architecture, reporting high recognition
rates for the ASL alphabet. These studies demonstrate the potential of deep
learning and computer vision techniques in improving accessibility for individu-
als with hearing impairments.

Having reviewed the existing work on sign language recognition, we concluded
that Mediapipe is the most suitable tool for the purposes of this paper, and thus,
we used it for sign language recognition, benefiting from its highly accurate,
real-time detection of hand landmark points. Moreover, as an open-source hand
gesture detection framework from Google, it is well-documented and supported.

Sign Language Applications: The article discusses various research studies
related to sign language applications. Bantupalli et al. [1] created a vision-based
system to translate sign language into text to improve communication between
signers and non-signers. Schnepp et al. [16] developed an animated sign language
dictionary for caregivers to learn communication with residents who use sign
language. Samonte [15] created an e-tutor system to assist instructors in teaching
sign language. Economou et al. [9] designed a Serious Game to help adults learn
sign language and bridge the communication gap between hearing-impaired and
able-hearing people. Wang et al. [19] designed a sign language game with user-
defined features and found that gamified sign language learning can improve
the user’s learning experience. These studies suggest that dictionary searches
and gamification can improve the learning experience, and influenced the design
choices for our system.

We developed a virtual reality system that offers an immersive and inter-
active learning experience for sign language. To improve the user experience,
we incorporated a quiz and a small game into the system. Given the dearth
of research in this area, we conducted user interviews using a questionnaire to
evaluate users’ satisfaction with ASL learning from numeric to alphabetic in the
system. Our objectives were twofold: to thoroughly evaluate the performance of
our system and to investigate users’ experiences with it.

3 User Interface of VR Environment

This section provides an overview of the main components of our user inter-
face (UI) and highlights the main features of our VR environment. The UI is
comprised of four different modules designed to facilitate effective ASL learning.

1. The Instructions module, which consists of six basic steps, provides users
with an overview of the ASL learning process and guides them through the
initial stages of the programme.

2. The Sign Language Dictionaries module, which enables users to consult
and search for the signs of numbers or letters. This module serves as a refer-
ence tool for users as they progress through the learning process.

3. The Quiz module, which contains question-answer quizzes that allow users to
test their signing skills and self-assess their level of competence. This module
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serves as a valuable feedback mechanism for users and encourages them to
actively engage with the learning material.

4. The Whack-a-Mole Game module, which is to increase user motivation
and engagement with the learning process. This module presents users with a
fun and interactive way to practice their ASL skills, reinforcing their learning
and providing a welcome break from more traditional learning methods.

Together, these four modules work in concert to provide users with a comprehen-
sive and engaging VR-based ASL learning experience. By incorporating elements
of gamification and interactivity into our VR environment, we hope to improve
user satisfaction and facilitate more effective ASL learning outcomes.

We separated the scene of the immersive environment into two parts. Adopt-
ing the concept of a simple to complex learning process, the first part is for
learning the numeric ASL, something that is considered a relatively easy task.
The second part of the scene is for the more challenging task of learning the
alphabetic ASL, excluding J and Z, which require dynamic gesturing.

Figure 1(a) shows the initial view of the user when entering the VR envi-
ronment, which includes the Instructions and Sign Language Dictionary
interfaces. Figure 1(b) shows the Quiz and Whack-a-Mole Game interfaces
of numerical ASL learning, which are located to the left of the numerical ASL
dictionary. Figure 1(c) shows the Quiz and Whack-a-Mole Game interfaces
of alphabetic ASL learning, which are located to the right of the alphabetic ASL
dictionary.

The scene was developed in Unity 2020.3.32f1, and user interaction was facil-
itated through eye tracking using HTC Vive Pro. After 3 s of fixed attention,
users can click or select objects in the scene. An integrated camera was used
to acquire images; openCV (version 3.4.2) [5] was used for image processing on
a PC. Hand gestures were detected using Mediapipe, which extracted a feature
vector of 21 points corresponding to landmarks on the detected hand. An MLP
consisting of 3 fully connected layers was implemented in Python 3.6 [14] and
Tensorflow 2.6.0 [8] for gesture recognition. The classifier was trained on a stan-
dard PC with an RTX3080 GPU, achieving recognition accuracy rates above
90%, deemed sufficient to ensure a smooth user experience in our study.

4 User Study Design

In order to evaluate the immersive environment design, we adopted the user
survey scheme proposed by Schrepp et al. [17], which is commonly used to
evaluate user experience in human-computer interaction systems. It consists of
six evaluation factors, called scales: Attractiveness, Efficiency, Perspicuity,
Dependability, Stimulation, Novelty. Each scale is further divided into four
or six items, as shown in Table 1. We evaluated the proposed VR environment,
on all scales and items, on a 7-point Likert scale ranging from −3 (fully agree
with a negative term) to +3 (fully agree with a positive term), and studied the
user feedback against the benchmark proposed in [18]. In that paper, the authors
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Fig. 1. The implemented immersive virtual environment. (a) Left: the numeric ASL
sign language dictionary. Centre: Instructions interface. Right: the A-Y except for J
sign language dictionary. (b) The numeric ASL learning quiz (left) and game (right).
(c) The alphabetic ASL learning quiz (left) and game (right).

Table 1. Summary of the user experience questionnaire.

Attractiveness Perspicuity

A1: annoying/enjoyable P1: not understandable/understandable

A2: good/bad P2: easy to learn/difficult to learn

A3: unlikable/pleasing P3: complicated/easy

A4: unpleasant/pleasant P4: clear/confusing

A5: attractive/unattractive

A6: friendly/unfriendly

Efficiency Dependability

E1: fast/slow D1: unpredictable/predictable

E2: inefficient/efficient D2: obstructive/supportive

E3: impractical/practical D3: secure/not secure

E4: organized/cluttered D4: meets expectations/does not meet expectations

Stimulation Novelty

S1: valuable/inferior N1: creative/dull

S2: boring/exciting N2: inventive/conventional

S3: not interesting/interesting N3: usual/leading edge

S4: motivating/demotivating N4: conservative/innovative
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analysed a large database of questionnaire responses and derived the benchmark
intervals shown in Table 2. These intervals correspond to the distribution:

– Excellent: In the range of the 10% best results.
– Good: 10% of results better, 75% of results worse.
– Above average: 25% of results better, 50% of results worse.
– Below average: 50% of results better, 25% of results worse.
– Bad: In the range of the 25% worst results.

Table 2. Benchmark intervals for the user experience scales.

Attractiveness Perspicuity Efficiency Dependability Stimulation Novelty

Excellent ≥1.75 ≥1.78 ≥1.90 ≥1.65 ≥1.55 ≥1.40

Good [1.52, 1.75) [1.47, 1.78) [1.56, 1.90) [1.48, 1.65) [1.31, 1.55) [1.05, 1.40)

Above average [1.17, 1.52) [0.98, 1.47) [1.08, 1.56) [1.14, 1.48) [0.99, 1.31) [0.71, 1.05)

Below average [0.70, 1.17) [0.54, 0.98) [0.64, 1.08) [0.78, 1.14) [0.50, 0.99) [0.30, 0.71)

Bad <0.70 <0.54 <0.64 <0.78 <0.50 <0.30

We conducted the user study obtaining feedback from 15 participants, 8 males
and 7 females, aged between 19 and 21 years old, who had little or no prior
experience with ASL or any other sign language. At the start of the session,
participants had the freedom to explore the system and consult the Instructions
module. Then, each participant followed a six stages learning process:

1. Learn numeric ASL for 3 min from corresponding dictionary module.
2. Improve numeric ASL comprehension for 3 min in numeric quiz module.
3. 30 s on numeric ASL game module.
4. Learn alphabetic ASL from corresponding dictionary module for 3 min.
5. Improve alphabetic ASL literacy for 3 min in alphabetic quiz module.
6. 30 s on alphabetic ASL game module.

5 Result Analysis

Figure 2 shows the average scores for the six scales, denoted by ‘x’, plotted
over a colour code of the corresponding benchmark interval. For each scale, the
minimum and the maximum of the average scores on its individual items are
also shown. In Fig. 3, the box plots show the minimum, first quartile, median,
third quartile, and maximum, for each individual item of each scale.

Attractiveness: The mean value of the user scores is 0.39 (SD = 1.24), placing
it in the “Bad” category, indicating that their overall impression of the VR
environment was not favourable, and the system requires further improvements.
Notably, the average score for item A5, shown in Fig. 3(a), is slightly below 0,
which suggests that the users did not find the system particularly appealing. This



Learning ASL in VR 465

Fig. 2. Benchmark intervals for the six scales

may be because the learning environment relies on 2D user interfaces, whereas
incorporating 3D elements may be more visually engaging for users. Therefore,
we plan to integrate 3D user interfaces in future iterations of the ASL learning
environment, aiming at enhancing its attractiveness.

Perspicuity: The average score is 1.40 (SD = 1.28), placing it in the “Above
average” category, indicating that users perceive the VR environment as clear
and understandable, facilitating their ASL learning experience. However, it
seems that some of the users may have encountered some problems when using
the environment, possibly due to their unfamiliarity with VR devices, and they
may require some initial training.

Efficiency: In the “Below average” category, the average score is 0.87
(SD = 1.27). We note that, while the average score over the whole scale is slightly
below average, analysis of individual item scores shows that our VR environment
adequately fulfills some users’ requirements. In particular, users found the sys-
tem easy to use (as reflected by item E1) and believed that they could practice
ASL effectively in the scenario (as reflected by item E3), see Fig. 3(c).

Dependability: In the “Bad” category, the average score is 0.28 (SD = 0.89).
That means that the VR environment’s dependability needs significant improve-
ment. Despite the low overall average score, some users still believed that on
individual items, particularly D2 and D4, the system adequately fulfilled their
requirements, see Fig. 3(d).

Stimulation: In the “Below average” category with an average score of 0.87
(SD = 1.43). Even though the score is slightly lower than average, the large
variance indicates that some users find the learning environment stimulating. As
shown in Fig. 3(e), the first quartile of all items is non-negative, indicating that
a majority of users have a consistently favourable outlook regarding this scale.

Novelty: In the “Good” category with an average value of 1.25 (SD = 1.08).
Again, the first quartile of all items is non-negative, see Fig. 3(f), indicating a
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Fig. 3. Box-plots of the scores for each item of the six scales.

consistently favourable view from a majority of users. They perceive the VR
environment as a novel and innovative way of learning ASL.

6 Conclusion

We have developed a VR system for learning numeric and alphabetic ASL and
conducted a questionnaire-based user study to evaluate the user experience of
learning ASL in the system. We found that to some extent it satisfied some user
satisfaction factors, however, the system needs further development to enhance
user experience, especially on the factors of attractiveness and dependability.

There are several limitations to our ASL learning system, which have been
discussed for each scale of user experience separately. The identified shortcomings
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include a lack of animated hints; an interface that requires users to actively
press a start button to commence an action; difficulty in moving around the
VR scene; a relatively large number of incorrect judgments of correct signs, i.e.,
many false negatives; user expectations for a more creatively designed system;
and an overall perception that the learning task was too easy. Additionally, the
user study included 15 only participants, primarily between the ages of 19 and
21, and there was a complete lack of research on users in other age groups.

To address these limitations, we plan to revise the content, design, and imple-
mentation of the system as follows: add more interactive elements; implement
automatic settings; create a follow-through user interface; develop a more robust
sign recognition model; and include more sophisticated sign language learning
material. We also plan to recruit a larger and more diverse group of participants
for a follow-up user study.
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Abstract. Using smartphones while moving is challenging and can be
dangerous. Eyes-free input gestures can provide a means to use smart-
phones without the need for visual attention from users. In this study, we
investigated the effect of different moving speeds (standing, walking, or
jogging) and different locations (phone held freely in the hand, or phone
placed inside a shoulder bag) on eyes-free input gestures with smart-
phone. Our results from 12 male participants showed gesture’s entering
duration is not affected by moving speed or phone location, however,
other features of gesture, such as length, height, width, area, and phone
orientation, are mostly affected by moving speed or phone location. So,
eyes-free gestures’ features vary significantly as the user’s environmental
factors, such as moving speed or phone location, change and should be
considered by designers.

Keywords: Eyes-free gestures · user’s moving speed · phone’s
location · gesture features · phone movements · mobile device

1 Introduction

Unlike desktop computers, which are typically used in a fixed and stable environ-
ment (e.g., a typical setting would be the user seated), small screen devices like
smartphones can be used in different environments, including indoors, outdoors,
and so on [25]. Meanwhile, gesture input is mainstream on mobile device and a
large majority of interaction with the touchscreen requires the visual attention
of the user. However, a visual focus is not always possible or may be dangerous,
e.g., while walking or jogging. Gesture input can provide a modality to imple-
ment the interaction without the need to look at the smartphones [20]. In the
literature, many empirical studies investigated the effect of different contextual
factors on changes in user performance due to context, with varying findings.

In particular, interaction with touch surfaces in different mobility conditions
is well studied in the literature, including note-taking when sitting [9], text entry
when walking [6], wearable touch surfaces while standing [10], and web searching
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Abdelnour Nocera et al. (Eds.): INTERACT 2023, LNCS 14142, pp. 469–478, 2023.
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on a treadmill [14]. Different gestures based interaction techniques have been
also proposed. For example, Kubo et al. [16] introduced B2B-Swipe for eyes-
free gesture from a bezel to a bezel on rectangular touchscreens, in particular
for smartwatches. Negulescu et al. [17] studied the cognitive demands of an
eyes-free tap, swipe, or move on a smartphone in distracted scenarios. Tinwala
et al. [22] introduced an eyes-free text entry technique on touchscreens using
graffiti strokes. However, to the best of our knowledge, no previous study have
investigated the effect of mobility and smartphone location on eyes-free gesture
production.

In this work, we investigate the effect of user’s moving speed and phone loca-
tion on the articulation characteristics of gesture input. We run an experiment
with 12 male participants to study the effect of three moving speeds (standing,
walking and jogging) and two phone locations (the phone is hold freely along-
side the body and in a shoulder bag) on gestures. Our findings indicate that
the environmental factors (moving speed, and phone location) can significantly
change gestures entered by participants. For example, the more is the user mov-
ing speed the more the gesture is bigger, faster and the more the phone move.
While, holding the phone in a shoulder bag, have the inverse effect. Our find-
ings also revealed that gesture production time was not affected by any of the
variables.

2 Experiment

We conducted an experiment to evaluate the effect of the user’s moving speed
and phone location on eyes-free gesture articulation on a mobile device.

2.1 Participants

Since the average walking and jogging speeds between genders are different and
the same speed can cause different mental and physical loads for different gen-
ders [7], we only conducted experiments with twelve male participants to avoid
increasing the number of independent variables in the analysis. Participants’
ages were between 20 and 34 years (mean = 26.8, sd = 4.3). All participants
were right-handed, without any known mobility impairment, and had been using
smartphones for several years.

2.2 Gesture Set

The gesture set used in this study had 20 gestures in it. These gestures were
selected from previous works (e.g., [2,4,26]) and were composed of operands,
letters, mark segments, rationally invariant and mnemonic gestures (see Fig. 1).



Effects of Moving Speed and Phone Location 471

Fig. 1. Gesture set.

2.3 Apparatus

We collected stroke gestures using our custom software on a Samsung Galaxy
S7 smartphone running Android 6.0.1. The smartphone was attached to a 1.5-
m cellphone lanyard to ensure it didn’t fall. The smartphone’s screen size is
5.65′′ × 2.78′′ with a display resolution of 1440× 2560 pixels and a pixel density
of 227 pixels per cm. The smartphone’s screen was mirrored onto a Samsung
Galaxy Tab 7 tablet in front of participants while they were standing, walking, or
jogging on a FreeMotion Reflex T11.8 treadmill. The dimensions of the shoulder
bag used in the experiments were 20 cm × 20 cm × 5 cm.

2.4 Design

The experiment used a 3 × 2 within-subject design with two factors: moving
speed and smartphone location. We followed [15] and chose to control the mov-
ing speed during the experiment. As in [15], the rationale for fixing the walking
speed is that first, we assume that users will be unable to slow down or stop walk-
ing to use their mobile device, and second, by doing so, impaired walking effects
are maximized as users can not slow down if the task becomes difficult. Moving
speed covers three conditions: (1) standing at 0 km/h, (2) walking at 4.6 km/h,
and (3) jogging at 8 km/h. The moving speed values are defined through prelim-
inary experiments with two participants. We chose speeds that are different and
fast enough that they have the potential to cause an effect while still being com-
fortable for participants to hold and use their smartphones. The participants in
the preliminary experiment reported high frustration and difficulty conducting
experiments at high speeds, such as 10 km/h. We therefore did not consider a
running condition. Phone location describes how the phone is held by the dom-
inant hand and covers two conditions: (1) free where the phone is hold freely
alongside the body (see Fig. 2a) and (2) bag where the phone is hold inside a
shoulder bag (see Fig. 2b).

2.5 Task and Procedure

During the experiment, participants stand on a treadmill in a gym. Participants
were then asked to hold the phone with their dominant hand and use the thumb
of their dominant hand to draw gestures on the screen without looking at the
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Fig. 2. Phone location during experiment: a) freely b) in the bag.

phone. In the free condition, participants were asked to hold the phone alongside
their body (see Fig. 2a). In the bag condition, participants were asked to hold
the phone inside a shoulder bag (see Fig. 2b). A preview of the gesture they had
to draw was shown on a tablet placed in front of them on the treadmill. Since
all the gestures in this experiment were single strokes, as soon as they lifted
their finger from the touchscreen next gesture appeared. In case of any false
entry, participants always had the option to use the back button of the phone
to return to previous gestures.

In the experiment phase, two phone location conditions were randomly pre-
sented to the participants. For each phone location, the three moving speed
conditions were also randomly presented. Each participant in total performed
600 gestures (=2 phone locations × 3 moving speeds × 20 gesture types × 5
repetitions). For each moving speed and phone location condition the gestures
were presented to participant in a random order. The experiment took 30 min
on average to complete.

3 Results

Our results include gesture features and smartphone directional movements. We
also analyzed the qualitative observations. All analyses used a two-way ANOVA.
Tukey post-hoc tests were used post-hoc when significant effects were found.
Only significant effects and interactions are reported.

3.1 Gesture Features

We selected six geometric features: (a) gesture length, (b) gesture height, (c)
gesture width, (d) gesture area, (e) gesture duration, and (f) gesture speed. These
features have been employed in the gesture recognition and analysis literature
[1,3,19,21,23] in order to characterize how stroke-gestures are produced by users.
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Gesture Length. Gesture length is the cumulative path distance from the
first touch event registered to the last. We found significant main effects of
speed moving (F2,22 = 27.232, p < .0001) and phone location (F1,11 = 10.659,
p = .008) on gesture length. The jogging (mean = 10.63 cm, sd = 4.53 cm)
led participants entering gestures with the longest lengths then walking
(mean = 10.20 cm, sd = 4.63 cm) and standing (mean = 9.67 cm, sd = 4.55 cm).
Post-hoc test confirms differences between all pairs (p < .05). Holding phone
freely (mean = 10.52 cm, sd = 4.53 cm) led also to gestures with significantly
longer lengths than when holding it in a bag (mean = 9.85 cm, sd = 4.45 cm)(p <
.05).

Gesture Height. Gesture height is the height of the bounding box that contains
the gesture (maxy −miny). We found significant main effects of moving speed
(F2,22 = 6.444, p = .006) and phone location (F1,11 = 23.963, p = .0005) on ges-
ture height. Post-hoc tests show that standing (mean = 3.70 cm, sd = 1.77 cm)
determined participants to produce gestures with significantly smaller heights
than both walking (mean = 3.83 cm, sd = 1.74 cm) and jogging (mean =
3.87 cm, sd = 1.64 cm))(p < .05). Holding phone freely (mean = 3.97 cm, sd =
1.64 cm) led to gestures with significantly higher heights than holding phone in
a bag (mean = 3.65 cm, sd = 1.68 cm)(p < .05).

Gesture Width. Gesture width is the width of the bounding box that con-
tains the gesture (maxx − minx). We found significant main effects of moving
speed (F2,22 = 18.615, p < .0001) on gesture width. Larger widths than both
walking (mean = 3.15 cm, sd = 1.16 cm) and standing (mean = 3.06 cm,
sd = 1.20 cm)(p < .05).

Gesture Area. Gesture area is the surface area of the bounding box containing
the gesture (height × width). We found significant main effects of moving speed
(F2,22 = 7.415, p = .004) and phone location (F1,11 = 11.823, p = .006) on gesture
area. Post-hoc tests show that jogging (mean = 13.32 cm2, sd = 8.86 cm2) led to
gestures with significantly larger area than both walking (mean = 12.99 cm2, sd =
9.52 cm2)and standing (mean = 12.33 cm2, sd = 9.58 cm2)(p < .05). Holding
phone freely (mean = 13.76 cm2, sd = 8.86 cm2) produced gestures with signifi-
cantly larger area than when smartphone was in a bag (mean = 12.05 cm2, sd =
8.89 cm2)(p < .05).

Gesture Duration. Gesture duration is the time elapsed while entering the
gesture, i.e., the timestamp of the last touch event registered for the gesture
minus the timestamp of the first touch event. We found no significant main effects
on gesture duration nor interaction between moving and grasping (p > 0.057).

Gesture Speed. Gesture speed is the average speed registered over all the
touch events belonging to a gesture (length/duration). We found significant
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Fig. 3. Axes and orientations of the smartphone.

main effects of moving speed (F2,22 = 15.966, p < .0001) and phone location
(F1,11 = 13.596, p = 0.004) on gesture speed. Post-hoc tests show that the jogging
(mean = 12.40 cm/s, sd = 3.99 cm/s) determined participant to produce signif-
icantly faster gestures than both walking (mean = 10.84 cm/s, sd = 3.52 cm/s)
and standing (mean = 10.81 cm/s, sd = 3.55 cm/s)(p < .05). Holding phone
freely (mean = 12.25 cm/s, sd = 3.99 cm/s) led to significantly faster gestures
than holding phone in the bag (mean = 10.45 cm/s, sd = 3.63 cm/s)(p < .05).

3.2 Mobile Directional Movement

Previous work showed that hand usage and body postures affect smartphone
movement as users’ perception of the smartphone device could be boosted [11].
It is therefore important to understand how eyes-free interaction may influence
the tilt and rotation of the smartphone during gesture production. We then
consider the same dependent variables than in [11] to characterise the phone’s
movement: Alpha (z-axis), Beta (x-axis) and Gamma (y-axis) using the inbuilt
accelerometer and gyroscope (see Fig. 3). For each of the directional axes, we
captured the total deviation made around this axis, computed as the difference
between the largest and the smallest value.

Alpha Deviation – Deviation Around z Axis. There were significant
main effects of moving speed (F2,22 = 107.146, p < .0001) and phone location
(F1,11 = 7.038, p = 0.023) on alpha. Post-hoc test show that during jogging
(mean = 14.34◦, sd = 9.14◦) participants held smartphone with significantly
larger deviation around z axis than both during walking (mean = 9.19◦,
sd = 7.06◦) and standing (mean = 4.91◦, sd = 5.20◦), and walking had larger
deviation around z axis compared to standing. We also found that the deviation
of the phone around the z axis while holding it freely (mean = 11.47◦, sd = 9.14◦)
is significantly larger than when it is held in a bag (mean = 7.83◦, sd = 7.39◦)(p <
.05).

Beta Deviation – Deviation Around x Axis. There was significant main
effect of moving speed (F2,22 = 68.322, p < .0001) on beta. Post-hoc test show
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that during jogging (mean = 22.75◦, sd = 11.59◦) participants held smart-
phone with significantly higher deviation around x axis than during walking
(mean = 16.32◦, sd = 9.90◦) and standing (mean = 6.43◦, sd = 6.18◦), and
walking had larger deviation around x axis compared to standing (p < .05).

Gamma Deviation – Deviation Around y Axis. There was a signifi-
cant main effects of moving speed (F2,22 = 93.213, p < .0001) on gamma with
moving speed × phone location (F2,22 = 8.538, p < .002) interaction. Post-hoc
tests show, when standing (respectively, walking), holding the smartphone
freely (mean = 5.60◦, sd = 4.36◦) (respectively, mean = 9.39◦, sd = 6.65◦)
implies larger deviation around y axis than when holding the phone in a bag
(mean = 2.65◦, sd = 3.07◦) (respectively, mean = 6.442◦, sd = 4.728◦)(p < .05).
However, when user runs the gamma deviation is significantly larger when the
smartphone is placed in a bag (mean = 12.10◦, sd = 7.52◦) compared to when
it’s hold freely (mean = 10.56◦, sd = 3.07◦)(p < .05).

3.3 Qualitative Findings

During the experiments, some participants reported that when they were jogging
they felt like they want to draw gestures faster. Some participant found some
gestures were more complex and need more focus to draw which can be chal-
lenging to draw in a real time scenario, where they need to also remember the
gesture shape. In particular, our participants found letter shaped gestures with
curves and corners more complex to draw than the remainder gestures shapes.
Jogging at 8 km/h was physically difficult for some participants and they had to
take breaks in between.

4 Discussion and Future Work

Our key finding is that the faster the moving speed, the longer, larger, and faster
stroke gestures are produced. Inversely, when holding the phone in a bag, the
produced gestures are slower, shorter, and smaller than when holding the phone
freely. We also found no significant interaction (p > .05), suggesting that these
findings are consistent across respectively, different phone locations and moving
speeds. Consequently, for walking and jogging, as well as for holding the phone
in a bag, recognizers that rely on geometric and kinematic gesture descriptors,
such as [21] (p. 335) should be used with precaution.

Importantly, it was interesting that our results showed that gesture produc-
tion time was not affected by moving speed nor by phone location. In particular,
moving faster or holding the phone freely led to faster gestures without requir-
ing less time to draw the gesture but instead longer gestures which caused the
gesture entering speed to increase. This result was expected due to findings from
motor control theory that proved a dependency between writing speed and path
length [24]. This finding advocates that long gestures as convenient shortcuts
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for different users moving speeds as people compensate the extra gesture length
with increased gesture speed.

When it comes to the orientation of the smartphone a similar trend was
observed. Generally, the higher moving speed participant had the more devia-
tion in the angles alpha and beta were observed. These findings can be explained
by the fact that the more the user body moves, the more the phone will move.
Consequently, designers should take into account this additional phone move-
ment when considering motion gestures in their design for walking contexts [17].

However an opposite effect (i.e., less phone movements) was observed when
the phone is hold in a bag compared to holding the phone freely in particular for
alpha deviation as well as when standing or walking for gamma deviation. These
findings can be explained by the fact that when the phone is in a shoulder bag,
there is less space to manipulate the phone which implies a phone more stable.

Our findings also indicate that gestures shapes (e.g., letters) with complex
geometries (i.e., with a mixture of curves and lines) were more complex to draw.
Thus, we recommend designers to avoid using such gesture shapes for moving
contexts. And if needed they should be designed so that they are easy to artic-
ulate such that learning and memorization are facilitated.

Like any study, our study presents limitations. For example, in our study par-
ticipants were younger than the population average, were right-handed, and all
are men. Undoubtedly, elder people, children, left-handed or woman participants
would behave differently. Participants were instructed to use a single-handed grip
to generate the gestures on the touchscreen device. Additionally, as other phone
locations exist with other dimensions like holding the phone in the pocket or
inside other types/sizes of bags, and as the features of the produced gesture
might change depending on the available space to hold the phone. These factors
limits the overall generalizability of our findings for others interaction involving
different hand grips [11] or body postures [12]. Also, only one phone was used
in the experiments. Other phone sizes or form factors may produce different
results or observations. These issues are worthy of investigation, but are beyond
the scope of the current work. Moreover, the number of participants in our study
was only 13 which is enough for a pilot study but more number of participants
can be recruited in future.

Future work will also consider more challenging scenarios where participants
are encumbered (e.g., holding objects such as shopping bags [18]) or had to
focus their attention on some other primary task that could be cognitively or/and
visually demanding (e.g., writing a text [5,13], performing a saturation attention
task [13] or driving [8]). Finally, future work will investigate the effect of adding
haptic feedback during eyes-free gesture production.
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Abstract. Smartphones are used in different contexts, including sce-
narios where visual and auditory modalities are limited (e.g., walking or
driving). In this context, we introduce a new interaction concept, called
Hap2Gest, that can give commands and retrieve information, both eyes-
free. First, it uses a gesture as input for command invocation, and then
output information is retrieved using haptic feedback perceived through
an output gesture drawn by the user. We conducted an elicitation study
with 12 participants to determine users’ preferences for the aforemen-
tioned gestures and the vibration patterns for 25 referents. Our findings
indicate that users tend to use the same gesture for input and output,
and there is a clear relationship between the type of gestures and vibra-
tion patterns users suggest and the type of output information. We show
that the gesture’s speed profile agreement rate is significantly higher than
the gesture’s shape agreement rate, and it can be used by the recognizer
when the gesture shape agreement rate is low. Finally, we present a com-
plete set of user-defined gestures and vibration patterns and address the
gesture recognition problem.

Keywords: Hap2Gest concept · Eyes-free interaction · Haptic ·
Gesture input · Gesture output · Elicitation study

1 Introduction

Smartphones have become a necessity for many people throughout the world and
offer a wide range of functions through their touchscreens. Touchscreen displays
are the primary input modality supported by smartphones. A typical way of
operating a smartphone is to first reach it and then operate it while looking at its
display. This can draw the user’s visual focus to the device, which is not desirable
if the visual attention is needed elsewhere. For instance, checking directions on
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Fig. 1. Hap2Gest concept and context: (left) eyes-free context of use example, (center)
command invocation by drawing the input gesture, and then (right) drawing the output
gesture and receiving the haptic feedback that corresponds to the output information
through this gesture.

a navigation app while driving should cause the minimum distraction and be
efficient to perform. Leaving users’ visual attention free to perform additional
tasks is one of the fundamental motivations for eyes-free interaction [5]. Several
eyes-free interaction techniques have been developed that use gestures (e.g., [23])
or voice (e.g., [9]) as input, along with various forms of output feedback (e.g.,
audio [12] and/or tactile output [28]).

Both gestures and haptic feedback have been used intensively in many stud-
ies. Gesture interaction can offer a control interface that eliminates the need for
reaching towards a device. Furthermore, haptic feedback can free up even more
visual attention for other tasks. For instance, haptic feedback seems effective
as a substitute for visual and audio feedback and tends to be quickly perceived
when the user is engaged in another primary task [6–8,10,11,26,29]. However,
technological means for creating tactile feedback remain very limited and not
as developed as display technology. Most smartphones on the market are only
equipped with a simple vibration motor to provide haptic feedback. Designing
an interaction concept that can be achieved by a simple vibration motor will
make that concept accessible to more people.

In this work, we introduce Hap2Gest, a novel interaction concept based on sur-
face gestures and vibration motors, that permits command invocation and infor-
mation recovery, both eyes-free. First, the user draws an eyes-free input gesture to
ask the system to invoke a command, then the user draws an eyes-free output ges-
ture through which the vibration patterns that constitute the output information
are felt by the user (Fig. 1). In the last fifteen years, in particular for input gesture,
an impressive body of work has been published on elicitation studies: the design
of intuitive gesture commands that are reflective of end-user behavior for control-
ling all kinds of interactive devices, applications, and systems. In this context, we
conducted an elicitation study to determine user preferences for input gestures,
output gestures, and the vibration patterns for interacting eyes-free with smart-
phones for the design of Hap2Gest. Unlike earlier elicitation studies, we studied



Hap2Gest: An Eyes-Free Interaction Concept 481

user-defined gestures when haptic feedback is available to provide feedback, using
a simple vibration motor, in the absence of visual cues.

To the best of our knowledge, this is the first study that investigates the
elicitation gestures for eyes-free interaction with a smartphone in the presence
of haptic feedback. The results of this study not only show which gestures users
prefer for eyes-free interaction with smartphones but also show how they pre-
fer to receive haptic feedback. We also report agreement rates in terms of ges-
ture’s shape, gesture’s speed profile, and vibration pattern. Our understanding
of agreement for user-defined gestures and user-defined vibration patterns allows
the creation of more natural sets of user gestures and user vibration patterns.
We finally discuss the implications of this research for the design of Hap2Gest,
in particular, and more generally for eyes-free interaction on smartphones in
twofold: (i) from the perspective of gesture design and recognition, and (ii) from
the perspective of haptic design. We hope our results will prove useful to design-
ers and practitioners interested on eyes-free gestures and haptic designs.

2 Related Work

Methodologies that involves users as part of the design process have gained pop-
ularity since the work of Wobbrock et al. [39]. They created a set of user-defined
gestures for touchscreens by showing participants the outcome of an action and
asking them to make a gesture that would produce that action. After collecting
the designs of all participants, experimenters quantified the degree of consensus
among gestures proposed by participants using an agreement score. The gestures
with the highest agreement rates were selected as the most appropriate for each
action. Since then, the elicitation methodology has been widely used to create ges-
tures for freehand TV control [18] and smart glasses [34], unmanned aerial vehi-
cles [24], handheld objects [30], deformable displays [32], and blind people [13].

Besides the user preference for input gestures, several studies have recently
adopted the elicitation methodology for user preferences for haptic outputs. Hap-
tics have commonly been used as feedback or notifications. Lawrence et al. [3]
studied the user preferences for mid-air haptic sensation to match gestures used
for interacting with an augmented reality menu environment. Kim et al. [15]
conducted an elicitation study on haptic patterns for social touch, generated
by a haptic display called SwarmHaptics. Wei et al. [38] conducted a similar
experiment for mediated social touch on touchscreens. In our work, users have
to define the gestures and vibration patterns in order to give a command to the
smartphone and then retrieve information, both eyes-free.

Researchers have proposed several new solutions in recent years to provide
haptic feedback to touchscreens [1,16,27,37,40]. Vibrotactile actuators are the
simplest and most common way to add haptic feedback to touchscreens. Zhao
et al. [40] created the illusion of a moving tactile stimulus on a tablet by attach-
ing several vibrators to the tablet. Variable friction displays are another way
to provide haptic feedback on a touchscreen [1,16,27,37]. The haptic feedback
on touchscreens can also be achieved by using intermediate parts. Roudault et
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al. [28] built two prototypes that could move the finger on the screen to repro-
duce a given gesture, like a letter or a symbol, without the need to look at it.
Our proposed concept makes use of the smartphone’s vibration motor instead.

Vibrotactile messages can be used to transfer non-visual information by dif-
ferent vibration patterns by changing the frequency, intensity, and duration of
vibration [4,6]. A recent review presents a comprehensive overview [14] of hands-
free devices for transmitting speech and language with the tactile modality dis-
tinguishing between tactual language units and tactual words by encoding speech
units and signal, phonemes, letters, and morse code. An inspiring work that
aimed to find out the achievable throughput of the skin, the bandwidth of vibro-
tactile communication, is that of Novich et. al [22] who showed that vibrotactile
patterns encoded in both the spatial and temporal dimension using a haptic vest
exceed performance of spatially encoded patterns. Zhao et. al [41] showed how
users were able to remember 20 haptic words under 30 min of training using 6
actuators on the forearm, while Tan et. al [31] succeeded in the acquisition of
500 words after 10 d of training.

On the application level, Marino et al. [17] developed WhatsHap, which
helped two participants to have a conversation by mapping speech to tactile
feedback on the arms. Wei et al. [38] applied mediated touch gestures in an
instant messaging application as haptic icons. In this work, we introduce a new
interaction concept called Hap2Gest that permits the users to have an eyes-free
dialog with their smartphone devices while engaged in another primary task.

3 Hap2Gest Interaction Concept

On modern mobile phones, gestures are commonly used as input. When it’s
combined with haptic feedback, it enables richer output (alongside the richness
of multi-touch input), i.e., a richer interactive experience (e.g., [28]). Gestures
and haptic feedback have been used in the context of eyes-free interaction. For
instance, when the user is performing a primary task (e.g., walking down the
street [7,10,21] or working [7,11]) and does not wish to be disturbed from an
attention point of view but in the mean time wishes to check for new mails, text
messages, or calls on the cellphone without looking at it.

In this context, we introduce Hap2Gest, a new eyes-free interaction concept
that uses gestures both as the input modality and as part of the output modality,
combined with haptic feedback. First, the user draws an eyes-free gesture on the
touchscreen of the smartphone to give a command to the phone (input). Then,
the user draws a second eyes-free gesture, the same or different from the first one,
and can feel one or multiple vibrations on different parts of the gesture (Fig. 1).
The vibration pattern they feel-the number and locations of vibrations-through
the output gesture are the vocabulary of this interaction concept for output. The
output modality uses a combination of tactile and kinesthetic senses. The vibra-
tion created by the vibration motor of a smartphone creates the tactile sense,
and the finger speed and position create the kinesthetic sense. Thus, Hap2Gest
would enable a less obtrusive way to retrieve information from user’ phone, i.e.,
without looking at the display or turning on his phone.
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Our interaction design is similar to Roudaut et al., [28] as we both use ges-
tures to give commands to the smartphone (input) and retrieve information with
gestures and haptic feedback (output), in an eyes-free configuration. However, in
their work, the output gesture is created by a force feedback system that moves
the finger. Consequently, the haptic feedback is used to guide the user to draw
the output gesture, while the output gesture constitutes the main output infor-
mation. For example, if the drawn output gesture is “8”, the user understand that
he received eight new messages. However, in our work, the output gesture is a pre-
defined gesture drawn by the user, and the haptic feedback is created using the
vibration motor at some points throughout the output gesture. Thus, the vibration
patterns (their number and locations) constitute the main output information.

4 User Study

Fig. 2. The experiment setup. The participant manipulates the smartphone while their
hands are inside a box to maintain eyes-free interaction. The user interface of the
experiment was displayed on a monitor in front of participants.

We conducted an elicitation study to determine users’ preferences for the design
of Hap2Gest : (i) eyes-free input gestures for command invocation on a smart-
phone in the absence of visual cues, (ii) eyes-free output gestures for receiving
the output information, and (iii) vibration patterns to get eyes-free output infor-
mation through the output gesture.

The main premises underlying this research are that (i) a good gesture-set
needs to be easy to use and remember by the user, and (ii) vibration patterns
need to be easy to understand, remember, and recognize by the user. Conse-
quently, to support these main premises, we asked our participants to design
gestures that are easier to remember and to come up with vibration patterns
that take less time and effort to understand. In addition, in order to avoid
compromising the system in differentiating between the different commands, we
asked participants to try their best to avoid having exactly the same gestures
for different commands.
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Table 1. The five interaction scenarios and the different referents considered in each
scenario.

A. Scenario in presence of auditory feedback

R1. Accept call R2. Reject call

B. Scenario with a yes/no response

R3. Is it a call from my favorite contacts? R4. Do I have any missed calls?

R5. Is my phone silent? R6. Do I have new messages?

R7. Do I have new messages from a favorite
contact?

R8. Do I have new notifications?

R9. Do I have a notification from Instagram? R10. Do I have a notification from Facebook?

R11. Do I have a notification from Twitter? R12. Do I have a notification from WhatsApp?

R13. Accept the call and tell me if it’s from
a favorite contact.

R14. Reject the call and tell me if it’s from a
favorite contact

R15. Mute my phone with success feedback. R16. Unmute my phone with success feedback

C. Scenario with categorical responses

R17. Which application do I have a
notification from (Instagram or Facebook)?

R18. Which application do I have a notification
from (Instagram, Facebook, or Twitter)?

R19. Which application do I have a
notification from (Instagram, Facebook,
Twitter, or WhatsApp)?

R20. Which application do I have a notification
from (Instagram, Facebook, Twitter, WhatsApp,
or Telegram)?

R21. How is the weather today? (sunny,
cloudy, rainy, or snow)

R22. Which day of the week is it? (Monday,
Tuesday, Wednesday, Thursday, Friday, Saturday,
or Sunday)

R23. Which month is it? (January, February,
March, April, May, June, July, August,
September, October, November, or
December)

D. Scenario with numerical responses

R24. How many new notifications do I have? (0, 1, 2, 3, 4, or 5)

E. Scenario for time range

R25. At which time today do I have a meeting?

Similarly to previous gesture elicitation studies [20,25,39], we do not want
participants to focus on recognizer issues for the defined gesture set. Conse-
quently, we do not provide participants with recognition feedback during gesture
production. We also asked participants to ignore recognition issues by consid-
ering the smartphone to be able to understand and recognize any gesture they
might wish to perform. In addition, for vibration patterns, as we want to iden-
tify user preferences, we do not want participants to focus on tactile rendering
issues. Consequently, no haptic feedback was provided to our participants dur-
ing the task. We also encouraged participants to ignore haptic feedback issues
by considering the smartphone to be able to render any vibration pattern they
might wish to have.
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4.1 Participants

12 participants (three females, and nine males) volunteered to take part in our
experiment. Participants’ ages were between 20 and 32 years (mean = 22.9,
SD = 3.7). All participants were right-handed and had used smartphones for
several years and were familiar with the vibration motors of smartphones.

4.2 Scenarios and Referents

We wanted to create a list of common smartphone commands that users fre-
quently use when visual cues are not available. Moreover, we wanted to cover
different types of data that can be provided to users: binary data, categorical
data, numerical data, range, or assisted with auditory feedback. For this pur-
pose, we considered five interaction scenarios in which users frequently need to
execute such commands on the smartphone. Each scenario contains between one
and 14 referents. Overall, the experiment included 25 referents. The list of the
five interaction scenarios and associated referents are available in Table 1.

4.3 Procedure

First, participants watched a video, available as supplementary material, which
explained our proposed interaction concept and the instructions for the exper-
iment. The video served as priming [19] since it contained contexts of use and
examples so that participants would think more generally about the proposed
gestures. Written instructions were then handed out as printed forms, with 25
referents and possible responses for each referent. Participants were then asked
to draw the gesture and vibration patterns for each interaction scenario on the
paper forms. The participants were asked to pay attention to the following points
while giving their answers:

– The participants will draw the gesture with one finger. They are allowed to
hold the phone with the same hand or with the other hand.

– Try their best to avoid having the same gesture for different commands.
– Design gestures that are easier to remember.
– Come up with vibration patterns that take less time and effort to understand.

After finishing their designs on paper, participants moved to the next step in
the experiment. In this step, participants were asked to enter the solutions they
had just designed on paper to a smartphone in eyes-free configuration. For this
purpose, the participants held the smartphone in a box to avoid having any visual
cues. Five participants manipulated the phone with only one hand and the rest
manipulated the phone with the dominant hand and hold it with other hand.
Then, the papers on which they designed their solutions were given to them, and
they were asked to copy their solutions from paper to smartphone one by one.
An android application was developed to capture participants’ responses in an
eyes-free configuration. The screen of the smartphone was mirrored on a display
in front of participants to guide them during the experiment and maintain the
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eyes-free interaction with the smartphone itself, as shown in Fig. 2. At the top
of the screen, the interaction scenario and the answers were displayed one after
another. The participants had to first draw the gesture for giving command, and
then they had to specify vibration points one by one by drawing the gesture
from the beginning to the point they wished to get the vibration. No visual cue
was shown on the display about the touch point or gesture path, to ensure eyes-
free condition. At the bottom of the screen, there was a green sliding button,
which was used to approve the response by swiping right or return to previous
steps by swiping left. A paper strap was glued on top of this virtual button,
so participants could feel its position without seeing the phone. The average
duration of the experiment for each participant was 50 min.

4.4 Apparatus

For the second stage of the study, we used a Samsung Galaxy S6 smartphone
running Android 6.0.1. The phone’s dimensions were 5.65 “× 2.78”. Display res-
olution was 1440×2560 pixels. We developed our application using Java to record
the participants’ gestures and vibration patterns. Users’ hands were videotaped
using a Microsoft LifeCAM Studio webcam. One author observed each session
and took detailed notes.

5 Results

Our results include the agreemate rate measures, user-defined gestures set, and
the user-defined vibration patterns set.

5.1 Agreement Rate Measure

To evaluate the degree of consensus among our participants, we used AGATe
(AGreement Analysis Toolkit) software [35] for calculating an agreement rate for
each referent. An agreement rate, AR(r), quantifies the magnitude of agreement
among the gestures elicited from participants, where:

AR(r) =
|P |

|P | − 1

∑

Pi⊆P

(|Pi

Pt
|)2 − 1

|P | − 1
(1)

In Eq. 1, P is the set of all proposals for referent r, |P | is the size of the set, and
Pi is the subsets of identical proposals from P . The range for AR(r) is [0, 1].
In our study, we used the formula above to calculate two agreement rates: (1)
the gesture’s shape agreement rate and (2) the gesture’s speed profile agreement
rate.

The gesture’s shape agreement rate is the same as the agreement rate in
previous elicitation studies. In this study, participants propose two gestures for
each referent (an input gesture and an output gesture). We assumed two designs
were identical if they had identical input gestures and identical output gestures.
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Fig. 3. The gesture’s shape agreement rates and the gesture’s speed profile agreement
rates are shown for all scenarios.

After gathering all participants’ proposals, authors created a codebook [36] to
evaluate the similarity of proposals. We considered two gestures identical if they
were made from equal number of strokes and the deviation between stroke angles
were less than 45◦C, even if two gestures had differences between their absolute
position on the screen, their overall shape size, or strokes’ lengths. Consequently,
we calculate one gesture agreement rate for each design. However, in 96 percent of
the designs, participants proposed the same gesture for input and output. Chance
agreement [33,36] was not considered and corrected since the user elicitation
study was not conducted with a fixed set of nominal categories out of which
participants chose their proposals.

In order to calculate gestures speed agreement rate, we derived the speed
profile of gestures by taking the derivative of finger displacement with respect
to time. The speed profile of all participants for each referent is available in
supplementary materials. Then, we used the same formula above on the speed
profile. The codebook used for evaluating the similarity of speed profiles were
different than the one used for shape agreement rate. First, the peaks and lows
in the speed profile was detected. Then, the speed profile was translated to series
of peaks and lows, with the same order as they appear on time axis. Two speed
profiles were considered identical if they had same number of lows and peaks
in same order. To the best of our knowledge, we are the first gesture elicitation
study that measures the speed profile agreement rate. The gesture set proposed
by participants encouraged us to look at the agreement rate on the speed profile.
We observed that the gesture shape proposed by participants for some referents
had relatively low agreement, but the agreement rate among the speed profile of
the same referent was significantly higher. So, it’s more likely to find consensus
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by using gesture speed profile rather than gesture shape. Figure 3 shows the
gesture agreement rates and speed profile agreement rates for all 25 referents.

A paired-samples t-test was conducted to compare the gesture agreement rate
and speed profile agreement rate of the 25 referents. There was a significant dif-
ference between the gesture’s shape agreement rates (mean = .081, SD = .122)
and gesture’s speed profile agreement rates (mean = 0.252, SD = 0.153);
t(24) = 8.545, p < 0.00001. The gesture’s shape agreement rate is, in particular,
low. Thus, to better understand the cause of this low rate and, in particular, if
it depends on the scenario or not, we decided to calculate the gesture’s shape
agreement rate by scenario. We also calculate the speed agreement rate for each
scenario in order to determine if the gesture’s speed profile agreement rate com-
pensates for the gesture’s shape agreement rate in cases where the latter is low.

Finally, the vibration pattern agreement rate V AR is calculated for each
referent using the formula below:

V AR(r) =
|V |

|V | − 1

∑

Vi⊆P

(|Vi

Vt
|)2 − 1

|V | − 1
(2)

where P is the set of all proposal vibration patterns for referent r, |P | is the
size of the set, and Pi is the subsets of identical vibration patterns from P . The
range for V AR is [0, 1]. The criteria used to consider two vibration patterns
identical for each scenario is explained in the next section.

5.2 User-defined Eyes-Free Gestures and Vibration Patterns Sets

In the following, we present, for each scenario, the most used input gestures, out-
put gestures, and vibration patterns, along with the agreement rates for gesture’s
shapes, gesture’s speed profiles, and vibration patterns.

Interaction Scenarios in the Presence of Auditory Feedback. The most
common gesture suggested for accepting a call was a straight line drawn from left
to right by seven participants, and for rejecting a call, a straight line drawn from
right to left by six participants. The mean agreement rates for gesture shape and
gesture speed profile are 0.190 and 0.493, respectively.

For accepting or rejecting call scenarios where auditory feedback is available,
75 percent of participants preferred not to have any haptic feedback for either of
the referents. The rest of the participants all preferred to have a single vibration
at the end of the output gestures, which were identical to the input gestures,
for both referents. The vibration agreement rates for both accept and reject call
referents were 0.591.

Interaction Scenarios with Yes/no Response. In this scenario, for eight of
the referents the most agreed gestures were gestures with shape of a letter from
referent. For instance “N” shaped gesture for “Do I have new notifications?”
referent and “M” shaped gesture for “Do I have new messages?” referent. All
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Fig. 4. The most suggested gestures referents R1 to R16. The filled circle shows the
start point of the gesture. The arrow shows the ending point of the gesture.

participants suggested same gesture for input and output for every single refer-
ent. For this scenario, the mean agreement rate for gesture shape and gesture
speed profile were 0.094 and 0.277, respectively. Figure 4 shows the most sug-
gested gestures for yes/no feedback scenario referents.

The vibration patterns participants suggested can be categorized by three
parameters. First, the number of locations on gestures where vibration is present.
Figure 5a shows that the users suggested between zero and two vibration points
for these interaction scenarios. 96 percent of users preferred to have a vibra-
tion at a single point for yes response and only four percent preferred to have
vibrations at two points on a gesture for yes responses. For no response, most
participants, 63 percent, again preferred to have vibration at one point on the
gesture. However, contrary to the yes responses, 37 percent proposed not having
any vibration for the no response.

Second, the vibration patterns can be categorized based on the number of
vibrations proposed by participants. Figure 5b shows that participants suggested
between zero and two vibrations for this interaction scenario. Most participants,
77 percent for yes responses and 64 percent for no responses, suggested one
vibration on the gesture for the feedback. However, the rest of the participants
proposed no vibration for no response and two vibrations for a yes response.

Third, the vibration patterns can be grouped based on the position of the
vibrations. Figure 5c shows the distribution of vibrations on gestures by catego-
rizing them into three groups: at the beginning of the gesture, at the end of the
gesture, and in between. Our results show that most participants prefer to have
a vibration at the end of gesture for yes response. However, for no response, the
vibration is preferred both at the beginning and at the end of gesture.

Using the three criteria stated above for considering the vibration pat-
terns identical, we calculated the vibration agreement rate for all 14 referents.
Results indicate the mean vibration pattern agreement rate for “yes” answer
was (mean = 0.263, SD = 0.082) and the mean vibration pattern agreement for
“no” answer was (mean = 0.242, SD = 0.046), t(13) = 3.802, p = 0.001. Though
most participants used similar vibration patterns for different referents of this
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Fig. 5. The vibration patterns suggested by users for yes/no response scenarios. Figure
(a) shows on how many points participants prefer to have vibration for each response.
Figure (b) shows the number of vibrations they prefer to have for each response. Figure
(c) shows where on the gesture they preferred to have the vibrations for each response.

scenario, no participant applied the same vibration pattern to every single ref-
erent of this scenario. The most suggested haptic feedback was one vibration at
the beginning of the gesture for “no” response and one vibration at the end of
the gesture for “yes” response.

Interaction Scenario for Categorical Responses. This interaction scenario
includes seven referents. Four of these referents were analogues, R17 to R20, in
the sense that the question asked was the same but the number of possible
answers was different. In all these four referents, the question was “Which appli-
cation do I have notification from” and the possible response was one application
from two, three, four, or five applications. The most popular design was suggested
by three participants. They differentiated the referents by adding an extra stroke
to the end of the previous referent to increase the number of possible answers.
Though the gesture shape they used was different, the speed profiles of those
gestures were similar. For this set of designs, participants always assigned the
vibration to the corners of the gestures. Figure 6 shows the most popular design
for referents R17 to R20. Two participants used same gesture four all these ana-
logues referents and assigned different vibration points for each referent. They
always assigned the vibration to the same location for the same application in all
referents. Two participants used the first letters of the applications for gestures.
The next most common suggested gesture shape was drawing the letter from
each possible response as both the input and the output gesture and feeling the
vibration at the end of the corresponding letter, depending on the response. For
instance, when the possible answers was “Instagram” or “Facebook”, they drew
“IF” for this referent. When the possible answers was “Instagram”, or “Face-
book”, or “Twitter”, or “WhatsApp” they drew “IFTW”. Referents R21, R22,
and R23 were unrelated questions with four, seven, and 12 possible responses.
For referents R21 and R22 with four and seven possible responses, respectively,
70 percent of participants proposed gestures with clear corners and assigned
the vibrations to the corners of the gesture. However, for referent R23, with 12
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shows participants suggest no vibration for number zero feedback and one vibration
on the corners of the pentagon. (R25) The design suggested by half of the participants
for a time range. They suggested feeling a vibration at the beginning of the time range
(i.e. at 2 o’clock in the figure) and one at the end (i.e. at 5 o’clock in the figure) while
they were drawing a circle.

possible responses this percentage was 25 percent. Figure 7 shows the most sug-
gested referents for these three referents.

This interaction scenario included referents with two to twelve possible
responses. Our results show that the users prefer to have gestures with clear cor-
ners, such as zigzag patterns or geometric shapes such as rectangles, or hexagons,
and assign the vibration to the corners of these shapes. The gesture shape agree-
ment rate and gesture speed profile agreement rate were 0.015 and 0.147. The
vibration agreement rate for this scenario was 0.056 ± 0.061.

Interaction Scenario for Numerical Responses from 0 to 5. For numer-
ical responses, 75 percent of participants preferred gestures with clear corners,
similar to categorical responses. The most suggested gesture for this referent was
a pentagon, as shown in Fig. 7. However, some other designs were also suggested,
like having vibration at different places in a straight line (for the “1” response
vibration at the beginning of a straight line and for the “5” at the end of the
straight line) or varying the number of vibrations (one vibration for the response
“1” and five vibrations for the response “5”). In this case, the participant sug-
gested a gesture shaped like the letter “N” as input gesture, and no gesture as
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the output gesture. The gesture’s shape agreement rate was 0.000 and gesture’s
speed profile agreement rate was 0.091. The vibration agreement rate for this
scenario was 0.106.

Interaction Scenario for Time Range. For this scenario, we had one referent
that asks at what time range do I have a meeting today. For this referent, unlike
other referents, participants didn’t have access to possible responses when they
designed their gestures on the paper. We asked them to devise a solution that
covers all possible time spans. 50 percent of participants suggested a circular
shape gesture, which corresponds to a clock, and they proposed to have one
vibration at the beginning of the time range and one at the end. This design was
the most popular one (an illustration is shown in Fig. 7). The other participants
suggested a similar idea but for shapes other than circles such as triangles. The
gesture’s shape agreement rate and gesture’s speed profile agreement rate were
both 0.439. The vibration agreement rate for this scenario was 0.439.

6 Discussion and Future Work

In our study, the overall average agreement rate for the gesture’s shape was very
low (mean = 0.081, SD = 0.122). The five scenarios in this study can be listed in
descending order based on gesture shape agreement rate as follows: 1) scenario
for time range (mean = 0.227), 2) scenario in presence of the auditory feedback
(mean = 0.190), 3) scenario with yes/no responses (mean = 0.094), 4) sce-
nario with categorical responses (mean = 0.015), and 5) scenario for numerical
responses (mean = 0.000). The time range scenario has the highest agreement
rate, though based on our participants’ feedback, it was the most challenging
scenario to design. However, at the end, half of the participants suggested the
same design. Their design was based on a simple illustration of a clock’s hours on
a circle. The second scenario with the highest agreement rate was for accept and
reject call referents. The gestures suggested by users are very similar to gestures
used on many smartphones to accept and reject calls when visual cues are avail-
able. For the yes/no response scenario, though the gesture’s shape agreement
rate was low, the most popular design was to use a letter from the scenario.
Among the other scenarios, the categorical and numerical responses scenarios
had the lowest rate of agreement for gesture’s shape. This can be due to the
fact that they were difficult to illustrate with a simple, widely accepted gesture,
and the required haptic feedback was more complicated. However, for these two
scenarios, the mean agreement rate of gesture’s speed profile were higher, 0.147
and 0.091, respectively. This findings suggests that for such scenarios, the gesture
speed is more important to users than the gesture shape.

Based on our findings, in the following, we discuss the implications of our
results for the design of the Hap2Gest concept in terms of gesture design, gesture
recognition, and haptic design.
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6.1 Gesture Design and Recognition Implications

From our study, we recommend designers and researchers to use the same
gesture for input and output to increase learnability and memorability. It
also simplifies recognition. In our study, although we allowed participants to
use different gestures for input and output, our user-designed sets emerged with
96 percent of the same gesture for input and output. This can be due to the
fact that using the same gesture for input and output requires less memory
effort for participants. Though participants decided this without considering
the recognition problem, it is beneficial to the recognizer too. Since the two
gestures drawn by users for input and output are quite similar to each other,
the recognizer has a reference to compare the output gesture with. For instance,
if a user wants to draw a circle as the gesture, it is a very challenging task
to detect online where on the circle the touch point is, especially at the initial
stages. But when the input gesture is already recorded, the recognizer can easily
detect the position on the circle by comparing the incomplete output gesture
with the input gesture, if there is not a significant difference between the input
and output gestures.
Although we recommend the designers use the same gesture for input
and output in most cases, we don’t recommend it when the gesture is
too long. Drawing two long gestures can be slow and exhausting. To solve this
issue, we recommend excluding the output gesture and providing the information
with only vibrotactile messages at the end of the input gesture, or using a shorter
input gesture. For instance, for referent R22 and R23, where there were 7 and
12 possible responses, respectively, some participants used a short letter as the
input gesture (i.e., letter “Z” as input gesture and a longer zigzag as output
gesture for referent R22).

Our findings show there is a clear relation between the type of gestures
and vibration patterns users suggest and the type of output information. First,
stroke gestures with geometric patterns (like rectangle, zigzag, poly-
gon, etc.) should be preferred over alphabetic gestures for commands
that can provide the user with many output information, like in the
scenario with categorical responses. What is important in this case is that the
number of strokes that make up the output gesture is significant to the partic-
ipants: the more strokes the gesture contains, the more corners there
are, and the more output information the output gesture can provide
the user. However, when the size of output information is so large, drawing
so many strokes can be exhausting. To resolve this problem, some participants
suggested assigning multiple vibrations to a line or a curve, and not only on
corners. In this way, the gesture becomes shorter and easier to draw. The agree-
ment between the shapes of the geometries for such a referent, R23, was very
low, but the majority of participants spread the vibrations on straight lines.
However, the most popular design was spreading the 12 vibrations over a circle.
Though this was the most popular suggestion, it doesn’t show that it would
work. Further experiments are required to determine if participants can accu-
rately locate these 12 points on a circle while drawing gestures. If the circular
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gestures can’t have high accuracy, then the other design suggested by users
can be used instead. Some participants, for example, proposed spreading the 12
points across a geometry with four edges, with three vibration points on each
edge. The corners available in this geometry may result in higher accuracy for
locating the vibration points.

In contrast, alphabetic gestures are interesting to use when consid-
ering commands that provide the user with a binary response, like
those in the scenario with a yes or no response. In this case, the letter
that corresponds to the first letter of the name of the application is a good choice
for the input and output gestures. For example, to check if the user has received
a message, the letter “M” can be used. This finding is correlated with the work
of Roudaut et al. [28], where letters are used as output gesture accompanied
with haptic feedback to notify the user that he received a message. Successive
letter shapes can also be used, for example, in the case where the user wants to
have different notifications from different applications.
For challenging scenarios like the time range, we recommend using
gestures, which are simple illustrations of an object or act related
to the scenario. For example, our participants used a circle to illustrate a
clock’s hours. However, a commonly accepted illustration of every scenario is
not possible. For instance, there is no common visual representation of months
or weeks accepted by the public. Finally, for scenarios where gestures are
famously already used on smartphones, like to accept and reject calls,
we recommend using these familiar gesture shapes.

As Wobbrock et al. [39] we advocate gesture reuse to increase learnability and
memorability. Our user-designed set emerged with reusable gestures for analo-
gous operations. Interestingly, in order to exclude ambiguity between different
referents, in addition to relying on the target of the gesture as observed by Wob-
brock et al. [39], our participants rely on the location of the haptic feedback for
the output information. Two participants used the same gesture for all four ref-
erents, which were asking which application they have notifications from. They
just added new vibration locations to each additional application while keeping
the same gesture for the four referents. For the categorical and numeri-
cal response scenarios, the recognizer should be focused more on the
speed profile and not on the geometry of the gesture, as there is more
agreement between the speed profiles. For example, for a majority of categorical
referents, users draw a gesture with clear corners, such as a polygon or zigzag,
and assign the vibration to the corners of the gesture. Although the gestures
mean shape agreement rates for categorical and numerical scenarios were not
high (0.015 and 0.000, respectively), the gestures mean speed profile agreement
rates were significantly higher (0.147 and 0.091, respectively). This shows that
the gestures participants suggested were quite different, but the speed pattern
was much more similar. In this case, the speed profile of these gestures is formed
from consecutive bumps where, at the corners of the geometry, the correspond-
ing speed is close to zero, at the bottom of bumps in the speed profile, and that’s
where most users prefer to have the vibrations.
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6.2 Haptic Design Implications

Designers and Researchers should Privilege Positioning the Output
Vibration on the Corner of the Output Gesture. For example, in the first
scenario, accept and reject call, all the participants who decided to have haptic
feedback chose to have it at the end of the gesture. In the second scenario, yes/no
responses, 89 percent of participants assigned vibrations at the beginning, end,
or in between but on the corners. In the third scenario, categorical responses,
the preference of participants was for having gestures with clear corners and
assigning the vibration to the corners. However, it was a function of the number
of possible responses. The percentage of participants who decided to have shapes
with clear corners such as a zigzag pattern increased from 50 percent to 75
percent when the number of responses increased from 2 to 6. However, for the
number of responses greater than 6, this percentage was less, i.e., 33 percent
for 12 possible responses. For the numerical response scenario, there was also
a high tendency to assign vibration to corners, 75 percent. These results show
that participants find it easy to feel the vibration on corners and tend to focus
on the speed pattern of the finger rather than the geometry of the gesture.

The number of successively perceived vibrations could be used to provide
users with numerical output information. While this solution was not the most
suggested, it is still an interesting way to receive the output information. After
drawing the input gesture, the user will simply remain stationary and count
the number of perceived separate vibrations. This method was suggested by
one user for referents R22, R23, and R24. Referent R24’s output is intrinsically
a number. However, the outputs of referents R22 and R23 can have an order
and can be numerated by the users, i.e., one corresponds to the first month
of the year and 12 corresponds to the last month of the year. Consequently, it
is interesting to study in future work from both cognitive and precision points
of view, for numerical output information, if it is better to perceive different
vibrations through the gesture, each of which corresponds to a different number,
or to stay stationary after drawing the input gesture while perceiving many
successive vibrations (at the same location) such that their number corresponds
to the output information.
When Auditory Feedback is Available, Haptic Feedback can be
Excluded. For example, for accepting or rejecting call referents, most partici-
pants preferred not to have haptic feedback. However, as our study was made
without a primary task, this implication can depend on the context of the inter-
action. For example, in [2], authors found that, after training with visual and
auditory feedback, the use of haptic feedback permits users to reduce their atten-
tion to the touchscreen.

6.3 Limitations

Like any study, our study presents limitations. In this study, participants were
younger than the population average, were right-handed, and were all students at
the university. Undoubtedly, older people, children, or left-handed people would
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behave differently. Moreover, the number of participants we recruited can be
increased to draw more robust conclusions and derive a gesture set that is more
generalizable. These issues are worthy of investigation, but are beyond the scope
of the current work.

Unlike previous gesture elicitation studies on touchscreens, our study intro-
duced the haptic channel to the equation. However, participants designed their
solution without trying the haptic part. It’s possible some of the solutions par-
ticipants designed may not be accurate or achievable in practice. We tried to
minimize this problem by warning the participants in the instruction to try
their best to come up with simple vibration patterns that are easier to remem-
ber and understand. Moreover, the solutions suggested by participants may not
be necessarily the best solution in practice. In future, we plan to conduct psy-
chophysical experiments on the solutions suggested by participants to evaluate
them, in terms of accuracy, speed, and memory effort.

7 Conclusion

The nature of the haptic actuators used in smartphones makes the transmission
of high-dimensional data difficult as they are limited to patterns such as intensity,
duration, and frequency. In this work, we add one other dimension, kinesthetic
perception of the finger, to human interaction with smartphones through haptic
channel. We introduced Hap2Gest, a two-stage gesture-based, eyes-free interac-
tion concept that leverages tactile and kinesthetic senses to retrieve information
from a smartphone. We conducted the first elicitation study in the literature
where gestures on touchscreens are selected not only by the task but also by
considering the tactile channel for retrieving information. The results show that
in more than 96 percent of the cases, participants prefer to have the same gesture
for input and output, which is good news for designers as it makes recognition
easier and online recognition possible. Our findings also show that there is a
clear relationship between the type of gestures and vibration patterns suggested
by users and the type of output information. Moreover, we showed that the
gesture’s speed profile agreement rate is significantly higher than the gesture’s
shape agreement rate, and it can be used by the recognizer when the gesture
shape agreement rate is low. Finally, we highlight the implications of our work
on the paradigm of gesture interaction design, gesture recognition, and haptic
design. We hope that our results will prove useful to gesture and haptic inter-
face designers, assisting them toward improved gesture and haptic designs that
consider users’ behavior and preferences.
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Abstract. Approaches for improving the user experience when interact-
ing with touchless displays have been proposed, such as using activation
gestures and representing users as avatars in real-time. However, the nov-
elty of such approaches may hinder users’ natural interaction behavior
bringing challenges such as ease of use. In this paper, we investigate how
the presence of avatars and their configurations, the usage of activation
gestures, and the arrangement of interactive tiles in a touchless visual
interface impact users’ experience, usability and task performance. We
also compare users’ willingness to promote the interaction setup, per-
ceived task difficulty, and time consumed to perform four different tasks
in each configuration. We found that using a squared arrangement of
elements, adopting activation gestures to trigger actions, and showing
a moving avatar, resulted in the highest perceived usability and user
experience, also reducing errors, task completion time, and perceived
task difficulty. Our findings support the design of interactive displays to
ensure high usability and user experience.

Keywords: Touchless Gestural Interfaces · Public Displays · Interface
Evaluation

1 Introduction

Hands-free interaction with displays is becoming more and more pervasive. Inter-
active displays are being deployed at various public places such as airports, train
stations, and alike [9]. While they are being adopted at a fast speed, novel inter-
action styles have also been proposed such as using avatars to represent the user
and facilitate interaction [13] (Fig. 1). However, these novel methods bring along
user experience and usability challenges.

Avatars and activation gestures have been studied in many contexts in terms
of perceived cognitive load [13] or their effectiveness in communicating touchless
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Fig. 1. Interactive displays are now commonly used in various contexts such as airports,
train stations, and much more. The figure shows an example of interacting with a
display in the presence of an avatar.

interactivity [29]. Prior work focused on exploring perceived cognitive load with
the presence and absence of avatars and activation gestures [13]. It was found
that the use of avatars may reduce perceived cognitive load by increasing perfor-
mance and reducing user efforts. However, usability and user experience are yet
to be explored with respect to the presence of activation gestures and avatars.
Exploring user experience and usability is crucial because, without prime usabil-
ity and user experience, users are more likely to make errors and not utilize the
system to its full features. Usability and user experience are the two important
factors for determining user acceptance and appreciation of a system.

In this paper, we explore how user experience and usability are impacted
by the presence, use, and behavior of the avatar, by the presence of activation
gestures, and by the layout of the visual interface (i.e. squared and middle of
the screen arrangement of icons). We report comparative results from a within-
subject study with 19 participants.

Our results show that usability was perceived as highest in a squared layout
with a moving avatar and activation gestures. User experience was optimum
when using a squared layout with a fixed avatar and a required activation gesture
and in a squared layout with an activation gesture but without an avatar.

Contribution Statement: In the context of touchless gesture interaction with
displays, this study investigates the impact of the avatar presence, the usage of
activation gestures, and the visual interface layout on usability and user experi-
ence.
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2 Related Work

In this section, we present previous work around interactive displays, interaction
media and paradigms, and evaluation of user experience and usability.

2.1 Interactive and Public Displays

Many of today’s public displays are interactive. Examples include ticket vending
machines, ATMs, and info stands in malls and airports. While the predominant
interaction modality used on these devices is touch, more displays today support
touchless interaction. Touchless interaction can come in several forms. Some dis-
plays are gaze-enabled [20], allowing users to interact using their eye movements.
Several works proposed leveraging personal mobile devices to interact with dis-
plays [31]. Closer to our work, displays can also support interaction using mid-air
gestures [11,36]. Researchers have also proposed techniques that combine gaze
and mid-air gestures. For example, in their implementation of Pocket Trans-
fers [23] Mäkelä et al. deployed a display where users can transfer content from
the display to their phones by gazing at items on the screen and using mid-air
gestures to indicate which items they wish to transfer.

Our work focuses on interaction using mid-air gestures. This interaction
modality is more common for large displays and has been argued to be par-
ticularly useful for public displays as they allow hygienic interactions that do
not require touching the display. Its playful nature also contributes to extending
interaction durations [2]. There are also downsides to interaction using gestures.
For example, they often require the use of user representations to communicate
interactivity [2,18]. Also to distinguish natural body movements from interac-
tions, the system needs to either teach its users very specific gestures [1,35] or
require the use of activation gestures to trigger the interaction [26]. The pre-
sented study investigates the impact of multiple configurations on usability and
user experience, including configurations that involve an avatar to represent users
and activation gestures.

2.2 Evaluating and Supporting Interaction

Bystanders often miss or ignore interactive public displays thinking they are
advertisements [9]. This can also be due to passersby being overwhelmed by
the amount of information on the screen or when the interactive features are not
noticeable or unintuitive. This results in a phenomenon referred to as interaction
blindness [4,29]. Apart from this, even after users have noticed that the system
is interactive, they still encounter difficulty in understanding how to interact
with it. This problem, known as affordance blindness, is due to the novel and
uncommon media that is often used to interact. This is particularly true for
public displays for which common mouse/keyboard or even touch-screens are
not often feasible due to being deployed in public places. Therefore, these unique
circumstances necessitate innovative interaction paradigms that cater to distinct
user behaviors and require specialized study methods. In this section, we will
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describe said evaluation methods and users’ behaviors in the context of public
displays.

Evaluation Methods for Public Displays. Observational studies, surveys,
and experiments all have their place in evaluating user experience and systems
usability in general. Still, their effectiveness can be significantly enhanced when
combined into a mixed-method approach. The complexity and variety of inter-
actions with public displays necessitate this diverse approach to capture the full
range of user behaviors and experiences [4]. Observational studies are widely used
in the field of public display research. They involve researchers closely observing
and recording the behavior of individuals or groups interacting with the display.
For instance, a researcher might note the time a person interacts with a dis-
play or the number of errors during the interaction [6]. Sometimes observation
in the real world might be so difficult or expensive that it requires the use of
models or simulations [24]. Surveys, either self-administered or interviewer-led,
are another common method for evaluating public displays. These may be used
to gather subjective information on user perceptions and experiences, such as
satisfaction, understanding, and intention to interact again. Müller et al. [30]
used a survey method in conjunction with video observation to assess whether
and why people pay attention to public displays. Of course one could use cus-
tom questionnaires. Still, to allow for comparisons and thus reliable evaluations,
there are some well-known questionnaires or surveys whose scores can be mea-
sured and then compared with established thresholds. Among them, particularly
in the context of public displays, researchers often use NASA Task Load Index
(NASA-TLX) [15], System Usability Scale (SUS) [7], User Experience Ques-
tionnaire (UEQ) [22], and Net Promoter Score (NPS) [37], which are widely
used tools for evaluating various aspects of human interaction with technology.
They each serve a specific purpose: NASA-TLX for perceived workload, SUS for
overall usability, UEQ for user experience, and NPS for customer satisfaction
and loyalty. These all contribute to evaluating usability and user experience in a
comprehensive, objective, and unbiased way. Experimental designs are employed
when researchers seek to establish causal relationships. This involves manipulat-
ing one or more variables (independent variables) and measuring their effect on
other variables (dependent variables). For example, an experiment could manip-
ulate the content of a public display to determine its impact on user engagement,
such as in [34].

Display and Interaction Blindness. A major contributor to interaction
blindness is display blindness [25]. If passersby cannot see or notice the dis-
play, they will not consider interacting with it. Dalton et al. [8] studied display
blindness in an eye-tracking study to find that passersby often look at displays.
However, the study could not conclude whether passersby actually notice the
displays, as people may gaze at a target without paying attention to it [19]. Dis-
play blindness was tackled by using a stimulus that attracts attention to the dis-
play [27] such as curiosity-provoking artifacts [16], or an animatronic hand [17].
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More commonly, avatars and silhouettes that mirror passersby’s behavior were
found to be effective in tackling display blindness [18].

Even if display blindness is overcome, passersby may never realize that the
display they noticed is interactive [29]. Many similar approaches were deployed
to address interaction blindness. For example, in Looking Glass [29], passersby’s
movements were mirrored on displays and combined with call-to-action labels
to explain to users how to interact. Once users start interacting with a display,
the honeypot effect results in attracting other passersby to the display [6,24].

Activation Gestures. Representing users using silhouettes and avatars helps
overcome display and interaction blindness. A byproduct of representing users
using silhouettes and avatars is that their arms and hands are visible on the
screen; this makes interaction using mid-air gestures easier to communicate and
to give feedback on. However, a drawback of touchless gestural interaction is
that it lacks an equivalent of a “mouse click”. As a result, the system needs a
mechanism by which users can indicate whether they are simply pointing, or
activating. One way to address this is by requiring users to move their hands
on top of the desired target and “dwell” on it i.e., keep the hand steady on the
target for a short period, typically in seconds [38]. An alternative approach is
to require an activation gesture. For example, Yoo et al. [38] compared point-
and-dwell to activation gestures such as push and grab-and-pull to find that the
former is more accurate while push was preferred for selection and grab-and-pull
was preferred for navigation. Gentile et al. [14] found that activation gestures
may discourage users from continuing to interact and also that they may require
a steep learning curve compared to point-and-dwell.

2.3 Research Gap

In summary, previous work on interactive displays shows that deploying avatars
that mirror user movements has a positive impact on display and interaction
blindness and that requiring activation gestures is sometimes necessary to avoid
unintentional selections. Our work studies the impact of the presence of an
avatar, its configuration, the layout of the screen, and the configuration of acti-
vation gestures on usability and user experience.

3 User Study

In this study, we aim to understand how usability and user experience are affected
by the layout of the visual interface and by the presence and behavior of an
avatar that is displayed in the middle of the screen. We also explore the use and
impact of activation gestures on the above-mentioned factors. To this end, we
used different metrics, including task difficulty, task completion time, number of
errors, and well-known questionnaires to evaluate perceived usability and user
experience as discussed in the previous Section.
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3.1 Apparatus

The system used for our study consisted of a 65” projected display placed at eye
level, showing the interface being tested. The projector was driven by a computer,
to which a Kinect for Xbox One was connected. The Kinect was placed below the
screen, and gathered information on users’ body gestures, using the Microsoft
Kinect SDK v2. The study was conducted in the lab at our institute.

Visual Interface Layout (L). We selected two interface layouts: (1) square
(SQ) and (2) middle (MID). In the square layout, the icons were arranged in a
square style along the edges of the interface (see Fig. 2B and 2D), whereas, in
the middle layout, the icons were arranged all over the interface, including the
middle part of it (see Fig. 2A and 2C). The interface layouts were chosen based
on previous work [13].

Activation Gesture (AG). In our interfaces, we used the “two hands icon” for
interactive tile selection purposes as shown in Fig. 2. The hand icons moved along
with the hands of the users. For the purposes of our study, we tried two different
solutions for interactive tile activation: (1) no activation gesture: in this case, the
users can trigger the interaction events just by driving the hand icons and keeping
them on top of the available tile-shaped components (i.e., point and dwell). (2)
With an activation gesture: in this case, the user must execute a gesture that,
if executed when a cursor (hand icon) overlays an interactive tile, triggers the
corresponding event. We used a “push-to-press” gesture, which emulates a mid-
air pushing action in accordance with Microsoft’s Human Interface Guidelines
(HIG) [26].

Avatar Design (AV). Avatars have been intensively studied for their use in
interactive displays [28,29,35]. An avatar is a user representation on the interface
that mimics the user’s movements. We adopted an avatar design from prior work
by Gentile et al. [13]. In our study, we experimented with three possible solutions
for the user’s avatar: (1) avatar present and fixed (FIX) in the middle of the
screen (see Fig. 2C and D); (2) avatar present and moves on the x-axis (MV),
mirroring the user’s body position in front of the display (see Fig. 2E); (3) avatar
absent (NO) (see Fig. 2A and B). In both MV and FX, the avatar was always
mimicking the user’s arm movements.

3.2 Study Design

Our study was designed as a repeated measures experiment with three indepen-
dent variables: IV1) visual interface layout (L), which had two conditions: a)
square (SQ) and b) middle (MID); IV2) Activation Gesture (AG), which had
two conditions: a) absent and b) present ; and finally IV3) Avatar design (AV),
which had three conditions: a) present and fixed in the middle of the screen
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(FIX), b) present and movable on the x-axis (MV), and c) absent (NO). Note
that in IV3a and IV3b, the avatar mimicked the user’s arm movements.

While the total number of conditions was 2 L × 2 AG × 3 AV = 12, we
discarded the two conditions that had an avatar present (one condition had the
moving avatar whereas one had the fixed avatar), a middle-positioned layout,
and did not feature an activation gesture. These two conditions were excluded
because a) they are subject to involuntary activations of tiles which are located
at the bottom of the interface, and b) they were reported to be disliked by users
in prior work [14]. The tested conditions in this study are summarized in Table 1.

The dependent variables of interest for our study, and the methods and met-
rics used to evaluate them, were:

– perceived usability, evaluated using the System Usability Scale (SUS) ques-
tionnaire [7], which provides a score ranging from 1 to 100;

– user experience, evaluated using the User Experience Questionnaire
(UEQ) [22] and the Net Promoter Score (NPS) [37];

– task difficulty, evaluated using the Single Ease Question (SEQ) [33] which
provides a 7-point rating scale to assess how difficult users find a task, where
1 = “very difficult” and 7 = “very easy”;

– task completion time, evaluated counting the time in seconds elapsed from
the moment each task was started by the participant until successful comple-
tion;

– error rates, evaluated counting the number of times users perform an error.
We counted an error whenever the user did any of the following:
• activated the wrong interactive tile;
• tried to activate a non-interactive tile;
• assessed that they have finished the task when they actually had to con-

tinue;
• asked for help;

– two-handed interactions, evaluated counting the number of times the user:
• switched from using one arm to another arm;
• used both arms simultaneously.

3.3 Procedure

We welcomed participants with an information sheet that provided details of the
study. The participants were then presented with a consent form. Upon receiving
the participants’ consent, they were presented with the display and were provided
with a training session of five minutes. This was to ensure adequate interaction
and familiarity with the display. During the training session, the experimenter
debriefed participants about the available features and interactive tiles. After
the training session, the participants were asked to perform the following tasks
by driving the Avatar’s hands (in cases where an avatar was present) or the
hand-shaped cursor (in cases where there was no avatar): (1) find specific news,
(2) access university information, (3) find the timetable for a specific class, and



508 V. Gentile et al.

Fig. 2. The investigated configurations of a Touchless Gestural Interface: avatar
absence (A, B) vs. presence (C, D, E); squared (B, D) vs. middle (A, C) tile layout;
fixed (C, D) vs. moving (E) avatar.

Table 1. The table shows the conditions investigated in this paper.

Condition ID L (Layout) AV (Activation Avatar) AG (Activation Gesture)

CN1 Square with moving avatar with activation gesture

CN2 with moving avatar without activation gesture

CN3 with fixed avatar with activation gesture

CN4 with fixed avatar without activation gesture

CN5 without avatar with activation gesture

CN6 without avatar without activation gesture

CN7 Middle with moving avatar with activation gesture

CN8 with fixed avatar with activation gesture

CN9 without avatar with activation gesture

CN10 without avatar without activation gesture
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(4) play a video. All the visual components that allow the above-mentioned tasks
were accessible from the main page of the interface.

Participants were instructed to perform the tasks as fast as they can and
as accurately as possible. We used a within-group setup i.e., all participants
experienced all the conditions. In each condition, participants were required
to perform all four tasks. The order of the conditions was counterbalanced to
reduce the biases and to level out any learning effects. After the completion
of each task, participants were presented with a questionnaire comprising the
System Usability Scale (SUS), the User Experience Questionnaire (UEQ), the
Net Promoter Score, and the Single Ease Question (SEQ). During the study, the
experimenter manually took notes of errors made, time consumed to perform
each task, and if participants used one or both hands for interaction. After the
completion of all tasks, participants were presented with an exit questionnaire
asking questions about the different conditions such as preference for the layout,
avatar preference, and use of activation gestures for selecting the interactive tiles.
The followed procedure is visualized in Fig. 3.

Our institute has no ethics board, therefore we followed the best practices
and ethics guidelines when conducting our study. The participants were briefed
before and after the study, were made aware they can withdraw anytime, had to
read an information sheet and sign a consent form before participating, and were
made aware that their data was stored securely to protect sensitive information.

Fig. 3. The figure shows the followed procedure in our study.

3.4 Participants

We recruited N = 19 participants (M = 7, Female = 12; self-identified) through
word of mouth and snowball sampling. This number of participants was found to
be appropriate in consideration of the number of participants in similar studies
such as [5,12,29]. Participants were on average 30.89 years old (SD = 12.90).
Sixteen participants were right-handed and three participants reported to be
equally good with left and right-handedness. None of the participants had issues
that could limit their movements. A few participants (N = 3) reported having
used a similar gesture-based interaction system before such as in training sessions
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for disabled children, on PlayStation, and in museums. Whereas, the majority
of the participants (N = 16) had no prior experience.

3.5 Data Analysis

We use participant IDs to refer to participants, such as P2 throughout the data
collection and reporting to ensure anonymity. Where necessary, we use partic-
ipants’ quotes to support the results of the study but they cannot be traced
back to the participants’ identities. We ran one-way repeated measures ANOVA
and used Bonferroni correction to correct for multiple comparisons in post-hoc
tests. The results of the standardized questionnaires (i.e., SUS, UEQ and NPS
and SEQ) were analyzed using the corresponding standard analysis for each.
Qualitative responses were analyzed using open coding to translate them into
meaningful snippets.

3.6 Limitations and Future Work

Although our study was carefully designed, like all studies it has some limita-
tions. We acknowledge the following limitations. This study was conducted in a
controlled lab environment. While in-the-lab studies impact ecological validity,
they also allow controlling numerous confounding variables such as distraction
caused by the presence of bystanders that may impact users’ task performance,
which is commonplace in public display interactions [12]. Second, this study was
conducted at our academic institute where there are many computer science stu-
dents who are knowledgeable about technology. However, the users’ experience
may vary as their knowledge and technology experience change.

Third, we acknowledge that the small number of left-handed participants
(N = 3) may have impacted the results. Further, the effect of habituation was
absent from the user study as the only way the habituation effect would have
been possible would have been during the training session where the repeated
aspect of the interaction from one setup to another was the task set. However,
the participants were only knowledgeable of what the tiles do but not how to
interact with them as this is the only information we provided about them in the
training session. Another way habituation could have happened can be due to
repeating the task. Even though the task was the same, the way it was carried
out by the participants was different in every condition. Thus, we expect there
is little to no effect of habituation. We counterbalanced the conditions to avoid
learning effect.

Lastly, the sample size chosen for this study is appropriate in line with guide-
lines for usability studies [3,10,32], however, we realise this sample size may
appear low from some perspectives therefore, we acknowledge and propose that
future studies with more diversity and large sample size should be conducted.

4 Results

The main goal of this study was to evaluate the impact of the avatar presence,
the usage of activation gestures, and of the visual interface layout on perceived
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usability and user experience, task difficulty, task completion time, and use of
two-handed interactions. To this end, we evaluated the dependent variables in
ten different conditions corresponding to the ten relevant combinations of the
independent variables, as described in the previous section. In this section, we
present the findings gathered from N = 19 participants, which are detailed in the
following subsections and summarized in Tables 2 and 3.

4.1 Usability

System Usability Scale (SUS). The System Usability Scale (SUS) [7] is a
standard metric for evaluating usability. We used it to check for usability for all
conditions. The perceived usability was the highest in CN1 i.e., square arrange-
ment with a moving avatar and an activation gesture, among all conditions and
CN8 i.e., middle arrangement with a fixed avatar and with an activation gesture,
received the lowest SUS score.

A Friedman test for the SUS scores revealed significant differences (χ2(9)
= 107.920, p < 0.0005). Pairwise comparisons revealed significant differences
between CN8 and CN7 (p = 0.005), CN8 and CN9 (p = 0.003), CN8 and CN10
(p = 0.002), CN8 and CN6 (p = 0.002), CN8 and CN4 (p < 0.0005), CN8 and
CN3 (p < 0.0005), CN8 and CN5 (p < 0.0005), CN8 and CN1 (p = 0.0005),
CN2 and CN1 (p < 0.0005), CN7 and CN1 (p < 0.0005), CN9 and CN1 (p <
0.0005), CN10 and CN1 (p < 0.0005), CN6 and CN1 (p < 0.0005), CN4 and
CN1 (p = 0.001), CN3 and CN1 (p = 0.001), and CN5 and CN1 (p = 0.033).

Task Difficulty and Duration. After each condition, participants were asked
to rate their perceived difficulty of the interaction on a scale from 1 to 7 where 1
represented the least difficulty and 7 represented the highest difficulty. We then
checked for significant differences in task difficulty of each task in each condition.
A Friedman test was run (with a Bonferroni correction for multiple comparisons
where appropriate) to determine if there are significant differences between the
task difficulty in each condition. No significant differences were found for all
tasks’ perceived difficulty across all conditions. Next, we checked which task
took longer to perform in each condition. Significant differences were only found
for Task 3 (χ2(9) = 26.505, p = 0.002). Pairwise comparisons revealed significant
differences between CN10 and CN2 (p = 0.003) and CN10 and CN3 (p = 0.027).

4.2 User Experience and Willingness to Promote the Interface

The user experience was recorded using the short version of the User Experience
Questionnaire [22]. It assesses user experience on two aspects; pragmatic and
hedonic quality. Values between −0.8 and 0.8 represent a neutral evaluation
whereas values greater than 0.8 represent a positive evaluation and values less
than −0.8 represent a negative evaluation. The range of the scales is between −3
(“horribly bad”) and +3 (“extremely good”). Overall, CN3 and CN5 provided
the best user experience both with a score of 0.618.
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Next, we measured participants’ willingness to promote the interface sys-
tem through Net Promoter Score (NPS) [37]. NPS is a frequently used market
research metric that assesses how likely users are to promote a product or a ser-
vice. Participants rated their likelihood of promoting the interaction on a scale
of one to ten. We then calculated the NPS score using the dedicated score cal-
culation method [37]. CN5 received the highest NPS score (47.37) while CN10
received the lowest NPS score (−57.89). The results of UEQ, NPS, and SUS
scores for all conditions are summarized in Table 2, where: Layout L can be
square (SQ) or middle (MID); Avatar AV can be movable (MV), fixed (FIX), or
absent (NO); Activation Gesture AG can be present (Y) or absent (N).

Table 2. The Table shows User Experience Questionnaire (UEQ), Net Promoter Score
(NPS), and System Usability Score (SUS) for the conditions investigated in the study.

CONDITIONS RESULTS

UEQ NPS SUS

L AV AG Pragmatic Quality Hedonic Quality Overall

CN1 SQ MV Y 0.434 0.618 0.526 42.11 91.45

CN2 N 0.33 0.47 0.428 5.26 33.74

CN3 FIX Y 0.5 0.74 0.618 31.58 37.95

CN4 N 0.54 0.5 0.519 21.05 36.47

CN5 NO Y 0.51 0.72 0.618 47.37 38.32

CN6 N 0.49 0.55 0.52 5.26 36.84

CN7 MID MV Y 0.38 0.63 0.507 31.58 36.63

CN8 FIX 0.32 0.54 0.428 21.05 28.11

CN9 NO 0.43 0.68 0.559 31.58 37.42

CN10 N 0.41 0.5 0.454 −57.89 36.26

4.3 Overall Evaluation

To evaluate the layout design, use of avatars and activation gestures, we asked
participants to rate their experience of each on a scale of 1 to 10 where 1 rep-
resented the least rating and 10 represented the highest rating. We also asked
participants to provide reasoning for their choice. In this section, we report the
descriptive and statistical analysis of the ratings and results of the inductive cod-
ing of the qualitative insights. To analyse the qualitative data, one researcher
went through the data and assigned codes. Then, the second researcher revisited
the qualitative data and assigned codes. The two researchers then discussed the
disagreements and finalized the codes. This iterative refinement of the coding
process ensured the validity of the results. In the following results, we report the
frequency of codes appearing in the dataset to give the readers an impression of
how many times each category appeared.
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Layout (L): Square layout received a mean rating of 8.89 out of 10 (Min = 6,
Max = 10, SD = 1.37) for participants’ experience while the middle layout
received a mean rating of 7.89 out of 10 (Min = 1, Max = 10, SD = 2.30). Nine
participants preferred the square layout whereas ten participants preferred the
middle layout. An exact sign test was run to uncover significant differences
between the ratings of the two layouts but no significant differences were found
(p = 1.000).

The qualitative insights reveal that the square layout was preferred mainly
for two reasons; the arrangement of icons (6), ease of selection (2), and visual
appearance (1). The arrangement of icons gave freedom of movement to the par-
ticipants. Other reasons included the fact that information is easier to reach with
hands and the possibility to freely move hands without activating the central
icons. One participant mentioned “...comfortable arrangement of windows” (P1)
as the reason for preferring the square layout. Participants did not prefer the
middle layout because it offered less freedom of movement, and close placement
of the icons, and some participants even found it “..confusing..” (P16). On the
contrary, the middle layout was preferred mainly for four reasons; the arrange-
ment of icons (2), visual appearance (4), and ease of selection (5). Less empty
space, the centre positioning of the interface, and the orderly position of icons
were the reasons to opt for the middle layout.

Avatar (AV): Participants rated their experience of interaction without the
avatar present with a mean of 8.15 out of 10 (Min = 4, Max = 10, SD = 1.92)
and a mean of 8.36 out of 10 for interaction with the avatar present (Min = 5,
Max = 10, SD = 1.53). A Wilcoxon signed-rank test did not reveal significant dif-
ferences (z = 0.516, p = 606). Avatar was not preferred by participants (N = 9)
due to visual cumbersome (4), inconvenience (1) and because participants felt
that its presence was unnecessary (1) and it made the view complicated to deal
with (1). However, some participants (N = 10) preferred to have an avatar with
a predilection towards having the avatar mobile (N = 8) as compared to a fixed
position (N = 2). The mobile positioning of the avatar was liked by participants
because it bought convenience (5), better engagement (1), and design (1). Par-
ticipants were able to move around better and mirror themselves in the avatar.
The mobile state of the avatar made it easier reach to icons and facilitated move-
ment. It was also seen as letting the users be more involved in the interaction and
being able to understand the interaction through the avatar. The fixed position
of the avatar was favoured as participants felt that the accuracy of the hands
was better (1) and due to convenience (1).

Activation Gestures (AG): The experience with activation gestures (AG)
was rated a mean of 8.84 out of 10 (Min = 4, Max = 10, SD = 1.46). An exact
sign test revealed significant differences (p = 0.035). Participants were inclined
towards preferring activation gestures (N = 15). This was mainly because of
four reasons; controlled interaction (6), accuracy (3), ease of use (3), and fewer
chances of error (1). Participants voiced that activation gestures appeared as
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“..safer in use” (P1). Participants felt that they could safely move around the
screen without activating unneeded functions. On the contrary, some participants
(N = 4) also felt that the greater ease that is provided by activation gestures is
not really needed (1), could result in system failure because sometimes the sys-
tem did not recognize the activation gesture (1), and that the system is faster
(1) and simpler without AG (1).

One-Handed vs Two-Handed Interaction: All participants (N = 19)
reported having used and preferred both hands for interaction. Participants felt
that the use of both hands was convenient (6), and allowed free (6) and fast
movement (3). Participants also mentioned that use of both hands was a source
of comfort while interacting (3) and therefore was necessary (1). Participants also
voiced that using two hands while interacting made them pay more attention to
the task.

Lastly, we asked participants what they perceive are the advantages of using
one-handed interaction. The participants voiced that using one hand for inter-
action is easy (1) and gives greater freedom (1). It also leaves the other hand
to perform some other task (2) such as holding a jacket. Further, they also
mentioned that single-handed interaction could assist people with disabilities
(1). For two-handed interaction, participants mentioned that using two hands
appears more naturalistic (2) and focused (1). Use of two hands was perceived
as providing faster interaction (6), free movement (5), convenient (1), ease of
selection (1), and giving more opportunities to interact (1).

5 Discussion

Our study revealed how usability and user experience are influenced by mod-
ifications in the interface style i.e. one and two-dimensional and with avatar
and activation gestures. Based on our findings, we present the following general
observations and key takeaways.

5.1 General Observations

Prior work [13] evaluated whether and how the presence of an Avatar that replays
the user’s movements may decrease the perceived cognitive workload during
interactions. In this paper, we focus on the user experience and usability. From
the users’ perspective, usability and user experience are highest in the square
interface layout. On the other hand, middle-layout has the lowest usability. Con-
sidering the design perspective, the arrangement of icons on the layout should
be placed carefully as users look for “neatness” in design and “freedom of move-
ment”. The avatars can support the users’ communication with the touchless
display if they are in a mobile position. The activation gestures further facilitate
the selection process, assisting in making fewer mistakes and making the user
more involved.
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The use of two hands was highly favoured by participants as it makes the
interaction a lot easier than one-handed interaction. On the contrary, in a study
by Walter et al. [36], 80% of users only used their right hand to perform the
interaction while they were given the option of both hands. However, participants
in our study favoured using two hands. This was especially the case for complex
tasks such as using a map. One of the reasons our results differ from those of
Walter et al. [36] could be because people usually carry something such as a
bag or a jacket in public places and therefore prefer to use one hand for the
interaction. However, the use of two hands is perceived to make interaction
easier and quicker. Second, Walter et al. [36] state that a possible reason their
study participants preferred using one hand was that they were asked to register
a gesture, and thus the participants continued to use the same hand used for
registration believing this was the only way to interact. We expect the reason
we had a different result is that our participants were free to use one or both
hands. Considering the results of our study, it can be implied that simple tasks
requiring only a few interactions could be designed for one-handed interaction
as they give the freedom to the other hand to perform other tasks. This is also
beneficial from the perspective of designing accessible interaction as voiced by
the participants of our study.

On the other hand, some participants found that the use of two hands is
problematic when carrying other objects. This was also reported in prior work
on two-handed interaction using mid-air gestures with public displays [21]. This
suggests that interactive displays deployed in public spaces should provide users
with the option of interacting using one hand.

5.2 Key Takeaways

Based on the findings of our user study, we pen down the following key takeaways.

Usability is perceived as highest in a square layout with moving avatar
and activation gestures. Participants in our study were slightly inclined
towards the square layout as opposed to the middle layout. This was so because
the square layout allowed participants to move freely with an easier reach to
icons. The moving avatar helped the participants in mirroring themselves in the
interface making the interaction closer to real. It is likely that this supported
participants in reaching farther targets e.g., to activate a target on the left, the
user could not only extend their arm but also move to the left to reach the
target. The activation gestures assisted in giving a sense of confirmation of the
selection of icons to the participants which in turn was perceived as helping in
making fewer interaction errors.

User experience is optimum in a square layout with activation gestures
irrespective of whether the avatar was moving or fixed. The User Experi-
ence Questionnaire focuses on two aspects; pragmatic (i.e., efficiency, dependabil-
ity, and perspicuity) and hedonic quality (i.e., stimulation and novelty). Square
layout with activation gestures outperformed in both qualities, hedonic and prag-
matic. The state of the avatar did not impact the user experience as the user
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experience was found to be optimum with the moving and fixed state of the
avatar. On the contrary, activation gestures influenced the user experience. All
conditions with activation gestures received higher user experience questionnaire
scores as compared to conditions without activation gestures.

A square layout with activation gestures only appears most likely to
be promoted. Because activation gestures were perceived as helpful in making
selections, the conditions with activation gestures were found to be more pro-
moted by participants. Huge differences were found in the NPS score between the
presence and absence of activation gestures. This shows that the design elements
that assist in making and confirming selections are likely to be more promoted
and appreciated by users. Activation gestures are one such example. This is in
line with previous work that compared point-and-dwell to grab-and-pull, to find
that the former is more suitable for selections whereas the latter is more suitable
for navigation [38]. A possible explanation of this result in our study could also
be attributed to legacy bias; that is, users are more accustomed to separating
the tasks of pointing and activating, and may thus prefer activation gestures
compared to selection by dwelling at targets.

Use of two-handed interaction facilitates the touchless interaction with
the display. Interaction with displays is not just about a few selections but
sometimes it can also be as complex as navigating a map. In complex scenar-
ios, the use of two-handed interaction is favored by users. The use of two-handed
interaction not only makes the interaction easier but also facilitates it by increas-
ing the time required to perform the task. As mentioned earlier, it is important
to allow users to also use one hand especially if the display is deployed in a public
space, as users of public displays may have an occupied hand.

6 Conclusion

To make displays more interactive, numerous efforts have been made such as
introducing avatars to represent the user, finding new ways for triggering interac-
tive items, and identifying general rules for optimal visual layout arrangements.
While such innovations are impressive, they have a risk of impacting the user
experience and usability of the system. Without optimum user experience and
usability, users are less likely to use the system. For this reason, we investi-
gated two possible layouts, and the use of avatars and activation gestures, and
evaluated their impact on usability and user experience in visual interfaces for
interactive displays. We found that the square layout is preferred more than
the middle layout, showing higher usability and better user experience. We also
found that the presence of a moving avatar had a positive impact on the per-
ceived usability of the interface. As far as the usage of an activation gesture
is concerned, we found that using one has a positive impact on both perceived
usability, the user experience, and general appreciation. The results and findings
of our study are summed up as key takeaways which could be a quick and useful
reference list for the design of future interactive displays.



518 V. Gentile et al.

Acknowledgements. This work was partly supported by the EPSRC
(EP/V008870/1), and the PETRAS National Centre of Excellence for IoT Systems
Cybersecurity, which is also funded by the EPSRC (EP/S035362/1).

References

1. Ackad, C., Clayphan, A., Tomitsch, M., Kay, J.: An in-the-wild study of learning
mid-air gestures to browse hierarchical information at a large interactive public dis-
play. In: Proceedings of the 2015 ACM International Joint Conference on Pervasive
and Ubiquitous Computing, UbiComp 2015, pp. 1227–1238. Association for Com-
puting Machinery, New York (2015). https://doi.org/10.1145/2750858.2807532

2. Ackad, C., Tomitsch, M., Kay, J.: Skeletons and silhouettes: comparing user rep-
resentations at a gesture-based large display. In: Proceedings of the 2016 CHI
Conference on Human Factors in Computing Systems, CHI 2016, pp. 2343–2347.
Association for Computing Machinery, New York (2016). https://doi.org/10.1145/
2858036.2858427

3. Alroobaea, R., Mayhew, P.J.: How many participants are really enough for usability
studies? In: 2014 Science and Information Conference, pp. 48–56. IEEE (2014).
https://doi.org/10.1109/SAI.2014.6918171

4. Alt, F., Schneegaß, S., Schmidt, A., Müller, J., Memarovic, N.: How to evaluate
public displays. In: Proceedings of the 2012 International Symposium on Pervasive
Displays, PerDis 2012. Association for Computing Machinery, New York (2012).
https://doi.org/10.1145/2307798.2307815

5. Alt, F., Shirazi, A.S., Kubitza, T., Schmidt, A.: Interaction techniques for creating
and exchanging content with public displays. In: Proceedings of the SIGCHI Con-
ference on Human Factors in Computing Systems, pp. 1709–1718 (2013). https://
doi.org/10.1145/2470654.2466226

6. Brignull, H., Rogers, Y.: Enticing people to interact with large public displays in
public spaces. In: INTERACT 2003-9th IFIP TC13 International Conference on
Human-Computer Interaction, vol. 3, pp. 17–24 (2003)

7. Brooke, J., et al.: SUS-a quick and dirty usability scale. In: Usability Evaluation
in Industry, vol. 189, no. 194, pp. 4–7 (1996)

8. Dalton, N.S., Collins, E., Marshall, P.: Display blindness? Looking again at the
visibility of situated displays using eye-tracking. In: Proceedings of the 33rd Annual
ACM Conference on Human Factors in Computing Systems, CHI 2015, pp. 3889–
3898. Association for Computing Machinery, New York (2015). https://doi.org/10.
1145/2702123.2702150

9. Davies, N., Clinch, S., Alt, F.: Pervasive displays: understanding the future of
digital signage. Synth. Lect. Mob. Pervasive Comput. 8(1), 1–128 (2014). https://
doi.org/10.1007/978-3-031-02484-9

10. Francik, E.: Five, ten, or twenty-five - how many test participants? (2015). https://
www.humanfactors.com/newsletters/how many test participants.asp. Accessed 09
May 2023

11. Gentile, V., Khamis, M., Milazzo, F., Sorce, S., Malizia, A., Alt, F.: Predicting
mid-air gestural interaction with public displays based on audience behaviour. Int.
J. Hum.-Comput. Stud. 144, 102497 (2020). https://doi.org/10.1016/j.ijhcs.2020.
102497. http://www.sciencedirect.com/science/article/pii/S1071581920300999

12. Gentile, V., Khamis, M., Sorce, S., Alt, F.: They are looking at me! Understanding
how audience presence impacts on public display users. In: Proceedings of the 6th

https://doi.org/10.1145/2750858.2807532
https://doi.org/10.1145/2858036.2858427
https://doi.org/10.1145/2858036.2858427
https://doi.org/10.1109/SAI.2014.6918171
https://doi.org/10.1145/2307798.2307815
https://doi.org/10.1145/2470654.2466226
https://doi.org/10.1145/2470654.2466226
https://doi.org/10.1145/2702123.2702150
https://doi.org/10.1145/2702123.2702150
https://doi.org/10.1007/978-3-031-02484-9
https://doi.org/10.1007/978-3-031-02484-9
https://www.humanfactors.com/newsletters/how_many_test_participants.asp
https://www.humanfactors.com/newsletters/how_many_test_participants.asp
https://doi.org/10.1016/j.ijhcs.2020.102497
https://doi.org/10.1016/j.ijhcs.2020.102497
http://www.sciencedirect.com/science/article/pii/S1071581920300999


Evaluation of Touchless Gestural UIs for Interactive Displays 519

ACM International Symposium on Pervasive Displays, pp. 1–7 (2017). https://doi.
org/10.1145/3078810.3078822

13. Gentile, V., Sorce, S., Malizia, A., Milazzo, F., Gentile, A.: Investigating how user
avatar in touchless interfaces affects perceived cognitive load and two-handed inter-
actions. In: Proceedings of the 6th ACM International Symposium on Pervasive
Displays, pp. 1–7 (2017). https://doi.org/10.1145/3078810.3078831

14. Gentile, V., Sorce, S., Malizia, A., Pirrello, D., Gentile, A.: Touchless interfaces
for public displays: can we deliver interface designers from introducing artificial
push button gestures? In: Proceedings of the International Working Conference on
Advanced Visual Interfaces, pp. 40–43 (2016). https://doi.org/10.1145/2909132.
2909282

15. Hart, S.G.: Nasa-task load index (NASA-TLX); 20 years later. In: Proceed-
ings of the Human Factors and Ergonomics Society Annual Meeting, vol. 50,
pp. 904–908. Sage Publications, Los Angeles (2006). https://doi.org/10.1177/
154193120605000909

16. Houben, S., Weichel, C.: Overcoming interaction blindness through curiosity
objects. In: CHI 2013 Extended Abstracts on Human Factors in Computing Sys-
tems, CHI EA 2013, pp. 1539–1544. Association for Computing Machinery, New
York (2013). https://doi.org/10.1145/2468356.2468631

17. Ju, W., Sirkin, D.: Animate objects: how physical motion encourages public inter-
action. In: Ploug, T., Hasle, P., Oinas-Kukkonen, H. (eds.) PERSUASIVE 2010.
LNCS, vol. 6137, pp. 40–51. Springer, Heidelberg (2010). https://doi.org/10.1007/
978-3-642-13226-1 6

18. Khamis, M., Becker, C., Bulling, A., Alt, F.: Which one is me? Identifying oneself
on public displays. In: Proceedings of the 36th Annual ACM Conference on Human
Factors in Computing Systems, CHI 2018. ACM, New York (2018). https://doi.
org/10.1145/3152832.3157813

19. Khamis, M., Bulling, A., Alt, F.: Tackling challenges of interactive public displays
using gaze. In: Adjunct Proceedings of the 2015 ACM International Joint Confer-
ence on Pervasive and Ubiquitous Computing. ACM (2015). https://doi.org/10.
1145/2800835.2807951

20. Khamis, M., Klimczak, A., Reiss, M., Alt, F., Bulling, A.: Eyescout: active eye
tracking for position and movement independent gaze interaction with large public
displays. In: Proceedings of the 30th Annual ACM Symposium on User Interface
Software & Technology, UIST 2017. ACM, New York (2017). https://doi.org/10.
1145/3126594.3126630

21. Khamis, M., et al.: Cueauth: comparing touch, mid-air gestures, and gaze for cue-
based authentication on situated displays. Proc. ACM Interact. Mob. Wearable
Ubiquitous Technol. 2(4) (2018). https://doi.org/10.1145/3287052

22. Laugwitz, B., Held, T., Schrepp, M.: Construction and evaluation of a user experi-
ence questionnaire. In: Holzinger, A. (ed.) USAB 2008. LNCS, vol. 5298, pp. 63–76.
Springer, Heidelberg (2008). https://doi.org/10.1007/978-3-540-89350-9 6
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Abstract. This work aims to provide tactile feedback when touching
elements on everyday surfaces using their resonant frequencies. We used
a remote speaker to bring a thin wooden surface into vibration for pro-
viding haptic feedback when a small graphical fly glued on the board
was touched. Participants assigned the vibration to the fly instead of the
board it was glued on. We systematically explored when that assignment
illusion works best. The results indicate that additional sound, as well
as vibration, lasting as long as the touch, are essential factors for having
an assignment of the haptic feedback to the touched graphical object.
With this approach, we contribute to ubiquitous and calm computing by
showing that resonant frequency can provide vibrotactile feedback for
images on thin everyday surfaces using only a minimum of hardware.
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1 Introduction

Nowadays, touch is the dominant way to interact with computers. Haptic feed-
back, given during touch interaction, for example, when pressing a button,
increases users’ performance [5].

In the case of interacting with smartphones, tablets, or game controllers,
small embedded vibration motors provide users with haptic feedback. Design-
ing haptic feedback for augmented environments and everywhere displays [33]
in comparison is challenging. Following Weiser, who envisioned that future tech-
nology should be calm and interwoven into everyday materials [44], raises the
question of how future smart environments and objects, including required hap-
tic feedback, might look and feel.
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Research on haptic feedback explored a wide range of technologies, such
as vibrotactile actuators [3,18,23], peltier elements [14,32], and electrotactile
devices [50]. In addition, the interaction of the visual and the aural sense has
been explored [41,52] as well as how audio itself can influence haptic experi-
ences to create haptic sensations [42,43]. While everyday materials and surfaces
are promising candidates for future interaction [17], it remains unclear how to
provide haptic feedback when interacting with them.

We are inspired by a physical phenomenon called Eigen- or resonant fre-
quency, which can be used to bring, for example, wooden boards into vibration
using sound from an external speaker somewhere in the room [28]. Creating hap-
tic feedback for interactions with surfaces in our environment via audio has the
advantage of using existing objects, as surfaces can be found everywhere, and
speakers are present in most households. Another advantage of using resonant
frequency through a speaker is that the speaker does not have to be attached to
the surface to stimulate it. Instead, it can be placed anywhere in the environ-
ment. Therefore, one speaker could energize different surfaces and create haptic
feedback to various images presented at them. This makes the approach scalable
to create haptic feedback for several objects of different sizes presented on var-
ious surfaces with one sound source. It has to be kept in mind that the use of
speakers results in hearable sounds, which might disturb the illusion. However,
this effect could be eliminated with speakers able to play infrasound frequencies.

But how can we facilitate vibrating boards for interface design? Imagine a
keyboard drawn on a thin wooden board, and a camera or attached capaci-
tive sensors detect when and where the board is touched. If the touched board
vibrates using resonant frequency and a user assigns that vibration to the key
they press, we could use the board’s vibration as haptic feedback when inter-
acting with smart materials and surfaces without thinking about how to embed
space-consuming technology into them.

In this work, we introduce the idea of using resonant frequency for haptic
feedback when interacting with everyday surfaces. We further examine a proof-
of-concept evaluation and show that vibration can be associated with graphical
objects on a surface that vibrates when touched. Moreover, such vibration is
associated with the graphical objects and is not assigned to the entire surface.
As an example, in this work, the image of a fly is placed on a surface, leading to
the image being perceived as a fly while the fly undergoes an embodiment process
(in this work referred to as fly-embodiment). As a surface, a wooden board was
excited by its resonant frequency, which was examined in a technical evaluation.
Furthermore, we empirically explore the impact of additional auditive feedback
on the perceived fly-embodiment of the touched graphical object. Finally, we
look at the effects of feedback duration and timing on the fly-embodiment.

2 Related Work

This paper investigated whether sound can be used to activate haptic feedback
for user interfaces. Therefore, we have reviewed (1) work on vibrotactile feedback,
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(2) research on how audio can create haptic feedback, and (3) how resonant
frequency can be used for haptic feedback creation.

2.1 Vibrotactile Feedback

A commonly popular method to induce haptic sensations is using vibrotactile
feedback. This is known from devices using small vibrators to create haptic
sensations, like VR controllers, smartphones, or other touch displays, but also
for illusionary haptic feedback like phantom sensations (e.g., Funnel illusion [7],
Saltation [13], and Stimulus-Onset-Asynchrony (SOA) [6]).

Several works investigated if haptic feedback can be felt anywhere between
the hands out of the body [3,23,38]. Berger et al. took advantage of virtual envi-
ronments and used vibrations of VR controllers to create haptic sensations [3].
In their study, participants had to hold a virtual object in their hands, which
could be seen in the virtual scene as a wooden stick. Participants perceived an
illusory sense of touch in the space between their hands, induced by several
strength vibrations of the controllers. Kim et al. investigated phantom sensa-
tions between the participants’ hands using a mobile device [23]. They fixed
vibrotactile actuators in a row at the back of a mobile device. Depending on
active actuators, a resulting phantom sensation should be located. Participants
had to figure out the location of this resulting vibration on the mobile device
screen. They showed that the phantom sensations were perceived between the
hands in a 2D space at different locations depending on which actuators were
used. Seo et al. used a mockup of a mobile device made of acrylic resin and
fixed a vibrotactile actuator on each end [38]. By varying the frequency of each
actuator, a resulting haptic sensation should be felt on the mockup somewhere
between the hands. In a study, they elicited that participants perceived haptic
sensations at different locations depending on the frequency of each of the two
actuators.

Other researchers also investigated phantom sensations felt in the space
between hands but without additional devices, like smartphones, mockups, or
controllers. Instead, they fixed the vibrotactile actuators directly at the users’
fingertips [26,27,30]. Lee et al. fixed one vibrotactile actuator on the fingertips
of each index finger [27]. Participants had to judge the position of the phantom
sensation (with the help of an augmented ruler) between their fingertips. The
results showed that the phantom sensation was localized differently depending
on the frequency of each actuator. In a separate study, Lee et al. investigated
the same haptic sensation. This time the vibrotactile actuators were fixed at
the index finger and thumb of the same hand while participants performed a
pinch gesture [26]. In their experiment, they were able to elicit that a phantom
sensation is felt between the fingers, with no physical object connected to the
participants’ bodies, using different stimulation methods of the actuators.

Further, other works investigated haptic sensations felt on the own body
using vibrations [18,21]. Israr et al. investigated different patterns and amounts
of vibrotactile actuators placed on various parts of the body [18]. They aimed
to explore if different movement patterns can be felt on the skin. Their results
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showed participants felt varying movement sensations using a large grid of vibro-
tactile actuators. Kim et al. placed actuators on opposite sides of body zones, like
the back of the hand and palm or back and front of the upper body [21]. They
showed that haptic sensations could be felt if tactile stimulation was performed
through body parts. Further, they presented that the frequency of the actua-
tors is important, and duration and direction are less crucial. Bau et al. used
electrovibrations when people moved fingers across a touch surface [2]. In four
different experiments, they investigated the potential of these electrovibrations
to induce tactile feedback. They found electrovibration can be used for various
tactile sensations, like the perception of textures, or for different interactions,
like dragging or the alignment of an object.

Another research interest is investigating the movement of felt haptic sen-
sations from one hand to another induced by vibrotactile actuators [34,35,54].
Therefore, different devices for creating vibrational feedback were used. Pittera
et al. made a custom vibrotactile device for each hand and investigated how the
moving vibrations are perceived [35]. In their experiment, they varied the fre-
quency and duration of the stimulation. They showed that illusionary movement
was perceived while holding separate objects with non-contiguous parts of the
body. In another study, Pittera et al. used ultrasound speakers to stimulate the
palm of participants’ hands with vibrational feedback [34]. They showed that
illusionary movement is also perceived by using midair technology. Zhao et al.
used a tablet with fixed vibrotactile actuators on each end [54]. A moving sensa-
tion was created by activating the actuators with different asynchronous stimuli
over different durations. This sensation was supported through a moving graph-
ical illustration. They presented that the graphical representation enhances the
perceived haptic feedback.

While most related works used actuators and devices directly attached to the
users or placed in their hands, we used sound to create the vibration. Further,
the speaker is not directly attached to the user or the surface.

2.2 Haptic Feedback Using Audio

Our approach relies on the assignment of the haptic feedback using sound. Hence,
we looked at related work investigating haptic sensations with additional sound.

Cho et al. investigated the sound of a pencil writing on paper in combination
with vibrotactile feedback [9]. The sound, as well as the vibrotactile feedback, was
coupled with the writing speed and pressure. They elicited that users perceived
the haptic sensation of writing on a sheet of paper when writing with a pen
on a tablet screen. The effect was most intense for the combination of audio
and tactile feedback, compared to one modality alone. Etzi et al. created haptic
sensations of pleasantness and roughness of materials by using the sound of paper
and sandpaper combined with the visual sense by presenting images of different
surfaces. [12]. While participants explored the same surface within the study,
they perceived sounds and saw images of different materials. These sounds let
the participants feel different pleasantness and roughness of the same material.
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Won et al. examined how the perceived tactile intensity can be changed by
auditory feedback [51]. In a study, they were able to show that the presence
of audio influenced the perceived tactile intensity. Besides, the frequency of the
auditory feedback was not significant and did not have to coincide with the tac-
tile feedback. The perceived duration of haptic feedback was researched by Vil-
lanueva et al. by investigating interference of audio and touch [43]. Both auditory
and tactile stimuli were used as distractors to the other modality. They found
incongruent conditions influenced each other modality in terms of duration per-
ception by decreasing performance. Further, congruent auditory feedback did not
enhance tactile perception performance. Lai et al. elicited if audio feedback can
influence the perceived physicality when applying force with a finger on a rigid
surface [25]. Therefore, in an experiment, participants had to press on the same
rigid surface while perceiving various auditory feedback in each condition. The
auditory feedback was based on real-world material, object, or phenomenon. The
results indicated that audio, as an interaction channel, enriched the perceived
physicality when pressing a rigid surface.

When audio is used to create haptic sensations, it is usually done by using
material or other real-world sounds. In contrast, we used a special frequency to
stimulate a real-world surface and bring it into vibration, but we did not use
hearable sounds.

2.3 Haptic Feedback Using Resonant Frequency

As we use resonant frequency of an object to create haptic feedback, we also
looked at research on the resonant frequency to create haptic sensations.

Using resonant frequency to improve haptic sensations is a conventional
method to increase the perceived haptic feedback on a maximum value for lin-
ear resonant actuators or piezoelectric actuators [39,53]. Silva et al. investigated
different technologies to create haptic feedback [39]. They found the linear res-
onant actuator operating with a voice coil to drive the mass as energy efficient
and powerful when operating at resonant frequency. The actuator requires little
power to reach the resonant frequency, is small, and can provide powerful vibra-
tions and haptic sensations. Yeh et al. used piezoelectric actuators to create a
working abstraction of a haptic feedback system where users can feel the stiffness
of an object [53]. They investigated the setup number and stimulation possibil-
ities of the piezoelectric actuator. They showed that the piezoelectric actuator
yields better efficiency if it has a resonant frequency.

Further, research on the resonant frequency investigated the use of speakers
to create haptic sensations [46,47]. Wi et al. used resonant frequency to proto-
type a haptic feedback assistive device for visually-impaired drivers [46]. They
created a haptic device with pins of different diameters and lengths and resonant
frequencies ordered in a square layout. They were connected to the voice coil of a
speaker. The results showed slight differences in the pins’ structure were enough
to stimulate specific pins with a resonant frequency, which resulted in a high-
resolution haptic display. Withana et al. researched if audio can create haptic
sensations in the own body by using the resonant frequency [47]. They used a
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Fig. 1. Left: Wooden board with the graphical representation of a fly. Right: Rear of
the wooden board with copper tape at the same position as the fly and copper wire
connected to an Arduino, detecting resistance change when the fly is touched.

custom chair on which four acoustic actuators were placed under the seat. These
actuators played sounds with different frequencies. Participants had to judge
where inside the body they perceived haptic sensations. They found that they
can provide haptic sensations to multiple body parts via just one contact point.

Previous works that investigated resonant frequency used different actuators,
like piezoelectric or linear resonant actuators, and attached them to objects or
surfaces. Our approach differs from these by not attaching a speaker to a certain
object or surface but using a speaker placed anywhere in the room. Thus, we
can use one single speaker to add vibrotactile feedback for different surfaces or
objects remotely.

2.4 Summary

Due to space, weight, and other limitations, not every object can be equipped
with hardware, such as a vibrotactile motor. One alternative solution for this
might be using haptic illusions, which can, for example, be created through
a sound source. Existing works utilizing audio to create haptic illusions inves-
tigated the phantom sensations of a localization or a movement. While these
works investigated if the feedback can be perceived at another location than it
is produced, it remains unclear how to understand such haptic illusions or what
mental models they create. A first step towards understanding the interpreta-
tion of sound-induced haptic feedback could be if it will be assigned to the entire
vibrating surface or to a graphical representation placed on the surface.

3 Concept and Prototyping

Calm Computing: Aiming to contribute to calm computing, we explore if
sound can be used to create haptic feedback and, in particular, if such haptic
feedback could be assigned to a graphical object. The term calm computing was
introduced by Weiser [45]. Calm technology should stay out of the focus when
it is not needed but has to be there with all powers and opportunities when the
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user wants to interact with it. Hence, we turned a wooden board into a touch
interface that provides vibrotactile feedback while using minimal technology. We
merely used three components: (1) a wooden board, which is a common material
and used for furniture, doors, floors, and device cases, (2) a speaker, in our case,
an off-the-shelf Bluetooth box, while speakers can also be found in phones, TVs
or media systems, and (3) a copper tape, which can make surfaces touch-sensitive
when being part of an electrical circuit with a capacitance measuring unit. The
copper tape can even be attached to the rear of a wooden board and still allow
for touch detection. This retains the touch and feel of the wooden board, and
the technology will stay out of sight but is able to create haptic sensations; see
Fig. 1. Therefore, our work contributes to the basic idea of calm computing.

Resonant Frequency: The phenomenon we rely on to bring a surface into
vibration is described as resonance frequencies. Resonance frequencies are the
frequencies with which an object, in our case, a wooden board, vibrates when it
is stimulated, e.g., through a hammer hit or, for our planned interface, through
sound. The benefit of using a hammer instead of sound during the technical eval-
uation to identify the resonance frequency for our interface is that the hammer
excites a struck board with all possible resonance frequencies. We used a ham-
mer to determine the most practical of these frequencies and later recreated this
resonant frequency using sound. This resonant frequency, when played, stimu-
lates the entire board so that the vibration can be felt wherever the board is
touched. The resonance frequencies of a board depend on the size, thickness, and
material of the board. We tested four wooden boards, all made out of chip wood
of different thicknesses, 1 mm, 3 mm, 6 mm, and 10 mm, all having the same
size (26 cm × 53.5 cm). The four boards were struck ten times with an impulse
hammer (Dytran 5800SL) by hand in the center of the board. Each time, the
impulse response of the board was recorded at a different position close to the
board’s edges using a piezoelectric sensor. Then, the average of the ten recorded
signals was calculated to analyze the frequency-dependent mobility of the board,
see Fig. 2. Mobility refers to the relative velocity with which the board vibrates
after being hit with the hammer [36]. This is given in decibels relative to full
scale (dBFS), which can be a maximum of zero decibels [1].

Selection of the Board: Figure 2 shows the averaged frequency measures of the
thinnest board, which was selected later for our apparatus. The thinnest board
was selected as it is more likely to vibrate when excited with low-frequency sig-
nals, see Fig. 2, left. High mobility is of interest to us because it will create a
well-perceivable haptic sensation. With commercially available speakers as we
used in this study, this approach has the drawback of producing unwanted hear-
able sounds. An alternative would be the use of infrasound resonant frequency.
Since off-the-shelf speakers do not allow this, our goal was to reach a resonant
frequency as low as possible. Therefore, we used the thinnest wooden board; as
the resonance frequency increases with board thickness, more energy is needed
to excite it.
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Fig. 2. Mean mobility per frequency triggered through 10 hammer strikes on the
thinnest wooden board of 1mm thickness and 26 cm × 53.5 cm size. The left diagram
shows that mobility decreases with increasing frequency. An enlarged presentation of
the most promising lowest frequencies on the right shows that the main resonant fre-
quency at 35 Hz would be most suitable for our apparatus, as the board here vibrates
with the highest intensity. As the highest excursion of the measured resonant frequency
at 35 Hz can hardly be radiated by most of today’s commercially available speakers,
the next-higher resonant frequency at 96 Hz was chosen for our apparatus. Although
the peak value for the resonant frequency 130 Hz was higher than the peak value for
96 Hz, we chose the latter because it was the lowest resonant frequency with a high
excursion that the speaker could reproduce.

Latency: We connected an Arduino that detects touch and gives acoustic feed-
back in the form of playing the resonant frequency at that moment. As latency of
different feedback modalities informing about the same action affects user expe-
rience [19], we had to determine the exact latency of the system precisely. There-
fore, we measured the round trip latency of the analog-digital and digital-analog
conversion of the used computer, which was 91 ms. As this is a comparable high
delay, we added an external audio interface to the existing system and reached
a round trip latency of 33 ms. Combined with the minor latency of the Arduino
(2 ms), the overall latency was 35 ms. Even though this latency might be an
issue in certain musical and rhythmic tasks, it is suitable for most multimedia
applications [19,24]. Nevertheless, this is still a critical value that can only be
reached with dedicated hardware. As this can not be assumed in all real-world
scenarios, we decided to investigate the possible impact of a delay, too.

Noise-Cancelling Headphones: The speaker is placed underneath the wooden
board to play the resonance frequency. However, while it could be placed any-
where in the room, the closeness of the speaker to the board allowed for lower
sound volume. Despite this, some sound was still audible, possibly disturbing
the illusion. To isolate the stimuli during the empirical evaluation, participants
listened to white noise via noise-canceling headphones.
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4 Empirical Evaluation

A user study was conducted to explore if vibrotactile feedback could be assigned
to a passive graphical object displayed on a wooden board vibrating with a
resonant frequency. Further, the goal was to understand how such an illusion
would work best.

4.1 Experiment Design

It is commonly accepted that coherent and consistent multimodal feedback
increases realism [48]. Moreover, the latency of vibrotactile feedback influences
the haptic experience and perception of an object’s attributes [19].

Independent Variables: We chose feedback modality and feedback latency as
our independent variables. Our controlled experiment had a 2× 3× 2 within-
subjects design with the independent variables modalities ( touch only (T)
and touch plus audio (TA)), latency (direct (35 ms latency), smallLatency
(100 ms latency), and largeLatency (200 ms)), and duration (3 s (which was
also the touch duration) and 0.5 s). The three-second touch duration was chosen
in alignment with the work of Wolf et al. [50] and the 0.5 s touch duration was
chosen related to the work of Schönauer et al. [37].

Dependent Variables: Our dependent variables were simultaneity judg-
ment (as a test to measure if the feedback latency was perceived), fly-
embodiment (to measure to what extent the graphical image—using a fly
picture as an example—would be perceived as realistic fly), fly-embodiment
influencing parameters (to identify the reasons for an increased fly-
embodiment), and qualitative feedback (to possibly better understand our
quantitative and qualitative results).

4.2 Measurements

To measure the simultaneity judgment, we followed the design of Kaaresoja
et al. [19] and asked the following question for each condition: “Was the received
feedback simultaneously to the touch interaction?” Participants could answer Yes
or No.

For the fly-embodiment, a standardized embodiment questionnaire [31]
was taken as a reference to measure under what conditions the fly image might
be more or less perceived as a real fly. This questionnaire was chosen as it contains
questions related to multisensory feedback and some questions directly asked for
the assignment of feedback, both important for this work. As these questions
relate to different subscales within the questionnaire and the questionnaire itself
is designed to compute a final score [31], all questions were kept for our study.
Nevertheless, we slightly adjusted the questions to the physical context of this
study. To maintain the meaningfulness of the questionnaire, we replaced the
phrase my body with a real fly or my finger, and the phrase virtual body with
a graphical fly. To stay consistent with the initial embodiment questionnaire’s
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Fig. 3. This figure shows the study setup, once like the participants saw it during the
study with a covered speaker (left) and once, the setup without the covered speaker
(right).

rating, we had to negate the first question to be consistent for later analysis. The
altered questionnaire can be found in the appendix. All questions were answered
using a 7-item Likert scale.

Afterward, to investigate fly-embodiment influencing parameters, we
asked semi-structured questions about reasons for creating or breaking the fly-
embodiment illusion:

– What helped to create the illusion that it was a real fly?
– What broke the illusion that it was a real fly?

4.3 Apparatus

For our apparatus, we used a Razer Blade 15 Laptop and an external Behringer
UMC22 sound card. Via the audio software Waveform, we played the sounds
(resonant frequency of the wooden board and sound of a fly), created latencies
(between the sounds and for the start of playing the sounds), and generated the
white noise for masking the sound of the resonant frequency.

Through noise-canceling headphones (Sony WH-1000XM4), we covered fre-
quencies not masked by the white noise. Both methods, also in combination, are
commonly used to mask sounds and frequencies [16,20,22,29]. We used both to
make sure all external sounds were masked.

A latency of 35 ms was chosen as the value for the direct modality as it is
the internal latency of the hardware and the minimum latency possible with our
technical setup. With a value under 50 ms, it is still perceived as synchronous
for auditory feedback, and no latency should be recognized [19]. 100 ms was
chosen as the value for the smallLatency condition because it is not perceived as
synchronous regarding Kaaresoja et al. [19], but still in the cognitive range of the
human processor model [8]. 200 ms was chosen as the value for largeLatency as
we doubled the previous value of 100 ms to have a value that should be perceived
as latency regarding Kaaresoja and the human processor model [8,19].

The selected wooden board was sufficiently thin (1 mm) that even sound with
lower volume provided adequate vibration The board was placed on four small
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wooden cubes, damped with felt pieces on the bottom to ensure its vibrational
behavior remained unaffected. The board was placed on two cardboard boxes,
hiding the speaker underneath it; see Fig. 3.

On top of the board, a sticker with the appearance of a fly was placed at the
point where the participants had to touch the board to receive the haptic feed-
back. A graphical representation of a fly was chosen as an object where people
could anticipate a reaction the moment it is touched. When interacting with a
real fly (e.g., capturing or covering it), we expect to feel an object’s vibration
and hear a fly’s sound. While another graphical object that produces feedback by
touching it could alternatively be used, a representation of an object that creates
feedback before touching it would break that metaphor (i.e., a smartphone).

To detect when the fly is touched while at the same time having a “natural”
look of the everyday life surface and no additional hardware on the participants’
fingers, we used an Arduino UNO and the “CapacitiveSensor library”. The cop-
per tape as an electrical conductor was mounted on the rear of the wooden
board. When adjusting the size of the conductive area, the contact is recognized
when the fly is touched but not at other parts of the wooden board. This should
raise the illusion that the origin of the haptic feedback is at that exact point.

The speaker (JBL Charge 4) was directly placed under the wooden board
with a distance of 3 cm and could not be seen because, in front, it was covered
by black fabric. While the white noise and the sound of the fly were played
via the headphones, the speaker was used to excite the board with its resonant
frequency. The sound signal was not restricted to a pure sine wave to perceive a
strong vibration at low volumes. Instead, a sawtooth wave was used, which also
excited the plate with higher frequencies due to the upper partials. To match
the partials to the plate, they are weighted with the related mobility (shown
in Fig. 2) according to their frequency. To ensure that all participants’ time of
touch is the same over each condition, we had a second LED light behind the
wooden board that lighted up when the fly was touched, see Fig. 3. After three
seconds, the light went out, and the exploration time was over.

4.4 Participants, Task, and Procedure

We recruited 24 participants (9 female, 15 male) with an age range from 23 to 53
years and an average of 31,79 years (SD = 8,26). The experiment was conducted
as a lab study. First, the participants were welcomed and asked to agree to a con-
sent form. They were informed that participation in the study was voluntary and
that taking a break was possible. After filling in a demographic questionnaire,
participants started with the study. Our 12 conditions were counter-balanced
using a Latin square design [4]. In each condition, the participants wore noise-
canceling headphones and touched the graphical fly with their right index finger,
which let them perceive feedback according to the experimental conditions. This
procedure could be repeated as often as the participants wanted. No time lim-
itation was given. The participants were also allowed to explore other areas of
the wooden board where no feedback was provided. After each condition, par-
ticipants filled in the questionnaire on a dedicated computer and answered the
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semi-structured questions. Finally, we showed all participants the setup, how the
haptic feedback was created, and where it was present. Then we recorded the
general statements about the interface.

5 Results

We first analyzed our quantitative data to learn if latency, duration, or
sound affected the fly-embodiment (assignment of the haptic feedback). Fur-
ther, we analyzed if there were any interaction effects between our independent
variables. We then evaluated the qualitative data to gain a better understanding
of the quantitative results.

5.1 Quantitative Results

In our quantitative analyses, we used the aligned rank transformation (ART)
to perform an ANOVA with our non-parametric results [10,49]. The ART also
allows performing post-hoc analysis with pairwise comparisons.

Simultaneity. To explore if the latency between touching the graphical object
and the perceived haptic feedback is relevant for an assignment of feedback, we
began the questionnaire with a simultaneity judgment, see Sect. 4.2.

The results showed that in 245 out of 288 cases (85 percent), the haptic
feedback was perceived simultaneously to the point of touching the fly, indepen-
dent of the present latency. Looking at the different latencies individually, most
often, feedback was perceived simultaneously for a latency of 100 ms (87 out
of 96 cases) and least often for 200 ms (75 out of 96 cases). For 35 ms, it was
perceived as simultaneous in 83 out of 96 cases.

Assignment of Haptic Feedback. In line with the results of the simultaneity
judgment, we could not find any statistically significant results for latency,
performing an ANOVA on the fly-embodiment questionnaire scores [31]. On the
opposite, the ANOVA revealed statistically significant differences for the two
remaining variables, duration (F(1,253) = 63.2, p < .001) and sound (F(1,253) =
27.86, p < .001).

Post-hoc pairwise comparison revealed a better assignment of the feedback to
the graphical object if the perceived feedback is as long as the touch, compared
to a short impulse (p < .001) and a better fly-embodiment for additional sound
(related to the touched object) compared to no sound (p < .001), see Fig. 4.

Further, the results showed an interaction effect between duration × sound
(F(1,253) = 9.08, p = .003). Post-hoc pairwise comparison revealed a statistically
significant better assignment of the feedback for a long duration with additional
sound (3 s, sound) compared to an impulse without additional sound (0.5 s, none)
(p < .001), compared to an impulse with additional sound (0.5 s, sound) (p <
.001), and compared to a long duration without additional sound (3s, none)



Assignment of a Vibration to a Graphical Object 535

Mdn = 3.07

Mdn = 4.2

*

2

4

6

0.5s 3s

Duration

Em
bo

di
m

en
t

Mdn = 3.22

Mdn = 3.74

*

2

4

6

None Sound

Sound

Em
bo

di
m

en
t

Fig. 4. Box plots showing significant differences for the assignment of the haptic feed-
back to the graphical object based on the score of the fly-embodiment questionnaire.
Left: Box plot of the fly-embodiment score for duration. Right: Box plot of the
fly-embodiment score for sound.

(p < .001), see Fig. 5. Also, a significantly better assignment for a long duration
without additional sound (3s, none) compared to an impulse without additional
sound (0.5 s, none) (p = .001) could be measured, see Fig. 5.
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Fig. 5. The box plot shows the assignment of the feedback to the graphical object based
on the fly-embodiment questionnaire score. The figure presents significant differences
in the interaction effects of duration and sound.

5.2 Qualitative Results

The qualitative data were coded using Grounded Theory [40]. Axial and selec-
tive coding was applied by building categories according to the questions that
asked for positive or negative perceived aspects of a system [40]. Two researchers
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did the coding independently of each other and discussed their results afterward
to develop common codes. The goal was to gain possible explanations for the
quantitative findings through qualitative analysis. Also, we observed the par-
ticipants’ reactions after we revealed how the haptic feedback was created and
where it took place. The qualitative results are separated into Reactions to the
haptic feedback as well as into factors that supported an assignment and factors
which prevented an assignment, which was pre-structured by the semi-structured
interview questions, see Sect. 4.2.

Reactions to the Haptic Feedback. After the last condition for every partici-
pant, we revealed the setup and functionality of the prototype to the participants
and recorded their reactions. We aimed to get insights if the illusion worked as
intended and if the haptic feedback matched the functionality of the setup. Most
participants were surprised and mentioned that they had not expected such a
setup (18 out of 24 participants). Many of them stated that they did not expect
the whole wooden board to vibrate (13 out of 18 participants): (“I would have
never believed that the whole board is vibrating. It did not feel like a “real” fly,
but also definitely felt like the feedback just directly came from the fly”, P.16) In
addition, some participants mentioned that they were surprised that the feed-
back was created by a speaker (5 out of 18 participants): (“I never thought that
feedback is produced by a speaker. I believed there was an actuator connected
at the other side of the board producing the feedback, as the feedback was very
strong”, P.24)

Supporting an Assignment. As the participants were not forced to answer
the questions of the semi-structured interview, we have a total number of 216
answers for reasons that helped to create an illusion and a total of 122 answers
as reasons for a break of the illusion. Our results showed three factors supporting
the assignment of the haptic feedback to the graphical fly. First, the graphical
representation of the fly was named as increasing factor 23 out of 216 answers.
All participants mentioned that the realistic look of the sticker helped to think
they were touching a real fly, as exemplary in the following statements: (“The
image creates a perception that is in line with known experience and gives a
connection to a real fly”, P.10) and (“The realistic image of the fly”, P.15)

Further, the sound of the fly was named in 80 out of 216 answers as a support-
ing factor to create an illusion of touching a real fly. The participants mentioned
it was helpful that there was a sound of a fly at all, sounding like a flying fly
(66 out of 80 times). Also, some participants noticed that the sound has many
variations and seems to come from the fly spatially (14 out of 80 times): (“The
sound helps to perceive it like a representation of a fly”, P.2), (“Variations in
the sound of the fly”, P.23), (“The fly was moving as long as it touched the fly.
Thus I noticed the sound was coming from the image of the fly a little more”,
P.9), and (“The sounds created the illusion as if a fly had flown away from the
place I touched and, after a short time, sat down again somewhere”, P.10),
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At last, participants stated the felt vibration at their fingertips reminded
them of touching a fly and helped to create good illusional feedback in 113 out
of 216 answers. This stemmed from the fact that there just was a vibration (87
out of 113 times), that the vibrations, just like the sound, were felt as they
had variations (3 out of 113 times), and the feedback was common to known
experiences (19 out of 113 times). Further, the vibration slightly created a feeling
of touching a three-dimensional object (4 out of 113 times): (“The vibration
helped me to create the illusion”, P.3), (“The vibrations felt similar to that when
touching a fly. The frequency of vibrations was well chosen”, P.9), and (“The
vibration on the finger felt 3D. The light buzzing made it realistic”, P.14),

Preventing an Assignment. In line with the factors for creating the illusion
of touching a real fly, we also found three factors preventing the participants from
assigning the haptic feedback to the graphical object. One of the three factors
mentioned by the participants here (21 out of 122 answers) is sound, similar to
previously stated points. Besides participants noticing completely missing sound
as the breaking point of the illusion (12 out of 21 cases), they also mentioned
the short sound to be too monotone (9 out of 21 cases): (“There was no sound”,
P.7) and (“The sound was too short: It was too monotone”, P.11),

In addition, the participants were disappointed by the felt vibrations (men-
tioned before as a supporting factor) when it was just a short impulse (16 out
of 40 times) and complained about the unnatural feeling of the vibrations when
the feedback just had a short duration (24 out of 40 times): (“The intensity of
the vibration was very weak”, P.4) and (“The abrupt stop of the motion. A real
fly would continue to move since I touched it slightly and not too hard”, P.3).

As a final reason for breaking the illusion, the non-existing shape of the
graphical object was given in half of the answers (61 out of 122 answers). It
was answered that the haptic (three-dimensional shape) of the object is missing
(50 out of 61 times) and the feeling of touching a board is higher than touching
a fly (11 out of 61 times): (“The feeling of touching the board was higher than
touching the fly”, P.1) and (“The fly had no haptic or real body”, P.17).

5.3 Summary

In summary, our qualitative results reflect and substantiate the quantitative
findings. Our results show that haptic feedback created through an audio source
would be assigned to a graphical object when touching the latter. When doing
so, participants perceived the graphical object as the source of the felt feedback
and not the surface that was actually vibrating. We found sound and perceived
haptic feedback as important factors for having an assignment of the feedback to
the graphical object, as well as preventing such an assignment. A short impulse of
haptic feedback is perceived differently from a long duration in terms of intensity,
naturality, and expectations compared to real-life experience. Further, not only
the duration of the sound is important, but also if there is sound at all. The
assignment of feedback to a graphical object requires the appearance of suitable
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sound, or the assignment will not be made. In addition, the qualitative results
indicate a good visual representation to be important. The illusion of touching
a three-dimensional shape could increase the perceived haptic feedback and the
feeling of touching a real fly, as it further matches our expectations.

6 Discussion

We investigated which factors are important to assign haptic feedback created
on an everyday life object to a graphical object and if consequently the graphical
object is perceived as the source of the haptic feedback. Further, we looked at
the limitations of our design and the current technology and how these could be
solved by future research or improved hardware.

6.1 Assignment of Haptic Feedback

Overall, our findings indicate that the graphical object (in this case, the graphical
representation of the fly) was perceived as the source of the haptic feedback. This
was further supported by the participants’ reactions after revealing the setup and
telling them about the prototype’s functionality. This is in line with the answers
to question 13 of the questionnaire (“It seemed as if I felt the motion of a real
fly in the location where I touched the graphical fly”), where the overall median
is 5.0. The conditions, with additional sound and a feedback duration as long
as the touch, have a median of 6.0. This supports our concept that speakers
can provide haptic feedback for graphical objects on surfaces that vibrate in
resonance frequency through a sound played by the speakers. In the following,
we discuss in more detail factors that are important to create such an assignment
illusion, the mental modal that this illusion relies on, and limitations of the
current prototype that should be considered and addressed for future work.

Mental Model. As mentioned before, several factors (sound, duration of the
haptic and auditive feedback, look & feel of the embodied object) influence the
assignment of the haptic feedback to the graphical object. All these aspects have
in common that users can build the mental modal of a real fly being touched.
Through the multimodal feedback - the seen graphical fly, which they also feel
through resonant frequency, and hear through sound feedback when touching
the graphical object - users’ expectations when touching a real fly are fulfilled.
Hence, to a certain extent, they believe the illusion of touching a fly. Multisensory
perception and the human ability to integrate information from different senses
into one unified illusionary concept is possible if all senses coherently and consis-
tently fulfill humans’ expectations or the information of one sense is overwritten
with expected information that fits the information of another sense [11].

Important Factors. Several questions of the fly-embodiment questionnaire tar-
get the kind of assignment by asking for the source of the feedback, see Sect. 4.2.
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Therefore, fly-embodiment-increasing factors have been identified that influence
the assignment level of the perceived haptic feedback.

For assigning the haptic feedback to the graphical object, we identified dif-
ferent factors to be important. The duration of the vibration feedback has to
be perceived over the entire touch duration. The sound a user perceives when
touching the graphics must be played when and as long the graphical object is
touched. The look of the graphical object determines the mental model built by
the user and the expectation of any other feedback when touching the image. If
the image had a corresponding elevated shape, the fly-embodiment could become
stronger. The factors of sound and duration of the haptic feedback were also rel-
evant for the level of perceived haptic feedback, as shown in quantitative results.
The importance of a realistic look and felt shape was identified through the
answers of the semi-structured interview, see Sect. 5.2.

While previous work used resonant frequency to create haptic feedback
through speakers directly mounted on a specific object [46] or for haptic feedback
provided on different body parts [47], we used remote speakers to serve as haptic
feedback devices. In addition, we investigated if images could serve as a men-
tal model to create illusionary objects to which the feedback can be assigned.
Previous work used capacitive touch and investigated haptic sensations when
touching a flat surface [2]. While the work of Bau et al. used a touch screen and
investigated the perception of textures, this approach is about the assignment
of haptic feedback when touching a graphical object placed on an everyday life
surface, like a table. Thus, analog materials could be used as an interface and
provide realistic touch experiences useful in ubiquitous computing.

In summary, the discussed factors were identified to influence the level of
fly-embodiment, which represents the assignment of the feedback coming from
the graphical image (and neither from the speakers nor from the entire vibrating
board). Our results indicate that a higher level of the fly-embodiment will more
likely result in an assignment of the haptic feedback to the graphical object and
vice versa.

Limitations and Future Work. One limitation of our setup is that there
always will be a specific latency between the point of touch and the creation of the
haptic feedback. In our study, we measured the round trip latency of the AD and
DA conversion of the used computer, audio interface, and microcontroller. We
reached a latency of 35 ms, which should be recognized as no latency regarding
the human processor model and other related work [8,19]. With other hardware
and additional devices, the latency might be higher. Within our study, we used
latencies up to 200 ms, which still were perceived as synchronous. Therefore, the
effect can be recreated at home with simple hardware and devices which are not
computationally powerful computers.

Another limiting factor might be the creation and use of sound frequencies to
let the surface vibrate. While using a single audio source to create haptic feedback
on different real-life objects is an advantage, the frequency needed to achieve that
also brings disadvantages. A disadvantage is that the frequency to let real-life
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objects vibrate mostly is in a range that the users will hear, and the sound would
be annoying and might disturb the illusion. This disadvantage probably will not
be an issue in noisy environments, but when silence is appreciated. While we
could determine the heard frequency by using noise-canceling headphones and
white noise, as we did in the study setup, this might neither be practical nor
comfortable in later applications. Alternatively, future research could further
look into how to utilize infrasound frequencies for this use case.

The sound used as resonant frequency could be modified by filtering and
deleting certain frequencies that are not needed [15]. Depending on the targeted
surface, the resonant frequency might be very high. Thus, it should be investi-
gated in the future, until which point this solution will work.

Future research might investigate if the assignment of the feedback will also
work for multiple objects placed on the same physical object. This would be of
interest because the feedback induced through resonance frequency is coupled
to the surface and, therefore, the same for all objects that are placed on it, even
though these could differ in size and look. For this case, a ubiquitous solution
for a practical implementation has to be found. It would not be a ubiquitous
approach to have multiple sensors detecting capacitive touch beneath the surface.

For this work, a speaker activated a single surface. In the scenario of using a
single speaker to stimulate an arbitrary amount of surfaces in an environment, it
has to be researched how feasible and scalable such an approach is. This includes
evaluating which materials can be addressed, what frequencies can be supported,
or what distances can be reached.

7 Conclusion

This work aimed at exploring if and under what conditions touch feedback can
be assigned to a graphical object illustrated on an everyday surface using res-
onant frequency. A user study showed that haptic feedback induced through
resonant frequency is assigned to a passive graphical object if (1) the duration
of the feedback lasts as long as the touch and (2) additional auditive feedback is
provided. On the contrary, the feedback assignment (fly-embodiment) fails if (1)
the duration of the feedback is shorter than the touch on the graphical object
and (2) no additional sound is played when the graphical object is touched.

Qualitative results suggested additional factors that might influence an
assignment of feedback to the graphical object: (1) The realism of the graphical
representation of the object seems to support the assignment. Therefore, a real-
istic design of the graphical object is recommended, and (2) the fly-embodiment
of the graphical object could be enriched when touching an elevated shape.

It can be stated that it is important to fulfill users’ expectations about the
touched object in order to cause an assignment of feedback towards that object.
Overall, we showed that vibrotactile feedback for images applied on surfaces
can be provided due to resonant frequencies of the corresponding surfaces. This
was achieved for surfaces of rather thin thickness (1 mm) using only a minimum
of hardware. Thus, we not only contribute to the research domain of haptics
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and multimodal feedback but also to ubiquitous computing as our approach can
be considered to be interwoven into everyday material and, therefore, is what
Weiser called “calm”.
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A Appendix

The questions from the original embodiment questionnaire [31] were slightly
adjusted for our study as follows:

1. I did not believe it was a real fly.
2. It felt as if the graphical fly was slightly becoming real.
3. It felt as if the movements of the graphical fly were influencing my tactile

perception.
4. It felt as if the graphical fly was turning into a real fly.
5. At some point, it felt as if a real fly was starting to move simultaneously

with the graphical fly.
6. It felt as if there was one more fly in the room from when I came in.
7. It felt as if the fly had changed.
8. I felt a motion at my fingertip when I touched the fly.
9. It felt as if the fly’s body could be affected by my touch.

10. It felt as if the graphical fly was a real fly.
11. At some point, it felt that the graphical fly resembled a real fly in terms of

shape, color, and motion.
12. I felt that a real fly was located where I saw the graphical fly.
13. It seemed as if the felt motion came from the fly.
14. It seemed as if I felt the motion of a real fly in the location where I touched

the graphical fly.
15. It seemed as if the motions I felt were caused by the movement of the

graphical fly.
16. It seemed as if my finger was touching a real fly.
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Abstract. Computerised guidance systems can help alleviate tedious
everyday tasks such as identifying a desired object in a collection of sim-
ilar objects. Such guidance systems can prove useful as microinteractions
if they are made accessible as a consumer wearable that delivers tactile
feedback. We designed a wrist-wearable tactile guidance system called
GuidingBand that provides vibrational cues to help the user pick visual
targets out of an array. We conducted two studies to evaluate it. The
studies involve presenting visual targets to users on a screen and giving
them visual search tasks. In study 1, we identified the error rate of our
guidance system. We presented users (N = 20) with arrays of identical,
square targets to pick from, progressively reduced the target sizes and
evaluated error rates for each size. Notably, we observed a 4% error rate
at a target size of 10mm. In study 2, we compared the error rate of the
guidance system with and without the help of human visual perception
in a visual search task. We constructed a task that involved showing
users an array of rectangles varying only in length and asked them to
identify the correct target which was previously shown to them. Users
(N= 13) had fewer errors when they tried to identify targets with tactile
guidance alone, followed by guidance and perception combined and per-
ception alone. It was surprising that instead of improving the precision
of the users’ performance, their visual perception in fact deteriorated it.

Keywords: Vibrotactile · Spatial Guidance · Precise ·
Hand-tracking · Wearable · Human-Computer Interaction

1 Introduction

Locating a specific object in a set of visually similar objects can quickly become
time-consuming and tedious as the number of objects increases. Common sce-
narios include finding a book in a library, a medicine in a warehouse, a specific
connection on a large control panel or a screw of a particular thread size in a
hardware store. These tasks can require a person to find the target by carefully
inspecting each item in the set in order to differentiate them using their visual
perceptual abilities. For example, all editions of a magazine often look similar
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Fig. 1. Examples of scenarios that require careful visual inspection to differentiate
between objects - (a) Picking a magazine out of a set of magazines on a shelf, (b)
Picking the correct size of screwdriver bit, (c) Identifying a screw of particular thread
size and length among a collection of screws.

on the spine and might require pulling out of the shelf to identify the specific
edition the user is looking for. Similarly, small screws in hardware stores have
minute differences in size which might be imperceptible without comparison or
trial and error (Fig. 1).

With an increasing number of objects or with decreasing variation between
the objects, it can get harder to rely on the precision of visual perception [9].
The visual search may become a tedious task of serially analysing each object
in the set [18]. Such search and selection tasks can be alleviated by using the
help of computerised guidance systems that can locate the target and the user
(or the user’s hand or finger) in space and communicate the relative location of
the target to the user.

While there are many modes of communicating information to the user, tac-
tile modes have the unique ability to be private and non-disruptive of the user’s
visual engagement with the environment. They are suitable for dexterous tasks
if applied directly to the hand due to the natural stimulus-response behaviour
of humans. The equipment necessary to deliver tactile stimuli can also be quite
small, which makes it a viable choice for wearable devices such as smartwatches.

For any guidance system, there will be a limit to the tracking precision with
which the user’s finger can be guided till the target, beyond which the error rate
should increase. However, once they know an approximate location, humans can
use their perception to distinguish between potential discrete alternatives. With
the help of this, the users may be able to achieve lower error rates even for
targets smaller than the limit of the guidance system. Conversely, as previously
mentioned, relying solely on visual perception can be overwhelming at larger
set sizes. Our aim is to study this interplay of limiting cases of tactile guidance
(machine) and visual perception (human).

In this paper, we present a low-cost system to locate the user’s finger and
guide the user to the target in a unidimensional array of objects. To evaluate the
system, we conducted two studies. In study 1, we tried to evaluate the precision
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of our guidance system and identified error rates as a function of the width of the
target. In study 2, we compared the error rates of the users in locating targets
based on their perception alone, guidance alone, and a combination of perception
and guidance. Through this paper, we make the following contributions:

– We present a novel tactile hand guidance system which makes use of relatively
cheap hardware (especially as compared to literature)

– We present a study that estimates the error rate of this guidance system at
various target sizes

– We present a study that estimates the effect of using visual perception to aid
target selection on error rate while using the guidance system.

2 Background

Visual Perception: The limits of absolute judgement in visual perceptual
tasks have been studied for a long time. Eriksen and Hake [4] have found that
the capacity for visually judging the sizes of squares is 2.2 bits, or about 5
different sizes, under a wide range of experimental conditions. The well-known
George Miller [14] compiled the findings of diverse experiments that point to the
following conclusion - in unidimensionally varying stimuli, we have a capacity
for absolute judgement to be 7 items (±2) beyond which we cannot reliably
tell the stimuli apart. It is concluded that it is the multidimensional variation
in objects that lets us recognise and distinguish hundreds of objects. It has also
been verified by Luck & Vogel [11] in visual tasks. In fact, they found the set size
to be around 4 objects for orientation and colour. Therefore, visually inspecting
unidimensionally varying objects should start getting erroneous around a set size
of 7. Lehtinen et al. [9] have demonstrated that the performance of users using
a vibrotactile spatial guidance device in a visual search task remained almost
indifferent as the researchers increased the set size. However, they used an array
of identical distractors with a unique, visually distinct target, whereas we want
to study the performance in visual search tasks where each item is distinct and
slightly varying, since we believe that is more representative of real-life scenarios.

Guidance Systems: A guidance system may have at least three components –
it needs to locate the target, it needs to locate the user’s finger with respect to
the target, and it needs to communicate with the user to guide the user’s finger to
the target. Locating a target is beyond the scope of this paper. We assume that
the spatial location of the target is already known to the system (either previously
known, or detected through embedded sensors, or a user interface, for example).
In this paper, we focus on locating the user’s finger with respect to the target, and
on communicating with the user to guide his/her finger to the target.

A hand-guidance system is not an entirely new concept. Günther et al. [6]
developed a glove that provides vibrotactile stimulus to the hand to guide it in
3D space. Günther et al. evaluated the performance of the guidance system in
terms of time taken to acquire a target, but they did not investigate its spatial
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precision. Similarly, Lehtinen et al. [9] used tactile cueing to guide users to a
target in an array of distractors, but used time to evaluate the performance. We
could not find any prior work that quantifies the precision of tactile guidance in
terms of distance.

For the purpose of this paper, we define the precision of a guidance system
as “the smallest distance that a guidance system can distinctly resolve”. Corre-
spondingly, we define the error rate of a guidance system as “the percentage of
failed attempts compared to the total number of attempts of target selection”.

Locating the User’s Finger: In recent times, locating the user’s finger has
become very accessible even with low-cost devices. Meta Quest 2 [13], a bud-
get VR headset, includes full hand tracking that uses purely optical tracking.
Open source tools like OpenCV [15] use AI-based object recognition that can
be processed in real-time for optical tracking of any given object. Hand tracking
can be deployed using low-cost hardware such as an Android phone or a web-
cam using AI and machine learning through Google’s open-source MediaPipe [5]
machine learning pipeline. This enables tracking individual finger segments with
reasonably low noise and usable coordinates in the camera’s FOV.

Communicating with the User: There are various modes of communicating
the direction of the target and the distance from the user’s fingertip to the target:
audio, visual, tactile, etc. In this paper, we focus on tactile communication. A
common way to communicate tactile information is to use tactors to convey
information through vibrations. For example, vibrational cues have been used
to assist visually impaired persons in navigation [19]. Vibrations also have been
used to provide directional cues to improve performance in physical activities like
rowing [16], improving standing balance [2], gait rehabilitation [12], improving
touch sensation in stroke victims [3], and improving the bowing technique in
novice violinists [10]. More specifically, directional information cues have been
shown to reliably be conveyed through tactile stimulation to the wrist [7]. Wrist-
worn 2D vibrotactile guidance has been demonstrated to be useful in search and
rescue scenarios in human-robot collaboration [1] and for speeding up visual
search tasks [9].

To guide a user’s finger to a target, two parameters need to be communicated
to them - distance and direction. A variety of vibrotactile patterns can be used
to communicate information to the user, often referred to as metaphors. Two
such metaphors commonly used to communicate direction in current literature
are Pull and Push metaphors. On a given tactile display, the Pull metaphor
activates the tactor closest to the target and gives the sensation that the hand is
being ‘pulled’ toward it, whereas the Push metaphor activates the tactor farthest
from the target. Günther et al. [6] found that the Pull metaphor yields better
performance and fewer errors than the Push metaphor.

In order to encode distance, Günther et al. [6] used frequency modulation.
That means the frequency of tactile pulses increases as the target gets closer.
Lehtinen et al. [9] used amplitude modulation to communicate distance such that
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the amplitude of vibration decreases as the target gets closer. Lee & Starner [8]
state that humans are better at distinguishing pulsating vibration actuation than
continuous.

3 Design of GuidingBand

We designed a one-dimensional finger guidance system called “GuidingBand”.
In this section, we first describe the wrist-worn hardware used in GuidingBand
to provide tactile guidance feedback to the user. Next, we describe how Guiding-
Band tracks the user’s finger. Lastly, we describe the intended interaction that
the user has with GuidingBand.

Fig. 2. (a) The intended design of our tactile system (b) The GuidingBand prototype
with a Seeeduino Xiao microcontroller, two tactors and two rubber bands, worn on the
wrist indicating radial and ulnar sides (c) The prototype by itself

Tactile Guidance Hardware. Most smartwatches and smart bands avail-
able in the market today come with one tactor, which can only deliver 1 bit
of information at a time (either on or off). This one bit of information is quite
useful to attract the attention of the user and is enough for notifications and
alerts. However, even with amplitude or frequency modulation, it cannot convey
directional information without using complicated codes. Directional feedback
in a one-dimensional guidance system would need at least two bits of informa-
tion at a time (for example, left-on/left-off, right-on/right-off) in order to intu-
itively convey direction. We designed GuidingBand to resemble a smartwatch
(Fig. 2, (a)) with two tactors, one on either side of the wrist - the additional cost
of which is 30 INR (0.37 USD at the time of writing) per tactor - that can com-
municate two bits of information simultaneously. For the scope of this study,
we built the prototype to guide in only one dimension. In the future, we can
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develop the system further to guide in 2 or 3 dimensions. This can be achieved,
for example, by adding more tactors or an interaction that makes the user rotate
their wrist to switch the axis/plane of guidance.

Our prototype Fig. 2, (b) (c) consists of two wrist-mounted tactors - one
on the radial side (i.e. towards the body) and the other on the ulnar side (i.e.
away from the body) - and a Seeeduino Xiao microcontroller [21]. This micro-
controller was chosen because of its small size (21 mm × 18 mm), which allows
the prototype to have a smartwatch-like form factor. The tactors are flat 7 mm
ERM coin motors operating between 1.2 V and 3.3 V. The three components
are held together using two rubber bands that go around the wrist that allow
for exact placement of the tactors on the radial and ulnar sides. Although our
prototype was tethered to a laptop for communication and power, it can also be
made wireless by adding a small battery and using a microcontroller capable of
wireless communication like the ESP32-C3 variant of the Xiao [20] (which was
unavailable at the time).

Positioning System. Hand tracking was done using a single overhead Log-
itech C270 webcam with Google’s MediaPipe Hands tracking tool. The video
feed (Fig. 3) was processed at 640× 480 pixels at 30 fps while tracking the distal
segment (fingertip) of the index finger, giving a maximum of 640 discrete pos-
sible targets along the x-axis. In our studies (described below) we used a 24-in.
(61 cm) 1080p panel to display the targets. For example, in study 1, the targets
were identical squares along the x-axis without any gap (Fig. 5). At the time
of calibration, two dots were displayed on either side of the array. The software
drew two movable calibration points on the video feed from the camera that were
aligned with two dots on either side of the object array. The positioning system
then used a mathematical model to take ‘n’ as an input and set the target on
the nth square from the left.

Interaction. As mentioned earlier, Günther et al. [6] found that the Pull
metaphor yields better performance and fewer errors than the Push metaphor,
so we decided to incorporate the Pull metaphor to cue direction (which means
the left tactor is active if the target is to the left, and the right tactor is active
if the target is to the right). The use of two tactors allowed us to easily and
intuitively give directional feedback to the users.

There are several ways to provide distance feedback to users. As mentioned,
Lee & Starner [8] had found that humans are better at distinguishing pulsating
vibrations than continuous vibrations. However, that was in the context of recog-
nising discrete alerts with tactile displays. A hand guidance system such as ours
requires users to continuously reposition their fingers while getting vibrotactile
feedback from the tactors. In our early trials, we discovered that modulating
the frequency of pulses to communicate distance information is inherently slow
due to the delay between pulses. Hence to encode distance we decided to incor-
porate amplitude modulation. As shown in Fig. 4, in our design, the amplitude
of vibration increases as the distance to the target increases, and the amplitude
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Fig. 3. (Left) The video feed from our hand tracking system (Right) The complete
setup

decreases as the finger gets closer to the target (an ‘elastic’ pull metaphor). More
specifically, the amplitude is the highest (operating at 3.3 V) at the calibration
point farthest from the target and is the minimum (operating at 1.2 V) at the
target. When the finger is exactly on the target point, both the tactors beep
continuously (100 ms on and 100 ms off) to give ‘confirmatory clicks’ to the user.

Fig. 4. The Pull metaphor with amplitude modulation and confirmatory clicks. In
(1), when the finger is far from the target, the tactor in the direction of the target
vibrates with higher amplitude. As the finger comes nearer the target (2), the amplitude
decreases. When the finger is on the target (3), both tactors beep to give confirmatory
clicks.
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4 Evaluation

We conducted two studies to evaluate this tactile guidance system - one to
measure the error rate over varying target sizes and another to evaluate its error
rate compared to purely visual-perception-based target selection.

4.1 Study 1: Target Width v/s Error Rate

For any hand guidance system, guiding the user to larger targets is easier, but
it gets increasingly difficult as the targets get smaller. The goal of this study
was to evaluate the error rate of the tactile guidance system at different target
widths. We presented the participants an array of numbered identical squares
(Fig. 5), one of which was the target (unknown to the user).

Fig. 5. The width of 6 mm targets compared to a human finger

We determined the sizes of squares by the harmonic progression f(x) = cx/n
where x is the side of the square and c is a constant. This gave us fewer large
targets and many smaller targets, allowing us to determine the precision of
the guidance system better. Our hand tracking system tracks the fingertip of
the index finger, so we used 15 mm as the approximate width of the tip of a
human index finger as the base value, with 1 term greater than and 3 terms
smaller than 15 mm as the sizes for the target squares. That gave us c = 3 and 5
target sizes, with the series being 30 mm, 15 mm, 10 mm, 7.5 mm, and 6 mm. In
each condition, the potential targets were arranged in a horizontal line covering
almost the whole width of the screen (Fig. 5). Thus in the 6mm condition, the
screen (width = approximately 520 mm) could display 80 squares. In the 30 mm
condition, the same screen could display 16 squares. In real-life scenarios, the
minimum size of 6mm corresponds to objects such as spines of magazines on
a shelf, or a set of Allen keys, drill bits, small electronic components, etc. in a
box. The maximum target size of 30 mm corresponds to university textbooks on
a bookshelf, or nuts and bolts in an assembly line.
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When the participant walked in, we first took informed consent. Next, to
familiarise the participant with GuidingBand, we gave them a practice task, in
which we presented them a target array and explained how to use the system.
After that, we asked users to locate targets with the help of our guidance system,
starting with 30 mm targets. The squares were numbered, and the participant
was asked to call out the number of the square that they thought was the target
after they had identified it. The participants were allowed to take as much time
as they desired.

Thus, this was a within-subject study with 5 conditions of target sizes
(30 mm, 15 mm, 10 mm, 7.5 mm, and 6 mm), which was our independent vari-
able. The user was asked to identify a random target (unknown to the user at
first) from an array of squares, with the help of GuidingBand (Fig. 5). There
were 5 arrays, each with identical squares of the given size, numbered from 1 to
n (where n is the maximum possible number of squares) in ascending order from
left to right. Each participant was given 5 trials per target size condition, thus
resulting in 25 trials per user. The arrays were presented in decreasing order of
target size to all participants. When the user had identified the target, they were
asked to speak out the number written in the square. We observed the resulting
Error Rate, which was our dependent variable. Time was not monitored and the
users were asked to take as much time as they needed. Thus the findings of this
study represent the lowest error rates possible without the constraints of time.

We recruited a convenient sample of 20 participants (17 male and 3 female,
one left-handed) aged between 20 to 32 years. To keep the conditions consistent,
participants were asked to wear the device on their right wrist regardless of their
handedness.

Fig. 6. Error rates and 95% confidence intervals with respect to the target widths. As
expected, lower target widths had higher error rates.
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Results. For each target width, we had (20 users × 5 attempts per user =) 100
attempts, each of which could either be successful or could fail. Thus, the error
rate at a particular target width was calculated as (number of failures at that
target width)/100. We calculated adjusted Wald confidence intervals for binomial
proportions at each target width as shown in Fig. 6. We also identified how
much the users were deviating from the intended target, and in which direction.
Figure 6 and Table 1 summarise the result for each width. As expected, error rate
increases with decreasing target size. At 30 mm target size, we recorded no errors
in the 100 trials. Even at 10mm target size, the error rate was a reasonable 4%.
However, error rate rose to 9% by 7.5mm, which might be reasonable depending
on the use case. For the smallest targets that we used i.e. 6mm, the error rate
was an unusable 17%.

We also recorded the deviations in case of errors. For example, if the target
was square number 33, but the user said it was 34, this represented a deviation
of 1, and in the right direction. All deviations were at the most one square. As
we can see in Table 1, most deviations were on the right side. Whether this was
a result of the right-handedness of the user, or whether there was a bias in the
system is not clear, and will need systematic investigation in the future.

Table 1. Error rates, 95% confidence intervals for error rates and deviation from the
target in the left and right directions from Study 1.

Width Error Rate CI (Lower) CI (Upper) Left Dev Right Dev

6 mm 17% 10.80% 25.65% 1% 16%

7.5 mm 9% 4.62% 16.42% 2% 7%

10 mm 4% 1.24% 10.16% 0% 4%

15 mm 3% 0.65% 8.83% 1% 2%

30 mm 0% 0.00% 4.44% 0% 0%

4.2 Study 2: Perception vs Tactile Guidance

Consider a visual search task in which the user is looking for a specific object
in a set of similar objects that are distinguishable from each other by a specific
feature (e.g. a screw of a specific length in a box of screws of different lengths).
Currently, humans perform such visual search tasks purely using their visual
perception abilities. To locate the intended object, the user will need to compare
each candidate object with the intended object by close inspection. The task is
easy for a small set size. But as the set size increases, the search task becomes
harder and more time-consuming. A hand guidance system such as the one
presented in this paper can help people locate objects. However, a guidance
system could be error-prone, as we saw in the last section. In spite of the errors,
though, a hand guidance system could still be useful as it can narrow down the
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area of search. Humans need not rely completely on the guidance system alone,
or visual perception alone, but can use them in combination.

The goal of this study was to investigate this interplay of limiting cases of
tactile guidance and visual perception. In this study, our independent variable
Mode had three conditions - perception alone, guidance alone and guidance
and perception combined. Our hypothesis for study 2 is that ‘guidance and
perception combined’ will be the most precise among the three modes, while
perception alone will be the least precise (Fig. 7).

Fig. 7. In study 2, we first showed the participant a stimulus rectangle of 30 mm width
and a certain length (left) and was asked to memorise the same. Then we showed the
participant a distractor set of rectangles, all of the same width but different lengths
(right). Only one rectangle in the distractor set matched the length of the stimulus. All
rectangles were numbered. The user was asked to recognise the rectangle that matched
the length of the stimulus.

In this study, the participants were shown a stimulus rectangle of a certain
size and they were required to pick an identical rectangle from an array of rectan-
gles of varying sizes. We first displayed a stimulus (a solid grey rectangle 30 mm
wide and of a certain length) near the top-right side of the screen for 2 s. Next, we
displayed a set of rectangles, all of the same width (30 mm) but different lengths
(ranging from 65 mm to 255 mm with increments of 20 mm). Only one rectan-
gle in the set had the same length as that of the stimulus. The rectangles were
numbered in ascending order from left to right regardless of their length. The
user was asked to recognise the number of the rectangle that matched the length
of the stimulus. The distractor set was vertically centre-aligned and shown on
the left side of the screen. This was done to prevent visual overlap between the
stimulus and distractor set. The distractor set as a whole was also misaligned
with the stimulus to prevent the user from using visual alignment cues. The
distractor set size had n=9 levels, with the number of rectangles in the set in
each level given by (n+1). The width of all rectangles in the stimulus and the
distractor set was kept constant at 30 mm (the largest width used in study 1), as
we did not want to bottleneck the performance of the guidance system by using
small targets.
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We told participants that each attempt would be timed. We did this to give a
sense of urgency to the participants, thus simulating a realistic scenario of search-
ing for something. The screen displayed the word ‘Ready?’ before starting each
attempt. In the perception-alone condition and in the guidance and perception
combined condition, the participants were shown the stimulus for 2 s, followed by
a blank screen for 1 s, followed by the distractor set. For the guidance-alone con-
dition, no stimulus was shown; there was a delay for 1 s after the word ‘Ready?’
followed by the distractor set. In all three conditions, the timer started when the
distractor set was revealed and stopped when the participants announced the
number corresponding to their selected rectangle.

Thus, this was a within-subject study with Set Size as the first independent
variable with 9 conditions (2 to 10 rectangles) and Mode as the second indepen-
dent variable with 3 conditions (perception alone, guidance alone and guidance
and perception combined). The order of the three Mode conditions was ran-
domised between subjects. Originally, we wanted to analyse both error rate and
time taken as dependent variables. However, during analysis, we discovered that
our manual time recording method had errors. Hence we choose to not report
the time-related data in this paper.

We conducted Study 2 with 13 participants out of the 20 participants of Study
1 (10 male and 3 female, aged 20 to 32). Study 2 was conducted immediately
after Study 1, so participants were already well familiar with the tactile guidance
system.

Results. We had 13 participants × 9 sets per condition × 3 modes, leading to
351 trials. Table 2 and Fig. 8 summarise our findings from Study 2. As expected,
the perception alone condition had highest error rates (38.46%, CI from 29.64%
to 47.27%). Somewhat surprisingly, the guidance alone condition had the lower
error rates (1.68%, CI 0.00% to 3.96%), even compared to the guidance and
perception combined condition (5.04%, CI from 1.11% to 8.97%). Contrary to
our expectations, the visual perception of users seems to worsen the precision
of the guidance system instead of improving it. We must mention that since the
sample completion rates in our conditions are greater than 90%, we used the
Laplace method to report error rates in the guidance alone condition and in the
combined condition, as recommended by Sauro and Lewis [17]. In this method,
we add one success and one failure while reporting the error rate percentages.

We performed a Chi-square test to determine whether the proportion of
errors was significantly different between the conditions. The test revealed χ2(2,
N=351) = 81.487, p < 0.00001, indicating that error rate differs by mode of
guidance. Pairwise comparisons showed that only the perception alone condition
differed from the other two significantly (ps < 0.00005). Guidance alone and the
combined conditions were not significantly different from each other.

Figure 8 also shows how error rates changed for set sizes. To find the
effect of set size, we carried out separate simple linear regressions for each
mode using set size as our independent variable and error rate as the depen-
dent variable. The error rates for guidance alone and combined condition
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Table 2. Error rates and 95% confidence intervals for error rates from Study 2. Values
of Combined and Guidance Alone were calculated using the Laplace method [17] and
are marked using *

Mode Failures Successes Error Rate CI (Lower) CI (Upper)

Guidance Alone 1 116 1.68%* 0.00%* 3.96%*

Combined 5 112 5.04%* 1.11%* 8.97%*

Perception Alone 45 72 38.46% 29.64% 47.27%

for each distractor set were adjusted using the Laplace method. None of
the regressions returned significant models. We found that guidance alone
(F = 0.1338, p = 0.7254), combined (F = 1.16, p = 0.3173) and perception
alone (F = 0.3717, p = 0.5614), all seem to be unaffected by set size.

Fig. 8. (Left) Error rates of guidance modes for each set size (Right) Overall error
Rates of each mode of guidance. Lower the error rate, higher the precision.

5 Discussion and Future Work

We developed a hand guidance system called GuidingBand that can guide the
user’s hand to an intended target. We conducted two studies to assess the pre-
cision of GuidingBand. While our studies gave several useful results, since these
were our first studies with this system, they were also somewhat exploratory
and threw up several questions that can only be answered through additional
research.

From the first study, we report the error rates of GuidingBand for various
target widths. We found zero errors at a target width of 30 mm, which suggests
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that this apparatus is fit for implementation in cases where the spacing between
the centre points of objects is greater than 30 mm. This can be useful for distin-
guishing between medicines in a warehouse, switches on a wall switchboard, or
thicker books in a library. Even at 10mm target width, we recorded an accept-
able 4% error rate, which implies this system can distinguish between smaller
connections or switches on a control panel or medicines in a warehouse or shelf or
switches on a switchboard. However, it might be impractical for objects smaller
than 7.5mm such as magazines on a shelf or soldering points on a circuit board
unless additional error correction mechanisms are available.

Notably, when the users were off-target, the deviation from the target was
never more than one square. Surprisingly, a large majority of the deviations
were towards the right direction. It is not clear if this is a systematic bias in
our implementation, or if it was related to the use of the right hand of the
participant as a control variable, and needs to be systematically investigated in
future research.

In our second study, we evaluated the error rates while using visual per-
ception abilities to locate known targets in various set sizes, with and without
the GuidingBand. We had initially hypothesised that using visual perception
combined with tactile guidance by GuidingBand would have the least error rate
because users would get a double advantage of guidance and perception. How-
ever, Study 2 results showed that the guidance alone condition was more precise
with only 1 error out of 117 compared to 5 errors in the combined condition.
While the differences were not significant, this finding is still unexpected. Even
if the system guides the human hand to the appropriate target, the visual per-
ception of the user makes them choose another target. This finding needs to be
reproduced in future research and investigated systematically.

We did not observe any effect of set size on error rates in any of the modes.
This may well have been the case because, perhaps, our range of set sizes (2 to 10)
was too small, and within the range of capacity of human absolute judgement of 7
items (±2). It may be possible to detect such an effect at larger set sizes (like 50,
100 or 500), and needs to be investigated in future work. We also observed that
the error rates did not vary uniformly with set size, and had large random spikes
(Fig. 8). It could well be the case that some specific arrangements of distractors
were more visually confusing than others, and the spikes could be eliminated
by randomising the choices and arrangements of distractors across participants
in future studies. It would be interesting to also see the effect of targets with
widths smaller than 30 mm for Study 2, to estimate the effect of target size on
error rate across different set sizes.

The error rate is dependent on the accuracy of the hand-tracking system.
Since our system was not tracking the targets themselves - but was using a
mathematical model to estimate the location of the target, and we were using
a relatively lower-resolution webcam, there were rounding errors in our tracking
abilities. It may be possible to improve the precision of the estimated location of
the target by using higher resolution cameras, better calibration and/or better
tracking of the targets. Since we could not reliably measure time in this study,
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we can gain deeper insights by studying the time taken to find the target in
future studies. Also, the guidance target was a point and did not cover the
entire visual area of the target. That means that even if the finger was visually
inside the target, the user needed to move their finger to the exact centre of
the target to trigger the confirmatory clicks. Giving confirmatory clicks in a
larger area of the target could improve the user’s performance, however, using
the entire area of the target could result in confusion with the neighbouring
targets at the edges. Therefore, the optimal area for confirmatory clicks may be
calculated considering the target size and finger width. Lastly, even though the
GuidingBand is currently limited to guiding along one axis at a time, an option
to change the axes could be added in future.

Based on these results, we believe that GuidingBand demonstrates the pre-
cision and potential of tactile guidance systems for real-world scenarios. Apart
from aiding the visual perception of sighted users, it could prove useful to users
with low vision by narrowing their area of search. It can also prove useful as a
guidance system in scenarios where the target is obscured from the user. Its non-
intrusive nature and discreet form factor make it feasible to implement along with
other guidance methods. It can provide confirmatory feedback to visual guidance
to improve the user experience.

6 Conclusion

We demonstrated that even a low-cost positioning and tactile communication
system can guide the user’s hand to a target with reasonable precision. We
intentionally created a prototype with a smartwatch-like form factor to validate
the usefulness of the tactile guidance interactions for wrist wearable devices.
After comparing the error rate with the size of the targets, we can conclude that
tactile communication is a precise means of guidance for objects as small as the
width of a human finger. We found that visual perception was more error-prone in
identifying targets. Contrary to our initial hypothesis, using visual perception in
combination with guidance did not improve the precision, but in fact deteriorated
it (though not significantly). Our study informs the design decisions in creating
interactions for wearable devices in hand guidance systems, and we can conclude
that our work demonstrates a feasible way to add tactile guidance to them.
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Abstract. We investigate whether mid-air tactile stimuli generated
using ultrasonic arrays can be used as a haptic cursor for physical objects.
We combined an ultrasonic array and an interactive haptic map into one
setup. Evaluation with 15 participants showed that the method is effi-
cient for guiding user hands to physical objects – miniatures of room
equipment. The average error rate was 14.4 %, and the best participant
achieved a 5.1 % error rate. Our in-depth analysis provided insights into
issues of the method, like signal reflections and user-induced interference
of problems with distinguishing physical objects that are too close.

Keywords: Ultrasonic stimulation · haptic maps · haptic guidance

1 Introduction

Ultrasonic mid-air tactile stimulation recently attracted the attention of
researchers as it can provide distinctive haptic feedback in a precisely specified
location in the three-dimensional (3D) space.

Previous research showed that interactive haptic maps efficiently create men-
tal maps for people with visual impairment (VI) [3,6]. Low-abstraction haptic
maps comprising miniatures of real-world objects are usable even for older adults
with VI [11]. Guiding users toward a specific location in the map space requires
complex interaction methods such as hand tracking and voice output. Some
methods even require special gloves that can interfere with touch sensitivity.
Especially for older adults with VI, these methods can be inefficient and frus-
trate some users.

In this paper, we focus on the research question of whether ultrasonic mid-
air stimulation (haptic cursor) in combination with a map comprising physi-
cal objects – miniatures of room equipment – can guide the user’s attention
toward particular objects. Furthermore, we want to measure the objective (time
to react, accuracy) and subjective (comfort, ease of use) properties of the pro-
posed method.

2 Related Work

Ultrasonic tactile stimulation has been investigated for a long time, e.g., Dalecki
et al. [4] investigated the force of acoustic radiation to determine the threshold
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for tactile perception in a human finger and the upper forearm. They found that
the maximum tactile sensitivity of the fingers occurs at 200 Hz. Further devel-
opment showed that mid-air tactile stimuli could be actuated in a 3D position by
ultrasonic tactile stimulation based on phase-arrayed ultrasound speakers [7,10].
These devices can generate non-contact mid-air ultrasound tactile stimuli that
can be sensed by various parts of human skin or even lips; however, providing
stimuli to palms and fingers is the most common approach. To our knowledge,
no method focused on marking a specific location in 3D space by localized tactile
stimuli in combination with physical objects.

Marzo et al. in [12] present an open-source system for mid-air ultrasound
interaction based on Arduino Mega. In [16], Suzuki et al. presented a scal-
able mid-air ultrasound haptic display. Their solution allows connecting multiple
modules (similar to the module depicted in Fig. 1 via Ethernet. It allows indi-
vidual control of the phase and amplitude of each of the connected transducers.
The authors achieved a synchronization accuracy of 0.1µs, and the phase and
amplitude can be specified using the 8 bits resolution. This allows for covering
larger portions of 3D space.

Hajas et al. [5] investigated the perception of 2D shapes rendered mid-air
using ultrasonic arrays. They conducted two experiments to measure accuracy
and confidence. The authors evaluated two methods for displaying 2D geometric
shapes in mid-air – static and dynamic. The static method relies on the presen-
tation of a full outline in mid-air, while the dynamic method relies on a haptic
pointer (focal point) moving along the perimeter of the shapes. The results show
that the participants identified dynamic shapes more accurately and with greater
confidence. Moreover, the authors suggest that a short pause in the movement
of the haptic pointer in corners of polygons can drastically improve shape recog-
nition accuracy. Alakhawand et al. [1] propose a method to test mid-air haptics
with a biomimetic tactile sensor. Their approach allows for producing detailed
visitations of mid-air sensations in 2D and 3D space.

Voudouris et al. [18] state that the perception of tactile stimuli presented
on a moving hand is systematically suppressed, which could be attributed to
the limited capacity of the brain to process task-irrelevant sensory information.
The authors investigated whether humans can enhance relevant tactile signals
in parallel movement when performing a goal-directed reach movement. The
experiments carried out suggest that the participants were able to flexibly mod-
ulate tactile sensitivity by suppressing movement-irrelevant signals and enhanc-
ing movement-relevant signals in parallel when performing target-reaching tasks.
Bensmaia et al. [2] investigate the effects of extended suprathreshold vibra-
tory stimulation on the sensitivity of three types of neural afferents (slowly
adapting type 1, rapidly adapting, and Pacinian). The results indicate that pro-
longed suprathreshold stimulation can result in substantial desensitization of all
types of neural afferents. Juravle and Spence [9] investigated sensory suppres-
sion in complex motor tasks such as juggling. The experiment required partic-
ipants to detect gaps in the continuous signal provided by different modalities
(haptic, auditory). The authors stated that the participants were significantly
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Fig. 1. Interactive tactile map integrated Ultrahaptics R© mid-air ultrasonic array (left),
Experiment setup (right).

less sensitive to detecting a gap in tactile stimulation while juggling. The results
demonstrate movement-related tactile sensory suppression related to the decision
component in tactile suppression.

Rakkolainen and Raisamo [14] surveyed possible advantages, problems, and
applications of mid-air ultrasonic haptic feedback. They state that most methods
use frequencies of 200 Hz to trigger Lamellar corpuscles that are dense in the
palm and are associated with sensing vibrations and pressure. However, other
mechanoreceptors can be used, such as Meissner corpuscles on the face or Merkel
cell disks, and Ruffini corpuscles on the human upper body. In [8], Jingu et
al. proposed a tactile notification system called LipNotif. It provides mid-air
ultrasound tactile notifications that can be sensed using lips.

In [13], Paneva et al. investigated the possibilities of using mid-air haptics
for conveying Braille. The researchers tested three tactile stimulation methods:
aligned temporally (constant), not aligned temporally (point-by-point), and com-
bination (row-by-row). They reached the highest average accuracy of 88 % using
the point-by-point method. Suzuki et al. in [15] investigate whether human sub-
jects can move a hand along a path produced by ultrasound without visual
information. The path is presented by switching ultrasound focal points in a
way the users perceive it as a line. Users can move their hand to the target
position by tracing this line. The experiment showed that the participants were
able to trace the trajectory of a curved line with an average deviation of less
than 40 mm.

The current research showed that ultrasonic tactile stimulation could provide
salient sensations in specific locations in 3D space. However, an application as a
haptic cursor for physical objects would be a novel application.
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3 Interactive Modular Tactile Map with Mid-Air Haptics

The design of an interactive modular haptic map of rooms and related interac-
tion methods is primarily focused on older adults with vision impairments. In
detail, the original design was described in [11]. The experiments showed that
the participants used audio labels to identify objects on the map and a potential
need for guidance toward particular objects in more complex interaction sce-
narios. This paper focuses on an interaction method that uses mid-air tactile
stimulation as a haptic cursor for passive physical objects.

We follow the come as you are design constraint [17], so the users are not
required to use any specific equipment attached to their body to use the method.
Figure 1 shows the integration of the Ultrahaptics Stratos Explore R© ultrasonic
array with our interactive haptic map. Unlike typical setups, the ultrasonic array
was mounted perpendicularly to the haptic map. Therefore, the mid-air tac-
tile sensations are detectable primarily by the fingers rather than by the palm
surface.

Our setup involved seven physical objects – miniatures of room equipment.
The tactile sensations (haptic cursors) associated with each of the objects were
prepared in advance. For all the haptic cursors, the focal point generated by the
ultrasonic array created a virtual square with a leg of 30mm. The only difference
was the x, y offset and height of the haptic cursors that were set experimentally
to appear directly above objects on the haptic map.

4 Experiment

Participants. We recruited 15 participants (P1-P15, five female, age MEAN =
28.7, SD = 6.5, MIN = 21, MAX = 41). All participants, except one, were
right-handed. One participant reported a scar on the left thumb that could influ-
ence sensitivity in this area. One participant is challenged with color blindness
and has bad vision in his left eye (he uses only his right eye).

Procedure. After a short ice-breaking session, participants received a consent
form related to data collection, processing, and anonymization, followed by a
brief introduction to the experiment. The setup of the experiment is depicted
in Fig. 1. Each participant was instructed that the experiment involved physical
objects and mid-air sensations (haptic cursor) that they would feel through the
skin of their hands/fingers as a little vibration. The haptic cursors will be placed
above one of the physical objects. Their task is to locate the object where the
haptic cursor is most noticeable and press it toward the underlying board. Then
the haptic cursor will move above another object.

The total number of unique physical objects marked by a mid-air haptic cur-
sor was seven. The experiment consisted of two phases – learning and measure-
ment. In the learning phase, participants were exposed to 49 different locations
of the haptic cursor and received confirmation whether they selected the cor-
rect object. In the measurement phase, there were 98 attempts. To mitigate the
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Table 1. Measurement phase - confusion matrix [%]

0 (t.) 1 (ch.) 2 (a.) 3 (d.) 4 (w.) 5 (b.) 6 (t).

0 (table) 95.7 14.8 1.0 2.4 0.5 1.4 0.0

1 (chair) 3.3 84.3 0.5 0.5 1.4 6.2 0.5

2 (armchair) 0.0 0.0 87.6 5.2 0.5 2.4 9.0

3 (drawer) 0.0 0.0 7.6 87.6 2.4 0.5 5.2

4 (wardrobe) 0.5 0.0 1.4 3.3 84.3 0.5 13.3

5 (bed) 0.0 1.0 0.0 0.0 1.4 89.0 1.4

6 (trashbin) 0.5 0.0 1.9 1.0 9.5 0.0 70.5

learning effect, the order of objects/haptic cursors was determined using Latin
squares (7×7) iterated in a zig-zag manner to counterbalance the learning effect.
The Latin squares were randomly generated for each phase of the experiment.
For the measurement phase, the same Latin square was iterated twice.

Interaction with a haptic cursor is detectable by touch is also audible. As
a countermeasure, the participants received headphones. Using the headphones,
white noise was played and participants received feedback when they pressed
an object. In the learning phase, the feedback was “Correct” or “Not correct”,
followed by the statement “Find the next item, please.”

Participants were asked to find and press the object marked by the haptic
cursor. We also told them: “Be as fast and as precise as possible; precision is the
priority.” Participants received no specific guidance on the strategy they should
use for their exploration process.

Measures. In each session, we recorded information about which object had
been marked by a haptic cursor and which was selected by the participant. We
also measured the time between object selections. This allowed us to construct
confusion matrices and compute speed-related and error-rate-related statistics.
During each session, we collected observational data on participant behavior
and strategy. After the measurement session, we collected data about the self-
reported subjective experience during the experiment and subjective assessment
on a five-level Likert scale (haptic cursors were comfortable, and the experience
during interaction on the level of individual objects – easily noticeable, strong,
distinguishable with others).

Results. All participants were able to complete both test phases (learning and
measurement). Table 1 shows the confusion matrix of the measurement phase.
The average false negative rate (FNR) was 23.0 % (SD = 7.2%) for the learning
phase, dropping to 14.4 % (SD = 7.7%) in the measurement phase. As shown
in Table 2, the highest FNR of 29.5 % (SD = 18.5%) was recorded for the trash
bin object (frequently confused with the nearby wardrobe). The lowest FNR of
4.3 % (SD = 8.0%) was achieved for the table object in the measurement phase.
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Table 2. Times and error rates per class

Class Learning phase Measurement phase

Avg. time [s] FNR [%] FPR [%] Avg. time [s] FNR [%] FPR [%]

0 (table) 6.61 18.1 34.3 6.14 4.3 20.0

1 (chair) 7.25 22.9 30.5 6.16 15.7 12.4

2 (armchair) 7.17 17.1 29.5 5.71 12.4 17.1

3 (drawer) 6.20 30.5 7.6 5.61 12.4 15.7

4 (wardrobe) 6.98 17.1 34.3 6.14 15.7 19.0

5 (bed) 7.19 20.0 9.5 5.41 11.0 3.8

6 (trashbin) 7.36 35.2 15.2 5.62 29.5 12.9

AVERAGE 6.97 23.0 23.0 5.83 14.4 14.4

SD 0.42 7.2 11.8 0.31 7.7 5.5

As shown in Table 2, the average time between object confirmation was
6.97 s, SD = 0.42 for the learning phase and 5.83 s, SD = 0.31 in the measure-
ment phase.

We performed a one-way single-factor ANOVA for attempt groups and nor-
malized reaction times (tnorm = tabs/tavg), where tabs is the actual value in
seconds and tavg is the average time of a participant in a particular experiment
phase). It revealed that there was a statistically significant difference in tnorm
between at least two groups (F (6, 98) = 6.53, p < 0.001) in the learning phase.
Tukey’s post-hoc test for multiple comparisons revealed that the mean value
of normalized time was significantly different between the attempt group 1–7
(M = 1.29, SD = 1.12) and the groups 22–28 (M = 0.95, SD = 0.10, q = 5.86),
29–35 (M = 0.93, SD = 0.2, q = 6.19), 36–42 (M = 0.92, SD = 0.15, q = 6.34),
43–49 (M = 0.82, SD = 0.20, q = 7.97)). A one-way ANOVA revealed that
there were no statistically significant differences between the attempt groups in
tnorm in the measurement phase (F (13, 196) = 0.78, p = 0.67) and between the
attempt groups and the number of errors in both the learning phase (F (6, 98) =
0.82, p = 0.54) and the measurement phase (F (13, 196) = 0.51, p = 0.91)).

A one-way ANOVA for object types and tnorm revealed that there was no
statistically significant difference between object types in the learning phase
(F (6, 98) = 1.78, p = 0.11)) and the measurement phase (F (6, 98) = 2.14, p =
0.056)). It revealed that there was not a statistically significant difference
between object types and the number of errors in the learning phase (F (6, 98) =
0.82, p = 0.055)), but revealed a statistically significant difference in the mea-
surement phase (F (6, 98) = 3.87, p = 0.002)). Tukey’s post-hoc test for mul-
tiple comparisons revealed that the mean value of normalized time was signif-
icantly different between the attempt group (p = 0.05, qcrit = 4.31): table
(M = 0.60, SD = 1.12) and chair (M = 2.20, SD = 2.18), (q = 4.34), table
(M = 0.60, SD = 1.12) and wardrobe (M = 2.20, SD = 2.18), (q = 4.34),
table (M = 0.60, SD = 1.12) and trash bin (M = 4.13, SD = 2.59),
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(q = 9.58), chair (M = 2.20, SD = 2.18) and trash bin (M = 4.13, SD =
2.59), (q = 5.12), armchair (M = 1.73, SD = 2.15) and trash bin (M =
4.13, SD = 2.59), (q = 6.51), drawer (M = 1.73, SD = 2.34) and trash bin
(M = 4.13, SD = 2.59), (q = 6.51), and bed (M = 1.53, SD = 1.96) and
trash bin (M = 4.13, SD = 2.59), (q = 7.05).

Figure 2 shows the results of the subjective assessment of the haptic cursor.
The majority of 87 % participants agreed that the interaction using the mid-air
haptic cursor was comfortable. The following questions focused on individual
objects: the bed was assessed as the most noticeable object, the haptic cursor
associated with the table as the strongest, and the bed with drawer was assessed
as the most easily distinguishable from other objects. On the contrary, the trash
can was assessed as the least noticeable, strong, and distinguishable object.

Observations. Among the study group, we observed that 8 individuals opted
to use both hands for exploration, with two of these participants demonstrating
a noticeable preference for their dominant hand. Conversely, the remaining 7
participants engaged in the task by exclusively using their dominant hand.

During the study, 7 participants reported experiencing symptoms of fatigue,
ranging from tingling sensations in their fingers to numbness after a certain
period of time. These sensations were perceived with varying intensity among
the individuals. In some cases, the impact of fatigue was minimal, allowing par-
ticipants to continue with little disruption. In more severe cases, participants
who had previously used both hands used only one hand as they progressed,
switching hands, rubbing their fingers or taking short breaks to relieve discom-
fort. The other 8 participants did not experience such symptoms.

Fig. 2. Subjective assessment of haptic cursor sensations related to objects on the
Likert scale.
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Most of the participants (9) described the sensation of a haptic cursor as a
stream of air. Two even described it as having different temperatures. All partic-
ipants indicated that they experienced additional/false haptic cursors during the
task, which increased the overall difficulty. However, they adapted their strategy
by selecting the object where the haptic cursor was the strongest. These addi-
tional points perceived as haptic cursors can be explained by secondary focal
points of the ultrasonic array.

5 Discussion

The experiment positively answered our research question – a combination of
mid-air ultrasonic haptics and the physical environment is plausible. After a
short learning period, participants were able to distinguish which object was
marked by a haptic cursor with high accuracy. However, the combination of
ultrasonic mid-air haptics and physical map, as depicted in Fig. 1, also involves
specific issues. Most importantly, the haptic cursor is still present, but signifi-
cantly less strong and noticeable for objects shielded from the ultrasonic array
(trash bin) by other objects (wardrobe). We also observed that shielding the
intended haptic cursor by participants’ hand(s) is possible, most often for those
who chose the bi-manual exploration strategy.

6 Conclusion and Future Work

The fusion of a map comprising physical objects and mid-air haptics in a role
of haptic cursor is an efficient method for guidance toward the objects. Users
will more easily match their hand’s 3D position with small-scale 3D objects
positioned on a flat (2D) surface. An experiment with 15 participants showed
that the average FNR was 14.4%, SD = 7.7%. Considering that the experiment
purposely involved edge cases of objects shielded by other objects, the accuracy
could be considerably better for well-tuned setups.

Although the proposed method requires a non-standard orientation of the
ultrasonic array, the results show that it is still very efficient in conveying infor-
mation. This opens new possibilities for combining ultrasonic mid-air haptics
with physical objects. In this paper, we focus on a low-abstraction (skeuomor-
phic) interactive haptic map. Still, any use case involving a haptic cursor marking
a specific area in the 3D space could be considered. The community can use it
to guide users towards a particular spot or, in contrast, to convey information
about places where the presence of fingers is not wanted. In this way, it could
be used to improve learning to play musical instruments like the piano.

A more detailed investigation of other objectives, such as response times
and subjective outcomes, is out of the scope of this format. Evaluation with
older adults with vision impairments is the subject of imminent future work. We
also plan to evaluate the method in other use cases involving different types of
topographical maps. A comparative study focused on other guidance methods
involving haptic interaction will provide more insights into the application of
these methods for particular use cases.
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Abstract. VR applications primarily rely on audio-visual stimuli, lim-
iting the sense of immersion. Multi-sensory stimuli show promise in
enhancing presence, realistic behavior, and overall experience. Existing
approaches are either stationary or wearable, and movement-intensive.
Multi-user VR police training requires a mobile device for intensive
multi-sensory stimuli. This paper presents the design and development
of a mobile platform for multi-sensory feedback, introducing heat, wind,
mist, and pain to improve immersion. Preliminary evaluations indicate
promising effects on stress in VR. The paper concludes with lessons
learned for designing multi-sensory experiences in police VR training.

Keywords: Virtual Reality · Multi-Sensory · VR Training

1 Introduction

In recent years, Virtual Reality (VR) has expanded to new application areas
such as occupational skill training [16,22] or collaborative work [18]. In training,
realism is a central requirement to achieve goals, because it helps to create an
authentic and immersive experience that closely mirrors real-world situations.

Currently, VR realism is mainly achieved through audio-visual stimuli, but
humans experience the world through multiple senses. For example, police work
relies on multi-sensory information to perceive hazards. Enriching a virtual envi-
ronment (VE) with contextual cues like heat, wind, haptics, or olfaction [14] has
shown positive effects on presence, task performance, and Quality of Experience
(QoE), particularly in training environments [5,26] and high load conditions [13].
Existing multi-sensory VR applications and devices are often limited to a single
modality, stationary, or cumbersome to set up. Mobile solutions that provide
intense multi-sensory stimuli are needed for applications like police training.

In this paper, we present the design, development, and formative evaluation
of a novel mobile Multi-Sensory Platform (MSP) prototype for evoking intense
multi-sensory experiences in various training environments, aiming to answer
the following research questions:
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– RQ1: Does the proposed implementation of a multi-sensory device enable
mobile and intense multi-sensory stimuli to research its effect on trainees?

– RQ2: Does the augmentation of stressful elements in a VR training scenario
for police officers impact the perceived stress and presence of trainees?

2 Related Work

2.1 Effects of Multi-sensory VR

Melo et al. [14] found that 84% of literature reported positive effects of multi-
sensory VR on presence, performance, and learning efficiency. However, incon-
gruent stimuli can negatively impact the experience [1]. Dinh et al. [6] concluded
that more sensory cues in VR increase the sense of presence. High-fidelity sim-
ulations with tactile or olfactory stimuli enhance presence ratings and physio-
logical correlates [19]. Munyan et al. [15] report similar findings, with [5] noting
improved experiences in virtual training environments. Conversely, Jones et al.
[10] found no significant increase with olfactory stimuli, and [13] observed posi-
tive effects only in high load conditions.

Various sensory modalities have been explored in VR. Shaw et al. [24] used
infrared heaters in VR fire evacuation training, resulting in greater urgency,
perceived pressure, and adaptive behavior. Giraldo et al. [7] observed increased
presence and wind direction accuracy. [12] simulated a typhoon using wind and
moisture, while [11] reported improved task performance with wind and floor
vibrations. Haptics has shown promising growth, with touch in VR increasing e.g.
immersion [8] and learning [2]. Body ownership illusion also improves with haptic
stimulation [3]. Pain stimulation in VR is scarce, with most studies focusing on
pain alleviation [25]. However, in high-risk situations, pain presence may impact
behavior and caution, potentially leading to more realistic training experiences.

2.2 Stress Experiences in VR

VR training can realistically simulate dangerous situations [16], and stress is
an important factor influencing the training experience. Most multi-sensory VR
research though focuses on stress relief. For example, [20] introduced olfactory
cues in a biodiversity virtual environment, reducing stress and heart rate. A
similar stress reduction was observed by [9] using congruent olfactory stimuli in
an urban green space simulation.

Few multi-sensory VR applications aim to elicit stress. [4] created a stressful
decision-making environment for aerial firefighter training, but found no signif-
icant differences between multi-sensory and normal VR groups. Viciana-Abad
et al. [27] investigated presence and stress in VR training, suggesting a corre-
lation between the two measurements. Environmental stressors in training can
enhance immersive environments [17], and we hypothesize that more realistic
multi-sensory cues will lead to higher experienced stress and presence.

The literature review of related work illustrates, that little research has been
done investigating the effects of multi-sensory VR on stress and presence in
the context of police training. By aiming to closing this gap in this work, our
contribution therefore is:
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– The MSP concept and prototype.
– An investigation of the research gap regarding the effects of multi-sensory

stressors on stress and presence in VR for training.
– Lessons learned and recommendations for multi-sensory VR police training.

3 The Mobile Multi-sensory Platform

In a series of six co-creation workshops (Total N = 60 police officers, trainers,
or officials) cf. [blank for review], we gathered requirements for a virtual real-
ity training application from police officers. These workshops took place in six
European cities with respective officers and trainers as participants.

Three primary needs emerged from all workshops: realistic graphics, sensory
elements, and different scenarios. Additionally, three workshops highlighted the
need for varying weather conditions, as they often impact police actions through
impaired sight or slippery ground due to rain. Mentioned sensory elements
included smell (e.g., smoke or blood), heat (fire), or wind (weather conditions),
representing potentially dangerous environmental cues influencing behavior and
stress response.

To explore the relationship between multi-sensory environmental cues, stress,
and presence, we constructed a physical prototype of a mobile platform, allowing
any combination of sensory modalities to be applied as appropriate in a given
VR scenario. A literature review identified haptic feedback, heat, cold, and wind
as the most prevalent modalities in VR. We combined these with moisture and
light pain sensations.

3.1 Platform Design

The design requirements for the technical implementation of the platform
included mobility, intensity, and monitoring. The platform needed to be movable
to different spots in the space during and between scenarios to ensure flexibility
in various training contexts. The stimuli had to be intense enough to be notice-
able from a distance, allowing for a more immersive experience. Additionally, a
method for monitoring the platform’s position within the virtual environment
was required to guarantee proper alignment and integration of the multi-sensory
stimuli.

Frame: We used steel tubes and fire-proof wood to create a sturdy 150cm * 40cm
* 40cm (height, width, and length) frame with three levels and a front panel with
cavities for multi-sensory modules. Four omnidirectional wheels ensure mobility,
and diagonal steel tubes serve as a handle, anticipating the considerable weight
of the parts.

Control Module, Interface, and Monitor: A Raspberry Pi 3 with a 7”
touchscreen display and a modular interface is placed on the top level. The
interface includes sliders and trigger buttons for controlling the intensity and
activation of five modalities (heat, wind, moisture, vibration, pain). A tablet
displays a live stream of the VR view, allowing for better monitoring (Fig. 1).
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Fig. 1. From left to right: a) The multi-sensory platform prototype with front facing
heat, wind and moisture modules; b) the Pavlok shock-band for inducing light pain,
c) the interface enabling dynamic change of intensity of each multi-sensory stimuli and
d) the MSP in use at a field trial.

Power Source: A mobile power supply by Jackery (518 Wh, 1 kW peak output)
powers the modules and control unit, ensuring the MSP’s wireless operation.
This power supply is placed on the bottom level of the platform, and is spatially
separated from the gas tank next to it by a fire-proof board.

Heat Module: A gas-powered Einhell 300 NIRO hot air generator was cho-
sen due to its high intensity (30 kW output performance) compared to electric
heaters (which have shown to be of little intensity) producing noticeable heat
up to 5 m away.

Wind Module: The 124W Vacmaster Air Fan generates high-velocity wind,
selected for its intensity and narrow output area. The fan’s intensity levels are
controllable by the Raspberry Pi controller.

Mist Module: A water pump directs water from a tank through metallic noz-
zles, creating a fine mist. The control unit adjusts water dispersion for intensity
control, allowing for moisture and cooling effects.

Pain/Vibration Module: The wearable Pavlok 2 device was chosen for its
ability to deliver electric shocks and vibrations, controllable via Bluetooth from
the interface.

Integration in VR: The MSP prototype is calibrated with the VR environment
by marking corresponding physical locations for multi-sensory stimuli. Experi-
menters monitor VR on a tablet and administer stimuli as needed, ensuring
accurate and timely stimulus delivery.

4 Formative Evaluation

To gather first insights into whether multi-modal enhancement of environmental
cues in police VR training can have an effect on stress and the sense of presence,
we conducted an formative evaluation. We performed this evaluation during the
first of 5 field trials of the developed VR training system. This “in-the-wild”
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approach to designing and evaluating multi-sensory experiences for VR police
training was chosen to get feedback from the actual training context and to infer
further design goals for the MSP.

4.1 Methods

Participants The participants were police trainers, who were taking part volun-
tarily to experience the developed VR training. In total, 33 police trainers took
part in the training grouped into teams of 3 or 4. The field trials were mainly an
event for the police to train with the system (i.e. our study being ’in-the-wild’),
the police trainers chose which scenarios would be trained: 15 trainees (all male)
trained scenario 1 and 18 trainees (16 male, 2 female) trained scenario 2.

Scenarios: In a large-scale 30× 30 meter indoor sports hall, the multi-user VR
setup featured two scenarios with the same environment but different weather:
dark sky with fast-moving clouds in scenario 1, and bright sunshine in scenario 2.
Trainees began outside a hotel in a city tasked with removing an unruly person,
role-played by an actor, who wouldn’t harm trainees, and aimed for a peaceful
resolution through communication.

Study Design: As two scenarios were trained by different groups, we opted for
a 2× 1 between-subjects design, with training groups being randomly assigned
to either the control group (VR) or the treatment group (VR + MSP). As out
come variables we looked at subjective stress and presence ratings.

Multi-sensory Enhancement: We administered wind and heat as environ-
mental cues with the MSP for multi-sensory groups in the starting area outside
the hotel in both scenarios. In scenario 1, cold wind matched the dark clouds and
bad weather, while in scenario 2, warm wind corresponded to the clear sky and
good weather. An operator moved the MSP alongside trainees at a 5-meter dis-
tance until they entered (see Fig. 2c). Heat and wind were chosen, as the trained
scenarios did not include cues requiring either mist or pain feedback.

Measurements: For presence, we used the i-group presence questionnaire (IPQ)
[21], with the sub scales Involvement, Spatial Presence, Realism and General
Presence. All items were answered on a 6-point Likert scale. The IPQ was admin-
istered once after the teams finished their respective training session.

To explore the stress evoking capabilities of multi-sensory enhancement of
environmental cues, we included a visual analog scale (VAS) for subjective stress
for both scenarios, allowing for continuous indication of the amount of stress
between the two poles “not at all stressed” - 0 and “extremely stressed” - 100.

4.2 Results

Stress. Subjective Stress was assessed for each scenario independently on the
VAS. For Scenario 1, the subjective stress was rated higher in the VR + Wind
group (M = 26.6, SD = 16.6) than in the VR only group (M = 13.3, SD = 7.8).
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Fig. 2. Screenshot of a) bad weather in scenario 1 and b) good weather in scenario
2. A schematic of the procedure of adding the multi-sensory stimuli (c). Participants
start in either cold or warm wind (1) and proceeded to the entrance (2) with the MSP
following in the same distance. Once inside (3), the MSP was turned off.

Fig. 3. Barplots of (a) subjective Stress (VAS) for scenario 1 (bad weather) and (b)
scenario 2 (good weather), as well as overall presence ratings for both groups (c).

A following t-test resulted in a significant p-value of p = 0.037. Contrasting,
in scenario 2, subjective Stress was rated as slightly lower in the VR + Wind
(M = 40.0, SD = 17.5) than in the VR only group (M = 39.5, SD = 16.9).
This difference was not significant (p = 0.948). The subjective stress results are
visualized in Fig. 3a and 3b.

Presence. Presence ratings were homogeneous between the groups, with neu-
tral ratings for involvement, and realism, and slightly lower ratings for spatial
presence. The general presence factor was rated positive to very positive, with
the VR + MSP group at a mean of 5.1 (SD = 0.9) and the VR group at 5.2
(SD = 0.8). No significant differences could be found between the two groups.

4.3 Design Implications from the Formative Evaluation:

The formative evaluation served as a proof of concept. The MSP could be moved
in the training space to deliver different sensory experiences in a high intensity.
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Further, the ratings of stress and presence formed our hypotheses for future
studies. There seems to be a difference at least in perceived stress when stressful
elements of the virtual environment were enhanced (i.e., the bad weather), and no
difference when neutral elements were enhanced (i.e., the good weather). Sensory
enhancement of high risk training scenarios therefore promised a heightening of
the intensity of the training. For a future iteration of our MSP prototype, we
will incorporate four main learnings:

Wizard of Oz Elements: The MSP prototype relied on manual control for
stimulus timing and location, which posed challenges for time-sensitive stim-
uli like pain. While ambient stimuli like wind and smell worked well, a fully-
realized system should automate these elements for improved realism. However,
the method was sufficient for evaluation purposes.

Mobility: MSP mobility was limited in the controlled evaluation due to the gym
hall floor’s elasticity and friction with the device’s wheels. Future developments
should consider various training contexts to ensure mobility, which is essential
for applying multi-sensory stimuli in different environments.

Safety: Participant safety was a concern, as they couldn’t see the MSP in the
virtual environment. Even for an automated version of the platform, reacting
quickly to users’ movements would be a challenge. Designing virtual environ-
ments that position multi-sensory elements in safe locations, or using an auto-
mated version of the platform, could mitigate this issue. Current stationary
multi-sensory VR implementations already use this approach.

Noise Levels: The gas-powered heater used for intensity produced noise that
distracted some participants, even with noise-cancellation headphones. Addition-
ally, the noise could be stressful for trainers who were not wearing headphones.
Future devices should consider alternative methods, like electrical heaters, to
reduce noise while maintaining mobility and power efficiency in various settings.

5 Discussion

RQ1: Enablement of Multi-sensory Research for VR Training. The
formative evaluation as well as the controlled evaluation has shown, that the
MSP prototype was adequate for conducting research on multi-sensory VR in
a large-scale VR training for police. In general, all modules worked as intended
and the two modalities used during the experiment (heat and wind) could be
operated without issues. Nevertheless, some limitations became evident.

For one, the mobility of the MSP depended on the characteristics of the floor,
which made it more difficult to use in the controlled user-study. This further ties
into the issue of trainee safety, as they would not see the MSP during their
training in VR, which demanded careful attention of the experimenters to move
the MSP according to the trainees movements. As the MSP could deliver the
multi-sensory stimuli from afar (approx. 5 m), this was not a severe limitation,
but has to be considered in future iterations of a mobile multi-sensory platform.
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Further, a central challenge for future work in this area will be the heat module.
The gas-powered solution achieved the desired intensity at a low energy cost, but
was experienced as noisy when turned on, which impacts the overall experience of
trainees during the training. For future versions of such a device electric heaters
should be reconsidered, given adequate battery power.

RQ2: Impact of Multi-sensory Stressors on Stress and Presence. The
results from the formative evaluation were twofold: For one, we observed that
augmenting a potential stressor (i.e. the bad weather) with a congruent multi-
sensory stimuli led to higher ratings of stress by the participants, and the aug-
mentation of a neutral stressor (i.e. the good weather) led to similar ratings
between the VR and the VR + MSP groups. However, we did not find any dif-
ferences in presence ratings between the two conditions. This further highlights,
that there is an interplay between the type of stimuli and the context in which
it is placed. When implementing multi-sensory stressors in VR, this interplay
must be considered, to achieve the wanted effects.

The findings suggest, that the multi-sensory enhancement of environmental
cues can increase perceived stress when the environmental cue is one that poses
a challenge in reality. The notion, that contextual variables like the weather
influence decisions in such a situation, can be observed in this multi-sensory
setting. Materializing stressors in VR training, therefore, appears to be of value,
as it uncovers layers of threat in the environment, that would not be visible
otherwise. Future work is needed to investigate this relationship and its mod-
erators in more detail. On the other hand, we found no differences in presence
ratings in the formative evaluation, which is in line with some existing research
[23], Presence could though be a moderator of the effect of multi-sensory stimuli
on stress: Similarly to [27], it might be that the association between stress and
presence might only be present for sub groups of participants, who usually do
not immerse themselves much into a virtual environment.

5.1 Future Development

In future work, the full capabilities of the MSP including all sensory modalities
will be investigated, as this was out of scope of this work due to the available
training scenarios. Also, we plan to develop a Unity SDK to enable automatic
triggering of different modalities and integrate omnidirectional robotic wheels
for the MSP’s automatic movement to desired locations. We also aim to create
an “experience designer” application for managing and crafting multi-sensory
presets. Additionally, further investigation of the relationship between stress and
presence is needed, taking inter-individual differences into account. If increased
stress through multi-sensory stimuli results in higher presence for typically less
immersed individuals, it could be a valuable addition to VR training.
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6 Conclusion

This paper introduced the design, development, and evaluation of a mobile multi-
sensory platform (MSP) for enhancing immersion in police VR training. The
MSP deliveres intense stimuli, such as heat, wind, mist and pain, resulting in
higher stress ratings. However, presence ratings were not significantly different
between conditions. The findings emphasize the need to consider the interplay
between stimuli and context in VR training. Future research should further
examine the relationships between multi-sensory stimuli, stress, and presence.
Ultimately, the MSP prototype demonstrates potential for creating more realistic
and engaging training environments for police and other high-stress professions.
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Abstract. Fibromyalgia is a rheumatic condition that causes a wide
range of symptoms, such as pain, fatigue, attention and concentra-
tion deficit, and sleep disorders. Guidelines recommend a combination
of pharmacological and non-pharmacological approaches, such as phys-
iotherapy, emphasizing the relevance of the latter as first-line ther-
apy. Usually, patients have difficulties in self-managing their condition.
We designed an eHealth solution based on a mobile application that
allows people with fibromyalgia to self-manage their condition and per-
form hybrid sessions with physiotherapists. The solution was created by
applying a co-design process, where patients and physiotherapists were
involved from start to finish, following the design thinking methodology.
The paper also includes a preliminary user study with expected positive
and encouraging results due to the co-design process.

Keywords: fibromyalgia · physiotherapy · ehealth · self-management ·
co-design · design thinking · mobile app · human-computer interaction

1 Introduction and Background

Fibromyalgia (FM) is a rheumatological condition characterized by widespread
pain that may be migratory and can fluctuate in intensity over time. Fatigue,
sleep disturbances, and cognitive dysfunction (including concentration and mem-
ory deficits) are common FM symptoms [10]. It can also be associated with
musculoskeletal issues, cardiovascular problems, gastrointestinal disorders, and
psychological symptoms, such as depression and anxiety [12].

Patients with this condition report several limitations in daily activities,
including at work, which can lead to a high level of absenteeism. Therefore,
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FM can have a significant impact on society, families, and the economy. More-
over, not all healthcare systems are able to provide sufficient care for patients
with chronic diseases, and the COVID-19 pandemic has only made the situation
worse by reducing non-urgent consultations. This scenario can be exacerbated
for people who live far from healthcare facilities or have a lower socioeconomic
status, showing more difficulty in receiving proper treatment, which can have
consequences regarding the identification, monitoring, and treatment of several
health conditions, including those associated with chronic pain, such as FM [6].

There is a need to implement strategies that expand beyond the limitation of
the current healthcare systems. The recommendation for treating patients with
FM is to use non-pharmacological approaches first [17], such as exercise and
symptom self-management education [13]. Self-management interventions have
been identified as a priority area for healthcare services because they empower
people to take an active role in managing their health and conditions [8]. Sup-
ported self-management involves collaboration between the individual and their
healthcare professional, and it has been shown to lead to positive outcomes
such as reduced pain and improved self-efficacy [14]. Telerehabilitation is an
increasingly popular and effective intervention model for supporting vulnerable
groups, and studies show that it is an acceptable, safe and effective approach
that facilitates contact and adherence to the intervention [17]. However, there
is no telerehabilitation solution for people diagnosed with FM focused on the
condition’s self-management.

ProFibro does not exactly implement a telerehabilitation approach, but it is
a free mobile app that promotes self-care as a complement to physiotherapy for
managing FM [20]. The authors involved expert physiotherapists in the app’s
development, but we could not find the involvement of people with FM in the
design process. An interesting solution is a Web-based and mobile app to sup-
port physical activity in individuals with rheumatoid arthritis called tRAppen
[18]. In this case, it was employed a co-design strategy with people diagnosed
with the condition, clinical physiotherapists and researchers, an officer from the
Swedish Rheumatism Association (SRA), and a designer. The resulting solu-
tion was based on two preliminary frameworks, “My self-monitoring” and “My
peer group”. The former has the goal of providing a way to plan, set goals and
record physical activity (PA) and progress. The latter consists of building a small
community for positive feedback and support from peers. Moreover, Rosser and
Eccleston conducted a review of mobile apps for pain management [19], finding
that out of 111 apps, only seven were related to specific long-term conditions
such as FM, arthritis, and degenerative disc disease. The majority of the apps
did not involve healthcare professionals in their development, and there was lim-
ited information about the origin and validity of the content. Moreover, they
were only designed to provide information or allow users to track pain levels and
medications.

In order to develop a solution that meets the needs of people with FM, we
followed a design thinking methodology to involve them in the design of the solu-
tion. The participation of the physiotherapists that will configure, communicate
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with, and monitor the progress of the people with FM was also a key part of
the design of the solution. The paper presents the design process, an overview
of the proposed solution, and a preliminary user study with potential end users.

2 The Co-Design Process

In order to co-create an eHealth solution for people with FM, the team followed
the design thinking methodology, which involves five phases [4]. These phases
were adapted to the project’s context and involved conducting workshops with
different stakeholders, including people with FM, representatives of associations,
but also physiotherapists, psychologists and a rheumatologist, which has broad-
ened the spectrum of healthcare professionals involved in the process.

In the Empathize phase, the team conducted a focus group study to identify
critical points in the development of the solution. These included integrating
exercise into daily routines, ensuring privacy and family integration, overcoming
technological barriers, addressing fears of incorrect exercise, maintaining moti-
vation and adherence to remote sessions, establishing effective communication
between the physiotherapist and the patient, addressing difficulties of initial
evaluation and the lack of therapeutic touch, and personalizing interventions for
each participant.

Following the initial assessment, a series of workshops (Fig. 1) were orga-
nized to guide the design process. These workshops were divided into two types,
one for individuals with FM and another for physiotherapists. Moreover, health
researchers also attended the final workshop.

Fig. 1. Overview of the workshops timeline

Two workshops with ten participants each were held to conduct the
Empathize and Define phases. The goal was to build trust and encourage par-
ticipants to share their needs and problems. Two additional workshops were
held in November and December 2021 in the Ideate phase, involving the same
group of people who participated in the previous workshops. Hypothetical sce-
narios about individuals diagnosed with FM were created for each workshop to
encourage productive discussions and generate relevant and meaningful ideas.
The research team provided questions related to the scenario to guide the dis-
cussions towards addressing concerns previously identified.



590 P. Albuquerque Santos et al.

In the first two workshops, participants discussed the challenges of providing
physiotherapy interventions in an online format. They talked about the impor-
tance of an initial onsite meeting between physiotherapist and patient to nurture
the therapeutic relationship, building and nurturing the online group dynamic,
and crucial moments to foster group dynamics. Participants proposed strate-
gies to ensure that individual needs are met, such as effective initial assessment
and the use of an initial onsite session. They also discussed ways to increase
confidence in the safety and efficacy of online interventions, such as continu-
ous communication through various channels and the physiotherapist’s ability
to demonstrate proper exercise technique. The challenges of maintaining patient
motivation and trust in the online format can be addressed through the use of
sensors, video calls, and verbal feedback during exercises.

Workshop 3 discussed technological solutions for FM patients, with partic-
ipants exploring various aspects such as customization, use of reminders, and
point systems available. In Workshop 4, strategies for integrating physical exer-
cise into daily routines and promoting motivation for patients were discussed.
The questions focused on making adherence easier, with suggestions for flexible
scheduling and session formats, and the inclusion of a buddy system, group chal-
lenges, and a reward system. A chat feature for direct communication between
patients and therapists was also suggested. Finally, the advantages and disad-
vantages of a mobile or desktop web application were discussed.

In internal brainstorming sessions prior to the last three workshops, the team
conceptualized the solution and prioritized different components for it based
on the needs of patients and therapists. For physiotherapists, communication,
management and holding sessions were identified as important components, with
community and sensor-based functionalities having a lower priority. For patients,
sessions and communication modules were the most important, followed by the
user profile, with motivation and community having a lower priority. The team
decided to initially implement the solution as a mobile app for patients, with
the possibility of later expanding it to support physiotherapists’ needs, either
through a web application or a mobile app.

The research team developed initial interactive non-functional prototypes
using Figma based on the findings from the previous workshops. These proto-
types were presented in Workshops 5, 6, and 7 to people with FM and physio-
therapists for feedback on usability, information presented, and user experience.
Feedback included suggestions to simplify the way exercises were presented, add
functionality like start, stop, and finish buttons for autonomous sessions, and fil-
ter by exercise type. Participants also suggested adding an option to hide/show
information on the group challenge detail screen and presenting only the average
pain over time in the patient’s profile.

3 Proposed Solution

This section presents the prototype that resulted from the co-design process.
The Dashboard (Fig. 2a) is the first screen shown to users upon registration or
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authentication. It includes a gamification component with a bar that increases as
people perform their sessions of the current month, giving access to information
about the next session, group challenges, exercises, and additional information.

Fig. 2. Dashboard, Sessions and Schedule user interfaces

The sessions screen allows users to view upcoming sessions, with the option
to search and filter by text, session type, and date range. The next session is
highlighted and it shows the sessions that occur in the next two weeks (Fig. 2b).
Another way to visualize the sessions set is through a calendar that allows users
to have an easy overview (schedule) of their sessions in each month (Fig. 2c).
The information is simplified in both of these screens. Clicking on a session will
open a details screen that displays additional information, such as the equipment
needed, summary, status, evaluations, observations, and exercises that are part
of the session (Fig. 2d). The evaluations consist of tracking pain, heart rate, and
fatigue in three phases of the session (beginning, middle, and end), and data
is presented in line charts. Physiotherapists can add notes in the session details
interface for sessions. Similarly, patients can add observations about autonomous
sessions. The user can also view the exercises associated with a session by select-
ing the respective tab at the top of the screen (see Fig. 3a). This section shows
exercises that have been performed as part of a physiotherapy session, or that
the patient should do as part of an autonomous session. It contains a textual
explanation and a video tutorial for each exercise along with information about
sets, repetitions, and rest time.

The remote sessions are managed by the physiotherapist, who starts the
session and changes the status to In Progress in the application. A video call is
launched within the app when the session is clicked. Once the session is finished,
the physiotherapist updates the status to Finished. In the case of onsite sessions,
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the app will only register the session information and will not play an active role
during the session (it only has status Scheduled and Finished).

Fig. 3. User interfaces related to sessions

The physiotherapist can create groups of patients to participate in challenges.
This is an initial feature that aims to motivate users and provide a sense of
community. Currently, the challenges consist of the group members walking a
certain number of meters to reach a goal. The patient will be able to see the
challenges that have been completed by the groups they belong to, as well as
the list of ongoing challenges with information about the total meters to cover,
a progress bar, and the number of participants. By clicking on the challenge, the
patient can see more information such as its description, percentage completion,
and a list of participants and their contributions (see Fig. 3b). The latter can
be toggled on/off depending on whether the patient likes to see the progress of
others or not (e.g., they feel motivated by seeing others progress, or unmotivated
by not being able to keep up). Patients can also register the distance they walked
during a walk and the information will be automatically updated.

The conversations screen lists all chats in which the patient is involved,
including private chats with the physiotherapist and group challenge chats. It
works similarly to other messaging applications, such as WhatsApp. The patient
can open a chat and send messages in real-time, which updates automatically on
all devices that have the chat open (see Fig. 3c). It promotes a sense of commu-
nity among patients. The chat feature is intended to make it easier for patients
to ask questions, get feedback and support from their therapists, but also to stay
connected with other patients.

The mobile app also allows physiotherapists to track patients’ progress over
time through the use of questionnaires that measure indicators, such as quality
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of sleep, pain, fatigue, health status, and functional capacity. The results are dis-
played as line charts on the health data screen within the patient’s profile, which
includes a color-coded legend (green for positive, yellow for average, and red for
negative results) to explain the results (see Fig. 3d). The result value is also
color-matched to the legend for better understanding. The currently supported
questionnaires include: Fibromyalgia Impact Questionnaire Revised (FIQr) [2],
Fatigue Assessment Scale (FAS) [16], Brief Pain Inventory (BPI) [7] and Pitts-
burgh Sleep Quality Index (PSQI) [5].

4 Preliminary User Study

The application’s usability and user experience are major concerns. It should
be easy to use and intuitive to avoid frustration. These preliminary tests were
included in the Test phase, being conducted to identify points for improvement.

4.1 Participants and Protocol

The preliminary study had seven participants who were all women with a mean
age of 51.29 (s = 7.18, median = 52). They had been diagnosed with FM between
2 and 17 years prior (x̄ = 5.86, s = 5.15, median = 5).

The tests consisted of five scenarios where a situation and a goal were given to
participants that needed to perform tasks through the app’s main functionalities:
Scenario 1 - recording a hypothetical number of walked meters, as part of a
group challenge set by her physiotherapist with a goal of walking 2000 m in
a month; Scenario 2 - having doubts about an exercise and contacting the
physiotherapist through the app by sending a message; Scenario 3 - joining a
simulated remote session scheduled for the day of the test; Scenario 4 - following
the instructions about a self-directed session proposed by the physiotherapist;
Scenario 5 - reviewing the results of questionnaires completed during previous
sessions, trying to understand if the results were positive or negative.

The evaluation of the application included a questionnaire for participants to
provide feedback on its usability, including their sense of clarity, ease of use, and
understanding of the various functionalities. The questionnaire is divided into
several sections, including demographic information, FM diagnosis and treat-
ment, experience with technology, and relevance of the app’s functionalities. The
questionnaire also included questions from the System Usability Scale (SUS) [3],
European Portuguese [15], using a seven-point Likert scale instead of the usual
five-point Likert scale, since it is more likely to reflect a respondent’s true sub-
jective evaluation of a usability questionnaire item [9].

Objective measures (time to complete the task, task completion, etc.) were
not included in this preliminary study, as it would be our first assessment with
this target audience, who, already being observed, would not be so comfortable,
besides during the test they would be communicating with the researcher in
an informal interview setting. It was more important to have the participants
comfortably talking to the team in order to discover some important points, since
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we were still in the last phase of the co-design process. Therefore, they were not
solely focused on completing tasks having in mind the best performance.

The complete evaluation took around one hour and was conducted individ-
ually with the support of team members from technology and physiotherapy.

4.2 Results and Discussion

The scenarios performed by participants helped them understand the app. Par-
ticipants found the application to be easy to use and intuitive, and the results
of the Likert scale questions in the questionnaire were positive. As can be seen
in Table 1, the average scores for all questions were close to the highest possible
value of 7, indicating a high level of agreement among the participants. The low
standard deviation suggests that there was little variation in the scores, indi-
cating consistency in the participants’ evaluations. The results suggest that the
functionalities were relevant and appropriate to tackle the intended problem.

Table 1. Domain-specific questions for each participant (P1-P7).

Questions P1 P2 P3 P4 P5 P6 P7 x̄ s M

Q1: I consider that the current
implementation of the group
challenges is adequate to promote
motivation to exercise

6 7 7 7 7 6 7 6.71 0.49 7

Q2: I consider that the current
implementation of the chat is
adequate to promote a close contact
with the physiotherapist

7 7 7 7 7 6 7 6.86 0.38 7

Q3: I consider the current video call
interface adequate to support remote
sessions

7 7 7 7 7 6 7 6.86 0.38 7

Q4: I consider that the options
provided to perform autonomous
sessions are adequate

7 7 7 7 7 6 7 6.86 0.38 7

Q5: I consider that the current health
indicator information implementation
is adequate to support disease
self-management

6 7 7 7 7 6 7 6.71 0.49 7

Q6: I consider the information on
health indicators relevant

7 7 7 7 7 6 7 6.86 0.38 7

Despite the positive results, some difficulties were observed in the understand-
ing of certain functionalities, such as difficulty in understanding how to enter
values in the group challenges and navigating the conversation and autonomous
session features. To improve this, suggestions were made to add explanatory text
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and arrows to indicate appropriate actions, respectively. Some participants also
had difficulties realizing that, in order to send a message to the therapist, they
first needed to open the conversation instead of typing a message in the field to
search through conversations.

Regarding SUS, the results were also very positive. The score result for the
application was 97.38 on the SUS Scale, meaning the results can be interpreted
as being in the 96th to 100th percentile range [11]. This score is within the
range of a Best Imaginable usability rating and an A grade [1]. Even if we
consider the lower bound of the Student’s t distribution 95% confidence interval
of [94.19, 100], this rating will still hold.

It is important to note that the sample size for the user testing was relatively
small since the process of recruiting participants is complex, depending on the
availability of people to spend an hour and expose their condition. It is a very
sensitive process and, moreover, we needed to find people that did not participate
in the design. Therefore, this preliminary evaluation is a work-in-progress that
served as a means to gauge the progress of the project and to determine if the
direction of the development was aligned with the needs of the intended users. We
are aware the results should not be considered representative of the population at
large. Nevertheless, despite most of them having little trouble starting to explore
the app, there were some participants that were not as comfortable given that
they were not very proficient in using smartphones.

5 Conclusion and Future Work

The primary goal of this research was to study, design, and implement a digi-
tal solution that would assist individuals diagnosed with FM in managing their
symptoms on a daily basis, but also facilitate telerehabilitation with their phys-
iotherapists. The use of design thinking ensured the final product was user-
centered, meeting the users’ needs, thus contributing to the so positive results
of the preliminary study.

Before continuing with further development, more usability tests should be
performed, thus having a larger number of participants in order to have more
reliable results and paying more attention to objective measures and observation
metrics, such as time to complete a task, mistakes made or requests for help.
Afterwards, effectiveness tests will be conducted in the wild for a 12-week period,
with participants using the app as part of their daily lives under a physiotherapy
program.
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Abstract. While cancer patients are recovering in hospital after major
surgery, they are continually monitored by clinical teams. However, once
discharged, they spend their remaining recovery isolated at home with
minimal contact with the clinical team. The first 30 days upon returning
home after surgery are identified to be a critical and challenging period
for patients not only emotionally, practically, and mentally, but also
poses a real danger of further complications, readmission, and potentially
surgical related death. Remote Patient Monitoring (RPM) systems are
extremely promising, allowing clinicians to care for and support patients
remotely, however, although these technologies are mature, the level of
adoption by the patients is still very low. To address this challenge,
we focus on identifying and understanding the patients’ concerns and
requirements when adopting a novel RPM technology. We conducted a
series of iterative Patient Public Involvement workshops following a user-
centred approach. We explored various scenarios based on prototypes and
facilitated reflective discussions with cancer patients to identify existing
barriers preventing them from adopting RPM technologies. The work-
shops revealed a wide range of concerns expressed by participants, cate-
gorised in five themes. However, lack of reassurance was identified as the
central theme during the 30-day post-operative post-discharge period.
In conclusion, reassurance proves to be central in engaging patients and
making RPM technologies fit for purpose, potentially leading to elevated
levels of adoption and improvement on health outcomes and quality of
life.
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1 Introduction

Cancer, despite the huge amount of research already conducted, remains one of
the leading illnesses people currently face, with over 19 million new cases and 10
million deaths globally in 2020 [51]. Living with cancer is a major challenge [12]
and the cancer trajectory along with its different events and phases, needs at
each phase, and ways to address these needs have been the subject of research
for a long time [14,42]. One of the key events in this trajectory is surgery, as
more than half of cancer patients are having at least one during their cancer
journey [33]. After surgery, the recovery of patients happens in two phases: in
the hospital where monitoring is continuous with both devices and clinical teams,
and after hospital discharge where monitoring is minimal.

The post-operative post-discharge (POPD) period is particularly critical for
cancer patients undergone major surgeries since as many as 27% of patients are
re-admitted with serious complications [36]. Over 90% of these cases arise within
the first 30 days post-operative, which is also when most surgical related deaths
occur [24,56]. It is also the time when patients are left on their own after a
period where others were responsible for looking after them [49]. At the same
time, patients need to manage unprecedented conditions and incidents including
surgery complications, following specific rehabilitation instructions, and moni-
toring their progress [27]. On top of this, patients still need to live with the
disease, attend doctor appointments and treatments, and take their medication.
As a result, more than any other period of the cancer journey, patients experience
feelings of fear, anxiety, and uncertainty. It is this period of the 30-day POPD
period that this research focuses on (see Fig. 1), a period in which reassuring
patients becomes crucial [50].

Fig. 1. The Acute Care & Treatment phase as identified by Hayes et al. [14], highlight-
ing the period of interest of this study along with other major events.
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Remote Patient Monitoring (RPM) technologies have a strong potential to
address the challenges outlined above [22,43] whilst reassuring patients effec-
tively. RPM is a healthcare delivery model that uses technological advances to
monitor patients outside of a traditional care setting [55]. RPM can collect a
variety of patient data, including vital signs, symptoms, and medical history
through smart watches, wearable sensors, and mobile phones [39]. This data is
shared with health care professionals (HCPs) and can be analysed to inform
treatment decisions in a timely and informed fashion. Simultaneously, through
portals, patient dashboards, and remote consultations, RPM enables patients
to track their disease progress and acquire support and guidance [23,44]. These
attributes are particularly important in the POPD period which carries some of
the highest risks, thus early action can prevent life-threatening situations [31].

Despite their numerous advantages, the spread of RPM technologies into
healthcare and hospitals remains low, which is somewhat surprising given the
range of advances commercially available [2,17]. This spread depends on each
individual’s decision to use technology, defined as adoption, and on the collective
adoption process of groups of individuals using technology over time, defined as
diffusion [30]. The low adoption rate by patients is attributed, but not limited,
to data protection, privacy, safety, reliability, and accuracy [37]. Another factor
affecting the adoption of such systems is the challenging design process [22,54],
attempting to satisfy a diverse range of needs from varying end-users simultane-
ously [32]; the two primary groups being patients and the clinical teams. Both
groups need to engage with the technology, while patients are also expected to
comply with the given advice. In this study, we will refer to engagement as the
time spent interacting with the employed technology, and compliance as follow-
ing the instructions or advice given.

In this work, we focus on identifying and understanding the patients’ con-
cerns and requirements of adopting a novel RPM technology during the 30-day
POPD period. A user-centred process built on a Patient Public Involvement
(PPI) approach was used to understand how to increase patients’ motivation
and willingness to adopt RMP technology [47]. We accomplish this according to
the five-stage process proposed by Bowen et al. [4] and conducting three iterative
online PPI workshops with cancer patients. The goal of the workshops was to
investigate and identify: (1) the post-discharge recovery journey of post-operative
patients, (2) the needs and concerns of patients when returning home and the
barriers that exist, and (3) what features would support patients in their recov-
ery if they were to use an RPM system. We identify cancer patients’ concerns
in themes and highlight reassurance as the key theme, which if addressed by an
RPM system, will potentially motivate patients to adopt such technologies.

2 Related Work

2.1 Cancer Journey Phases and Needs

Cancer patients go through different cancer journeys attributed to their age,
cancer type, stage of cancer, and treatment plan [7]. Despite this, there are
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commonalities between patients’ cancer journeys described in five main phases:
Screening & Diagnosis, Initial Information-Seeking, Acute Care & Treatment, No
Evidence of Disease, and Chronic Disease & Disease Management [14]. While
research has been conducted to identify and meet patient needs [18], these stud-
ies group all five stages of the cancer journey together rather than exploring their
individual requirements [34]. Considering the challenges of each different phase
can inform the focus which designers should have in designing health technolo-
gies, and patients to benefit the maximum [19]. Since we are expecting patients
to adopt technologies, so must the technologies be designed according to each
phase’s needs.

Within HCI the Acute Care & Treatment phase has gained a considerable
amount of attention due to the major events of surgery taking place; specifically
the post-operative post-discharge (POPD) period. Only patients who undergo
surgery experience the post-operative period, which is full of challenges including
unexpected complications and feelings of anxiety and uncertainty as the result
of the surgery [19]. The post-operative period becomes even more challenging
when combined with the post-discharge period. Sanger et al. [45] mentions that
improper care of wound monitoring during this period can affect both clinical
outcomes and quality of life of patients, while Saunders et al. [46] links poorer
outcomes with untimely communication between patients and health care profes-
sionals (HCPs). However, existing research either concentrates on a specific type
of cancer [1], on specific domains of needs like access to information [20,25,26]
and psycho-social support [48], or is limited to the interactions patients made
during their hospital visits [42]. Therefore, there is a need to re-evaluate can-
cer patient concerns specifically during the 30-day POPD period and suggest
approaches which can practically be applied to treat these concerns.

2.2 Reassurance in Healthcare

One approach that has been examined to treat patients’ concerns is to consider
the role of reassurance. This is defined by Linton et al. [29] as “a set of behaviours
carried out by practitioners, which aims to reduce concerns in patients”. Reas-
surance is emerging as important to address in the contexts of non-specific con-
ditions, like lower back pain [53], mainly in the occurrence of acute episodes [16]
and during interactions between patients and HCPs [15,16]. The importance
that reassurance has for cancer patients has already been demonstrated [52],
but existing studies are limited to follow-up consultations [50] or tracking of
symptoms [1].

Pincus et al. [41] addressed the need for reassurance during the particular
phase of initial information-seeking and suggests reassurance as the main factor
to improve patient outcomes by providing clear explanations and information
during consultations. However, effectively reassuring patients in phases where
uncertainty is present, like the acute treatment phase, is still unexplored. In
addition, despite the measures used by Holt et al. [16], which solely rely on
the patient’s input, comprehensive and reliable measures of reassurance are still
needed [41]. Such measures will enable the evaluation of reassurance’s impact
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on patient outcomes, recalling information, compliance with advice, symptoms
resolution, and well-being. In sum, reassurance is currently poorly understood
when applied to clinical practice [9,16]. Our research seeks to address this in the
context of when patients return home after surgery for cancer.

2.3 Supporting Cancer Patients When at Home

Monitoring patients allows HCPs to detect whether the patient is recovering
as expected and predict future complications and potential re-admissions [3].
Recent advances related to eHealth and mHealth (e.g., telehealth, electronic
health records, web and mobile platforms) use health data provided by patients
to facilitate self-monitoring in a range of conditions [38]. Remote Patient Moni-
toring (RPM) enable patients to control their disease progress and acquire sup-
port and guidance [31] by tracking symptoms, monitoring vital signs and receiv-
ing remote consultations through portals and dashboards [40]. These attributes
are particularly important in the POPD period which entails some of the high-
est risks since RPMs can enable early intervention from clinicians to prevent
deterioration and life-threatening situations [31]. Overall, RPMs are shown to
have the capability of improving clinical outcomes, reduce healthcare costs, and
empower patients to take control of their health [40].

Despite the development of RPMs for self-monitoring of chronic diseases,
the lack of adopting such technologies remains unknown. People stop using self-
tracking technologies, referred to as abandonment, mainly due to a mismatch
between users’ hopes and expectations and device capabilities [8] or technology
not fitting in their lives nor supporting their goals [10]. Lazar et al. [28] classifies
abandonment into three main categories: (1) devices not fitting with participants’
conceptions of themselves, (2) acquired data not useful, and (3) devices needing
effort and maintenance. While recommendations to avoid abandonment [11] and
influence adoption have already been made [11], currently there is no research
that has identified the reasoning behind why the uptake and adoption of mHealth
technology, specifically for cancer patients, is so low.

3 Methods

The aim of this study is to identify and understand the needs of cancer patients
in using a Remote Patient Monitoring (RPM) system. Designing such novel tech-
nologies for users with different characteristics and perspectives is challenging
and requires different concerns and expectations to be taken into account [54].
To achieve this, we relied on the first three of the five-stage approach developed
by Bowen et al. [4] consisting of (i) understanding and sharing experiences, (ii)
exploring blue-sky ideas, (iii) selecting and developing blue-sky concepts, (iv)
converging to practical proposals, and (v) prototyping and evaluating. These
stages were adopted through three iterative Patient Public Involvement (PPI)
workshops, as illustrated in Fig. 2. The methodology of the study relies on an
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Fig. 2. The first three stages of Bowen et al. [4] approach used to inform our iterative,
user-centred design process consisting of three PPI workshops.

iterative user-centred process where the findings of each workshop informed the
design of each subsequent workshop [13].

The theoretical framework of the’Understanding and sharing experiences’
stage was used to define the agenda and aim of workshop one (W1). The goal
of W1 was to understand the patients’ experiences and get their views on how
remote monitoring could be facilitated throughout their cancer journey; thus,
allowing us to identify and classify cancer patients’ needs in terms of specific
themes. These themes informed the design of the prototypes used in W2 and
W3. In W2 participants verified the identified themes and discussed which theme
they think as the most important when using RPMs. In W3 we explored user
requirements focusing on the key theme identified by the previous two work-
shops. Throughout the workshops we adopted a sharing, suggesting, and explor-
ing methodology [5] through discussing lived experiences, using case scenarios
to promote discussion, and interacting with a prototype.

3.1 Participants

The participants recruited for the workshops were found through advertising via
online events, university networks, and referrals from health care professionals
(HCPs). Sampling criteria were developed collectively by the research team and
the HCPs to ensure adequate sampling in terms of gender, age, cancer type and
stage, and treatment type, with all participants having had surgery at some point
in their cancer journey. Eight accepted our invitation and made it to the first
workshop, with their characteristics detailed in Table 1. All eight participants
were able to join the second workshop, whilst only six were able to attend the
third. All participants were recovered or recovering cancer patients, thus, for
some participation was more difficult than others and subject to unexpected
incidents, e.g., feeling ill or exhausted from undergoing treatment.

Once the participants were recruited they each received a participant infor-
mation sheet detailing the project and how their data would be obtained and
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Table 1. The information of the PPI workshops’ participants.

Patient ID Sex Age Group Cancer Type Cancer Stage Treatment(s) Type

P1 F 70-75 Breast - Surgery, Chemotherapy, Radiotherapy,

Hormonal Therapy

P2 F 65-70 Colon - Surgery, Chemotherapy

P3 M 65-70 Bowel III/IV Surgery

P4 M 51-55 Lung IV Surgery, Chemotherapy

P5 M 55-60 Bowel IV Surgery, Chemotherapy, Radiotherapy, Drug

treatment

P6 F 45-50 Breast - Surgery, Radiotherapy, Drug treatment

P7 F 61-65 Breast - Surgery, Radiotherapy, Drug treatment

P8 M 65-70 Bowel III Surgery, Radiotherapy, Drug treatment

stored. Prior to each workshop participants’ consent was acquired before any
data collection in both written and oral form, as part of our ethical clearance
#UCLIC/1819/008/RogersProgrammeEthic. Each workshop lasted for approx-
imately 2.5 h with participants being compensated for their time with a cash
voucher. Participants were also free to withdraw at any time without providing
a reason. To reduce the strain on participants, and to allow time for reflection
and iteration from the research team on prototypes, the workshops were held
every 5 months, with the first in September 2021, and the last in June 2022.
Owing to the COVID-19 pandemic, the workshops were conducted remotely.

During the workshops, all of the discussions were video recorded, transcribed,
anonymised, and analysed using NVivo, a tool used to interpret qualitative data.
The data was analysed using thematic analysis and systematically categorised
into themes and sub-themes [6]. Thematic analysis is a commonly used method
for analysing and reporting themes within qualitative data by becoming familiar
with the data; generating initial codes; searching for themes; reviewing themes;
defining and naming themes; and producing a report [6].

3.2 Workshops

Workshop One (W1). Participants received a short introduction to the back-
ground of the research, followed by a general discussion to set the scene and
establish expectations and understanding around the key concept. Group discus-
sion explored the idea of “remote monitoring of well-being”. Then, participants
were divided into two smaller groups, with a mix in terms of background based
on their profile. The breakout groups covered several aspects of remote monitor-
ing including: benefits, opportunities, requirements, practicalities, concerns, and
motivation. Specific questions served as a catalyst for initiating discussion. To
conclude, participants were shown screenshots of an early prototype, designed
by the HCPs’ team prior to the workshops without any input from patients.
While exploring the prototypes participants were asked two specific questions
that were intended to prompt focused discussion and encourage them to broadly
comment on their preferences looking for an initial understanding of whether
there is consensus (or not). The questions examined: (a) whether patients would
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prefer being in control of the information they provide or letting clinicians ask
the questions that are important to them, and (b) whether patients would prefer
the welcome screen of the app to be task-oriented or information-oriented.

Workshop Two (W2). To initiate W2 we explored the concept of “Nice-
to-have” vs. “Need-to-have”, a widely used concept in user experience (UX)
to describe and categorise end-users’ requirements [35]. This concept provides
insights regarding the importance of the identified requirements, while at the
same time evoking end-users to think about the difference between critical and
non-critical requirements. As the workshop was online, we used Menti, which is
an audience engagement platform that supports live and instant polls, quizzes,
and informative Q&As, thus allowing participants to interact with the data easily
without requiring any registration on their end. Menti also enabled a real-time
visual representation of the results according to each patient’s vote, allowing
participants to provide their input while not creating bias. To prioritise the sub-
themes and determine which themes are most important to participants we ran a
dot-voting activity. This was achieved using Miro, another online platform where
participants could place votes on the sub-themes. Each participant was granted
three votes, which they could place on any of the sub-themes they deemed most
important, and participants had the ability to place more than one dot on the
same sub-theme if they deemed it more important than other sub-themes. The
second part of the workshop involved discussing and gathering feedback on the
top two sub-themes according to the dot-voting activity. Since the two sub-
themes were not known in advance of W2, the research team had to prepare a
prototype app to showcase examples for each sub-theme. The two top sub-themes
were presented by case scenarios alongside prototype app displays to initiate
discussion and promote further understanding of how RPM could support each
sub-theme.

Workshop Three (W3). The third workshop focused on the key theme as
identified in W1 and W2 and its relationship to RPMs during the 30-day post-
operative post-discharge period. To begin, a review of W1 and W2 was given,
explaining how the conclusions drawn from these workshops inspired the next,
resulting in setting the scene for W3. Following this, a group discussion covered
four questions relating to the identified key theme. To complete W3, suggested
features relating to the key theme which identified in W1 and W2 were presented
to the participants, introduced by five case scenarios, see Table 2. These scenarios
were based on the concerns of the participants gathered in prior workshops and
based on lived experiences, allowing participants to explore new features whilst
giving feedback for each scenario. Additionally, we investigated possible overlaps
with other identified themes in relation to the key theme to ensure that we have
prioritised the correct theme.
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Table 2. The five case scenarios used to introduce the prototype for each of the
suggested features during W3.

Case scenario Description

1 You need to be able to interpret your progress: (1) Set and follow
specific & achievable goals, (2) Understand how you are doing by
comparing among patients with similar characteristics, (3) Receive
informed feedback on each different day and adapt goals accordingly

2 You had your latest interaction with your healthcare team two
weeks ago: (1) You don’t remember part of the given instructions,
(2) You need to recall what was mentioned, (3) You want to share
with a family member who could not make it to the appointment

3 You get back home after your latest interaction, but not everything
is clear: (1) You want to know more regarding a term, (2) You need
to trust information you find, (3) You want to get this information
through different mediums, (4) You need to translate this
information

4 In the 30 days after surgery and hospital discharge you have several
things to remember: (1) Medications uptake, (2) Attend
appointments, (3) Keep track of your progress, (4) Keep up with
monitoring tasks

5 You need to talk with your healthcare team about something that
troubles you: (1) You can’t find the point of contact you were given,
(2) You need to know when someone is available, (3) You need to
know your healthcare team is aware you are trying to contact them

4 Results

This section presents the findings of our iterative design process based on the
three Patient Public Involvement (PPI) workshops. The findings include the
themes identified through the thematic analysis, how the key theme was selected,
promotes further understanding of the key theme and suggests design consid-
erations on how the key theme can drive the development of Remote Patient
Monitoring (RPM) technology.

4.1 Themes and Sub-themes

The thematic analysis of the data obtained in W1 identified five themes and 13
supporting sub-themes (see Table 3), which describe the needs of patients that
should be satisfied in the implementation of RPM technology.
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Table 3. The identified five themes along with its sub-themes.

Themes Sub-themes

Reassurance - Progress Indicators

- Comparison (with other patients)

- Informed feedback/advice - Guidance based on data

Access to information - Effortless/Reliable/Targeted

- Translatable

Personalisation - Cancer type & stage/Treatment type & status

- Control/Track of ongoing events

- Reminders

Communication - Out-of-office hours contact

- Talk with the right person

Data use - In charge of who is accessing & how is used

- Efficient use/Coordination among various doctors

- Responsiveness/Real-time monitoring

4.2 Prioritising Sub-themes

Participants undertook a theme prioritising task during W2 aiming to resonate
which of the sub-themes identified during W1 were the most important. The
only theme with two of its sub-themes voted was ‘Reassurance’, indicative of its
importance. In addition, participants were repeatedly raising the theme of ‘Reas-
surance’ while discussing the other themes, even though it was not mentioned
directly. The indicative overlapping between reassurance as noted during the
analysis of W2, led the research team to revise the data obtained from W1. This
was corroborated by a statement from P8 during W1 “So if your app doesn’t
cover the reassurance piece, it can be functionally very rich, maybe over rich, but
I think that’s an issue”. At the time reassurance was identified as an individual
theme amongst others, but upon reflection and in conjunction with the results
from W2, we decided that reassurance held a critical role in the adoption of
RPM technology. Therefore, we identified reassurance as a concept arising dur-
ing the discussions of both, W1 and W2, and collectively interwoven throughout
the other four themes (Personalisation, Access to information, Communication,
Data use). Thus, a new arrangement of the themes was proposed, illustrated
in Fig. 3, with reassurance highlighted as the key theme. To investigate further
how the participants’ needs might be met in regards to reassurance, a potential
prototype of an mHealth app was designed and demonstrated to participants,
gauging their feedback on how well it could address their needs, see Fig. 4.
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Fig. 3. The connection which the workshops revealed between the ‘Reassurance’ theme
and the other four themes.

4.3 Reassurance: The Key Theme

The discussion during the first part of W3 was framed by four questions aimed
to offer insights into understanding the key theme. The results for each of the
four questions are given in the following sub-sections.

What Does Reassurance Mean for Patients? Reassurance, as defined by
the participants, is connected with: (1) confidence, when things do not turn out
as expected (“The first line of reassurance is to give people back confidence if they
are feeling certain symptoms” - P4, W3), (2) understanding the unknown and
building knowledge (“So what you need to provide is a form of being informed
and being reassured that this is normal or not for where you are in your journey
at the moment” - P8, W3), (3) effective communication and timely support (“I
don’t want to ring 999 if it’s not a 999 situation, but how, as a patient, am
I supposed to know that?” - P8, W3) and (4) using the deployed technology
efficiently (“Having this sensor feeding information back provided we know that
is going to be monitored, I think that would have given me a really good sort of
reassurance in a lot of ways” - P2, W3).

What Does Reassurance Mean for Patients During the Post-operative
Post-discharge Period? Building on the previous views, participants were
asked to think about reassurance in the specific context of the POPD period.
In this specific context, participants related reassurance with the uncertainty of



Designing RPM Technologies: The Role of Reassurance 609

having someone looking after them, which occurs when they leave the hospital
(“[..]You know someone is there to look after you. That’s the reassurance you
need when you leave that environment” - P8, W3).

Is Reassurance More Important at Any (other) Period of Your Can-
cer Journey? When discussing reassurance it became apparent that the most
critical time patients require reassurance is after being discharged from the hos-
pital. This was emphasised by P1 who stated “I think the scary time came when
I was discharged.” and P8 adding that “The time when I was the most con-
cerned and needed reassurance it was when I was left on my own, so certainly
on hospital discharge.”. The previous statements were followed by P2 adding
“With infections and stuff picked up during surgery, post-surgery is when you
need reassurance.”

How Can It Be Practically Applied? Can You Visualise It? Participants
were asked to recall cases when they successfully received reassurance as well as
cases when they did not receive the reassurance they were seeking. P2 stated “I
would like rather than an app, to contact another person - this is more important
to me”, underlining the importance of communication in receiving reassurance.
Additionally, P4 visualised reassurance in the form of a feature which can mon-
itor vital signs in real-time and provide guidance to the patient “Particularly
to give you all the indicators you need to know. If your temperature goes up
or you’re feeling unwell, ’hey, you know, this is normal’. If this is included in
the app, the patient might feel reassured at the time and would be very benefi-
cial”. Following a comment from a member of the research team, participants
discussed whether reassurance could be provided by people other rather than
HCPs, such as previous patients. P2 stated “I was a community champion on
the Bell Cancer Forum for six years and I was able to give a lot of reassurance
to a lot of people because I had been there”, with P5 having a similar opinion
“Forums mean a lot to me and have been really helpful”.

4.4 Features to Support Reassurance

To investigate further the views of participants on specific features relating to
reassurance, the last part of W3 incorporated discussion based on case scenarios
(Table 2). Each of the following subsections describes a specific solution given to
satisfy the reassurance needs, expressed either directly or indirectly, according
to the presented case scenarios.

Direct Reassurance. Direct reassurance relates to all features that are satisfy-
ing reassurance directly and not as part of other themes. Participants expressed
the need to know and interpret their progress. This was complemented by the
need to know how good patients were doing compared to other patients with
the same conditions (“I like being part of this data collection, you can compare
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yourself with others like you, people like me” - P1, W1). To address this we intro-
duced the feature of ‘Hub’ (Fig. 4a). The ‘Hub’ feature demonstrates the progress
of passively (e.g. vital signs, steps) or actively (e.g. surveys) collected data, and if
desired patients can enable an average indication and population progress, thus
allowing patients to compare themselves with patients with the same characteris-
tics. Additionally, honest feedback (“You don’t always want positive comments.
Honest comments are the most helpful” - P8, W2), was collectively described
by participants as a way to help them interpret what they were seeing in the
progress charts and collectively agreed that should be expressed with encour-
agement and positivity (“Even if we have failings, highlight the shortcoming,
but balance it with encouragement and positivity” - P5, W2), whilst avoiding
repetitive messages (“Receiving the same message day after day, it’s a bit like
Amazon recommendations: you may have bought it a night ago, but they’re still
recommending it to you” - P8, W2).

Reassurance as the Result of Access to Information. Participants
expressed the need to recall important information communicated during their
interactions with HCPs. When discussing this scenario participants were rais-
ing reassurance as the reference point to discussions they had with HCPs, with
P3 stating that “[..] doctors being recorded when they give a diagnosis or an
opinion, this is reassurance that has to be given”. To address this need, we
suggested ‘Recording ’ a feature which supports voice recording and that could
easily be activated by either the HCP or the patient, see Fig. 4b. The feature
was designed to support a function entitled ‘Library ’, serving as an archive of
recordings, allowing filtering by date and HCP for easier and more convenient
access to data.

Another concept discussed by participants was the extent of which clinical
terminology is used during their interactions with HCPs and the subsequent
lack of interpreting such terminology by accessing reliable sources (“[..] there
are links if I want to dive further, [..] my question is what would make that
reliable?” - P8, W2). Thus, this is a common place where potential misinterpre-
tation between what the clinicians are instructing and what patients interpret,
happens. P4 stated that “I wonder why you are collecting certain information.
People don’t always understand [..], but if you explain to them, then they improve
their health literacy and it can be both educational and motivating”, expressing
the importance of understanding the information they receive from HCPs and
linked it directly with health literacy. To address these needs we introduced a
function to auto-transcribe recording (Fig. 4c), highlight clinical terms and link
with resources approved by HCPs, providing patients with the reassurance that
they can interpret information effectively and with reliability.

Participants also reached a consensus that more options for interpreting rele-
vant information (“A cartoon or something more expressive would be more appre-
ciated than textual form. - P1, W3”) are indicative of increased levels of reas-
surance; especially relevant to those with English as an additional language (“It
would be helpful to have some images particularly for people whose English is not
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Fig. 4. (a) ‘Hub’ - Collated progress from wearable & survey data. (b) ‘Recording ’ -
Voice recording, note-taking, and “action” flags. (c) ‘Transcription’ - Auto-transcribe,
highlighting clinical terms with reliable links. (d) ‘Calendar ’ - Appointments, medica-
tion reminders, daily tasks, and ‘Passive mode’.

their first language - P1, W3”). To satisfy this we proposed a feature that makes
the relevant information available in multiple forms including text, visual, audio,
audio-visual and discussion (forums). We also suggested that the transcriptions
are auto-translated into the patient’s native language.

Reassurance as the Result of Personalisation. During the 30-day POPD
period patients are required to continue taking their medication, attending
appointments, and keeping track of their progress. P4 stated “[..] create a posi-
tive influence for a cancer patient to have some control back in their life. And if
an app can provide that, I think that’s great”, with P6 adding “I know it’s dif-
ficult because everybody is different and not everybody will experience the same
things at the same time”, emphasising the different perceptions regarding how
patients would like to track their progress. P8 suggested reminders stating “It’s
about that time, is it? Time to take your tablets. That’s a useful reminder [..]”.
Participants emphasised the meaning of personalising reminders and notifica-
tions according to the ongoing events or tasks, or according to a particular day.
‘Calendar ’ is a feature developed to assist patients to organise their upcoming
events (Fig. 4d) classified in categories. Actions required by the patient are also
linked, e.g., scheduling a blood test. The ‘Calendar ’ feature allows personalising
reminders and notifications (e.g., time of the day, muted, etc.), setting personal
goals, and scheduling notifications with associated tasks.
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Participants expressed their willingness to be prompted according to their
daily tasks and monitoring instructions. However, due to patients’ continual
changes in conditions, ongoing treatments, and needs for medication, sometimes
completing such tasks is not feasible. On such days patients do not want to
complete tasks, do not want to receive notifications, and do not even want to get
out of bed as clearly indicated by P2 “When I had my surgery and I came home
I was fine. I could cope with filling in a survey more or less every day, but when I
was going through chemo, the last thing I would want to do was fill in the survey
because I was ill. Some days I didn’t want to get out of bed. I didn’t want to
do other things”. Considering this we proposed a function called ‘Passive mode’
(Fig. 4d), which allows patients to manually toggle this function and silent tasks
and notifications resulting from the app. From the HCP’s perspective, we know
that this creates a gap in data, however, it offers insights about the underlying
reasons why this gap occurred, e.g., the patient did not feel capable at that time.
These underlying reasons can become more insightful for HCPs if combined with
the information included in the ‘Calendar ’, e.g., a scheduled treatment, creating
patterns which HCPs can identify. HCPs could then follow up on these cases
by reaching out to patients to identify specific needs, thus, providing qualitative
data to explain gaps identified in quantitative data.

Reassurance as the Result of Communication. Participants expressed
the need to know that someone is available when they need them most. These
concerns arise in cases when their point of contact is on vacation, during out-of-
office hours, or when phone lines are busy and staffing resources are limited. P2
stated “Things happen, but I don’t know whether anybody is aware of it. Chatting
online is fine when you know people, but sometimes if there’s a voice at the end
of the line, they can give you far more reassurance than someone chatting to you
online can”. P3 agreed saying “Coaching and support are crucial. Links to people
like Macmillan or Cancer Research, whoever deals specifically with the type of
cancer that people have been suffering from”.

To rectify this we proposed a chatbot informed by: (1) collected patient
data from wearable devices and manual input, (e.g., surveys, questionnaires),
(2) data captured by other functions of the app, (e.g., automatic transcription
of recordings) and (3) geographical data, (e.g., local weather). The chatbot is
intended to provide reassurance for patients when human contact is not feasible.
Some participants agreed that chatbots could be helpful and address the issue
of the unavailability of HCPs, such as P3 who stated that “Research indicates
that the automated diagnosis programs and routines are just as good as an actual
human. Maybe the chatbots could be very useful. You know they could actually be
very accurate indeed and address the problem of availability of humans”. Others
thought they could not adequately substitute a HCP such as P8 who stated that
“My experience with chatbots has not been great, it’s like an interactive version
of FAQ. The answer you get doesn’t relate to the question you asked, so it’s not
going to be a personalised thing anyway”. In sum, participants were not against
the idea, but all were highlighting their shortcomings.
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Reassurance as the Result of Data Use. Patients want to be reassured
regarding who is able to access their data, for example, P2 stating “It’s one thing
I hadn’t thought about: who has access to this data?”. P6 then mentioned the
issue of the efficient use of data stating “[..] that data being collected is brilliant.
But if it’s going to sit for ages before somebody accesses it and does something
with it then you could have a really sharp period of decline and deterioration
before it’s acted upon”. Another common issue is the coordination between the
various doctors a patient is attending. This was raised by P5 - “A disconnection
between my clinician for IBS and the urologist it was the reason of becoming
stage four”. Thus, when patients become either sceptical regarding providing
their data or unsure whether the employed technology can be of any help, their
assurance in using the app is lost.

To address these concerns we proposed the ‘Share’ function, designed to allow
patients to be in control of their files and documents and who has access to them
(Figs. 4c and 4d). To provide patients with the reassurance that HCPs have
reviewed their data, we introduced the ‘Delivery receipt ’ function, so patients
can view who has accessed what information and when.

5 Discussion

Our research has shown how it is possible to identify the requirements for
a Remote Patient Monitoring (RPM) tool, that has the potential to improve
adoption and compliance, through a series of Patient Public Involvement (PPI)
workshops. This paper has focused on the concerns of cancer patients who have
undergone major surgery while in the 30-day period rehabilitating at home.
Our main finding identified by participants was the need for reassurance during
this period. This work extends on existing studies of designing technologies for
cancer patients and contributes to the body of knowledge in this area by explor-
ing how reassurance is perceived by patients and how can be improved during
self-monitoring of their health and general well-being.

The workshops revealed a high level of willingness and satisfaction from
patients in using mHealth technology for self-monitoring. However, we found this
contradictory given the low level of adoption of these technologies. The quali-
tative methodological approach we undertook, allowed us to reveal what the
current technology lacks despite being over-rich in terms of features. First, we
approached the Acute Care & Treatment phase, identified by Hayes et al. [14],
independently from the rest of the cancer journey, as patients’ needs change
based on which phase they are in [19]. Second, coupling an mHealth app with
a wearable sensor proved to be intriguing for patients and allowed us to explore
additional dimensions of needs already identified in the literature [20,25,26].
This perspective enabled us to observe the prevalent role of uncertainty as the
result of rehabilitating in the remote setting after major surgery, together with
magnified concerns, fears and worries. Thus, more than any other period of the
cancer journey, treating such feelings should become the priority of any health
technology. Our research identifies the emerging need for reassurance specifically
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in the 30-day post-operative post-discharge (POPD) period and suggests tan-
gible solutions which are capable of providing direct or indirect reassurance to
patients through RPM technology.

Reassurance in healthcare is still poorly supported [9,16]. In this research we
were able to identify key instances of reassurance that patients seek during the
30-day POPD period; specifically, when unforeseen symptoms occur, patients
are unable to track their own progress, and when they are unable to recall or
interpret information exchanged with HCPs. Pincus et al. [41] highlight that
reassurance can be improved by providing clear explanations and information,
but when patients are recovering at home, access to this information is not as
easy to obtain. We relied on three core concepts to address these concerns that
provide the necessary reassurance to patients. First, we provide patients with
guidance on what they should expect based on their current stage of recovery
through personalised and data-informed feedback. Second, we allow patients to
view and interact with this data whilst tracking their progress against average
patient data. Third, we allow patients to capture and review previous discussions
with HCPs, while interpreting and recalling this information through reliable
sources.

These design ideas can impact reassurance, potentially inspire engagement,
and improve adoption and compliance. In addition, previous work has suggested
that customisation, mobility, balance of information, and privacy are key to
improving adoption [21]. However, we argue that in the phase of Acute Care
& Treatment, patients are more likely to adopt and comply with technology if
they know their data is being reviewed and be reassured they can reach the cor-
rect person when in need. Such tasks put a great deal of pressure on clinicians,
mainly because of the workload and the number of patients in the clinician’s
care. As the workshops revealed, patients understand these struggles while also
not wanting to be a burden or seeking assistance when it is not a real emer-
gency. However, such judgements are built on each individual’s level of health
literacy and understanding of the technology’s capabilities. Although our pro-
posed app cannot fully replace the presence of clinical teams, it can mitigate
the fears, concerns, worries, and uncertainty patients may harbour. Providing
this certain level of reassurance could significantly reduce the burden on hospi-
tals and prevent potential re-admissions. To achieve this, we propose applying
machine learning on real-time data to determine whether a clinical intervention
is needed coupled with chatbots to facilitate continuous reassurance based on
available data (e.g., appointments, treatments, given advice).

A strength of our research is the iterative approach of three PPI workshops
in which the outcome of each workshop informed the agenda and the aims of the
subsequent workshop. Participants could reflect on the findings of the previous
workshops by enriching their views and recalling specific personal experiences.
At the same time, the research team could confirm the theoretical framework
used to initiate the workshops, verify the findings of each previous workshop,
and highlight key findings. However, the group setting of the workshops proved
to be challenging, primarily due to the varying levels of PPI experience across
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the group, limiting any technical input from more experienced participants. In
addition, the virtual activities did not engage the participants as much as the
in-person workshops would have and required additional time. Despite the chal-
lenges, this setting allowed us to recruit participants that we otherwise would
not have been able to as travelling to venues was no longer a burden. To under-
stand how our proposed app can be effectively applied to clinical practice, we will
need to deploy the app within the remote setting and gather feedback from both
patients and healthcare providers. It is also important to evaluate the long-term
effectiveness, scalability, and potential limitations of the app through usability
testing studies and large-scale clinical trials. Additionally, determining whether
reassurance has a measurable impact on adoption and compliance, including
establishing comprehensive and reliable measures of reassurance, specifically in
the context of RPM, are also potential areas of future investigation.

6 Conclusion

The majority of cancer patients go through the post-operative post-discharge
period which involves additional challenges compared to the rest of the cancer
journey. In this study, participants confirmed the special and additional needs
which occur as a result of surgery and confirmed the period where they are left
on their own post-surgery as one of the most critical. Participants identified reas-
surance as central to their recovery and that it should be incorporated within
Remote Patient Monitoring (RPM) technologies. Through our design recom-
mendations, we anticipate this can improve adoption and compliance of RPM
technology during this specific period. Finally, these recommendations are capa-
ble of enhancing the care provided to cancer patients, improving health outcomes
and expanding into the acute care for other chronic diseases, specifically those
that involve a major surgery.
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Abstract. This paper presents the SELFI framework which uses infor-
mation from a range of indirect measures to reduce the burden on users
of context-sensitive apps in the need to self-report their mental state. In
this framework, we implement multiple combinations of facial emotion
recognition tools (Amazon Rekognition, Google Vision, Microsoft Face),
and feature reduction approaches to demonstrate the versatility of the
framework in facial expression based emotion estimation. The evalua-
tion of the framework involving 20 participants in a 28-week in-the-wild
study reveals that the proposed framework can estimate emotion accu-
rately using facial image (83% and 81% macro-F1 for valence and arousal,
respectively), with an average reduction of 10% self-report burden. More-
over, we propose a solution to detect the performance drop of the model
developed by SELFI, during runtime without the use of ground truth
emotion, and we achieve accuracy improvements of 14%.

Keywords: Experience Sampling Method (ESM) · Emotion
prediction · Self-report burden · Facial image processing

1 Introduction

In recent years, context-sensitive mobile applications have become pervasive due
to the penetration of smartphones in our daily life [6,24,29,34]. These context-
aware applications dynamically adjust their behaviors depending on the present
context (say, the current mental state of the user, the current computational
and physical environment etc.), so that the user can focus on their current
activity. The core of context-sensitive applications is to accurately detect the
context (such as location of use, collection of nearby people, emotion of the user,
schedules for the day, etc.) and adapt applications according to the changes
in context [8,9,15]. Context-sensitive applications typically deploy supervised
machine learning models, which are trained by correlating data collected from
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Abdelnour Nocera et al. (Eds.): INTERACT 2023, LNCS 14142, pp. 620–640, 2023.
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various sensors with the reported context information [17,19,41]. The availability
of diverse sensors facilitates the development of context-sensitive applications,
however, collecting the ground truth context information is still a challenge.

Importantly, state-of-the-art context-sensitive applications mostly rely on
manual efforts of users to collect self-reported context information [18,22,30].
For instance, consider a music recommendation system, which is capable of
dynamically recommending music that adapts to the emotion of an individ-
ual. In order to develop such applications, researchers typically rely on manually
collected emotion self-reports as ground truth context information relying on
the Experience Sampling Methods [5,21]. However, as manual self-reporting is
a burden and time-consuming for users, collecting context information from a
long-term study is challenging as participants may respond arbitrarily, or drop
out [26,27]. Therefore, efficient strategies to reduce the self-report burden while
collecting the context information is essential to develop an effective context-
sensitive application. In this paper, we aim to facilitate the users of the emotion
aware context-sensitive applications, hence, we propose a mechanism to reduce
the human in the loop while collecting ground truth emotion self-reports.

One promising approach for reducing the human in the loop in emotion self-
report collection is to use the alternative information sources for inferring emo-
tion, based on initial self-reports provided by the participant. Those inferred
emotions will be subsequently considered as the ground truth self-reports (in
place of directly asking the participants) to train the supervised models. A
diverse set of indirect measures (physiological data, speech, facial expression,
posts in Online Social Networks) is already known to carry a signature of human
emotion [10,23,43,48]. For example, passively sensed heart rate data or skin con-
ductance data using a wearable device can be used as an alternative information
source to infer a user’s emotion instead of asking for self-report labels [3,35].
Similarly, inferred emotion from the voice clips can be used as a substitute of
emotion self-report [12]. Another promising alternative is to capture the facial
image in place of directly collecting emotion self-report from the user, and sub-
sequently infer the emotion label from the facial expression, which may work as
a substitute of self-reported labels.

However, the applicability of these alternative sources of information to infer
users’ emotion labels poses a number of challenges. First of all, the performance
and suitability of various alternative information sources widely vary depending
on the context and the participants involved in the study. Notably, the reduc-
tion in self-reports leads to poor model training, which may significantly drop the
emotion prediction performance of the model. Hence, a flexible toolbox is essen-
tial to conveniently explore the role of multiple alternative information sources
and investigate their impact on reducing the self-report burden, with a tradeoff
with emotion prediction performance. The lack of such a toolbox creates a major
bottleneck to examining the potential of various alternative sources of informa-
tion in reducing the self-report burden. Second, recent advances in machine
learning algorithms allow the extraction of a large set of features from these
alternative information sources. However, identifying the most relevant features,
which are effective in reducing the self-report burden for developing the emotion
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prediction model, is a challenge. Deep learning models [39] may facilitate the
automation of feature extraction, however, the scarcity of data from large scale
field trials with users restricts the applicability of deep learning models. Third,
the performance of the developed emotion prediction model may degrade over
time, as the model gets obsolete due to the change in the context, environment,
and behavioral pattern of the users. Hence, one needs to assess the quality of
the estimates of users’ emotional states on runtime and automatically adapt the
framework, once it detects any degradation in the performance. Therefore, the
development of an adaptive framework, which allows one to (i) explore various
alternative sources of information, and (ii) to identify the relevant features from
this sources of information, may facilitate the developers of the context-sensitive
applications to reduce the burden of the participating users. This paper takes
one step towards this direction.

In this paper, we propose SELFI, a framework which relies on alternative
sources of information, to reduce the self-report burden of the users of emotion
aware context-sensitive applications. In particular, we use facial expression as the
alternative source of information for emotion estimation, since (i) facial expres-
sion is considered as a strong indicator of human emotion [19], (ii) images are
easy to capture in a seamless manner, and (iii) a number of facial image recog-
nition tools (Amazon Rekognition [46], Google Vision [2], and Microsoft Azure
[1]) are commercially available. The framework consists of two major building
blocks. The first building block (termed as Facial image processing block) takes
the facial images (captured using a smartphone) as input and extracts a set
of features. The second block (termed as feature reduction tool) takes the large
feature set as input and decomposes it by adopting any suitable feature reduc-
tion method. Once the feature set is reduced, the correspondence between the
facial image and the self-reports is established by training a machine learning
model for inferring the emotion based on the facial image. The proposed frame-
work provides flexibility to explore any information source (various facial image
recognition tools, in this case) and any feature decomposition method (to select
relevant features) for emotion estimation.

In order to evaluate the proposed framework, we have developed an Android
application for capturing facial images and emotion self-reports. We conducted
a 28-week field study of the framework with 20 participants, who recorded their
facial expressions and instantaneous emotions throughout the day. The emotion
self-report collection was guided by the Circumplex model of emotion, which
suggests every emotion is a combination of valence and arousal [33]. Our exper-
imental results demonstrate that the proposed framework estimates the valence
and arousal with an average F1-score of 83% and 81% respectively, based on the
facial images as an alternative information source. Side by side, SELFI reduces
the volume of required self-reports up to 10% (on average).

2 Background and Data Collection Apparatus

In this section, first we discuss the various ways of representing emotion. Next,
we describe the development of the data collection application and procedure.
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2.1 Emotion Representation

Emotions are intense feelings caused by a specific event [11] persist for a short
duration, whereas moods, in contrast, are feelings less intense than emotions that
often do not depend on contextual stimuli [45] last longer than emotions. Notably,
unlike moods, emotions tend to be more clearly revealed with facial expressions
[16], which motivates us to rely on facial images as an alternative source of infor-
mation for emotion estimation. In this paper, we followed the Circumplex model
that presents emotion in a 2-dimensional plane (see Fig. 1). The x-axis called
valence refers to the positive (pleasant) and negative (unpleasant) degree of emo-
tion, while the y-axis called arousal refers to the degree to which an emotion is
associated with high (activation) or low energy (deactivation). Thus any emotion
can be described using valence and arousal dimensions mapped in one of the 4
quadrants. For instance, the emotion happy is high valence and high arousal state
located in the 1st quadrant. We notice that four dominant emotions happy, angry,
sad, and relaxed from four different quadrants of the Circumplex model are pretty
discriminative Fig. 1. In the following, we develop an app (see Fig. 2) to collect
valence and arousal states as emotion self-reports, directly from the users.

Fig. 1. Circumplex Emotion Model [28]. Fig. 2. Data collection UI.

2.2 UI Development and Self-report Collection

We have developed a smartphone based Android application1 to collect the data
from the participants. This application enables us to collect two specific informa-
tion, (a) self-reported emotion labels, and (b) facial images of the participants.
Since capturing facial images may raise privacy concerns, we take utmost care to
capture and process the facial images. The application checks the phone status
(lock or unlock) at 2 h intervals to probe a notification to record the data. If
the screen is locked at the time of triggering the notification, the notification is
held back and issued once the participant unlocks the phone. The interval value
is chosen based on a study presented by Schmidt et al [36]. In response to the

1 In https://anonymous.4open.science/r/Image collection Upload Dropbox-0565/ we
provide the implementation of the data collection apparatus.

https://anonymous.4open.science/r/Image_collection_Upload_Dropbox-0565/
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notification, the data collection UI records emotion labels and facial images of
the participant. The process is illustrated in Fig. 3. The data collection UI con-
sists of two modules, self-report collection module and Facial Image collection
module.

(a) Self-report Collection Module: This module collects the valence and arousal
state from participants in the form of two questions (shown in Fig. 2). Partic-
ipants are asked to select the suitable radio button to record their perceived
emotion state and press the “Record data” to record the self-report. Notably,
participants are also allowed to skip self-reporting by selecting the ‘No Response’
option, which is set as default. Once the participant responds to the notifica-
tion, the notification probing time, emotion reporting time, and reported emotion
states are saved in a file.

(b) Facial Image Collection Module: We have implemented the facial image col-
lection component, which is embedded within the data collection UI. The respon-
sibility of this module is to capture the facial images of the user at the moment of
recording the emotion self-report, in a privacy preserving manner. The module
triggers automatic collection of the facial image of the participant within one
second of the probe notification. It captures three images in succession to record
at least one image with the full frontal face. We record the date and time of the
captured image, which facilitates us to map it with its corresponding emotion
self-report.

The participants are instructed as part of the self-report collection to ensure
that a selfie is captured. If the participant does not provide the self-report, then
the photo is marked “No response”. To ensure privacy, this application provides
an image review button to review the images at any time before it is uploaded.
Participants can select and delete the images with the delete button if they
do not want to upload a specific image. If the participant deletes all photos
captured with an emotion self-report, then the corresponding self-report label is
also removed. This is important to note that participants can audit and remove
pictures from phone storage, but capturing a photo is not allowed on their own.

Fig. 3. Schematic showing the process of a participant recording self-report emotion
label. For example, in the time interval between t1 and t3, the participant is engaged
with different apps (Whatsapp, Youtube). A notification is received at t3 as 2 h are
passed and it is answered at t4. Similarly, more than 2 h is elapsed from the last
reported emotion and notification received at t6 since the phone was locked.
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3 Pilot Study

We conducted a pilot study to demonstrate the limitations of the facial image
based emotion recognition tools. We have taken approval from the Institute
Ethical Committee of IIT Kharagpur2 to collect facial images and emotion self-
reports from the participants.

3.1 Study Focus Group

We conducted a survey among 33 participants to judiciously select the volun-
teers, who are active with their smartphone engagements. We asked the partic-
ipants to fill out a questionnaire through a Google form3 to collect information
regarding their daily smartphone usage, such as average duration of phone usage,
types of applications usage and their duration, time of the day with peak usage
of the phone, etc. Based on the collected data, we recruited 5 participants (2
males, 3 females; aged 17 to 35 years) from different job backgrounds (3 students,
1 teacher, and businessman), who are highly active with their smartphone usage,
which ensures the collection of sufficient volume of data in a limited time period.

3.2 Study Protocol

We instructed the participants to install the app on their devices to use it for 3
weeks. First, we familiarize the participants with the basic definition of emotion
and apprise them about the functionality of the app. We instructed the partici-
pants to respond to the notification received to record their emotion self-report,
whenever they strongly felt some emotion. After the pilot study, on average
we have collected 100 emotion labels (on average 5 self-reports per day) and
165 facial images from each participant. We paid a token honorarium to all the
volunteers.

3.3 Challenges of Using Facial Images

(a) Limitations of Commercial Image Processing Tools: First, we demon-
strate the limitations of the state of the art facial image processing tools such as
Amazon Rekognition [46], Google Vision [2], and Microsoft Azure [1] to predict
emotion from the collected facial images. These tools return a set of discrete
emotions from the facial images, along with their respective confidence scores.
We consider the emotion with the highest confidence score as the predicted
emotion. We map the predicted emotion of each participant in the valence and
arousal scale of the Circumplex model. In Fig. 4a, we compare this predicted
emotion with the ground truth emotion label. We observe that, on average, the

2 The IRB approval number IIT/SRIC/SAO/2017.
3 We advised the participants to rely on the Digital Wellbeing and Parental Control

tool to respond to the smartphone usage related questionnaire.
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prediction accuracy is 63% and 48% for valence and arousal, respectively, which
demonstrates the limitations of the aforementioned pre-trained tools.

It has been shown in the literature that specific facial landmarks are respon-
sible for expressing a particular emotion [13]. For example, points in the cheek
and lip region express emotion happy ; on the contrary, the eyebrow and lip cor-
ner mainly reveal emotion sad. Therefore we focus on two individual landmarks,
say the right eyebrow and the mouth position, to investigate if they are capable
to correctly discriminate the (high and low) valance states. We extract the 2D
landmark features (right eyebrow, mouth position) from the facial images using
commercial image processing tools. Next, we apply k-means clustering (with
k = 2) to cluster all the images in two classes based on those extracted land-
mark features. In Fig. 4b, we present a scatter plot, where the coordinate of each
point represents the 2D landmark features obtained from the facial image, the
color of the point (brown or green) represents the predicted valance state (high
or low), and the shape of the point (star or disk) represents the ground truth
emotion label collected from the participants. We observe that albeit the facial
landmark features exhibit some potential to classify the high and low valance
states, however, their accuracy does not cross 50% (for both right eyebrow and
mouth position features), revealing the limitations of the individual landmark
features.

The aforementioned experiments point to the necessity of developing a per-
sonalized toolbox, as we cannot directly rely on the generalized pre-trained tools
for automatic emotion recognition. Albeit these commercial tools provide a large
set of facial landmark features to represent a facial expression, however, individ-
ually those landmark features do not exhibit elegance in classifying the valance
states.

Fig. 4. (a) Performance of three facial image processing tools for emotion prediction,
(b) Scatter plot showing the role of the facial landmark features (mouth down, right
eyebrow) in classifying the emotion label. The coordinate of each point represents the
landmark features, the color of the point (brown or green) represents the k-means based
valance state (high or low), and the shape of the point (star or disk) represents the
ground truth emotion label. (Color figure online)
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(b) Variation of Facial Features over Time: We consider the data col-
lected from a specific user U1 and extract features from facial images using
different image analysis tools. We split the data (both emotion labels and the
features) into fixed size time windows. We take the data segment of the first
window and calculate the biserial correlation [20] between every facial feature
and ground truth emotion labels. In Fig. 5a, we show the top correlated fea-
ture in the second, fifth, and seventh time windows. Interestingly, we observe
that the top correlated facial feature “PosePitch” in the second window drops
in the fifth and seventh time window, whereas the other facial feature “upper-
JawlineLeftY” and “PoseYaw” appears at the top in the fifth and seventh time
windows, respectively. This observation indicates that facial features, which are
highly correlated with self-reported emotion in one time window, may exhibit
low correlation in the subsequent time windows. Further, we compute the cross-
correlation between the top correlated feature (PoseRoll) of one time window,
with the top correlated feature (PosePitch) of the subsequent window. Figure 5b
depicts that the cross-correlation between the pair of top features in two sub-
sequent windows is pretty low, which points to the significant changes of facial
features across various time windows. This study shows that the critical facial
features, which may play a key role in developing emotion estimation models,
vary across different time windows. Hence, one time development and training
of the emotion estimation model may not suffice, as the model may get obsolete
over time.

Fig. 5. (a) Correlation score for the top correlated feature in one time window decreases
gradually in the subsequent time window, (b) Cross-correlation score between the top
correlated feature from different time window reduces with the higher time window
indicates the changes of the top correlated feature.

4 Methodology

In this section, first we illustrate the problem addressed in this paper, followed
by the implementation of the proposed framework SELFI.
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4.1 Problem Statement

Consider a scenario where we wish to predict the emotion label e(n+1) of a user
at time instance (n + 1), from the past n self-reported emotion labels. This pre-
dicted emotion label e(n+1) will be later considered as (n+1)th self-report of the
user. Here the emotion label ei represents the (high or low) valence and arousal
state of the user at time instance i. Multiple models [47] have been proposed in
the literature to estimate the emotion e(n+1) from the past n labels, incurring
the burden of self-report fatigue n. The objective of this paper is to develop a
framework SELFI, which only collects initial self-report emotion labels n′ < n
directly from the users, and relies on the facial image f(n+1) collected at time
instance (n + 1) (as alternative information), to correctly estimate the emotion
label e(n+1) at time instance (n + 1). Hence, the proposed framework SELFI
aims to reduce the self-report burden by (n − n′) with correctly estimating the
emotion labels for the time period (n − n′).

4.2 Development of SELFI

The overview of the proposed framework SELFI4 is presented in Fig. 6. This
framework relies on two different input blocks. In the first block, (a) Emotion
self-report processing, we collect the past self-reported emotion labels (ei,
i ∈ [1, n′]), provided by the user and subsequently compute the handcrafted
features (i) Influence and (ii) Emotion Sequence Length. The second block (b)
Facial image processing, we implement this block in two steps, (i) first, we fed
the facial image f(n+1) collected at time instance (n + 1) to the image analysis
tool (say, Amazon Rekognition [46], Google Vision [2], and Microsoft Azure [1]),
which extracts all facial landmarks as facial features. (ii) In the second step, those
features are fed to the feature reduction tool (say, Kernel Principal Component
Analysis (KPCA) and Kernel Discriminant Analysis (KDA), which reduces the
dimension of features. Finally, we use the extracted (a) self-reported features
and (b) facial features to develop a machine learning model, which predicts
the emotion label e(n+1) at time instance (n + 1). In this section, we describe in
detail the various building blocks of SELFI. We develop two separate prediction
models for SELFI; one to estimate the valence state and another one to estimate
the arousal state of the user.

Emotion Self-report Processing: We compute the following two self-report
features from the past n′ emotion labels ei (say, valence) ∈ {1, 0} collected from
the user.

(a) Influence (Fei): This feature measures the influence of the current self-
report emotion ei on the next self-report e(i+1), where ei, e(i+1) ∈ {1, 0}. In order
to compute Influence, first we define a 2×2 state-transition matrix P , where each

4 In https://anonymous.4open.science/r/SELFI-77A3/ we provide the implementa-
tion of the SELFI framework, with a toy dataset.

https://anonymous.4open.science/r/SELFI-77A3/
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Fig. 6. The overall architecture of the emotion estimation framework SELFI.

element of P = {pij}, ∀i, j ∈ {1, 0} denotes the state transition probability from
emotion label ei to label ej , where ei, ej ∈ {1, 0}. Moreover, a current emotion
label ei has an impact on the next state based on the time elapsed between
the current self-report ei and the next self-report e(i+1). We define τe(i+1) as a
normalized elapsed time since last observed self-report e(i+1). Hence, the feature
Influence Fei is designed to capture the influence of a current self-report state ei
on the next self-report e(i+1) as Fe(i+1) = peie(i+1) × (1 − τe(i+1)), where peie(i+1)

indicates the probability of the next emotion state determined as e(i+1) based
on the current self-report ei and (1 − τe(i+1)) indicates a weight of the current
emotion state to the next emotion state in terms of the elapsed time.

(b) Emotion Sequence Length (Lei): This feature captures the typical
sequence length of a specific emotion self-report label ei, reflecting once a user
reports an emotion label ei, how many times in a row, the user repeats the same
emotion at-a-stretch.

Facial Image Processing: We implement this block following two steps.

(a) Facial Feature Extraction: We rely on the various facial image analysis tools
(such as, Amazon Rekognition [46], Google Vision [2], and Microsoft Azure [1]
etc.) to extract features from facial images. The basic principle of those tools is
to first detect the faces in the image and return a bounding box demarcating
the face in the image. Next, it identifies the various facial landmarks, such as
the position of the eyebrow, pupil, mouth, nose, chin, etc as attributes (e.g.,
leftEyeBrowLeft, rightPupil, mouthUp, noseLeft, chinBottom, etc.). These tools
provide the location of each landmark attribute on the face in terms of two or
three dimension coordinates. Apart from landmarks, those tools also return some
other attributes from the images, such as age range, gender, image quality, as well
as some binary attributes such as the presence of beard on the face, the presence
of eyeglasses, etc. However, in our model construction, we only consider the
extracted facial landmarks and their respective attribute coordinates as the facial
features. Precisely, Amazon Rekognition, Microsoft Azure and Google Vision
provide us 60, 54 and 96 facial features, respectively from each facial image. We
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stress on the fact that in the development of SELFI, one may feel free to choose
any commercially available facial image analysis tools to implement the Facial
image processing block for extracting the facial features.

(b) Feature Reduction: Since facial image analysis tools extract a large number of
facial features from images, it is necessary to apply feature reduction to maintain
a sufficient density of the samples per feature. This reduces the risk of model
overfitting, developed based on facial features. This issue is specifically critical
in our context, as we aim to collect fewer self-report emotion labels from each
user, limiting the volume of available data samples. We implement two specific
feature reduction techniques such as (i) Kernel Principal Component Analy-
sis (KPCA) [37] considers the correlation between independent features and (ii)
Kernel Discriminant Analysis (KDA) [32] considers the correlation between inde-
pendent and dependent features, both of which are set to return a single facial
feature after reduction. We implement KPCA with Gaussian Radial Basis Func-
tion (RBF) kernel [31], select arpack as eigensolver, and set one as the number
of principal components to be returned. In KDA, we implement the same kernel
function as used for KPCA. We stress on the fact that in the implementation of
Facial image processing block, one may feel free to (i) choose a suitable feature
reduction method and (ii) decide the dimension of the reduced features.

Emotion Prediction Model: Using the aforesaid (i) self-report features, com-
puted from the past n′ collected emotion labels and (ii) facial features, computed
from the facial image captured for all time instance n′, we train a Random Forest
(RF ) model to predict the emotion e(n′+1) at time instance (n′ +1). We develop
two personalized models for each user to predict valence and arousal separately;
each model implements a two state classifier to predict the state (high, low)
of the emotion (valence and arousal). We implement 50 decision trees for the
RF model, with no specific value chosen for the tree’s maximum depth (hence
depth is unlimited). This is important to note that state-of-the-art packages,
such as ATOM [25], H2O [14], can be utilized to implement this block, enabling
flexibility to explore the suitable ML models.

Estimating Emotion at Time (n + 1) from Initial n′ Self-reports: From
the collected initial n′ self-reports and the captured facial image f(n′+1) at time
instance (n′ + 1), SELFI predicts the emotion label e(n′+1) for time instance
(n′ + 1). The predicted emotion label e(n′+1) works as a substitute of the self-
report for time instance (n′ + 1). Extending this principle, SELFI relies on
the past n self-reports and the facial image f(n+1) at time instance (n + 1), to
estimate the emotion label e(n+1) at time instance (n + 1). Here we obtain the
past n self-reports as the (i) initial n′ self-reports, collected directly from the
users, and (ii) the remaining (n−n′) emotion labels recursively predicted by the
model, thus reducing the self-report burden by (n − n′).
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4.3 Retraining and Runtime Adaptation of SELFI

The developed model may get stale over a period of time, due to the changes
in the feature pattern, which may result in a drop in accuracy in the estimated
emotion labels. During runtime, we first check if retraining is needed after a
certain time interval, and if it is needed, we record the ground truth emotion
self-reports directly from the users and retrain the model. Initially, we train
the model with a n number of data samples collected over the first few days,
where the value of n is decided based on the study in the development phase.
On these training samples, we calculate the K-L divergence score [7] Tk between
the features labeled as high and low valance (arousal) states. Next, in the run-
ning phase, we fix the time instances at which the model estimates the emotion
labels in a sequence. After each prediction phase, we calculate the K-L diver-
gence score PH between the features predicted as high valance (arousal) state
in the prediction phase and the features labeled as high valance (arousal) state
in the training data. Likewise, a similar score PL is calculated for features with
low valance (arousal) states. Subsequently, we take an average of PL and PH ,
denoted as Pavg, which indicates, on average, the deviation between the test
and the training data distribution. Finally, we compare Pavg against Tk, where
higher Pavg indicates the misclassification in valance (arousal) estimation and
subsequently calls for retraining the model with the new self-reported emotion
labels, directly collected from the users.

5 Experimental Setup

In this section, we describe the field study procedure including the collected
dataset, and explain the experiment procedure in detail.

5.1 Field Study

Survey Focus Group: Initially, we recruited 33 participants (24 Female, 9
Male) aged between 17 to 60 years from different work backgrounds (such as
office executive, student, teacher, nurse, businessman, retired person, etc.) via
an offline snowball recruiting method [38] maintaining work background, age,
gender wise diversity. In addition, our participants were chosen from a diverse
range of cities such as tier-II cities (3), tier-I urban agglomeration (7), urban
agglomeration (18), and metropolitan cities (5), etc. We asked participants to
install the app (described in Sect. 2) on their smartphones, allow the app to
access the smartphone camera, and instructed them to use it for 28 weeks to
record their emotion states. We notice that the participants use a variety of
Android-based smartphones (such as Samsung, Redmi, Realme, Oppo, etc.) with
different configurations. During the study, we came across several challenges
such as participants leaving the study in the middle (four participants), the
data collection app stopped working due to some issues with their phone model
(six participants), certain participants recording data rarely (three participants
recorded less than 100 emotion labels), etc. Finally, we collected data from 20
participants (12 female, 8 male).
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Instruction to the Focus Group: Once the participants installed the app
on their devices, we advised them to engage normally with their phones. We
have taken consent from the participants for capturing the facial images using
the app and asked them to fill up a registration form recording their name, age,
gender, occupation, and demographic information. We apprise the participants
that sometimes they may receive a notification to record their emotion self-
report, once they unlock their phone. Participants are instructed to respond to
the notification only if they feel a strong emotion at that moment (otherwise they
may skip the notification). We also advised participants to record No response
label if they do not wish to record the emotion self-report. Moreover, we informed
the participants that they can review the recorded images anytime using the
image review button. This makes sure that we capture emotion, not mood.

Field Study Dataset: On average, we have collected 350 emotion labels and
600 facial images from each participant. Next, we preprocess the collected data
as follows, (a) First, we manually remove all the images with no facial impression
(for example, participants with face masks, blank images) and the images which
are difficult to visualize (say, too dark or too bright images). (b) We remove
the entries with No response labels, as they do not reveal any emotion. Finally,
after data preprocessing, on average we obtain 310 emotion labels and 500 facial
images from each participant, on which we conduct the evaluation experiments.
Valence and Arousal in both datasets, we maintain a 60:40 ratio between high
and low class.

5.2 Evaluation Procedure

We evaluate the framework using the nested cross-validation method [44], as
the traditional cross-validation approach is not suitable due to the presence of
temporal dependency in time series data. In every fold (or iteration) of this cross-
validation approach, the temporal dependency is maintained i.e., the training
portion does not include data from the future segment. In each iteration, we
use 80% of data (first 60% for training and next 20% for testing). In the first
iteration, an initial 60% is used for training, and the next 20% is used for testing,
while in the second iteration, we discard the initial 20%, use the next 60% for
training, and the last 20% for testing. This approach ensures that at every fold,
we perform the training and testing on an equal amount of data and at the
same time, future data is not used for training. In order to evaluate SELFI, we
measure the macro f1-score from every iteration and compute the average values
of two iterations to obtain the performance metric.

5.3 Baseline Algorithms

We implement the following baseline algorithms to evaluate the performance of
SELFI.



SELFI: Evaluation of Techniques to Reduce Self-report Fatigue 633

(a) Feature Based Emotion Model (FBEM): We implement a variation
of SELFI as FBEM, which aims to estimate the emotion label e(n+1) of a
user at time instance (n + 1), only relying on the ‘Facial image processing’
block of the SELFI framework (and ignoring the past emotion self-reports).
We apply the image analysis tools of the facial image processing block to obtain
the features from the facial image f(n+1) captured at time instance (n + 1).
Subsequently, we compute the correlation between each facial feature and the
self-reported emotion label, and select the top two features with the highest
correlation. Finally, we build the emotion prediction model based on these top
facial features to predict the emotion label e(n+1).

(b) Self-reported Emotion Model (SREM): We implement a variation of
SELFI as SREM, which aims to estimate the emotion label e(n+1) of a user
at time instance (n + 1), only relying on self-report emotion labels in the past
n time instances [42]. Precisely, by implementing this SREM, we conducted an
ablation study of SELFI, dropping the ‘Facial image processing’ block from the
framework pipeline.

(c) Past-Current Data Based Emotion Model (PCDEM): We imple-
ment another variation of SELFI as PCDEM, which aims to estimate the emo-
tion label e(n+1) of a user at time instance (n + 1), relying on all the collected
self-report emotion labels in the past n time instances and the facial image col-
lected at time instance n and (n + 1), both [40]. We develop this baseline to
jointly observe the influence of the current and the previous facial image on the
prediction of emotion labels for the current instance.

6 Evaluation of SELFI Framework

In this section, we evaluate the emotion prediction performance and reduction in
the self-report burden of SELFI. We demonstrate the versatility of the SELFI
framework across various image analysis toolkits.

6.1 Emotion Prediction Performance

In Table 1, we evaluate and compare the performance of SELFI framework
with baseline algorithms, in the light of correctly estimating the emotion label
e(n+1) at time instance (n + 1). In this evaluation, for all the algorithms, we
have collected the identical volume of self-report emotion labels directly from
the participants in the past n time instances to train the respective models.

Valence Estimation: In Table 1, we observe that for all the model vari-
ants, SELFI framework consistently outperforms the baseline algorithms in the
valence dimension. The macro F1-score of SELFI and the SREM algorithm is
83% and 77%, respectively, which justifies the utility of the ‘Facial image pro-
cessing’ block of SELFI. Poor performance of FBEM demonstrates the impor-
tant role played by the past emotion self-reports of the SELFI framework. On
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the other hand, the baseline model PCDEM exhibits marginally inferior perfor-
mance compared to SELFI, since the collected facial image at the previous time
instance introduces noise in the model performance. Among all the variants of
SELFI, we obtain the best performance for the {Microsoft Azure and KPCA}
combination (macro F1: 83%). Nevertheless, for the other two facial emotion
recognition toolkit (Amazon, Google) and feature reduction technique (KPCA,
KDA) combination also, the SELFI exhibit a decent performance (macro F1)
ranging from 80% to 82%.

Table 1. Reporting F1-score (%) of valence and arousal for information source Facial
Image. We report F1-score for different features for 3 image analysis tools (Amazon,
Google, Microsoft) across all baselines and SELFI framework. We highlight the highest
accuracy score achieved by model SELFI.

Facial Image

Features Amazon Google Microsoft

Emotion Class Valence Arousal Valence Arousal Valence Arousal

FBEM 60 54 60 57 62 60

SREM 77 77 77 77 77 77

PCDEM 80 79 80 77 81 80

KPCA SELFI 82 80 82 80 83 81

KDA SELFI 81 79 80 77 81 78

Arousal Estimation: In the arousal dimension too, Table 1 demonstrates that
SELFI outperforms the baseline algorithm for all the variants. SELFI achieves
the mean F1-score of 80% for Amazon, Google and Microsoft toolkit (with both
KPCA and KDA based model), whereas baseline models FBEM, SREM and
PCDEM achieve the mean F1-score of 57%, 77% and 80% respectively. Notably,
among all the SELFI variants, the combination {Microsoft Azure and KPCA}
returns the best arousal detection performance (macro F1: 81%).

In summary, SELFI framework outperforms all the baseline algorithms
across all model variants and emotion dimensions (valence, arousal). Since SREM
baseline model performs a little better compared to the FBEM, in the rest of
the paper we compare the performance of SELFI with the SREM model only.
Notably, the combination of Microsoft Azure toolkit and KPCA in the case
of facial image exhibits superior performance for the SELFI framework. The
improvement in emotion prediction performance of SELFI opens up the pos-
sibility of reducing the self-report burden, which we explore in detail in the
following section.

6.2 Reduction in Self-report Burden

In this section, we measure the volume of emotion self-reports required to train
the SELFI framework, which can achieve the identical emotion prediction per-



SELFI: Evaluation of Techniques to Reduce Self-report Fatigue 635

formance as the baseline model SREM (see Fig. 7). In this experiment, we
implement the SELFI framework with various image processing tools (Amazon
Rekognition, Google Vision, and Microsoft Azure) and the KPCA feature reduc-
tion technique (since it exhibits the best performance). In Fig. 7a and Fig. 7b, the
x-axis represents the model performance in terms of F1-score (%) and the y-axis
represents the volume (%) of emotion self-report labels required to achieve that
respective emotion prediction performance (for both valence and arousal). Over-
all, we observe that SELFI requires fewer volume of self-report labels compared
to the baseline algorithm, to achieve a similar emotion prediction performance.
Precisely, in the case of valence, SELFI reduces the self-report burden by 10%
for Microsoft Azure and by 6% for Amazon and Google Vision toolkits, com-
pared to the baseline algorithm. Similarly, in the case of arousal, SELFI reduces
the self-report burden by 8% for Amazon Rekognition, and by 6% for Google
Vision and Microsoft Azure.

Fig. 7. SELFI reduces the self-report burden.

6.3 Versatility of the SELFI Framework

In Fig. 8, we demonstrate the versatility of the SELFI framework, which allows
one to plug and play with various image analysis tools (Amazon Rekognition,
Google Vision, and Microsoft Azure) to implement the framework. This is com-
forting for us to observe that, for a majority of participants, the SELFI frame-
work outperforms the baseline model SREM across all the facial image analysis
tools. This emphasizes the role of facial expression as an alternative information
source to supplement the past self-reported emotion labels to improve the predic-
tion performance, which in turn, paves the way to reduce the self-report burden.
User centric close inspection reveals that Microsoft Azure based SELFI frame-
work achieves the best performance across all the image analysis tools, where
9 participants outperformed the Baseline. We observe that for 6 participants,
the performance of SELFI framework remains same as the Baseline algorithm,
indicating that facial features do not provide any additional benefit for those
participants. This performance is followed by Amazon Rekognition and Google
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Vision toolkit, which exhibits superior performance for 8 participants and 7 par-
ticipants, respectively. In a nutshell, Microsoft Azure exhibits 4% performance
improvement over the SREM model, closely followed by Amazon Rekognition
model, which exhibits 3% improvement.

Finally, we identify 5 participants, whose performance drops compared to
the SREM model across all the facial image analysis tools. Delving deep, we
observe that permutation importance [4] (depicting feature importance) of facial
features is negative for all these 5 participants, indicating that facial features
play a detrimental role in predicting the emotion for those participants. Manual
inspection of images reveals that indeed the facial expression of those partici-
pants visibly does not reflect their self-reported emotion, resulting in a drop in
the model performance.

Fig. 8. User-centric emotion estimation performance of the best model of SELFI
framework.

This observation opens up the possibility to identify the pertinent users apri-
ori, for whom the SELFI framework is most suitable. Before applying SELFI,
one may calculate point biserial correlation [20] between the facial features and
self-reported emotion label for each user. If the facial features correlate well with
the emotion self-reports, then we consider that user as pertinent, hence applying
the SELFI framework only on the pertinent users. Since computing correlations
from numerous facial features, obtained from the facial analysis tools, may be
expensive, we use the feature reduction step (sec Sect. 4) to select the most rel-
evant features to compute the correlations. While applying SELFI only on the
pertinent users (15 participants in our dataset), we observe on average an appre-
ciable 8% and 12% performance improvement over baselines, for valence and
arousal respectively. However, the reduction in the self-report burden remains
almost identical to Sec VI-C, on average 10% and 8% for valence and arousal
respectively.

6.4 Runtime Evaluation

In this section, we evaluate the runtime performance of the model developed
using SELFI with and without applying the retraining point detection method.
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We take 50% and 5% of the size of the whole dataset as the training and pre-
diction window size since it is observed that this window size is enough to have
almost balanced data. Given these settings, the number of prediction phases
becomes 10.

(a) Microsoft valence performance (b) Microsoft arousal performance

Fig. 9. User-wise runtime emotion estimation performance with and without retraining
detection method and count of retraining instances.

We summarize the best results in Fig. 9, showing two bars for each user that
indicate accuracy with and without retraining. In the facial image based SELFI
model, we achieve the best performance for Microsoft Azure and KPCA for both
the case valence and arousal. It is observed that the model accuracy improved
significantly for applying retraining point detection for 12 users. On average, we
achieve a 14% accuracy increment over 5 retraining instances for valence and
arousal.

7 Conclusion and Discussion

The major contribution of this paper is to provide a generic platform, where one
can explore various alternative information sources to train supervised models
for emotion prediction, with reduced self-report burden. Our experiments have
shown that SELFI framework exhibits 4% performance improvement in emotion
prediction (with 83% & 81% macro-F1 in valence and arousal, respectively),
compared to the baseline model SREM, which solely relies on the past emo-
tion self-reports. This manifests the role of facial expression as an alternative
information source, to replace the self-reported emotions directly collected from
the participants. Evidently, SELFI facilitates us to achieve 10% reduction in
self-report burden, compared to the Baseline algorithm.

Importantly, the elegance of SELFI comes from its flexibility, which allows
one to plug in various image analysis tools (say, Amazon Rekognition, Google
Vision, and Microsoft Azure) and feature reduction techniques (say, KPCA,
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KDA etc.) to develop the framework. Considering the (un)reliability of facial
expression as an indicator of emotion, one may suitably explore the plausibility
of various other mediums (such as audio, video, IMU sensors etc.) as the alter-
native source of information. Moreover, in order to assess the potential benefit
of SELFI in practice, one may develop context-sensitive applications, which
solely rely on the emotions estimated from SELFI to train the supervised mod-
els (in place of directly collecting labels from the users). The performance of
those context-sensitive applications will essentially manifest the effectiveness of
SELFI to reduce the self-report burden in practice.
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Abstract. An evaluation of the usability and clinical benefits of a Transcutaneous
Electrical Nerve Stimulation (TENS) device offered as an adjunct to standard care
for thirty patientswithOsteoarthritis (OA) of the kneewas carried out.A four-stage
approach was adopted for this evaluation using a mix of surveys, semi-structured
interviews, user diaries, and patient reported outcome measures (PROMS) col-
lected over a three-month period. The findings of the study demonstrate that a
combined approach generates a richer picture of patient experience while using
a TENS device to manage pain at home. The study also points to how such an
approach, that captures insights into the user’s experience alongside PROMS can
explain the differences between patients who adopt and benefit from these devices
and those who do not.

Keywords: Evaluation Methods · Usability Evaluation · Transcutaneous
Electrical Nerve Stimulation (TENS)

1 Introduction

Osteoarthritis (OA) of the knee is characterised by damage that causes the joint to
become painful and stiff. This typically also causes a reduced range of motion which
leads to the joint locking or giving way and muscle weakness [1]. The global prevalence
of knee OA is estimated to be 16% in individuals over 15 and 22.9% in individuals
aged 40 and over [2]. OA can decrease quality of life and as result increase the use
of the health care system [3]. Nonsurgical solutions can be used to treat and manage
OA symptoms, however, when symptoms become severe and difficult to manage there
are surgical solutions available [4]. Total knee arthroplasty (TKA) is one of the most
commonly undertaken and cost-effective musculoskeletal surgical procedures [5].

An index score on the EuroQol five-dimension (EQ-5D) of<0 defines a state ‘worse
than death’ (WTD) [6]. A study to compare TKA waiting list data from ten UK centres
(in 2020) against retrospective pre-Covid waiting lists (from 2014 to 2017), showed
that 2020 had significantly worse EQ-5D scores and higher rates of patients in a state

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Abdelnour Nocera et al. (Eds.): INTERACT 2023, LNCS 14142, pp. 641–649, 2023.
https://doi.org/10.1007/978-3-031-42280-5_40

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-42280-5_40&domain=pdf
http://orcid.org/0000-0002-4171-7409
http://orcid.org/0000-0003-2667-5244
http://orcid.org/0000-0002-8182-265X
https://doi.org/10.1007/978-3-031-42280-5_40


642 F. Layas et al.

WTD. 80% of this 2020 group felt their quality of life had deteriorated whilst waiting for
surgery [7]. Pharmacological solutions for managing pain often come with side effects
associated with long term use such as addiction or organ damage, non-pharmacologic
solutions utilising technology for pain relief avoid many of these side effects [8].

Transcutaneous Electrical Nerve Stimulation (TENS) is used clinically in a range of
scenarios for the reduction, or relief of pain. TENS is a non-invasive modality that is
easy to apply with relatively few contraindications. The mechanism behind TENS is that
a small electrical impulse is delivered at varying amplitudes and frequencies through
the skin using conductive adhesive electrodes. The sensation felt varies between user
but most report a ‘tingling’ sensation as the nerves below the electrode sites receive the
electrical impulses [9]. TENS is an intervention that activates selective peripheral nerve
fibres to elicit physiological neuromodulation. This translates as an ability to ‘block’
pain signals in some individuals. While TENS is a recommended treatment in 8 out of
10 guidelines for the management of knee OA [10], a systematic review [11] on physical
therapy interventions for patient with knee OA reported a “moderate-quality evidence”
on pain relief using TENS. However, a meta-analysis [12] showed a significant decrease
in pain for patientswith kneeOAusingTENS.By its very nature TENSoffers a relatively
temporary pain relief measure [8]. It can help reducing pain intensity during walking
and subsequently increases walking function [13]. Previous studies [12–14] showed that
the frequency, intensity and continuous use of TENS devices are factors that influence
how effective they can be in alleviating pain.

This combined usability and clinical evaluation study presents an opportunity to test
a TENS device with patients who are currently awaiting TKA in a real-world clinical
setting to help inform a TENS device company’s future development of the product and
provide insights that may inform new product development opportunities.

2 Evaluation Method

The main goals of this evaluation study were to assess (1) potential clinical benefits; (2)
to assess usability and acceptability; (3) and to understand how clinical outcome data
relates to user experience for this TENS device. The TENS device used (See Fig. 1) is
wearable, battery powered with a rechargeable USB port that has six treatment modes,
each with variable intensity. Authors of this paper are independent evaluators, and have
no affiliation with the company supplying the device.

Fig. 1. The TENS device
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2.1 Design

This mixed-methods study of patients awaiting TKA, examines the clinical benefits
and usability of the TENS device to provide insights that may inform new product
development opportunities, and to help better understand how this device could help
these patients. A 4-stage research design was adopted. The data collection period in this
evaluation was 3 months.

2.2 Participants

A total of 30 patients took part in the study. Participants age range was 51 to 79 years
old, with a mean age of 66.8 (SD = 8.1) years old.

Of the 30 participants, 8 participants were excluded because they either submitted
incomplete data sets (4 participants) or had early knee surgery (4 participants), which
would have introduced bias into the results. This meant a total of 22 (73%) participants
completed stage 1 usability survey and 22 (73%) participants completed the clinical
outcome survey. However, of the 22 participants who took part in stage 1 only 20 (67%)
participants agreed to take part in stage 2 interviews, and of those 14 (47%) patients took
part in the series of interviews. A total of 19 (63%) participants completed stage 3 user
diaries, this means that at least 4 weeks of data was collected. Finally, 20 (67%) patients
took part in the final series of interviews.

2.3 Procedure

Participants were recruited through an NHS, TKA waiting list under clinical guidance
of an orthopaedic surgical consultant. The patients were pre-screened by NHS staff,
and those deemed suitable were invited to participate. Patients who wanted to take part
were invited for an initial consultation. During this consultation, the following aspects
were discussed: the aims and rationale of the evaluation, the nature of the evaluation and
patients’ involvement; patients contact with primary care and their medication relating
to their pain; and how to use the TENS device at home. Each patient was given the device
and a study folder which contained a consent form and participants’ information sheet;
a copy of stage 1 surveys; four first class paid envelops to return completed surveys (one
for each survey); 12 copies of the user diary (one for each week).

Participants who agreed took part in the follow up interviews, were invited between
week 4 and 6 of the trial to do the interview over the phone or via Microsoft Teams.

2.4 Materials

Stage 1 Surveys: This stage consisted of two surveys, as follows:

(1) A usability survey consisting of four main sections (to be completed once): Some
demographic questions; Questions around their lifestyle; First impression of the
device before first use; and first impression of the device after first use.



644 F. Layas et al.

(2) A clinical outcomes survey consisting of threemain PROMS (Baselinewas collected
in the initial consultation and then to be completed by participants at the end of
each month of the trial): Numerical Rating Scale (NRS), a 10-point Likert scale (0
= No pain at all, and 10 = Worst pain imaginable); EQ-5D-5L, a multi attribute
general health questionnaire that can be used to assess a patient’s health related
quality of life; and KOOS-PS, a self-report questionnaire measures the physical
function of the knee. These PROMS are in line with international value-based health
recommendations [15].

Stage 2 Interim Interviews: A structured interview followed, comprising of 18 ques-
tions. This included questions about: User experience interacting with the device; Look
and feel of the device; How helpful the device has been in reducing pain and preforming
daily activities; Meeting expectations and satisfaction after long term use; Recommend-
ing the device to others; and how different the experience of using this device has been
to any other device they might have used previously.

Stage 3 User Diary: The user diary collected data about participants’ interaction with
the device each week. This included four main sections as follows: Knee pain rating; Use
of the device (Frequency of use, mode and intensity level used); Marking the locations
of where the device was used on the knee; and Overall experience and satisfaction while
using the device.

Stage 4 Final Round of Interviews: A structured interview followed, comprising of
10 questions. This included questions about: Design changes to the device; The device
ease of use, how beneficial the device was, and the overall satisfaction of the device; Use
of the device (When, where, frequency of use, what would help to use it more);Meeting
expectations after long term use; Attitude toward electrical stimulation; and thoughts on
whether or not the knee surgery is the only solution that will help with their knee pain.

3 Results

In stage 1, the usability survey, participants were asked to rate their overall first impres-
sion of the device’s packaging (0 = Not pleasing, 10 = Very pleasing). Participants
gave a rating mean of 8.7 (SD = 1.5). Results of a one-sample Wilcoxon signed rank
test showed that ratings were significantly higher than the neutral midpoint (W = 3.9,
p < .001). The most frequently mentioned reason for participants’ ratings were that
the device is compact, and small. Participants were asked to rate their experience of
unpacking the device (0 = Very difficult, 10 = Very easy). Participants gave a rating
mean of 8.1 (SD = 2.2). Ratings were significantly higher than the neutral midpoint
(W = 3.6, p < .001). Most participants have found the device easy to unpack. Only
one participant found it difficult to unpack. Participants were asked to rate their overall
first impression of the device itself (0= Not pleasing, 10= Very pleasing). Participants
gave a rating mean of 9.0 (SD= 1.1). Ratings were significantly higher than the neutral
midpoint (W = 4.0, p < .001). Again, participants here commented on how small the
device is. Participants also thought the device will be easy to use. Based on their overall
first impressions participants were asked to rate their expectations on how the device will
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help them manage the pain (0 = Very low expectations, 10 = Very high expectations).
Participants gave a rating mean of 6.4 (SD= 2.1). Ratings were significantly higher than
the neutral midpoint (W = 2.4, p < .05). While the ratings were significantly higher
than the neutral, participants’ comments were divided between some being hopeful that
the device will help them manage the pain, others being more sceptical.

Participants were asked to rate their experience of using the device for the first
time (0 = Very difficult, 10 = Very easy). Participants gave a rating mean of 8.4(SD
= 1.6). Ratings were significantly higher than the neutral midpoint (W = 4.0, p <

.001). Generally, participants experience using the device for the first time was positive.
Participants found the device comfortable and easy to use. What participants liked the
most about the device was the ease and simplicity of use and the size of the device. Only
one participant commented about the charging process being the least favourite thing
about the device.

In stage 2, 19 of the study participants were interviewed to investigate patients’
experiences and perception after long term use. Overall participants had a positive expe-
rience using the device. Participants noted that the device was easy to use; simple and
user friendly; did not require any physical or mental effort to use it; and was easy and
quick to learn how to use it. In addition, all participants were happy with the actual size
of the device, its weight, appearance, and the overall quality. All participants thought
charging was easy, with many noting that the device hardly needs recharging and that
it charges very quickly. Only one participant had an issue with the charging port. Two
participants had an issue with the controller bleeping. Participants were asked how they
feel now compared to before they started using the device. Overall, 8 participants thought
the device helped them manage their knee pain. Some participants said that they were
sleeping better (particularly those who used it in the evening); were not using painkillers
as much; and a few noticed that there was less swelling around the knee. However, 5
participants did not notice any difference between now and before starting using the
device. A few participants thought this could be due to the nature or the severity of their
pain. Two participants noted that the pain relief is very temporary after using the device.
Participants were asked to describe how helpful the device has been in reducing the
pain. Interestingly, 12 participants thought that they noted a general reduction in pain.
However, of those, two participants thought that the effectiveness of the device reduced
after the first month of use. Only two participants did not notice any reduction in pain.
Nonetheless, when participants were asked if the device has helped with walking, only
6 participants reported a noticeable effect. Three participants were not sure if the device
had helped with walking, and 5 participants did not notice any effect. Similarly, when
participants were asked whether the device had helped them to perform their day-to-day
tasks more easily, only 5 participants noticed any changes. Most participants felt that the
device had not helped with completing the tasks more easily or more quickly. Overall,
participants thought the device had meet their expectations of managing the Pain. Only
two participants thought that the device had not achieved everything they expected it to
do. Four participants thought the device had not been beneficial for them while waiting
for the surgery. All the other participants thought the device has been beneficial for them
while waiting for the surgery. Participants perception after long term use, is that the
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device was pleasant to use (unless the intensity level was set too high); they felt com-
fortable and confident in using the device; and they felt safe in using the device. What
participants liked the most about the device was the ease of use (11 Participants); the
compact size (9 Participants); simple to use (6 Participants); discreet (4 Participants);
good quality (2 Participants); portability (2 Participants); light weight (2 Participants);
ease of storage (2 Participants); holding charge (2 Participants); and ease of charging
(1 Participant). All participants said that they would recommend the device to friends
and family members who might need it. Six participants said that they have already
recommended the device for others to use.

In stage 3 of the study, participants who completed less than 4 weeks of their user
diary sheets were excluded from the analysis. Generally, participants were happy about
the device, and they thought the device was easy to use; compact; simple to use; user
friendly; comfortable; easy to store; charges well; soothing; relaxing; light weight; not
time consuming. Interestingly, 4 of the participants who completed the 12-week diaries,
noted that the device easily became part of their daily routines. However, five participants
reported that they did not use the device as much during the holiday season (during
Christmas), as they kept forgetting to use the device because they were busy with guests.
One participant, commented on how it is difficult to hear the beeps to change between
different moods or intensities. Two participants, noted that it was challenging for them to
know what mode and intensity level they should use, as well as, how long the electrodes
should be on their knee. Lastly, in regards of pain reduction, 4 participants noted a
temporary relief. 11 participants noted no real difference during the trial. However, even
though participants said that the device did not reduce the pain some of them noted that
the device helped in other ways, for example, knee is not so stiff; walking with less of
a limp; help with the bruises; colour of the knee is better; better circulation; help with
the knee and ankle swelling; sleep better; and less cramp. Five participants thought the
device did help reduce pain. Participants were asked to indicate where they were placing
the electrodes for each use. Figure 2 shows the most frequent pad placement.

Fig. 2. Pad placement diagram for both left and right leg

In stage 4, the final round of interviews, participants were asked what they would
change about the device and why. Participants thoughts on this question were consistent
with their thoughts during previous stages. Most participants said that they would not
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change anything about the device.Only twoparticipants commented onhow they initially
found the charging port a bit fiddly. Another two participants noted that the device beeps
were quite loud, and that visual cue would help them keep track of the settings. Based
on their long-term use participants were asked to rate the ease of use of the device (0
= difficult to use, 10 = very easy to use). Participants gave a rating mean of 8.8 (SD =
1.4). Ratings were significantly higher than the neutral midpoint (W = 3.9, p < .001).

Participants were also asked to rate how beneficial the device was while waiting for
the surgery (0 = not at all beneficial, 10 = very beneficial). Participants gave a rating
mean of 4.2 (SD= 3.4). Ratings were not significantly different to the neutral midpoint
(W= −1.1, p> .05). Lastly, participants were asked to rate how satisfied they are with
the device (0 = not at all satisfied, 10 = very satisfied). Participants gave a rating mean
of 7 (SD = 2.3). Ratings were significantly different to the neutral midpoint (W = −
2.4, p < .05). On average participants used the device once or twice a day throughout
the trial. Participants were asked what would have helped them to use the device more
often. 8 participants said that they would have used it more often if it was effective, and
4 participants said that being busy with work lead to less frequency of use. Participants
were also asked if they think this kind of technology can be beneficial to patients who
are suffering with OA knee pain. On 5-point Likert scale, participants gave a rating
mean of 4.4 (SD = 0.9). Ratings were significantly different to the neutral midpoint
(W = 3.5, p < .001). They were also asked if they think that knee replacement is the
only real solution to the pain associated with OA. On 5-point Likert scale, participants
gave a rating mean of 4.1 (SD= 0.9). Ratings were significantly different to the neutral
midpoint (W = 3.3, p < .001).

To assess any potential clinical benefits of the device a series of Wilcoxon Signed
Rank tests were conducted for all three clinical measures (Pain NRS, EQ-5D andKOOS-
PS). For thewhole group of participants, the results indicated that therewas no significant
difference in pain NRS score (W = 101.5, p > .1); there was an increase of KOOS-PS
scores (W = 153.0, p < .05) indicating a decrease in knee function; and EQ-5D scores
indicated a worsening quality of life (W = 57.5, p < .05). However, when splitting
participants into two groups (11 participants in each) based on the frequency of use as
per the user diary, participants in the ‘least’ use group had a worsening of KOOS-PS
scores (W = 52, p < .01), whereas participants in the ‘most’ use group did not (W =
25, p > .0.5). There was no significant difference in pain NRS and EQ-5D scores in the
split groups. Improved sleep, reduced swelling and more confidence in daily activities
were positive factors reported by participants in the ‘most’ group during the study, but
not the ‘least’ group.

Pearson’s coefficient tests were conducted to understand how clinical outcome data
relates to the device’s usability and user experience data. Results showed a positive
correlation between change in EQ-5D score and the final device satisfaction score (r =
0.48, p < .05). EQ-5D score also positively correlated with the device’s benefit score (r
= 0.5, p< .05). There was a negative correlation between early device satisfaction score
and change in pain NRS scores (r = −0.6, p < .05). This indicates that participants
who gave a higher rating on the early satisfaction question were also more likely to
report a reduction in pain at the end of the study. In addition, change in pain NRS score
negatively correlated with the total number of uses (r =−0.46, p< .05). This indicates
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that more frequent device use has a relationship with the reduction in pain scores and
overall benefits felt by the participants. Early and final satisfaction scores were positively
correlated with the device benefit score (r = 0.92, p< .0001) and (r = 0.71, p< .0001)
respectively. No correlation was found between KOOS-PS scores and any of the clinical
outcomes or the usability and user experience data.

4 Discussion and Conclusions

This study sought to examine the clinical befits and usability of a TENS Device. A
4-stage research design was adopted, and a total of 30 patients with orthopaedic knee
pain took part in the study.

Overall, the results of the study showed that there were no significant design issues
or difficulties encountered during the use of the device. The devices’ form factor and
usabilitywere good.However, in termof the effectiveness of the device inmanaging pain,
participants’ comments were not consistent. For example, only 8 participants thought the
device has helped them managing the pain, but 12 participants thought that they noted
a general reduction in pain. of those, only 6 participants reported a noticeable effect in
walking and only 5 participants reported a noticeable effect in preforming day-to-day
tasks. Nonetheless, when participants were asked if they would recommend the device
to a friend or a family member who might need it, they all said yes. In fact, some of them
had already recommended the device to others. In addition, their rating on how satisfied
they were with the device were positively above the midpoint of the scale. Whereas their
ratings on how beneficial the device was for them while waiting for the surgery were
neutral. There was no change in pain scores from baseline to end of the trial, whereas
there was a significant decrease in quality of life and knee function difficulty scores.
On this basis it could be concluded that, overall, this group of patients are degenerating
whilst waiting for surgery and the device is ineffective.

However, by splitting the cohort by ‘most’ and ‘least’ total device uses; the ‘least’ use
group had a worsening of KOOS-PS scores whereas the ‘most’ group did not. Improved
sleep, reduced swelling and more confidence in daily activities were only reported by
participants in the ‘most’ group. Without the user feedback collected as part of the
usability evaluation we would not have observed the variance in use across the cohort.
As result we would not have been able to split the group in this way and would have
not gained the insight as to why there was a difference in the ‘most’ and ‘least’ groups
with KOOS-PS group scores. The physiological response from a TENS device could not
have altered the underlying osteoarthritis of the knee, but increased exercise may have
helped the participants knee function scores [13]. While monitoring of pain, EQ-5D and
KOOS-PS for patient outcomes in osteoarthritis of the knee is recommended by ICHOM
[15], this study has provided some evidence that monitoring activity levels and sleep
may give more insights into the potential benefits of TENS devices for osteoarthritis.

Finally, there are some limitations with this study arising from the relatively small
sample size and the lack of a control group, so the findings need to be treated very
cautiously.
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