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Preface

The present book includes extended and revised versions of a set of selected papers from
the 2021 and 2022 editions of CHIRA - The International Conference on Computer-
Human Interaction Research and Applications. CHIRA 2021 was exceptionally held as
online event, due to COVID-19, and CHIRA 2022 was held in Valletta, Malta as a hybrid
event.

CHIRA 2021 received 48 paper submissions from 20 countries, of which 4% were
included in this book. CHIRA 2022 received 37 paper submissions from 17 countries,
of which 17% were included in this book.

The papers were selected by the event chairs and their selection is based on a number
of criteria that include the ratings and comments provided by the program committee
members, the session chairs’ assessment and also the program chairs’ global view of
all papers included in the technical program. The authors of selected papers were then
invited to submit a revised and extended version of their papers having at least 30% new
material.

The purpose of the International Conference on Computer-Human Interaction
Research and Applications (CHIRA) is to bring together professionals, academics and
students who are interested in the advancement of research and practical applications
of interaction design & human-computer interaction. Four parallel tracks were held,
covering different aspects of Computer-Human Interaction, which were Human Fac-
tors and Information Systems, Interactive Devices, Interaction Design and Adaptive and
Intelligent Systems.

The papers selected to be included in this book contribute to the understanding of
relevant trends of current research in Computer-Human Interaction Research and Appli-
cations, including: User-Centered Interaction Design Patterns, User Experience Design,
Multimedia andMultimodal Interaction, Interaction DesignModelling, Haptic and Tan-
gible Devices, Accessible and Adaptive Interaction, User Behaviour Analysis, User
Experience Evaluation, Modelling Human Factors, Mobile Computer-Human Interac-
tion, Machine Learning, Information Retrieval, Human-Centered AI and Design and
Evaluation.

We would like to thank all the authors for their contributions and also the reviewers
who have helped to ensure the quality of this publication.

October 2022 Andreas Holzinger
Hugo Plácido da Silva

Jean Vanderdonckt
Larry Constantine
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Abstract. Tangible user interfaces (TUIs) let users manipulate digital
information with their bodies and perceive it with their senses. This con-
cept can be applied to the control of digital musical instruments and, in
a more general context, music-oriented devices. Specifically addressing
vulnerable users, namely people in a condition of cognitive and/or phys-
ical impairment, this paper presents the state of the art about music
TUIs and describes an experiment conducted on a small group. The
methodology consisted in building user-tailored experiences to let partici-
pants acquire basic musical skills with a hands-on approach implemented
through an ensemble of digital instruments. The achieved results included
both the improvement of music competencies in vulnerable users and the
acquisition of soft skills.

Keywords: Music · Tangible user interfaces · Computer-supported
education · Educational vulnerability · Social disadvantage ·
Accessibility · Educational poverty

1 Introduction

A relevant research question in the field of sound and music computing concerns
if and how technology can bridge the gap between musical activities (includ-
ing learning, composition, performance, etc.) and physical and cognitive users’
impairments.

The scientific literature shows that digital technologies can help in a number
of ways: for example, a computer-based system can substitute and/or augment
a standard musical instrument [22,33,43], pave the way for unleashing creativ-
ity [47,48,60], provide alternative interfaces suitable to overcome impairments
[31,35,51], and encourage the development of music-related skills [5,10,54].
According to [45], music teaching through information technology can also affect
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. Holzinger et al. (Eds.): CHIRA 2021/2022, CCIS 1882, pp. 1–25, 2023.
https://doi.org/10.1007/978-3-031-41962-1_1
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behavior relating to learners’ online learning attitudes, music learning motiva-
tion, and learning engagement. The ubiquity of portable devices (notebooks,
tablets, smartphones, etc.), equipped with ad-hoc hardware accessories, suit-
able software tools, and easy-to-use interfaces, can represent a solution even in
vulnerable contexts.

Please note that disability and aging are not the only factors that hamper
the development of musical skills; also conditions of social disadvantage may
constitute a barrier [14,36,46].

Music is learned and taught in multiple ways depending on the socio-cultural
contexts in which learning occurs, and musical activities should be culturally
responsive and meaningful so as to respond to diverse learning contexts [13].
Critical aspects such as user-friendliness, usability, accessibility, affordability,
and suitable use of multimodality must be considered.

In this work, we propose the use of tangible user interfaces both as musical
instruments to use in conjunction with traditional ones and as an orchestra. The
goal of the experimentation we conducted was to foster musical expressiveness
and interaction between users in conditions of social disadvantage. Participants
were characterized by cognitive and/or physical impairments or they had a back-
ground of educational poverty.

The key research questions we aim to answer are:

RQ1. Can tangible user interfaces encourage the acquisition of basic musical
skills in socially-distressed subjects?

RQ2. Can an ensemble of music tangible user interfaces foster soft skills such as
socialization and cooperation among peers?

RQ3. Can these results be measured or somehow assessed?

In the following, we will try to answer these questions. To this end, the
present work is organized as follows: Sect. 2 will define the concept of tangible
user interface (TUI) and provide the state of the art; Sect. 3 will focus on music
TUIs; Sect. 4 will describe the experimental activities, including some previous
experiences, the details of project “Note Digitali”, and the experimental setting;
Sect. 5 will focus on the results achieved and propose possible strategies to mea-
sure users’ performances; finally, Sect. 6 will draw the conclusions.

Please note that this paper is an extension of the work presented at the 5th
International Conference on Computer-Human Interaction Research and Appli-
cations (CHIRA 2021) [12].

2 Tangible User Interfaces

Tangible user interfaces (TUIs) replace the graphical user interfaces (GUIs) typ-
ical for user interaction in computing systems with real physical objects. The
key idea is to give digital information a physical form and let these physical
forms serve as a representation and control for digital information. A TUI lets
users manipulate digital information with their bodies and perceive it with their
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senses. One of the pioneers in tangible user interfaces is Hiroshi Ishii, a profes-
sor at MIT who heads the Tangible Media Group at the MIT Media Lab. His
particular vision for TUIs, called Tangible Bits, is to give physical form to digi-
tal information, making bits directly manipulable and perceptible [40]. Tangible
Bits pursues the seamless coupling between physical objects and virtual data.

TUIs aim to overcome some limitations posed by classic computer interaction,
offering intuitive ways to build complex structures, manipulate parameters, and
connect objects. TUIs use physical forms that fit seamlessly into a user’s physical
environment, giving physical form to digital information and taking advantage
of haptic-interaction skills [41]. All physical objects can potentially be a part of
a digital user interface [39]. For example, if an object, which is part of a TUI, is
moved or put in a specific position, a digital signal will be sent from either the
tangible object itself or from another device that senses the object.

Currently, there are different research areas and applications related to
TUIs. For instance, tangible augmented reality implies that virtual objects
are “attached” to physically manipulated objects; in tangible tabletop interac-
tion, physical objects are moved upon a multi-touch surface; moreover, physical
objects can be used as ambient displays or integrated inside embodied user inter-
faces.

Since TUIs make digital information directly manipulatable with our hands
and perceptible through our peripheral senses, this approach can be particularly
effective for young [68] and disadvantaged users [1,17,28].

One of the scenarios where TUIs are particularly effective is gamification.
Focusing on recovering from physical impairments, games can be used to increase
the motivation of patients in rehabilitation sessions. Motivation is one of the
main problems evidenced in traditional therapy sessions, often hampered by the
repetitive nature of exercises. Most studies show that effective rehabilitation
must be early, intensive, and repetitive [16,59]. As such, these approaches are
often considered repetitive and boring by the patients, resulting in difficulties
in maintaining their interest and in assuring that they complete the treatment
program [59]. On the other hand, due to their nature, games can motivate and
engage the patients’ attention and distract them from their rehabilitation con-
dition. On one side, they require some motor and cognitive activity, and, on the
other, they can offer feedback and levels of challenge and difficulty that can be
adapted to the patients’ skills. We can see similar advantages in the development
of domain and soft skills for other categories of impaired users.

Serious games are an option that provides learning combined with enter-
tainment. The locution “serious games” refers to playful activities that provide
training and physical or mental exercise in a fun and enjoyable way [25]. These
games can be not only a way to prevent the feeling of loneliness [24], but they
can also enable social interaction [30]. During the last decades, digital games
have become a popular leisure activity.

A quite obvious field of application for tangible interfaces is the overcoming
of visual impairment through gamification [49,55,58]. Different forms of physical
impairment have been addressed as well.
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Fig. 1. The user interface and some gestures supported by Handly. Images were taken
from [65].

For example, Handly is an integrated upper-limb rehabilitation system for
persons with neurological disorders [65]. Handly consists of tangibles for training
four-hand tasks with specific functional handgrips and a motivational game. The
system consists of four tangible training boxes, which each present one essen-
tial grip and associated hand task: push-pull, squeezing, knob turning, and key
turning (see Fig. 1). Handly combines tangibles specifically designed for repet-
itive task-oriented motor skill training of typical daily activities with serious
gaming, thus offering a comprehensive approach. Handly focuses on therapy for
various neurological disorders that can cause functional disabilities in the hands.

Segara is an integrated hand rehabilitation system for patients with rheuma-
toid arthritis (RA) very similar to Handly [69]. Segara consists of tangibles for
training six tasks with Interactive functional handgrips and a motivational seri-
ous game (see Fig. 2). It shows that a system combining games and tangibles to
enhance hand rehabilitation is feasible and highly appreciated by patients.

Resonance is an interactive tabletop artwork that targets upper-limb move-
ment rehabilitation for patients with an acquired brain injury [26]. The artwork
consists of several interactive game environments, which enable artistic expres-
sion, exploration, and play. Resonance provides uni-manual and bi-manual game-
like tasks and exploratory creative environments of varying complexity geared
toward reaching, grasping, lifting, moving, and placing tangible user interfaces
on a tabletop display (see Fig. 3). Each environment aims to encourage collab-
orative, cooperative, and competitive modes of interaction for small groups of
co-located participants.

NikVision is a tangible tabletop based on a user-centered design approach
for the cognitive stimulation of older people with cognitive impairments and
dementia problems in nursing homes [18]. The general experiences of the users
when working with the tangible tabletop were assessed and applied to the design
of new cognitive and physical stimulation activities. From these experiences,
guidelines for the design of tangible activities for this kind of user were extracted
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Fig. 2. The user interface and some examples of activities with Segara. Images were
taken from [69].

Fig. 3. The user interface and a play session of Resonance.

for the design and evaluation of tangible activities that could be useful for other
researchers. NIKIVision’s game activities are specially designed for the elderly
and have different levels of difficulty and audio feedback. The list of activities
includes:

– Clothes Activity—Based on the daily task of getting dressed, users interact
with the tabletop by using different objects with realistic drawings of pieces
of clothing and letters. Fine motor skills are addressed when users have to
pick up the two-dimensional objects to place them on the tabletop;
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– Shapes Activity—Users have to select the indicated geometrical shapes and
situate them on the box displayed on the tabletop;

– Roads Activity—Focusing on upper-half motor skills, users have to move the
object on the tabletop surface by following a virtual road, also avoiding phys-
ical obstacles in the most difficult levels. The objects with which the users
interact are different handles designed to stimulate different kinds of grabbing
actions.

It is worth remarking that, when the applications are not explicitly con-
ceived for impaired users, gamification can also pose critical issues. For example,
Smith and Abrams [63] explore the issue of access to digital technology by using
the lens of accessibility. More specifically, this paper considers the needs of all
learners, including those who identify as disabled, and raises important inquiries
about equity and access to technological instructional materials. Notably, online
courses enhanced with gamification elements present potential access barriers
and challenges to learners who identify with auditory, cognitive, neurological,
physical, speech, or visual disabilities.

3 Tangible User Interfaces for Music

Music TUIs apply the concept of tangible interfaces to the music field. As
demonstrated by the scientific literature and a number of commercially-available
applications, TUIs are being profitably used in musical performances and music
therapy.

A tangible interface provides the user with a physical way to interact with
music and sound parameters. In this sense, the advent of digital technologies
paved the way for innovative and original approaches. Music TUIs can play a
number of roles: for example, synthesizers to generate sound, sequencers that
perform audio samples and mix them together, remote controllers for music and
sound parameters, or interfaces for music-related games.

A key concept is the one of music embodiment : it can be defined as a corporeal
process that enables the link between music as an experienced phenomenon and
music as physical energy [44]. This process focuses on the cognitive relationship
that ties musical subjects and objects, an idea critically analyzed and reworked
by Schiavio and Menin [61].

Music TUIs are a technological means able to support and encourage music
embodiment, thus breaking down the barriers that hinder musical creativity
and expressiveness, especially in young people and impaired performers. On
one side, a tangible interface offers a physical way to interact with music and
sound parameters, somehow recalling the kind of interaction of traditional musi-
cal instruments; on the other side, it can simplify the process, e.g., making it
more accessible and intuitive.

In the following, we will mention some musical applications (Sect. 3.1) and
then we will focus on the Kibo, namely the device that we adopted in our exper-
imentation (Sect. 3.2).
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3.1 Musical Applications of TUIs

Many music TUIs are based on fiducial markers, or simply fiducials, namely
objects placed in the field of view of an image-recognition system with functions
of control, user input, reference, or measure. Examples of fiducials include:

– 2D markers, e.g. barcode systems or pictograms [29];
– basic 3D geometrical shapes, e.g. multi-faceted cubes [57];
– 3D printed objects, e.g. diorama models of musical instruments [4].

For example, the principle of fiducials is fully exploited in the Reactable, a
digital musical instrument developed by the Music Technology Group at the
Universitat Pompeu Fabra in Barcelona [42]. The Reactable employs fiducials to
generate and control music and sound parameters. This device has a tabletop
tangible user interface formed by a round translucent table used as a backlit
display. Special blocks called tangibles (see Fig. 4) can be placed on the table
and moved by the user according to the intended result; their geometrical and
spatial characteristics are detected in real time by the image-recognition system,
that, in turn, pilots the virtual modular synthesizer to create music or sound
effects. Currently, there are two versions of the Reactable: Reactable Live! and
Reactable experience. The former is a smaller, more portable version designed
for professional musicians. The latter is more similar to the original Reactable
and suited for installations in public spaces.

Another fiducial-based framework for music is D-Touch [20], which defines a
class of tangible media applications implementable on consumer-grade personal
computers. D-Touch fiducial markers for music-performance applications are
shown in Fig. 5.

BeatBearing is a do-it-yourself (DIY) project.1 This tangible rhythm
sequencer is made of a computer interface overlaid with the grid pattern of
metal washers and ball bearings. The system is controlled by an Arduino micro-
controller.

Many working prototypes have been described in the scientific literature.
In 2001, Paradiso et al. reviewed some initiatives based on magnetic tags,

including Musical Trinkets, an installation based on tagged objects publicly
exhibited first at SIGGRAPH 2000 and, several months later, at SMAU in Milan
[52].

In 2003, Newton-Dunn et al. described a way to control Block Jam, a dynamic
polyrhythmic sequencer using physical artifacts [50]. The idea of a tangible
sequencer addressing the preparation and improvisation of electronic music is
also the foundation of a more recent platform called mixiTUI. [53].

Modular sound synthesis is addressed by the Spyractable described in [56].
This platform reconfigures the functionality of the Reactable and redesigns most
features, adjusting it to a synthesizer’s needs.

1 https://www.jameco.com/Jameco/workshop/JamecoFavorites/beatbearing-
rhythm-sequencer.html.

https://www.jameco.com/Jameco/workshop/JamecoFavorites/beatbearing-rhythm-sequencer.html
https://www.jameco.com/Jameco/workshop/JamecoFavorites/beatbearing-rhythm-sequencer.html
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Fig. 4. The fiducial markers of the Reactable. The picture is taken from [23].

Fig. 5. The fiducial markers of D-Touch. The picture is taken from [20].

The MusicCube, described in [2], is a wireless cube-like object that lets users
physically interact with music collections using gestures to shuffle music and a
rotary dial with a button for song navigation and volume control. In 2008 Schi-
ettecatte and Vanderdonckt presented AudioCubes, a similar product consisting
in a distributed cube interface for sound design [62].
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Fig. 6. The fiducial markers of TuneTable. The picture is taken from [32].

Finally, it is worth mentioning the TuneTable [67], a platform based on
programmable fiducials for music coding (Fig. 6). This approach was assessed
in a computational musical tabletop exhibit for the young held at the Museum
of Design, Atlanta (MODA). Workshop activities had the goal of promoting
hands-on learning of computational concepts through music creation.

For a more up-to-date and comprehensive review of music TUIs in the scien-
tific literature, please refer to [8].

3.2 Kodaly Kibo

The Kibo by Kodaly is a wooden board presenting eight unique geometric shapes
that can be inserted into and removed from suitable slots. This device, also
sensitive to pressure variations on single tangibles, returns the dynamic response
of a polyphonic acoustic instrument.

The main control over music parameters is realized through a set of 8
easily-recognizable tangibles, shown in Fig. 7. Each object has a different shape
fitting in a single slot. Tangibles present symmetry properties so that they can
be rotated and flipped before being inserted in their slots. They have a magnetic
core, consequently, they can be also stacked one on top of the other. The body of
the Kibo contains a multi-point pressure sensor that allows the detection of the
insertion and removal of tangibles. The characteristics of the sensor make the
instrument both extremely sensitive and very resistant. Concerning the former
aspect, it is sufficient to bring a tangible closer to the body to trigger a reaction;
similarly, the gentle touch of fingers over an already plugged tangible is recog-
nized as a pressure variation. Concerning robustness, the Kibo has been designed
to tolerate strong physical stresses, like punches and bumps. A distinctive feature
is the possibility of detecting pressure variations over tangibles.
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Fig. 7. The Kibo’s body and tangibles.

The Kibo can be connected via Bluetooth or USB to iOS and macOS devices
running a proprietary app, that acts both as a synthesizer and a configuration
center. Windows and Android operating systems are also supported via third-
party drivers.

The communication between the controller and the app occurs by exchanging
standard MIDI 1.0 messages. The MIDI engine integrated into the app supports
up to seven Kibo units simultaneously, without perceivable latency. Being a
fully compatible controller, the Kibo can also be integrated into any MIDI setup
without the intervention of the app as a mediator.

In addition to the advantages of any music TUI, the Kibo was chosen for
the “Note digitali” project because this device simplifies the establishment of a
network of musical instruments working together like an orchestral ensemble [3].

Moreover, the app natively embeds three operating modes that are particu-
larly useful in educational, rehabilitative, and therapeutic fields [9]:

1. Musical Instrument Mode—In this scenario, Kibo’s tangibles are usually
mapped onto pitches. Associations between shapes and notes can be cus-
tomized; in this way, the device is not bound to a fixed association (e.g., a
C-major scale), but it supports key changes, other scale models, non-standard
note layouts, etc. Through suitable processing of MIDI messages, a single key
could also trigger multiple musical events, e.g. custom chords or arpeggios.
The metaphor of a keyboard controller is further extended by the aftertouch
effect, namely the possibility to detect pressure variations over tangibles after
note attacks;
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2. Beat Mode—In this scenario, tangibles are mapped onto single percussive
instruments. The pressure sensor, presenting a high level of resistance to
strong mechanical stresses but also a noticeable sensitivity, allows effects
ranging from hard mallet beats to delicate brush rubbing. With respect to
the previous one, such an operating mode greatly simplifies the interaction
and makes the performance more intuitive for beginners; for example, the
melodic and harmonic dimensions of music are absent, and a number of musi-
cal parameters (e.g., the release time for notes) are ignored;

3. Song Mode—In this scenario, the Kibo is employed as a controller to trigger
already available music loops. Tangibles are associated with mutually syn-
chronized but independent tracks, like in a multi-track environment. When
tangibles are inserted, the corresponding tracks are activated; when they are
removed, tracks are muted (but they keep running silently, so as to preserve
global synchronization). This type of interaction with music content is par-
ticularly suitable to engage users who are not able or do not wish to create
their own music.

The reconfigurability of the Kibo, coupled with the adoption of standard
communication protocols, enables numerous heterogeneous scenarios. Multiple
Kibo units in an ensemble can be set to cover distinct note ranges and timbres, or
even to work in different operating modes, thus providing the teacher with great
flexibility. Additional operating modes could be easily implemented by assigning
other meanings, even extra-musical ones, to the MIDI messages generated by
the Kibo via ad-hoc software interfaces.

4 Experimentation

4.1 Background

The current proposal is rooted in some previous music-therapy experiences con-
ducted by the same working group with the help of digital technologies, as doc-
umented in [7,11]. Also in that case, the idea was to employ a computer-based
interface in order to overcome the physical and cognitive impairments that often
hamper musical activities in users with disabilities. Such a goal only partially
overlaps the one of the “Note Digitali” project; in fact, in the scenario described
below, not only impairments but also conditions of social disadvantage will be
considered.

Other key differences with respect to the aforementioned experiences must
be remarked. First, from a technical point of view, human-computer interaction
did not occur through a music TUI but through the Leap Motion controller,
an optical hand-tracking module able to detect and capture the movements of
the user’s hands with great accuracy [66]. The applicability of such a device to
music recalls the concept of “air” musical instruments, i.e. virtual instruments
employing depth cameras or other sensor systems to implement an interaction
paradigm based on performing gestures in the air, without touching a physical
interface [34]. Examples have been documented and discussed in [21,27], and
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[64]. Conversely, the “Note Digitali” project (discussed later) employs the Kibo,
the music TUI described in Sect. 3.2. Clearly, this kind of interface completely
changes the human-computer interaction paradigm.

Moreover, in previous experiences, the musical performance mainly involved
only the impaired user – interacting through the Leap Motion controller – and
the therapist – playing a traditional instrument. The social aspects typical of
making music together were limited to the relationship between a single learner
and his/her educator. Conversely, the proposal detailed below will focus on peer-
to-peer interaction between multiple performers, whereas the main roles played
by the instructor will be to explain, help, and propose musical activities.

The scientific literature reports other experiences of ensemble playing on
digital instruments. For example, the aspects of human interaction and com-
munication in a digital music ensemble have been addressed by Hattwick and
Umezaki [37,38]; Ben-Tal and Salazar proposed a new model for collaborative
learning based on the connections between the technological tools and the social
frameworks in emerging digital music collectives [15]; Cheng investigated the
development of musical competency in a laptop ensemble [19].

With respect to other similar initiatives, our proposal presents novel features
regarding the expressiveness of the selected digital device, the availability of a
fine-tuned learning environment, and the attention paid to affective and emo-
tional aspects. These characteristics will be better clarified in the next sections.

4.2 The “Note Digitali” Project

The initiative described in this work was launched in response to “Call 57” by
Fondazione di Comunità di Milano - Città, Sud Ovest, Sud Est e Adda Marte-
sana ONLUS. In this framework, the project “Note digitali” (in English: digital
notes) provided the common umbrella to host different activities dealing with
music and disadvantaged people. The project involved three partners:

1. Laboratorio di Informatica Musicale (Laboratory of Music Informatics),
Department of Computer Science, University of Milan. Established in 1985,
it is one of the most relevant Italian research centers dealing with sound and
music computing;

2. Casa di Redenzione Sociale (House of Social Redemption), Milan. Founded
in 1927, this institution has been conducting activities in both the social and
cultural fields, specifically addressing problems linked to the context of the
northern suburbs of Milan: fragmentation of the social fabric, widespread
educational poverty, and lack of public spaces;

3. Fondazione Luigi Clerici, Milan. In operation since 1972, this foundation
offers vocational courses and apprenticeship initiatives, also for adult and
impaired students. The mission is to create a network able to integrate educa-
tion and organizational skills in collaboration with public and private author-
ities, local institutions, trade associations, and social organizations.

The project was conceived as an experiment of cultural citizenship where
music turns into a means of self-empowerment and social cohesion. The goals
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included providing basic musical competencies and skills, fostering creativity,
and, above all, encouraging interaction and socialization in vulnerable partici-
pants. The expected results included the promotion of participation in the socio-
cultural life of the community by people with different types of disabilities, the
perception of music as a means of aggregation, and self-empowerment, namely
the self-discovery for the participants of their skills and abilities.

4.3 The Experimental Setting

Workshop activities were conducted in small groups under the guidance of an
experienced tutor in a time span from December 2020 to May 2021.

Fig. 8. The hardware equipment used during the experimental activity: five Kibo units
and an Apple iPad. The picture is taken from [12].

The basic hardware equipment used during the experimental activity
included 5 Kibo units connected to an Apple iPad via Bluetooth Low Energy
(BLE), as shown in Fig. 8. The room where most activities took place was also
equipped with traditional and digital musical instruments, such as drums and an
electric piano (Fig. 9). This setting provided the tutor with many options, includ-
ing the exclusive use of Kibo units (with or without the direct involvement of
the tutor) and mixed performances with traditional instruments, specifically the
piano and the ukulele. In the latter scenario, the tutor was the only performer
enabled to play a non-digital instrument. Most participants had no previous
music knowledge, so the function of the tutor was basically to explain musical
concepts and guide learners toward an autonomous performance.
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Fig. 9. The classroom where workshop activities took place. The picture is adapted
from [12].

The current technical limitations of BLE currently limit the total amount
of Kibo units simultaneously connected to a single mobile device: the maximum
amount is 7. In the case of an expanded Kibo orchestra, such a constraint can
be overcome by employing a higher number of devices suitably configured to
communicate with a subset of Kibo units. Moreover, these TUIs can be used as
standard MIDI controllers, thus operating in conjunction with other compatible
hardware equipment.

As the participants admitted to the workshops were expected to present
different types of impairment or distress conditions, the idea was to create small
and homogeneous groups. Participants were subdivided into teams made of 4
people, in order to guarantee, on one side, a number of peers sufficient to foster
social interaction and, on the other, let the tutor easily supervise and guide the
experience. The tutor had background experiences both in music therapy and in
digital music technologies.

Participants belonged to 3 categories:

1. young students aged 12 to 18 with psycho-social support needs;
2. adults aged 25 to 50 with cognitive and/or physical impairment;
3. children with special needs (in particular due to dyslexia, dyspraxia, and

dyscalculia) aged 7 to 10.

The total number of participants was 20 (12 males, 8 females). They formed
5 teams: 2 teams (8 participants, 2 females) for the first category, 2 teams (8
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Table 1. The detailed program of the workshop [12].

Unit Task Description

1 1.1 Presentation of participants and pre-test
1.2 Introduction to the Kibo and its features
1.3 The Kibo and piano interactive performance
1.4 All participants playing the same rhythmic pattern

2 2.1 Theoretical fundamentals of melody and rhythm
2.2 Playing a short piece as an ensemble
2.3 Writing and reading a simplified score

3 3.1 Theoretical fundamentals of harmony and timbre
3.2 Playing a piece with different musical instruments
3.3 Making music together with a Kibo ensemble

4 4.1 Playing a song mixing Kibo’s operating modes
4.2 Music improvisation inspired by paintings

participants, 4 females) for the second category, and 1 team (4 participants, 2
females) for the third category.

Each 4-people team attended a complete cycle made of 4 didactic units. Units
were administered once a week and lasted 2 h each. In this way, any cycle was
completed in the time span of one month.

Table 1 shows the program of each educational cycle, divided into units and
tasks. Depending on the characteristics of the team (age, type of impairment,
previous music knowledge, level of attention, etc.), some adjustments were made
on the fly by the tutor in order to fine-tune the educational activities. The basic
idea was to drive learners along two parallel growth paths: on one side, improving
their musical skills by gradually introducing new dimensions (rhythm, melody,
harmony, timbre); on the other side, encouraging their interaction aptitudes
through music (listening to the tutor’s performance, playing alone, playing with
the tutor, playing in an ensemble, playing together and improvising in front of an
audience). Some tasks implied theoretical investigations and other tasks focused
on practical activities.

The adoption of a music TUI was fundamental for breaking down the initial
barriers (physical impairments, lack of instrumental practice, sense of insecurity
or shame) and letting participants be involved in a musical performance in a
very limited amount of time.

It is worth underlining the relevance of some tasks. Task 2.3 implied the
ability to translate a sequence of musical events (possibly available in Common
Western Notation format) into a sequence of pictograms referring to fiducials. In
this way, learners were pushed to develop soft skills (teamwork, problem-solving,
etc.) and the ability to reason abstractly. Task 3.3 asked participants to perform
a music piece together by playing different roles: two leading voices, a rhythmic
base, and a harmonic accompaniment. This task encouraged synchronization



16 A. Baratè et al.

abilities, information exchange, and peer-to-peer cooperation. Finally, Tasks 4.1
and 4.2 explored the field of music improvisation, both mixing already available
materials and playing freely under the influence of visual artworks. In the latter
case, the portability of the system (the Kibo units and the tablet) was a key
aspect to conduct such an experience in a museum with a collection of paintings.

5 Discussion

Before addressing the research questions posed in Sect. 1, it is worth reporting
some general considerations about our experimentation.

The first observation concerns the choice of the device. The Kibo proved to
be a good solution from many points of view, from technical aspects (e.g., easy
device connection and communication) to physical ones (e.g., user-friendliness
and robustness). Unfortunately, it is not an affordable product. At the moment
of writing, in Italy, this device is sold for 900 to 1000e. Building an ensemble
of Kibo units, including the need to have an Apple mobile device, is not a low-
budget operation. From this point of view, a mixed approach that includes other
traditional or digital instruments can help.

Concerning organizational aspects, a team composed of up to 5 participants
was a good compromise. Conversely, the presence of a single tutor in the class-
room did not guarantee fluid conduct of educational activities. In fact, she had
to explain theoretical concepts, play an instrument, support impaired users, and,
sometimes, even solve technical issues simultaneously.

The 2-h length for lessons was adequate and generally appreciated by partic-
ipants, but the number of didactic units per cycle should be increased in order
to better cover the high number of subjects. For instance, the intriguing rela-
tionship between music and visual arts was confined to Task 4.2, but it could
become the focus of a whole educational cycle.

Finally, in our experimentation teams were not formed according to previous
musical knowledge but considering social conditions and impairments. On one
side, this choice facilitated the cooperation between users sharing similar prob-
lems and the consequent fine-tuning of the program, but, on the other side, it
merged people with different expectations into a single team. The Kibo, as well as
many other music-oriented TUIs, is a facilitator for people with no music knowl-
edge, but its limited possibilities can easily cause boredom and disengagement
in more skilled users.

5.1 Answering Research Question 1

RQ1 aimed to investigate the applicability of a TUI-based approach to the acqui-
sition of basic musical skills in vulnerable learners. This research question focused
on individual experience, acquisition of knowledge, and development of music-
related skills.

From classroom observations and user feedback, the Kibo proved to be a
suitable tool to let users with no previous knowledge develop musical intelli-
gence, namely abilities in the field of perception and autonomous production
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of music. The results achieved by all participants, including very young as well
as impaired ones, included the ability to understand the main dimensions of
music (melody, rhythm, harmony, timbre), recognize variations in some param-
eters (e.g., dynamics, tempo, instrumentation), and autonomously reproduce a
simple tune. These achievements have been assessed through the instructor’s
observations.

If compared with the pre-workshop situation, the best results have been
obtained by those participants who presented both physical and cognitive impair-
ments (specifically, the second team of the second category). The members of
this team had started from a lower level of knowledge, whereas other participants
had recently studied music at school. Moreover, using an enabling technology
was the only opportunity for them to make music, and, in most cases, this work-
shop was their first active musical experience. For these reasons, their reaction
to the use of a TUI was enthusiastic. Figure 10 shows a wheel-chaired participant
and a blind participant.

Fig. 10. A physically-impaired and a visually-impaired user making music with the
Kibo in the context of the “Note Digitali” project.

Another observation is more tightly related to the specific features of the
Kibo. The geometric shapes of the fiducials proved to be suitable both to over-
come visual impairments (tangibles were easily recognizable to the touch and
pluggable into the slots) and cognitive ones (sequences of shapes were easy to
remember also in case of memory deficit or inability to read a score).

5.2 Answering Research Question 2

One of the goals of the workshop was to emphasize a series of soft and transversal
skills through the creation of shared musical performances. RQ2 aims to assess
this kind of non-musical achievement.
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Making music together as an ensemble requires the development of social
skills, encourages cooperative aptitudes, and promotes the ability to listen to
the other and perform in front of an audience.

For most teams cooperation did not represent a problem, rather it encour-
aged relations and strengthened the ties inside each group. For the first team,
conversely, playing together was a real challenge. Let us recall that the members
were children aged 12 to 14 with a difficult background, coming from a context
of social fragility and educational poverty. The problems encountered with them
were mostly behavioral: respecting others, listening without talking over, and
playing the instruments at the right time. Luckily, the engagement due to mak-
ing music together and the interest in the playful interface of the Kibo let them
overcome internal conflicts and focus on a common goal.

The adoption of a TUI also encouraged problem-solving and abstraction
skills, which are two key aspects of computational thinking. The problem to
solve was how to reinvent a music score suitable both for people with no music
knowledge and for impaired users. The solution was to translate music notation
into Kibo’s symbols (see Fig. 11).

Fig. 11. A music sheet for Kibo with fiducial symbols added by hand.

The cooperation of each team member was fundamental for completing Task
3.3. Learners had to form a small musical ensemble where everyone should play
an important part. The tutor guided the process so as to promote personal
abilities without causing frustration in participants. Each team was able to apply
the principles of self-regulation, also thanks to the distinguishing features of the
TUI in use. For example, a blind girl who demonstrated a great, unexpected
sense of rhythm could perform her part using the Kibo in Beat Mode; two young
students autonomously decided to share the leading voice of a piece by playing
it in turn in Instrument Mode; and less skilled users were able to participate
taking benefit from the Song Mode.

More time would have been helpful to consolidate this work, but all the
learners understood the meaning of working together and actively contributing
to the achievement of a shared purpose.
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5.3 Answering Research Question 3

RQ1 and RQ2 were answered through qualitative assessment. Conversely, RQ3
focuses on quantitatively-measurable results.

The necessary premise concerns the main goal of the project “Note Digitali”,
which was not intended to provide participants with specific musical skills but
to let them interact and express themselves in a creative way. From this point of
view, even if some activities addressed musical education (see Tasks 2.1 and 3.1),
the development of music-related competencies was a sort of desirable side effect.
For this reason, users’ performances have not been recorded or tracked from a
numerical point of view, even for those activities implying a predefined pattern
to be reproduced (see Tasks 1.4, 2.2, and 2.3). Nevertheless, this operation could
be easily performed by a computer-based system.

The most critical issue does not concern how to obtain values from a music
TUI but how to assess the musical skills based on those values. In fact, as clarified
in [6], the objective evaluation of users’ performances in music is not a trivial
task.

First, for an activity with very strict time constraints, the influence of delays
in gesture acquisition, signal propagation, and recording can be a decisive factor.
Suffice it to say that tolerable delays in digital audio workstations are in the range
of 2 to 5 ms. Conversely, the BLE protocol itself can introduce undesirable lags.
Clearly, slight delays would not influence the quality of performance as perceived
by human players, above all if beginners or amateurs, but they would influence
the automatic assessment by a computer system.

In addition, giving a score to a performance that diverges from the expected
one is intrinsically complex. Music is made of many interconnected aspects –
melody, rhythm, harmony, timbre, expression, etc. – and even a mistake involving
a single dimension could have multiple interpretations. For example, detecting
a 0.1s offset on a regular pattern of beats at a low metronome (e.g., 60 bpm,
with each beat lasting 1s) would not be critical, but the same value measured
on a smaller rhythmical value and at a higher metronome (e.g., 180 bpm) would
have a much higher impact. This problem could be solved by using a relative
instead of an absolute criterion to measure errors. But what about a melodic
pattern where the performer is regularly 1 note ahead or an octave below? Even
more so when participants are amateur musicians who suffer from some form of
impairment that hampers their performance from a cognitive or physical point
of view.

In conclusion, answering RQ3 is technically possible, but its feasibility
depends on the context. It would be interesting to conduct this kind of analysis
on music students from a conservatory or in a professional orchestra, whereas
it makes little sense in a scenario where music expression is mainly intended to
foster inclusion and break down barriers.
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6 Conclusions

This paper elucidates the notable accomplishments achieved through the organi-
zation of ensemble playing sessions utilizing a music TUI, particularly concern-
ing the augmentation of musical aptitude, social interaction skills, and soft skills
among vulnerable users.

Unsurprisingly, the implementation of a music TUI proves instrumental in
resolving the customary accessibility predicaments encountered by physically
impaired individuals when engaging with conventional musical instruments.
Within the ambit of the documented experiment, the majority of participants
presented motor impairments, while a subset of these individuals also experi-
enced visual impairments. For such users, a TUI serves as an essential enabling
technology, facilitating their participation in musical performances. Many partic-
ipants experienced the joy of playing music for the first time, fostering a collab-
orative environment. Overall, the experience yielded highly positive outcomes,
evoking enthusiastic responses from the learners.

Furthermore, a TUI possesses the capacity to bridge the divide between cog-
nitive impairments and a comprehensive understanding and engagement with
various musical dimensions. In this context, the proficiency to read and mem-
orize musical scores assumes nontrivial significance. Remarkably, not only were
these impediments successfully surmounted, but the participants even managed
to generate new musical scores, owing to the implementation of a simplified
language and a gamification approach.

In summary, it became evident that engagement can push the boundaries
of users, enabling them to achieve unprecedented outcomes. Employing a music
TUI, with the guidance of a skilled tutor, fosters engagement and effectively
diminishes initial barriers, thereby alleviating the sense of frustration frequently
encountered by disadvantaged users, which often hampers their musical creativ-
ity and expressive capabilities.

It is important to note that the TUI not only serves as an empowering tech-
nology for impaired users who are unable to play traditional instruments, but
it also stimulates creativity and facilitates musical expressiveness even after a
relatively brief exploration period.
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Abstract. This paper presents a novel approach to mitigating the
spread of misinformation by presenting social media design principles
based on users’ interaction tendencies. The focus of our design prin-
ciples is to provide new design affordances to make the truth louder.
This research leverages users’ high and low interaction tendencies to
amplify truth by increasing users’ interactions with verified posts and
decreasing their interactions with unverified posts. The paper describes
a theoretical basis and 3 design principles, and presents an analysis of
participants’ responses to the design principles. In addition, this paper
investigates users’ views on sharing and preference for platform-based
incentives. The results show that users with lower interaction tendencies
share verified information more when they receive additional interaction
support. Furthermore, due to the interaction tendencies, users exhibit
opposite preferences for platform-based incentives that can encourage
their participation in making the truth louder. Users with high inter-
action tendencies prefer incentives that highlight their presence on the
platform, and users with low interaction tendencies favor incentives that
can educate them about the impact of their participation on their friends
and community.

Keywords: Fake news · Misinformation · Intervention · Mitigation ·
Interaction · Design principle · Social media

1 Introduction

This paper presents a shift in focus for the mitigation of fake news that has the
goal to encourage social media users to share more credible information rather
than solely relying on stopping the spread of misinformation. Misinformation,
one type of fake news that refers to unintentional spreading of false information,
is responsible for increasing polarization and the consequential loss of trust in
science and media [18]. To reduce the spread of misinformation, social media
platforms are removing the accounts that spread misleading information and
the posts that contain false information. In addition to that effort, platforms
are introducing new indicators that facilitate the process of getting contextual
information about posts that have questionable veracity. The purpose of the
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indicators is to assist users’ information verification process while consuming
or before sharing the information with other users. Though the intention of
these indicators is to minimize the spread of questionable content [24,34,38],
the design aspects do not address users’ interaction behaviors to leverage the
interaction tendencies in distributing credible information. In this paper, we
present users’ active-passive interactions tendencies as the basis for design and
provide 3 principles of designing social media interaction that combat fake news
with a focus on making the truth louder on social platforms.

A focus on making the truth louder on social platforms means that the inter-
action designs nudge users toward distributing credible information and limiting
the spread of unverified information. Nudges, in the form of suggestions or rec-
ommendations, intend to steer users’ behaviors in particular directions without
sacrificing users’ freedom of choices [1,42]. We identify that users’ interaction
abilities on social media can be described in the range from active to passive
- active users have a strong tendency to interact with content and other users,
whereas passive users have the tendency to refrain from interactions [6,12,44].
Users’ interaction behaviors could transform overtime. Shao [35] has suggested
that users initially consume content and eventually start participating on the
platform and produce content. The Reader-to-Leader Framework [29] indicates
the evolution of a user from a reader to a leader. This paper builds on our
understanding of the active-passive continuum presented in [12,29,35] to develop
a theoretical basis for nudging user behavior to adopt the 2 target interaction
behaviors that combat fakes news by making the truth louder:

– Target behavior 1 (TB1): Users interact to increase the spread of verified
and credible information.

– Target behavior 2 (TB2): Users interact to reduce the spread of unverified
and questionable information.

We present 3 principles for designing social media interaction that are
grounded on users’ active-passive tendencies and intend to increase users’ likeli-
ness of performing the 2 target behaviors. The design principles are inspired by
the Fogg Behavior Model (FBM) [10] that suggests a change of behavior hap-
pens when individuals have 2 factors: 1. the ability to change the behaviors and
2. the motivation to change the behaviors and overlays 3 types of prompts, 1.
Signal, 2. Facilitator, and 3. Spark. In our design principles, the factor ‘ability’
refers to individuals’ interaction tendencies and the factor ‘motivation’ refers to
individuals’ motivation to contribute in making the truth louder. The 3 design
principles of social media interaction for combating misinformation are:

1. Awareness on Making the Truth Louder: The goal of this design princi-
ple is to remind users and nudge their attention to perform the target behav-
iors that can make the truth louder. This design principle is inspired from
the Signal prompt in FBM [10] and appeals to social media users who possess
high ability to perform the behaviors and high motivation to contribute to
making the truth louder.
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2. Guidance on Making the Truth Louder: The goal of this design prin-
ciple is to provide users the necessary interaction supports for performing
target behaviors that lead to making the truth louder. This design principle
is inspired from the Facilitator prompt in FBM [10] and appeals to social
media users who have low ability to perform the target behaviors but possess
a high motivation to contribute to making the truth louder.

3. Incentive on Making the Truth Louder: The goal of this design principle
is to provide incentives and encourage users to perform the target behaviors
that can make the truth louder. This design principle is inspired from the
Spark prompt in FBM [10] and appeals to social media users who have the
ability to perform the interaction behaviors but are not highly motivated to
participate in making the truth louder.

This paper investigates the effect of interaction design on the user across the
active-passive continuum when the design adopts the awareness principle and
provides factual information about the content. Similarly, this study investigates
the effect of a design on the users across the active-passive spectrum that adopts
the guidance principle and provides additional interaction support to increase
users’ participation in combating misinformation. This research is not a UI con-
tribution; instead, the UI is used to study the responses of users to the design
principles for personalized interaction-focused intervention. Finally, this research
explores how the users across the active-passive continuum show preferences for
the platform-based incentives that a design adopting the incentive design prin-
ciple can utilize. The findings of these investigations can identify the effective
design principles that can be applied to develop personalized interaction-focused
interventions to amplify the truth on social platforms.

The organization of this paper is as follows: Sect. 2 presents the related work
and describes how the design principles contribute to the research on combating
fake news. In Sect. 3, we discuss the differences between active and passive users’
interaction behavior and describe the connection of users’ interaction tendencies
with the target behaviors that can make the truth louder. Section 4 presents the
3 design principles, provide prototypes to explain the principles and discusses the
existing social media interventions in the lens of these design principles. Section 5
describes the experimental design conducted to investigate users’ responses to
three design principles and Sect. 6 presents the effect of 3 principles on users
with different interaction tendencies and shows the experiment results.

2 Related Work

Social media companies are taking steps to reduce the spread of fake news,
such as misinformation (unintentional misleading information) and disinforma-
tion (intentional misleading information). They develop algorithms and work
with third parties to detect fake content and the accounts who spread those
fake information [31,32]. Platforms such as Facebook and Twitter remove fake
content and the accounts that display inauthentic activities [13,33]. To reduce
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the spread of unverified information, the platforms demote flagged posts and the
content that are detected to be spam or clickbait [3,8]. In the research communi-
ties, a wide range of algorithms have been developed to detect fake information
by analyzing textual features, network structure, and developing propagation
models [17].

Despite the ongoing development of sophisticated algorithms, misleading
information is still posted and spread on the platforms. Researchers have inves-
tigated effective ways of correcting the misinformation that has already spread,
and identified the negative effects of fake information on individuals due to
cognitive biases, such as confirmation bias, continued influence, backfire effect
[18,19,22]. Studies have been conducted to understand how users seek and ver-
ify the credibility of news on social media [4,9,23,43], how they interact with
misinformation [11], why and how users spread fake news [2,21,39,40]. Those
investigations provide a broader context of the problem of fake news spread-
ing on social media and add value in developing communication and mitigation
strategies for platform-based interventions.

The platform-based interventions create indicators that assist users in making
informed decisions on their choices of information consuming and information
sharing on the platform. For example, Facebook provides an information (‘i’)
button that shows details about the source website of an article, and places
‘Related Articles’ next to the information that seems questionable to the plat-
form [15,38,41]. Twitter warns users about the information that could be mis-
leading and harmful, and directs users to credible sources [34]; Twitter also intro-
duces a community-driven approach, Birdwatch, to identify misleading informa-
tion on the platform [7]. In addition to the platform-based attempts, there exist
browser extensions [5,27] and media literacy initiatives [14,30] to assist users in
identifying the credibility of content.

However, the primary focus of existing design interventions is to communicate
to users about the credibility of the content. In this paper, we shift the focus
to create intervention designs that consider the difference between active and
passive users and are adaptive to individual’s interaction tendencies. Preece et al.
[29] have also suggested the importance of various interface supports to increase
participation more generally, where our focus is on increasing participation to
make the truth louder. We provide 3 design principles for the UX researchers to
explore the design ideas with respective design goals and address users’ active-
passive tendencies to increase users’ participation for combating fake news.

3 Target Behaviors for the Users with Different
Interaction Tendencies

To make the truth louder, our design principles focus on promoting 2 target
behaviors for social media users possessing interaction tendencies ranging from
active to passive. In this section, we present the relationship between 2 target
behaviors and users’ interaction tendencies on social platforms.
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3.1 Users’ Interaction Tendencies on Social Platforms

Social media users have different interaction tendencies on social platforms. Some
users play an active role by participating in various interactions, such as posting
comments, sharing content and creating their own content and posts, uploading
photos and videos. These users are known as active users [6,16]. Chen et al. [6]
identified 25 active users’ interactions on social media and categorized those into
4 dimensions: Content Creation, Content Transmission, Relationship Building,
and Relationship Maintenance. Conversely, some social media users do not like
to interact with social media that produces a digital footprint - they are known
as passive users [12,25]. Passive users prefer to seek information and entertain-
ment on social platforms and they are more involved in the interactions that are
required to consume information - that type of interactions can be identified as
Content Consumption. According to [35], users first consume content, then start
participating and become the members who can produce content. Shao’s [35]
suggestion indicates that users are initially involved in the interactions related
to content consumption, and over time, users start using interaction items related
to the dimension of relationship building, relationship maintenance, and content
transformation. When users develop relationships with other users and get habit-
uated to interacting with content, they proceed using interaction items related
to content creation.

The passive and active users have different preferences towards the inter-
action dimensions because of their interaction tendencies [12,44]. Though the
users are similar in the dimension of content consumption, the interaction pref-
erence between active and passive users starts to differ in other dimensions of
interactions, such as content creation and content transmissions. In comparison
to active users, passive users have less preference for interaction items that are
not related to content consumption. The design affordance that helps users to
get context and verify information are related to the interactions of content con-
sumption dimension, where interaction preferences between active and passive
users remain similar. We focus on the interactions of content transmissions where
active users are more likely to participate than passive users and provide 3 design
principles of social media interaction adaptive to users’ interaction tendencies.

3.2 Difference Between Users’ Abilities to Perform the Target
Behaviors

The ability to perform the 2 target behaviors will be different for the users
due to their interaction tendencies. Active and passive users on social media
demonstrate the opposite ability because of their online interaction tendencies,
making target behavior 1 (TB1) easier for active users but difficult for passive
users, and target behavior 2 (TB2) easier for passive users but difficult for active
users.

The ability to contribute to the spread of verified information (TB1) demands
interactions with content and other social media users - such ability is high
for the active users but low for the passive users. Due to active users’ natural
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inclination, they are habituated to perform high levels of interactions, such as
sharing information with other users, making comments, or sending love/like
reactions to the content - these interactions contribute to the distribution of
verified information. But passive users hesitate to perform such interactions and
have low levels of interactions on social platforms, which makes adopting the
target behavior 1 challenging for passive users.

In contrast, limiting the spread of unverified information (TB2) is easier for
passive users to adopt compared to active users as it requires users to interact
less with the unverified content. For target behavior 2, passive users get an
advantage as they have the general tendency to interact less with social media
content. However, active users have to be reflective about their activities on social
platforms so that they do not interact with any unverified content because of
their natural behavioral tendencies, which makes adopting target behavior 2
harder for active users.

Fig. 1. The design principles addresses the differences between active and passive users
to perform the target behaviors [36].

The design principles address the differences between active and passive
users’ online interaction tendencies to direct their interactions to make the truth
louder on social media, as illustrated in Fig. 1. Active users have high interaction
abilities, and passive users have low interaction abilities. As users’ interactions
(e.g., shares, comments, likes) on social platforms lead to the distribution of the
content in that platform, the principles intend to assist active users in adopt-
ing the target behavior to interact only with the credible information and not
to interact with unverified or questionable information. Similarly, the princi-
ples intend to support passive users to increase their interactions with credible
information that can make the truth louder on social platforms.
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4 Design Principles that Address Users’ Interaction
Tendencies

We present 3 design principles that address users’ interaction tendencies: Aware-
ness, Guidance, and Incentive on making the truth louder. In this section, we
describe the design principles that appeal to the users of different levels of inter-
action abilities and motivation, and discuss the existing design interventions in
reference to these principles.

4.1 Awareness on Making the Truth Louder

The purpose of the Awareness design principle is to assist social media users
in recognizing verified and unverified content that appears in their social media
feeds and remind users to perform the target behavior that can make the truth
louder. This design principle is a Signal prompt in the FBM [10] that is effective
for individuals who have high motivation and high ability to perform the target
behavior. When active users on the platform have the motivation to participate
in making the truth louder, they can respond positively to the intervention
designs that follow the Awareness design principle promoting the target behavior
1. Likewise, passive users can respond easily to the interventions that follows the
Awareness design principle to promote the target behavior 2 - requesting limited
interactions with the unverified and questionable content.

Most of existing interventions can be described using the Awareness design
principle as the focus of these interventions is to inform users about the context
and validity of the information. For example, social media platforms, such as
Facebook and Twitter, provide related fact-checkers’ information so that users
can get the context of the information. Facebook shows an indicator to related
articles when the platform detects any questionable content [38,41]. Twitter
warns users if the platform identifies any harmful content [34]. The accuracy
nudging intervention [26] draws users’ attention to the accuracy of the content,
and NudgeFeed [5] applies visual cues to grab users’ attention to the credibility
of the information source - whether the information source is mainstream or non-
mainstream. These platform-based interventions educate users about the context
of the information when users are involved in content consumption interactions.
Some interventions, such as Facebook, alert users when they interact to share
any questionable content [38]. These interventions follow the Awareness design
principle as the purpose is to make users aware of the context before they share
the information on social media.

To describe the Awareness design principle, we present a design prototype
that promotes the target behavior 1, illustrated in Fig. 2. The prototype use
the standard signifiers ‘Like’, ‘Comment’, and ‘Share’ buttons of Facebook that
signal users can perform interactions to like the information, make comments
about that information, and share that information with other users. The credi-
ble information in Fig. 2. is collected from [26] study, and we add ‘More informa-
tion about this link’ and ‘Related Articles’ sections that assist users in getting
the context of the content. Figure 2. follows the Awareness design principle that



Mitigating the Spread of Misinformation Through Design 33

uses texts in the ‘More information about this link’ section to communicate
with users about the credibility of information and information source, and have
related fact-checked articles in ‘Related Articles’ section to provide more con-
textual information. This prototype focuses on informing the active users about
context of the information so that the subset of active users who posses the
motivation to contribute in making the truth louder become aware to share the
verified information.

Fig. 2. Prototype describing the Awareness design principle for promoting target
behavior 1 [36].

4.2 Guidance on Making the Truth Louder

The purpose of the Guidance design principle is to simplify the interactions for
the users to increase their ability to interact on social platforms and educate users
about the interactions that can lead to the distribution of credible information
and limit the spread of unverified harmful information. This design principle is a
Facilitator prompt in the FBM [10] that is effective for individuals who have high
motivation but low ability to perform the target behaviors. This design principle
focuses on promoting target behavior 1 among passive users by simplifying the
interaction steps for them that assist their interactions for distributing credible
information. Likewise, this design principle can promote target behavior 2 among
the active users by designing interaction and affordance that assist them limiting
their interactions with unverified content.

To describe the Guidance design principle, we present a design prototype that
promotes the target behavior 1 by simplifying sharing interactions, illustrated
in Fig. 3. The prototype follows the Guidance design principle that increases
users’ interaction ability with credible information by reducing the number of
interaction steps required for sharing credible information. The Share button
has the biggest impact on digital footprints as this functionality allows users to
share the information with the users of their network; the Comments and Like
buttons have smaller digital footprints compared to that. Facebook includes
different sharing options, such as share publicly or privately, and users get those
sharing options when they press the share button. In addition to the affordance
presented in Fig. 2, this prototype has different sharing options upfront and
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reduces the number of interaction steps for sharing. The prototype includes the
privately sharing option to facilitate the motivated passive users’ interactions
toward the credible information. As passive users have a natural inclination to
avoid digital footprint, the motivated passive users will feel comfortable sharing
credible information privately to their friends rather than sharing publicly with
the whole network. The prototype also includes additional 2 sharing options that
enable users to share the verified fact-checked information with a single step
of interaction. The design can apply visual cues on those buttons or use text
to guide users about the interactions that lead to the distribution of credible
information on the social platform.

Fig. 3. Prototype describing the Guidance design principle for promoting target behav-
ior 1 [36].

4.3 Incentive on Making the Truth Louder

The purpose of Incentive design principle is to encourage and motivate users to
orient their interaction behavior in a direction that can make the truth louder
on the platform. The Incentive design principle is a Spark prompt in the FBM
that is proven effective for the individuals who have the high ability but low
motivation to perform the target behaviors. This design principle can prompt the
less motivated active users to perform target behavior 1 and the less motivated
passive users to perform target behavior 2.

To describe the Incentive design principle, we present a design prototype
that promotes the target behavior 1 by providing users badges, illustrated in
Fig. 4. The concept of ‘Community Service Badges’ can demonstrate a way to
incentivize social media users to increase their motivation for performing the
target behaviors. When users perform social media interactions for making the
truth louder, they will receive badges. The platform can add benefits to the
badges, such as prioritizing the content posted by users who have the badges,
suggesting other users to follow the individuals who hold the badges due to the
contribution in distributing credible information. Such platform-based benefits
can attract active users to become reflective about their social media interactions
and perform interactions only with credible information.
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The platform-affordances can communicate with users and encourage them
to participate in making the truth louder as a part of their responsibilities for
creating personal, social, and societal impacts. Figure 4 includes the text “Please
participate in distributing credible information; your friends may benefit” to com-
municate with social media users and inspire their motivation. As the commu-
nity service badges indicate individuals’ effort to make the truth louder on social
platforms, the badges can gather positive impressions from other social media
users, which can attract the platform’s active users to attain the badges. The
platform-based interventions can identify useful information and harmful infor-
mation by relying on the fact-checking services and assist users in developing
the interaction habits by rewarding them with the badges.

Fig. 4. Prototype describing the Incentive design principle for promoting target behav-
ior 1 [36].

5 Study Design and Data Analysis

This section describes a survey design conducted on Amazon Mechanical Turk
from November 30 to December 12, 2021, which has 2 experiment conditions:
control and treatment. The control condition adopts the awareness design prin-
ciple, and the treatment condition adopts the guidance design principle. This
section explains the designs used in 2 conditions and the questionnaire to gather
insights into the incentive design principle. This section describes the study tasks
for the 2 conditions, the participants’ recruitment process, and the study’s social
media usage and data analysis approach.

5.1 Participants

We collected 1075 responses and randomly assigned participants into two design
conditions: Condition A (control condition) was the baseline condition typical
of most social media platforms, and Condition B was the treatment condition in
which we encouraged interaction with verified news and discouraging interaction
with unverified news. The inclusion criteria were that participants should be
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18 years of age or older, use social media at least 3 times a week, read Covid-
19 Vaccine-related news, be located in the US. In the survey, we included 2
additional questions to check participants attention while completing the survey.
We eliminate the survey records that have incorrect responses for these two
attention-check questions. In addition, we remove the records that have not
finished answering all the questions and have incomplete responses. In the control
condition, there are 503 participants (M: 286, F: 211, O: 6; avg age: 38, SD: 11,
min: 20, max: 71). In the treatment condition, there are 503 participants (M:
305, F: 195, O: 3; avg age: 38, SD: 11, min: 20, max: 89).

5.2 Content Selection

The news items in this study focus on the topic of the Covid-19 vaccine and
address the helpful and harmful aspects of the vaccine in regard to individu-
als’ health and society. We carefully selected headlines with minimal political
overtones so that the study invokes fewer political biases. Initially, we selected
60 verified and unverified headlines from politifact.com, a well-known 3rd party
fact-checking journal that distinguishes true and false information posted on
social media. The politifact.com journal politifact labels the posts as one of the
6 categories: True, Mostly True, Half True, Mostly False, False, and Pants on
Fire. We rely on these labels to determine the factual position of the post. We
selected 8 health-focused headlines - 4 labeled as True and 4 labeled False by
the politifact.com journal.

5.3 Study Tasks for Awareness Design Principle

The awareness design principle aims to inform participants of the factual posi-
tion of the post they are seeing. The presentation of the headline as a social
media post adopts the awareness design principle discussed in Sect. 4. Figure 5
shows an example of the design used in the control condition when the head-
line is unverified. Participants can see the headline in plain text; we do not
include the source of the headline or any image to reduce biases. To inform the
participants about the factual position of the headline, we use the information
icon “(i)” and the text message “This information is determined as False by
politifact.com [28]. We added another section named’ Related Articles’ to give
the participants additional information about the headline. The ‘Related Arti-
cles’ section includes the fact-check headline of an article and supports the label
(False or True) determined by politifact.com [28]. A similar design pattern is
used for the verified content. We have finalized the designs for the survey study
by addressing feedback from the participants in pilot studies.

The design includes three basic interaction functionalities: Like, Comment,
and Share - these functionalities are the most common interaction facilities pro-
vided by the platforms. The Like button allows users to react to the post, and
users use the Comment button to express opinions about the post. The Share
button allows users to spread the headline on the platform. After showing partic-
ipants the headlines, we ask them the question: “What actions would you like to
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Fig. 5. Design and interaction functionalities of the awareness principle applied to
unverified headline (control condition).

take?” and provide them with 4 multiple options: 1. Press ‘Like’ button, 2. Press
‘Comment’ button, 3. Press ‘Share’ button, and 4. Take no action. The study
task is inspired by the news sharing task used in [24,26,45], where participants
see news headlines and are asked to decide whether they would share the head-
line on social media or not. On the contrary, our study task asks participants
to decide which interaction functionalities they would like to use if they see the
headlines (i.e., post) on their social media.

5.4 Study Tasks for Guidance Design Principle

The guidance design principle aims to assist users in spreading credible informa-
tion. The design that adopts the guidance principle for verified posts provides
two post-sharing functionalities to share the verified posts, as illustrated in Fig. 6.
Users can share the verified posts publicly or privately. Additionally, the design
provides two article-sharing functionalities that allow participants to share the
related fact-checked information. Participants can share the fact-checked article
publicly or privately. The observations during the pilot studies inform the design
decisions of publicly and privately sharing functionalities - participants tend to
utilize the publicly and privately sharing functionalities in different scenarios.
Thus, the design includes these two functionalities to assist users in sharing
more credible information.

The design for unverified posts that adopts the guidance principle provides
two article-sharing functionalities to spread credible information related to the
unverified posts. As illustrated in Fig. 7, participants receive the interaction func-
tionalities to share the fact-checked article publicly or privately. The design also
keeps the traditional post-sharing functionality that users can utilize to share
unverified posts. However, the post-sharing functionalities when the posts are
unverified do not include the privately or publicly sharing functionalities and do
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Fig. 6. Design and interaction functionalities applied to verified headline in the guid-
ance principle (treatment condition).

Fig. 7. Design and interaction functionalities of the guidance principle applied to
unverified headline (treatment condition).

not assist participants in sharing unverified posts. We have finalized the designs
for the survey study by addressing feedback from the participant of the pilot
studies in several iterative process.

Before the study tasks begin in the treatment condition, the survey describes
the functionalities of the additional sharing buttons presented in the study. After
showing the participants the headlines, the questionnaire asks: “What actions
would you like to take?” and provides participants with multiple options to select
interactions presented with the headlines. Participants receive # options when
posts are unverified: 1. Press ‘Like’ button, 2. Press ‘Comment’ button, 3. Press
‘Share’ button, 4. Press ‘Share Article (Publicly)’ button to share Related Article,
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5. Press ‘Share Article (Privately)’ button to share Related Article, 6. Take no
action. When posts are verified, participants see 2 post-sharing options: Press
‘Share (Publicly)’ button to share social media post and Press ‘Share (Privately)’
button to share social media post, instead of the Press ‘Share’ button option.

5.5 Questionnaire for Incentive Design Principle

The incentive design principle focuses on users’ platform-based incentives and
motivation that can increase participation in combating misinformation. This
section describes the questionnaire designed to gather insights regarding users’
preferences for the platform-based incentive across the active-passive contin-
uum. The questionnaire includes questions regarding participants’ motivation to
participate and their level of trust in fact-checking journals and correlates the
responses with the interaction decisions across the active-passive continuum. All
these questions are presented as the study’s post-task questionnaire.

Four kinds of platform-based incentives are identified during the rounds of
pilot studies: 1. Getting badges, 2. Getting followers, 3. Content prioritization,
and 4. Receive information regarding the impact. The observation during the
pilot studies reveals that individuals might be encouraged to participate in com-
bating misinformation if platforms offer them badges, help them gain follow-
ers, prioritize their content and inform them how their participation helps their
community. Table 1 shows the statements used in the survey study so that the
research can investigate users’ preference for the platform-based incentives due
to their active-passive interaction tendencies.

Table 1. The platform-based incentives and corresponding statements.

Platform-based incentives Statements of the incentive

Getting badges “The platform gives me badges that inform other
users about my contribution for combating
misinformation.”

Getting followers “The platform suggests other users to follow my
account as I contribute in combating
misinformation.”

Content prioritization “The platform prioritizes my posts to other users
as I contribute in combating misinformation.”

Receive information
regarding the impact

“The platform shows me how I am helping my
friends and community by participating in
combating misinformation.”

Other “Other”

The questionnaire collects information regarding individuals’ level of moti-
vation to contribute to combating misinformation that requires participating in
spreading credible information and reducing the spread of misinformation. In
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the post-task questionnaire, participants are asked to rate their level of agree-
ment with two statements: 1. “I like to contribute to sharing verified and helpful
information on social platform.” and 2. “I like to contribute to reducing the
spread of unverified and harmful information on social platform.” For those two
statements, participants can choose their agreement using one of the options: Dis-
agree, Somewhat Disagree, Neither agree nor disagree, Somewhat Agree, Agree.

The questionnaire collects information regarding individuals’ levels of trust in
the fact-checking journals as the interventions present the factual positions deter-
mined by these journals. In the post-task questionnaire, participants are asked to
rate their agreement with the statement: “When judging the credibility of a news
article, I trust information from the fact-checking journals (e.g., Politifact.com).”
Participants are allowed to rate their level of agreement using the options: Dis-
agree, Somewhat Disagree, Neither agree nor disagree, Somewhat Agree, Agree.

5.6 Social Media Usage Questionnaire

The survey includes 5 questions related to participants’ social media usage
tendencies. The self-reporting questions collect information on how individuals
spend their time on social platform: whether they like to create content, spread
content, or consume content. We collect information about how likely partici-
pants what to spend their time on building or maintaining relationships with
other social media users. These 5 questions are developed from the the Active-
Passive (AP) Framework presented in [37]. Table 2 shows the social media ques-
tionnaire used in this study. Unlike the previous studies [24,26,45] that collect
certain information regarding users’ social media usage, this study is designed
to utilize the social media usage questionnaire to determine users’ interaction
tendencies in the active-passive continuum of the AP Framework [37].

Table 2. Social media usage questionnaire to determine users’ active-passive tenden-
cies.

Interaction dimension Corresponding statement for the dimension

Content creation On social media, I spend time creating my own content
(e.g., posting tweets, status, articles, photos, videos)

Content transmission On social media, I often share information (e.g., retweet,
share content created by others)

Relationship building On social media, I spend time on relationship building
(e.g., create group/event, join group/event, sending
messages to non-friend)

Relationship maintenance On social media, I spend time on relationship maintenance
(e.g., commenting on content, chatting with friends)

Content consumption On social media, I spend time browsing content created by
others
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5.7 Data Analysis

To find the clusters of users in the active-passive continuum, we applied the
K-means clustering algorithm [20] on users’ social media usage responses. We
represent each response as a five-dimensional vector as participants provided
their levels of agreement for five statements. We convert the options: Agree,
Somewhat Agree, Neither Agree or Disagree, Somewhat Disagree, and Disagree
into the numeric values 4, 3, 2, 1, 0, respectively - the higher numeric value indi-
cates the higher agreement with the statement. After converting users’ responses
to the social media usage questionnaire into 5-dimensional numeric vectors, we
train the k-mean algorithm on that vector representation. We apply the elbow
method to find the optimum number of clusters.

The clustering algorithm identifies 3 clusters of participants. We calculate
the number of decisions taken for each interaction by the participants of 3 clus-
ters. As the participant numbers in the 3 clusters are different, we calculate
the percentages of decisions taken for each interaction across the 3 participant
clusters. We used Chi-square analysis to find how the participants across the 3
groups utilized the interaction functionalities and tested the statistical signifi-
cance. For the decisions of each interaction option, we apply the chi-square to
test whether the interaction decisions across 3 groups are independent or related
to each other. As we perform the independence test for 3 categories, the degrees
of freedom (df) are (3-1) = 2. We hypothesize that there exists a difference in
the interactions across the 3 categories, and the null hypothesis is that there is
no difference. When the p-value of the chi-square test is less than 0.05, we reject
the null hypothesis and accept the alternative hypothesis.

6 Results

This section describes how 3 clusters of participants have emerged on the active-
passive continuum from participants’ responses to the social media usage ques-
tionnaire. Then, the section presents how the participants in these 3 clusters use
the basic interaction functionalities such as like, comment, and share for verified
and unverified posts. Afterward, this section shows the participants’ interaction
differences between control and treatment conditions.

6.1 Three Clusters of Users on the Active-Passive Continuum

Three clusters of users have emerged from the analysis of the participants
(N=1006) responses to the social media usage questionnaire: active, moderately
active, and passive. The centroids of 3 clusters [Table 3] show that cluster num-
ber 1 has high values across five interaction dimensions, indicating that partic-
ipants in cluster 1 mostly agreed with the five statements of the social media
usage questionnaire. These responses are similar to the active users’ social media
usage tendencies, and we label cluster 1 as the active group. On the contrary,
cluster number 3 has a high value in content consumption, but low values in the
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other four dimensions, indicating that cluster 3 captures the participants with
interaction tendencies of passive users. Thus, we label cluster 3 as the passive
group. Finally, cluster number 2 has higher values than the passive group and
lower values than the active group. Therefore, this cluster captures the partic-
ipants who interacted with the content more than passive users but less than
active users, and we label cluster 2 as the moderately active group.

Table 3. Three cluster centroids capture users’ interaction tendencies as active, mod-
erately active, and passive.

Cluster 1 Cluster 2 Cluster 3

Content Consumption (D1) 4.42 4.12 4.47

Content Creation (D2) 4.40 2.81 1.36

Content Transmission (D3) 4.34 3.52 1.87

Relationship Maintenance (D4) 4.37 3.89 2.36

Relationship Building (D5) 4.36 3.07 1.56

Group Active Moderately Active Passive

As expected, active users utilize the interaction functionalities more than the
moderately active users, and the moderately active users utilize the interaction
functionalities more than the passive users. Table 4 shows participants’ interac-
tion decisions for the eight posts (verified and unverified) presented in the control
condition that adopts the awareness design principle. The interaction decisions
for like, comment, and share functionalities decrease from active group to passive
group. The percentage values of interaction decisions show the active group has
the highest decisions for like, comment, and share. After the active group, the
moderately active group has higher decisions for those three functionalities than
the passive group. These interaction decision trends match participants’ self-
reported social media usage responses, showing that the participants in active,
moderately active, and passive groups display their interaction decisions, respec-
tively. A similar result is found for the participants in the treatment condition
when the design adopts the guidance principle.

Table 4. Participants’ interactions with posts decreases from active to passive in
awareness principle.

Group and # of Participants Like Comment Share

Active (252 participants) 927 (46%) 975 (48%) 945 (47%)

Moderately Active (161 participants) 337 (26%) 322 (25%) 278 (22%)

Passive (90 participants) 107 (15%) 13 (2%) 26 (4%)
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6.2 Interaction Differences Across the 3 Clusters in Awareness
Principle

This section presents findings that investigate the differences across the 3 clus-
ters regarding their interactions with verified and unverified posts. The findings
analyze participants’ interaction decisions of the control condition, where the
design adopts the awareness principle and informs participants about the fac-
tual position of the posts.

Table 5. Awareness principle applied to unverified posts reduces passive and moder-
ately active users’ interactions more than active users.

Group Posts Like Comment Share

Active Verified 528 (52%) 489 (49%) 489 (49%)

Unverified 399 (40%) 486 (48%) 456 (45%)

Delta −12%∗∗∗ −1% −4%

Moderately Active Verified 233 (36%) 154 (24%) 178 (28%)

Unverified 104 (16%) 168 (26%) 100 (16%)

Delta −20%∗∗∗ +2% −12%∗∗∗

Passive Verified 88 (24%) 5 (1%) 21 (6%)

Unverified 19 (5%) 8 (2%) 5 (1%)

Delta −19%∗∗∗ +1% −5%∗∗∗
∗∗∗ p < .001; ∗∗ p < .01; ∗ p < .05

The results show statistically significant differences across the 3 clusters
regarding how participants decide to use the interaction functionalities for the
verified posts (p < 0.05). Table 5 shows participants’ usage of like, comment, and
share functionalities for verified posts. The findings indicate that participants in
the active group use the three basic interaction functionalities, like, comment,
and share equally; 52%, 49%, and 49%, respectively. In comparison, participants
in the moderately active and passive groups prefer using the like functional-
ity more than the comment or share functionalities. Similarly, both moderately
active and passive groups utilize the share functionality of the verified posts
more than the comment functionality.

In contrast, participants across three groups reduce their interactions with
the unverified posts [Table 5]. However, the differences in how active, moderately
active, and passive groups reduce their interactions have statistical significance;
p < 0.01 in the chi-square test. The moderately active group reduces their usage
of like and share functionalities more than the other two groups. After the mod-
erately active group, participants of the passive group reduce their usage of like
and share functionalities. Finally, the active group reduces their interactions
least among the three groups, though users of this group remain active most on
the social platforms.
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6.3 Interaction Differences in Verified Posts Between 2 Principles

Participants across the 3 groups increased their sharing functionality usage in
the guidance design principle for the verified posts (the treatment condition);
the difference in sharing usage between the two conditions is statistically signif-
icant across the 3 participants groups [Table 6]. For example, the active group
participants use the share functionality 25% more in the treatment than in the
control condition, with a statistical significance of p<.0001. Additionally, the
moderately active group has a statistically significant increase in sharing usage
(p<.0001), which is 20% more than the controlled condition. Similarly, passive
users also display an increment in their usage of sharing functionalities, which
is 13% more than the control group with a statistically significant of p<.0001.
Notably, the statistically significant difference exists only for the usage of share
functionality, and there are no statistically significant differences in the usage of
other interaction functionalities, such as like and comment.

Table 6. Guidance principle facilitates the distribution of verified information more
than the awareness principle.

Group Condition (Verified Posts) Like Comment Share

Active Awareness 528 (52%) 489 (49%) 489 (49%)

Guidance 509 (51%) 443 (44%) 737 (74%)

Delta −1% −5% +25%∗∗∗

Moderately Active Awareness 233 (36%) 154 (24%) 178 (28%)

Guidance 249 (41%) 131 (21%) 291 (48%)

Delta +5% −3% +20%∗∗∗

Passive Awareness 88 (24%) 5 (1%) 21 (6%)

Guidance 118 (30%) 13 (3%) 75 (19%)

Delta +6% +2% +13%∗∗∗
∗∗∗ p < .001; ∗∗ p < .01; ∗ p < .05

Active users increase their decisions to distribute credible information and
utilize the verified post sharing and fact-checked article sharing functionalities
presented in the treatment condition. For instance, active users in the treat-
ment condition share the verified posts 14% more than the controlled condition
(p<.0001). In addition, active users utilize the fact-checked article sharing func-
tionalities for 34% of the verified posts - the control condition does not include
this article sharing functionality. The results also indicate that active users utilize
the post sharing functionality 29% more than the article sharing functionality.

Moderately active users increase their decisions to distribute credible infor-
mation when they receive multiple functionalities in the treatment condition
to share the verified posts. Compared to the controlled condition, moderately
active users increased their decisions to share verified posts 7% more (p<.01).
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Additionally, the moderately active users utilize the fact-checked article sharing
functionality presented in the treatment condition and decide to use the inter-
action functionality for 27% of the verified posts. Moreover, moderately active
users utilize the post sharing functionality 8% more than the article sharing
functionality.

Passive users utilize the fact-checked article sharing functionality most than
the participants in active or moderately active groups. There is a 7% increased
usage of this article sharing functionality than the traditional post sharing func-
tionality of the controlled condition (p<.0001). Additionally, multiple post shar-
ing functionalities facilitate a 5% additional sharing decisions of the passive users
in the treatment condition compared to the controlled condition (p <.05).

6.4 Interaction Differences in Unverified Posts Between 2 Principles

The interaction difference with unverified posts between awareness and guid-
ance principle shows an increased usage of sharing functionality in the treat-
ment condition that includes the fact-checked article sharing functionality. In
the treatment condition, passive and moderately active participants utilize the
fact-checked article sharing functionality more than the traditional post sharing
functionality for the unverified posts [Table 7]. For example, passive participants
share the fact-checked article 11% more than they share the unverified posts
(p<.0001). Similarly, moderately active participants use the fact-checked arti-
cle sharing functionality 7% more than the unverified post sharing functionality
(p<.01). However, there is no significant difference in active participants’ unver-
ified post sharing and fact-checked article sharing usage.

Passive users utilize the fact-checked article sharing functionality most - this
additional functionality enables passive users to distribute the fact-checked arti-
cle for 15% of the unverified posts. Usually, passive users interacted with the
unverified posts less - they use the post sharing functionality in the controlled
condition for 1% of the unverified posts. In comparison, the fact-checked article
sharing functionalities increase passive users’ participation for an additional 14%
of the unverified posts and assist them in disturbing credible information, which
has a statistical significance of p <.0001.

Moderately active users utilize the fact-checked article sharing functionality
for 27% of the unverified posts. This distribution of credible information is 11%
more than the usage of unverified post sharing functionality in the controlled
condition (p<.0001). In addition, moderately active users distribute the fact-
checked article 7% more than their sharing of unverified posts in the treatment
condition (p < .01).

Active users utilize the fact-checked article sharing functionality 9% more
when posts are unverified than verified posts (p<.001). In contrast, moderately
active and passive groups similarly use the fact-checked article sharing func-
tionalities for unverified and verified posts; there is no significant difference in
how the two groups utilize the article sharing functionalities for verified and
unverified posts.
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Table 7. Post and article sharing usage across 3 groups in guidance design principle.

Active Moderately Active Passive

Share verified posts 627 (63%) 214 (35%) (42) 11%

Share unverified posts 444 (44%) 123 (20%) 17 (4%)

Delta −19%∗∗∗ −15%∗∗∗ −7%∗∗

Share unverified post 444 (44%) 123 (20%) 17 (4%)

Share fact-checked article when posts are unverified 425 (43%) 165 (27%) 60 (15%)

Delta −1% +7%∗∗ +11%∗∗∗

Share fact-checked article when posts are verified 342 (34%) (165) 27% (53) 13%

Share fact-checked article when posts are unverified 425 (43%) 165 (27%) 60 (15%)

Delta +9%∗∗ 0% +2%
∗∗∗ p < .001; ∗∗ p < .01; ∗ p < .05

The differences between post sharing and fact-checked article sharing usage
when posts are verified and unverified in the guidance principle are presented
in Table 7. In the guidance design principle (treatment condition), active, mod-
erately active, and passive users share unverified posts 19%, 15%, and 7% less
in comparison to their sharing decisions of the verified posts (p<.01). However,
moderately active and passive groups exhibit a 4% and 3% increase respectively
in sharing unverified posts in the treatment condition than in the controlled
condition. As participants in the treatment often use fact-checked article shar-
ing and unverified post sharing functionalities for identical posts - this sharing
usage could indicate that some participants used both information to justify
their points.

6.5 Preference for Platform-Based Incentives

Participants’ across the active-passive continuum show different preferences for
the platform-base incentives that can inspire their participation for combat-
ing misinformation [Table 8]. Active participants in both conditions show higher
levels of preference for getting badges (57%) and followers (53%). In contrast,
participants in the passive group report lower levels of preference for those 2
incentives, 22% and 12% respectively. The moderately active participants, sim-
ilar to the participants in the passive group, have lower percentage of responses
for the 2 incentives, 34% and 29% respectively.

Participants in the passive group report higher levels of preference for get-
ting information regarding the impact they are making; how their participation
is helping other social media users. Among the four platform-based incentives,
participants in the passive group have the highest percentage of responses for the
incentive, which is 47%. Conversely, active participants display the lowest prefer-
ence for the incentive, which is 33%. However, the moderately active participants
exhibit similar preferences to the passive group - 43% of their responses are for
this incentive. In addition, the moderately active participants have a higher pref-
erence for another incentive, content prioritization, which prioritizes individuals’
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content to other users (47%). Besides, moderately active users are inclined to
get badges and followers as incentives. These similar trends exist in both control
and treatment conditions.

Table 8. Participants across the active-passive continuum exhibit different preference
toward platform-based incentives.

Platform-based incentives Active Moderately Active Passive

Getting badges 287 (57%) 106 (34%) 42 (22%)

Getting followers 268 (53%) 92 (29%) 23 (12%)

Content prioritization 234 (47%) 126 (40%) 45 (24%)

Receive information regarding the impact 165 (33%) 134 (43%) 90 (47%)

Other 10 (2%) 36 (12%) 55 (29%)

7 Conclusion

This paper develops a foundation for personalized interaction design affordances
that leverage users’ interaction tendencies to make the truth louder and mitigate
the spread of misinformation. This study identifies three clusters of social media
users based on their interaction tendencies: active, moderately active, and pas-
sive, where active users possess higher interaction tendencies than moderately
active users, and moderately active users possess higher interaction tendencies
than passive users. This paper addresses the differences between the interac-
tion tendencies across these three clusters and presents three principles of social
media interactions that assist users in combating misinformation.

A survey study with 1006 participants indicates that moderately active and
passive users increase their participation when they receive additional inter-
action support and utilize the interaction functionalities to distribute credible
information. Moreover, active, moderately active, and passive users show various
preferences for platform-based incentives that can motivate them to participate
more in combating misinformation. Active users prefer platform-based incen-
tives, such as getting badges or having the advantage on the platform that gets
followers, whereas passive users want information from platforms regarding the
impact of their participation on their friends and community. Moderately active
users favor platform-based incentives as passive users and exhibit preference
as active users. Additional research is needed to develop effective personalized
interaction-focused design affordances that can transform users’ long-term inter-
action behaviors so that social media users increase their interaction with verified
information and reduce their interactions with unverified information.



48 S. Siddiqui and M. L. Maher

References

1. Acquisti, A., et al.: Nudges for privacy and security: understanding and assisting
users’ choices online. ACM Comput. Surv. (CSUR) 50(3), 1–41 (2017)

2. Arif, A., Shanahan, K., Chou, F.J., Dosouto, Y., Starbird, K., Spiro, E.S.: How
information snowballs: Exploring the role of exposure in online rumor propagation.
In: Proceedings of the 19th ACM Conference on Computer-Supported Cooperative
Work & Social Computing, pp. 466–477. ACM (2016)

3. Babu, A., Liu, A., Zhang, J.: New updates to reduce clickbait headlines, May
2017. https://about.fb.com/news/2017/05/news-feed-fyi-new-updates-to-reduce-
clickbait-headlines/

4. Bentley, F., Quehl, K., Wirfs-Brock, J., Bica, M.: Understanding online news
behaviors. In: Proceedings of the 2019 CHI Conference on Human Factors in Com-
puting Systems, pp. 1–11 (2019)

5. Bhuiyan, M.M., Zhang, K., Vick, K., Horning, M.A., Mitra, T.: Feedreflect: A
tool for nudging users to assess news credibility on twitter. In: Companion of
the 2018 ACM Conference on Computer Supported Cooperative Work and Social
Computing, pp. 205–208 (2018)

6. Chen, A., Lu, Y., Chau, P.Y., Gupta, S.: Classifying, measuring, and predicting
users’ overall active behavior on social networking sites. J. Manag. Inf. Syst. 31(3),
213–253 (2014)

7. Coleman, K.: Introducing birdwatch, a community-based approach to misin-
formation, January 2021. https://blog.twitter.com/en us/topics/product/2021/
introducing-birdwatch-a-community-based-approach-to-misinformation.html

8. Crowell, C.: Our approach to bots and misinformation (2017). https://blog.twitter.
com/en us/topics/company/2017/Our-Approach-Bots-Misinformation.html

9. Flintham, M., Karner, C., Bachour, K., Creswick, H., Gupta, N., Moran, S.: Falling
for fake news: investigating the consumption of news via social media. In: Proceed-
ings of the 2018 CHI Conference on Human Factors in Computing Systems, pp.
1–10 (2018)

10. Fogg, B.J.: A behavior model for persuasive design. In: Proceedings of the 4th
international Conference on Persuasive Technology, pp. 1–7 (2009)

11. Geeng, C., Yee, S., Roesner, F.: Fake news on facebook and twitter: Investigating
how people (don’t) investigate. In: Proceedings of the 2020 CHI Conference on
Human Factors in Computing Systems, pp. 1–14 (2020)

12. Gerson, J., Plagnol, A.C., Corr, P.J.: Passive and active facebook use measure
(paum): validation and relationship to the reinforcement sensitivity theory. Per-
sonality Individ. Differ. 117, 81–90 (2017)

13. Gleicher, N.: Removing coordinated inauthentic behavior from china, August 2019.
https://about.fb.com/news/2019/08/removing-cib-china/

14. Grace, L., Hone, B.: Factitious: Large scale computer game to fight fake news
and improve news literacy. In: Extended Abstracts of the 2019 CHI Conference on
Human Factors in Computing Systems, pp. 1–8 (2019)

15. Hughes, T., Smith, J., Leavitt, A.: Helping people better assess the stories they
see in news feed with the context button, April 2018. https://about.fb.com/news/
2018/04/news-feed-fyi-more-context/

16. Khan, M.L.: Social media engagement: what motivates user participation and con-
sumption on youtube? Comput. Hum. Behav. 66(4), 236–247 (2017)

17. Kumar, S., Shah, N.: False information on web and social media: A survey. arXiv
preprint arXiv:1804.08559 (2018)

https://about.fb.com/news/2017/05/news-feed-fyi-new-updates-to-reduce-clickbait-headlines/
https://about.fb.com/news/2017/05/news-feed-fyi-new-updates-to-reduce-clickbait-headlines/
https://blog.twitter.com/en_us/topics/product/2021/introducing-birdwatch-a-community-based-approach-to-misinformation.html
https://blog.twitter.com/en_us/topics/product/2021/introducing-birdwatch-a-community-based-approach-to-misinformation.html
https://blog.twitter.com/en_us/topics/company/2017/Our-Approach-Bots-Misinformation.html
https://blog.twitter.com/en_us/topics/company/2017/Our-Approach-Bots-Misinformation.html
https://about.fb.com/news/2019/08/removing-cib-china/
https://about.fb.com/news/2018/04/news-feed-fyi-more-context/
https://about.fb.com/news/2018/04/news-feed-fyi-more-context/
http://arxiv.org/abs/1804.08559


Mitigating the Spread of Misinformation Through Design 49

18. Lewandowsky, S., Ecker, U.K., Cook, J.: Beyond misinformation: Understanding
and coping with the “post-truth” era. J. Appl. Res. Memory Cogn. 6(4), 353–369
(2017)

19. Lewandowsky, S., Ecker, U.K., Seifert, C.M., Schwarz, N., Cook, J.: Misinformation
and its correction: continued influence and successful debiasing. Psychol. Sci. Public
Interest 13(3), 106–131 (2012)

20. Likas, A., Vlassis, N., Verbeek, J.J.: The global k-means clustering algorithm.
Pattern Recogn. 36(2), 451–461 (2003)

21. Marwick, A.E.: Why do people share fake news? a sociotechnical model of media
effects. Georgetown Law Technol. Rev. 2(2), 474–512 (2018)

22. Mele, N., et al.: Combating fake news: An agenda for research and action. Retrieved
on October 17, 2018 (2017)

23. Morris, M.R., Counts, S., Roseway, A., Hoff, A., Schwarz, J.: Tweeting is believing?
understanding microblog credibility perceptions. In: Proceedings of the ACM 2012
Conference on Computer Supported Cooperative Work, pp. 441–450 (2012)

24. Nekmat, E.: Nudge effect of fact-check alerts: Source influence and media skep-
ticism on sharing of news misinformation in social media. Social Media+ Society
6(1), 2056305119897322 (2020)

25. Nonnecke, B., Preece, J.: Shedding light on lurkers in online communities. Ethno-
graphic Studies in Real and Virtual Environments: Inhabited Information Spaces
and Connected Communities, Edinburgh 123128 (1999)

26. Pennycook, G., McPhetres, J., Zhang, Y., Lu, J.G., Rand, D.G.: Fighting covid-19
misinformation on social media: experimental evidence for a scalable accuracy-
nudge intervention. Psychol. Sci. 31(7), 770–780 (2020)

27. Perez, E.B., King, J., Watanabe, Y.H., Chen, X.: Counterweight: Diversifying news
consumption. In: Adjunct Publication of the 33rd Annual ACM Symposium on
User Interface Software and Technology. pp. 132–134 (2020)

28. politifact: New test with related articles (2021). https://www.politifact.com/
29. Preece, J., Shneiderman, B.: The reader-to-leader framework: motivating

technology-mediated social participation. AIS Trans. Human-comput. Interact.
1(1), 13–32 (2009)

30. Roozenbeek, J., van der Linden, S.: Fake news game confers psychological resistance
against online misinformation. Palgrave Commun. 5(1), 1–10 (2019)

31. Rosen, G.: How we’re tackling misinformation across our apps (2021). https://
about.fb.com/news/2021/03/how-were-tackling-misinformation-across-our-apps/

32. Rosen, G., Lyons, T.: Remove, reduce, inform: New steps to manage problematic
content (2019). https://about.fb.com/news/2019/04/remove-reduce-inform-new-
steps/

33. Roth, Y., Harvey, D.: How twitter is fighting spam and malicious automa-
tion (2018). https://blog.twitter.com/en us/topics/company/2018/how-twitter-
is-fighting-spam-and-malicious-automation.html

34. Roth, Y., Pickles, N.: Updating our approach to misleading informa-
tion (2020). https://blog.twitter.com/en us/topics/product/2020/updating-our-
approach-to-misleading-information.html

35. Shao, G.: Understanding the appeal of user-generated media: a uses and gratifica-
tion perspective. Internet Res. 19(1), 7–25 (2009)

36. Siddiqui, S., Maher, M.L.: Reframing the fake news problem: Social media inter-
action design to make the truth louder. In: CHIRA, pp. 158–165 (2021)

37. Siddiqui, S., Maher, M.L.: Active-passive framework for developing communication
strategies to combat misinformation. In: Proceedings of the 19th International
Conference on Web Based Communities and Social Media (2022)

https://www.politifact.com/
https://about.fb.com/news/2021/03/how-were-tackling-misinformation-across-our-apps/
https://about.fb.com/news/2021/03/how-were-tackling-misinformation-across-our-apps/
https://about.fb.com/news/2019/04/remove-reduce-inform-new-steps/
https://about.fb.com/news/2019/04/remove-reduce-inform-new-steps/
https://blog.twitter.com/en_us/topics/company/2018/how-twitter-is-fighting-spam-and-malicious-automation.html
https://blog.twitter.com/en_us/topics/company/2018/how-twitter-is-fighting-spam-and-malicious-automation.html
https://blog.twitter.com/en_us/topics/product/2020/updating-our-approach-to-misleading-information.html
https://blog.twitter.com/en_us/topics/product/2020/updating-our-approach-to-misleading-information.html


50 S. Siddiqui and M. L. Maher

38. Smith, J.: Designing against misinformation (2017). https://medium.com/
facebook-design/designing-against-misinformation-e5846b3aa1e2

39. Starbird, K.: Examining the alternative media ecosystem through the production of
alternative narratives of mass shooting events on twitter. In: Eleventh International
AAAI Conference on Web and Social Media (2017)

40. Starbird, K., Arif, A., Wilson, T., Van Koevering, K., Yefimova, K., Scarnecchia,
D.: Ecosystem or echo-system? exploring content sharing across alternative media
domains. In: Proceedings of the International AAAI Conference on Web and Social
Media. vol. 12 (2018)

41. Su, S.: New test with related articles (2017). https://about.fb.com/news/2017/04/
news-feed-fyi-new-test-with-related-articles/

42. Thaler, R.H., Sunstein, C.R.: Nudge: Improving decisions about health, wealth,
and happiness. Penguin (2009)

43. Torres, R., Gerhart, N., Negahban, A.: Combating fake news: An investigation of
information verification behaviors on social networking sites. In: Proceedings of
the 51st Hawaii International Conference on System Sciences (2018)

44. Trifiro, B.M., Gerson, J.: Social media usage patterns: Research note regarding
the lack of universal validated measures for active and passive use. Social Media+
Society 5(2), 2056305119848743 (2019)

45. Yaqub, W., Kakhidze, O., Brockman, M.L., Memon, N., Patil, S.: Effects of cred-
ibility indicators on social media news sharing intent. In: Proceedings of the 2020
CHI Conference on Human Factors in Computing Systems, pp. 1–14 (2020)

https://medium.com/facebook-design/designing-against-misinformation-e5846b3aa1e2
https://medium.com/facebook-design/designing-against-misinformation-e5846b3aa1e2
https://about.fb.com/news/2017/04/news-feed-fyi-new-test-with-related-articles/
https://about.fb.com/news/2017/04/news-feed-fyi-new-test-with-related-articles/


Insights from the Uncanny Valley: Gender(Sex)
Differences in Avatar Realism and Uncanniness

Perceptions

Jacqueline D. Bailey(B) , Karen L. Blackmore , and Robert King

College of Engineering, Science and Environment, University of Newcastle, Ring Road,
Callaghan, NSW, Australia

{jacqueline.d.bailey,karen.blackmore,

robert.king}@newcastle.edu.au

Abstract. Two core factors influence the perception of avatars. On one side are
the developers who are concerned with building avatars and in some cases pushing
the boundaries of the realism. These developers are constrained by the resources
available to them that allow them to produce the optimal avatar with the equip-
ment, time, and skills available to them. On the other side are users who engage
with avatars who are directly affected by the choices the developers have made.
Inside the interaction between these sides is the avatar itself, whose appearance,
level of realism and fundamental characteristics like a perceived gender(sex) can
influence the user’s perception of that avatar. Despite the large amount of research
dedicated to understanding the perception of avatars, many gaps in our under-
standing remain. In this work, we aim to contribute to further understanding one
of these gaps by investigating the potential role of gender(sex) in the perception of
avatar realism and uncanniness.We add to this discussion by presenting the results
of an experiment where we evaluated realism and uncanniness perceptions by pre-
senting a set of avatars to participants (n= 2065). These avatars are representative
of those used in simulation and training contexts, from publicly available sources,
and have varying levels of realism. Participants were asked to rank these avatars in
terms of their realism and uncanniness perceptions to determine whether the gen-
der(sex) of the participant influences in these perceptions. Our findings show that
the gender(sex) of a participant does affect the perception of an avatar’s realism
and uncanniness levels.

Keywords: Uncanny valley · Uncanniness · Avatar · Human computer
interaction · Gender(sex)

1 Introduction

Avatars have diverse appearances and can be used to represent a person or characters
in mixed reality, online forms, gaming, training, and simulation contexts. Regardless of
the intended purpose of an avatar, at its core they function as visual representations of
characters used in a specific setting. Commonly, avatars (virtual humans) are used in
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serious games and simulation training scenarios where they can engage with an end-user
for training purposes [1, 2]. A core issue for all avatars regardless of their role is the
end-users’ perception of that avatar. Much of the literature on avatar perceptions fall into
two core categories, focusing on physical attributes like hair or eye color or investigating
howmore functional aspects such as perceived realism and uncanniness levels can affect
the perceptions of avatars.

The focus of this work is an examination of gender(sex) in the realism and uncan-
niness perceptions of avatar faces. Following Stumpf, Peters [3], this work draws on
the socially constructed perceptions of gender, here referred to as gender(sex). Whereby
gender identification, gender expression and performance might not necessarily align
with biological sex of the end-user. The perceived gender(sex) of an avatar may influence
the user’s perception of the avatars ability which may be attributed to associated stereo-
typical ideas of gender. Further, the level of sexualization in the physical appearance of
an avatar can also affect their perceived abilities [4]. It is also worth noting that some of
the content of this chapter was previously presented at the International Conference on
Computer-Human Interaction Research and Applications (CHRIA22) [5]. The current
work has been extended to include additional content from the survey described in the
original paper. Also included is an updated literature review, and discussion of the key
findings for this new work.

Focusing on this current work it is important to discuss how the perception of avatars
can be influence by developmental characteristics. For example, resources such as time,
finances, tools, and expertise used to create an avatar can directly affect the level of
realism that is realistically achievable given the constraints. These resources can range
widely, from high-end tools like a light stage which surround an actor in a spherical
structure of lights that can capture data such as specular mapping, facial geometry and
surface reflections which can be used to create a highly realistic avatar [6] to produce
higher realism avatars. By comparison, using commercial off the shelf software may
have a lower level of realism due to the limited resources available [7]. While not as
‘high-tech’, this option is a relatively accessible set of tools for developers with limited
expertise and/or finances.

Realism has many facets and can refer to an avatar’s behavior, appearance, or ability
to communicate [8]. The twomain areas that may affect this perception are the visual and
behavioral nuances shown. This includes how these visual aspects relate to the perceived
anthropomorphism of an avatar and the kinetic similarity and social appropriateness of
an avatars’ behavior. These aspects, individually or combined, can define how some
end-users perceive realism in avatars [9].

When an avatar fails to meet the visual, kinetic, or behavioral fidelity of a healthy
human they can be perceived as uncanny or eerie. This uncanniness can be linked to the
Mori’s Uncanny Valley Theory [10] in which the human likeness perceptions experience
a sharp dip into a negative familiarity when these expectations are not met, as can be
seen in Fig. 1.

Mori suggests that this instinctive response can be linked to a form of protection for
the viewer, that protects them from proximal sources of dangers. For example, within the
negative familiarity dip we find unpleasant or potentially harmful sources of anxiety for
human viewers such as corpses. Although this theory was originally applied to the field
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Fig. 1. The Uncanny Valley [10].

of robotics it has now been repeatedly applied to human-like avatars [11–13]. These
uncanniness perceptions might be the result of creating an avatar using sophisticated
software that focuses on boundary pushing visual realism levels which may trigger the
uncanniness or eerie perceptions in end-users [11].

The next section provides a comprehensive overview of the key literature relating
to the importance of visual realism in avatars and consequences of this realism falling
short of expectations. Also discussed is the influence of gender(sex) in the perceptions
of avatars. Then we describe the methodology for our avatar ranking survey including
data collection techniques and procedure before presenting the key results of the data
analysis. Our paper concludes with a discussion of the key findings alongside some
recommendations for future work in this area.

2 Background

There are several important areas to consider in the design and development of avatars.
One overriding area that can have a deep effect on the perception of an avatar is the
perceived level of visual realism.Avatars are often generatedwith the resources available
to the designers and developers, within the constraints of time, money, expertise, and
resources, with the resulting avatar being the optimal output based on these constraints.
However, the importance of visual realism can lead to an unintended negative perception
in terms of how uncanny or eerie an avatar appears. While the avatars are constrained
by their designers and developers’ resources, the consequences of uncanniness cannot
be ignored. The uncanniness perceptions, as described in the following section, can lead
to users rejecting an avatar, which in turn leads to wasted resources used to develop
and design that avatar. The perception of avatars can be influenced by many factors,
but arguably one of the core design choices that developers make, is the gender(sex)
of an avatar. As discussed below, this choice can be a very deliberate one that nurtures
expectations or stereotypes, or it can be unintentional. Regardless of the design decisions
the literature has shown that the influence of gender(sex) is important. The importance
of gender(sex) perceptions also extends to the perception of realism levels in avatars.
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2.1 The Importance of Visual Realism in Avatars

The realism level of an avatar is prevailing issue that impacts the development and
appearance of an avatar. The level of realism can have a profound influence on the
perception of that avatar. A study by Dobre,Wilczkowiak [14] shows that photo-realistic
avatars were seen as more trustworthy and were assigned higher affinity scores. This
level of trust can be important in human-avatar interactions especially if an avatar is
being used in serious purposes such as medicinal [1] or military [15] simulation training
scenarios.

Zanbaka, Goolkasian [13] have also examined the influence of an avatar’s realism
and how this may affect their persuasiveness. Zanbaka et. al’s study used real human
actors, human-like avatars, and anthropomorphized cat avatars to measure persuasive-
ness. Their findings suggest that the realism levels did not impact the persuasiveness of
an avatar’s message. As previously stated, avatars are a product of purposeful design,
and the resources available to produce them can only create an avatar that is optimal for
the circumstance. This purposeful design influences the avatar design issues in serious
game applications may be less about financial loss, and more about poor assistance,
learning, and training experiences. This impact may occur when either the behavioral or
visual realism of an avatar negatively affects the intended end-user, through uncanniness
perceptions [16].

Consistent with existing literature, the realism level has a direct impact on the per-
ception of uncanniness in avatars. For example, MacDorman, Green [17] suggest that
end-users are disturbed when a virtual character’s (avatars) appearance is too realistic
or human. Tinwell [18] suggests that increasing the level of realism does not necessarily
mean that the acceptance of the avatarwill increase. Thus, these trade-offs between avatar
realism the effects of uncanniness perceptions can be complexwith serious consequences
when the avatar fails to meet end-user expectations.

2.2 When Visual Realism Fails, the Consequences Are Uncanny and Eerie

As mentioned previously, the feeling of uncanniness that end-users may experience
when engaging with boundary pushing avatars can be a major handicap for human-
avatar interaction. The consequences of this boundary pushing can lead to the avatars
falling into the previously mentioned Uncanny Valley [10]. These consequences, while
present may still allow avatars to be effective as discussed by Yoon, Kim [19] who
used wooden mannequins and high-realism avatars in their study and found that there
was a strong acceptance of sense of realism from the high realism avatars despite the
participants experiencing the negative effects of the uncanny valley.

These judgements can be based on what Ambady, Bernieri [20] call thin slices,
whereby someone who perceives another person can form relatively quick and accurate
social judgements of others with only the minimal amount of information. This is an
important distinction to understand as making accurate social judgements about other
persons is a fundamental human trait for forming successful relations and avoiding
potentially harmful interactions [21]. This avoidance of harm or danger is echoed by
MacDorman, Green [17] who suggest that the uncanniness feeling that end-users feel



Insights from the Uncanny Valley 55

can also be associated with threat avoidance. If an avatar provokes such a reaction in the
end-user, when there intended purpose was to help the user, the avatar will be rejected.

Such a rejection is a serious consequence of uncanny or eerie avatars and can lead
to serious financial losses for companies. For example, financial losses were evident for
Disney in themovie ‘Mars NeedsMoms’which purportedly cost theDisneyCorporation
$150million [22] when themovie flopped. This can also been seen in games such as L.A.
Noire andMass Effect: Andromedawhere players have heavily criticized the appearance
of the in-game avatar [22]. These examples of uncanny virtual characters can also be
attributed to the human visual system.

This visual system can easily and quickly detect falsehoods found in human-like
faces based on previous exposure to human faces [12]. Avatars that attempt to reflect
an accurate representation of a human face are susceptible to the effects of the uncanny
valley. This uncanniness is exacerbated when the avatar moves or attempts to express
emotions in realistic ways. Several methods have been developed to generate these
emotions with varying levels of success.

Methods for capturing and expressing emotions can range from manual methods
such as frame-by-frame approach, to motion-capture to more advanced techniques that
use machine learning. The manual methods may effectively create facial animation, but
it is an extremely time-consuming and expensive process. Alternative techniques such
as motion capture do exist and can provide a somewhat faster means of capturing an
actor’s facial movement. When captured either as a real-time motion capture or as a
set of motions mapped post-capture [23] can create effective expressions for avatars.
Alternatively, there are machine learning techniques which use neutral rendering [24–
26], which can render highly photorealistic avatars. However, despite these differences,
very little is understood about the impacts of these different techniques on perceptions of
realism or uncanniness and how an avatar’s gender(sex)may influence these perceptions.

2.3 The Influence of an Avatar’s Gender(Sex)

A fundamental design decision when creating avatars is the choice of their perceived
gender(sex). Existing research explores several gender(sex) related issues including gen-
der(sex) stereotypes, the proteus effect, and gender(sex) swapping. Fox and Bailenson
[27] observed some gender(sex) based stereotypes and suggest that female avatars are
more likely to appear either as hypersexualized or as an ornament within video/computer
games or as a support role. The perceived level of sexualization that an avatar is depicted
as having can also affect female avatars perceived abilities [4]. The Proteus Effect as
discussed by Yee and Bailenson [28] suggests that the perceived gender(sex) of an avatar
will lead users to conform to behavioral expectations they have associated with a specific
gender(sex). This was also observed by Beltrán [29] who suggested that this conformity
exists in simulation and training contexts as well. Their findings suggest that using a
male avatar to train professional women will negatively affect her and her colleagues’
achievements. This is essential to consider, as Beltrán [29] argues that most simulation
tools show a generic male avatar during training. This raises an important issue to con-
sider for avatar designers and developers, if an avatar is designed for a specific purpose, it
is worth considering who in the user-base the avatar is likely to encounter. For example,
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if an avatar is intended to train a largely female orientated cohort, a generic male avatar
may not be the best choice.

Other research in the influence of gender(sex) investigates gender(sex) swapping and
exploring an end-user’s gender identity or identities. Lehdonvirta, Nagashima [30] also
suggest that male participants are more likely to seek and receive help when they are
‘disguised’ as a female-styled avatar. This was also investigated by Hussain and Griffiths
[31] who suggest that there are many social benefits to gender(sex)-swapping in online
gaming. For example, male players engaging as a female-styled avatars may do so to be
more favorably treated by other male players to gain benefits or favor within the context
of the video/computer game.

Lastly, the gender(sex) can also be used to explore and express gender identity or
identities [32]. This is an important aspect to consider as it allows users to express
their gender identities which may or may not reflect the gender identity they present in
their everyday lives. In video/computer gaming settings, players may be able to remain
relatively anonymous online while they explore and express their gender identity or
identities in a reasonably safe platform.

Thus, based on the existing literature, we have completed a ranking exercise with
a set of ten homogenous avatars to better understand how perceptual variability may
be influenced by gender(sex). This will also create a robustly ranked set of avatars for
use in future research. These avatars will have been quantifiability rated in terms of
realism and uncanniness perceptions. The methodology for data collection is discussed
next in this work. While the set of avatars used in our study are of similar age and
ethnicity, they have distinctly varying levels of realism and are from multiple sources.
In summary, we investigate the relationship between a set of avatar faces realism and
uncanniness perceptions with a focus on how gender(sex) may affect these perceptions.
To examine the potential influence of gender(sex) in the perception of avatar realism and
uncanniness, we conducted a mass-scale survey, described next.

3 Avatar Ranking Survey Methodology

Our study uses a set of ten avatars to assess the potential influence of gender(sex) in the
perception of realism and uncanniness. The survey was produced in Limesurvey [33]
and hosted by Amazon’s Mechanical Turk (Mturk) [34] and took participants 15–20min
to complete. The participants who met the inclusion criteria were paid .10USD cents for
their participation. Our study has been approved by the University of Newcastle’s Ethics
Committee (Protocol number: H-2015–0163).

With amean age of 34.82 years a total of (n=2065) participants completed theAvatar
Ranking Survey. To examine potential differences between genders(sexes) participants
were asked to nominate both a biological sex, and a gender identity. A small percentage
of the participants’ gender identities did not necessarily algin with their nominated
biological sex, but as this number was small, we opted to examine gender(sex) by the
biological sex indicated by the participants. In total, there were 1050 self-identified
female participants, 1003 male, three people self-identified as transgender, two selected
‘other’ as their gender and seven people chose not to say which gender(sex) they are.
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3.1 Sample Avatar Set Images

Our 10 homogenous avatar faces (Table 1) are a sample that broadly captures varying
levels of realism which can be achieved from different creation methods discussed pre-
viously. These avatars only appear to represent assumed binary genders(sexes) with five
female faces and five male faces. The set also includes two real human faces sourced
from an online dataset (DaFEx [35]). This set of avatars are representative of avatars
found in training and simulation contexts and are from several sources [35–40].

Table 1. Sample images of the avatar faces [5].

3.2 Avatar Ranking Survey Procedure

Our approach is similar to Lange [41] who used a ranking exercise to examine images of
virtual landscapes. To ensure a higher reliability a ranking approach is used as opposed
to a rating method in both this study and Lange’s [42, 43]. Participants were asked to
rank the avatars twice. First from most to least realistic and second from most to least
uncanny or eerie (see Fig. 2).

Prior to ranking the avatars, participantswere asked a series of demographic questions
that asked them to indicate a biological sex, gender identity, age, English language
proficiency, andCountry of residence.Additional questionswere asked to determine each
participant’s level of computer/video gaming, virtual environment, and avatar animation
experience to potentially give further context to the ranks when analyzing the data.

3.3 Data Analysis for the Survey Responses

Both the realism and uncanniness ranks were first analyzed using Friedman tests. If the
initial test returned a statistically significant result, a post hoxWilcoxon signed-rank test
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Fig. 2. Avatar Ranking Survey – ranking questions.

was performed. The second test was run with a Bonferroni adjustment for multiple tests
were run to investigate any differences between the rankings.

Primarily, the participant gender(sex) variable was investigated to determinewhether
this factor influenced the realism and uncanniness rankings. Our approach was based on
the work of Conover and Iman [44] who suggest that rank transformation procedures
should allow the use of parametric methods. But, as the participants themselves provided
the ranks the transformation step was not needed.

Based on the Friedman tests, additional analysis of the uncanniness ranks was run
using a General Linear Model (GLM). The effect of the participants gender(sex) was
examined using a full factor two-way ANOVAmodel with avatar and gender(sex) being
the two core factors. This was followed up with a pairwise comparison to determine
whether there were significant differences using a Bonferroni adjustment to control for
the familywise error rate of multiple tests, the results of this analyses are presented in
the following section.

4 Results from the Avatar Ranking Survey

This section focuses on the two sets of ranking data by first examining the realism ranks
and the potential influenceof participant gender(sex). Second,weoutline the uncanniness
ranks and how gender(sex) may impact on the participants perceptions.

4.1 Realism Ranks and Gender(Sex)

Table 2 below shows the mean of the realism rankings for each avatar. Based on the
Freidman test, there was a statistically significant difference in the perception of the
avatars’ realism χ2(9) = 8819.9, p < .001.

The human actors are considered the most realistic (Rose (M= 2.67, SD 2.199) and
(Rycroft (M = 3.06, SD = 2.147)). While it is an expected result, it is noted that the
participants were not told that some of the avatar faces were in fact real world humans;
this somewhat validates the efficacy of the ranking set. Next, the avatars created by the
University of Southern California and Image Metrics are ranked as the third and fourth
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Table 2. Overall Ranking of the avatars by their perceived level of Realism.

Rank Avatar  Name Realism Level Gender(Sex) Mean SD 

1 Rose Real Female 2.67 2.199

2 Rycroft Real Male 3.06 2.147

3 Ira High Male 3.53 2.020

4 Emily High Female 3.57 2.085

5 Victor Mid1 Male 6.06 1.915

6 Ilana Mid1 Female 6.12 1.938

7 Macaw Mid2-Low Male 7.07 1.919

8 Victor Mid2-Low Male 7.08 2.027

9 Liliwen Mid2-Low Female 7.56 2.404

10 Bailie Mid2-Low Female 8.27 2.122

highest realism avatars in this set (Ira (M= 3.53, SD= 2.020) and Emily (M= 3.57, SD
= 2.085) behind the real-world human faces. Then the avatars sourced from Faceware
[38] are rated as the fifth and sixth most realistic of the set (Victor (M = 6.06, SD =
1.915) and Ilana (M= 6.12, SD= 1.938). The FaceShift [37] avatars are ranked seventh
Macaw (M = 7.07, SD = 1.919)) and eighth (Leo (M = 7.08, SD = 2.027) for their
perceived level of realism. Importantly, we see that the lower realism ranks are both
females, with the lower realism avatars are Liliwen (M = 7.56, SD = 2.404) and Bailie
(M = 8.27, SD = 2.122).
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A Wilcoxon signed ranked test using a Bonferroni correction determined that there
are no statistically significant differences between the following comparisons of pairs;
both of the Mid2-Low realism male avatars Leo and Macaw, the high realism avatars Ira
and Emily and finally, the Mid1 realism avatars Victor and Ilana, in terms of realism.
All other comparisons were statistically significantly different.

Wefirst consider potential gender(sex) impacts through an examination of the realism
ranking scores by participant sex. Using aGeneral LinearModel, there was a statistically
significant interaction between the avatars and the participants’ gender(sex) F(9,19910)
= 16.34, p < .001). Posthoc analysis used .005 as the significance level (Bonferroni
adjustment for ten tests) to compare differences between the responses of female and
male participants for each avatar. Female participants rated Rycroft the Real Human
Male as more realistic than their male counterparts: (Female (M = 2.85, SD = .068),
Male (M= 3.30, SD= .064), p< .001). In contrast, Rose the Real Human Female was
rated as more realistic by female participants when compared to the male participants.
(Female (M = 2.74, SD = .068), Male (M = 2.93, SD = .064), p < .001). The overall
ranks for the uncanniness scores are discussed in the following section.

4.2 Uncanniness Ranks and Gender(Sex)

The Freidman test for the uncanniness rank scores revealed that there is a statistically
significant difference in the avatar sets uncanniness perceptions χ2 (9) = 156.254, p
< .001. It is noteworthy, that the mean scores for the uncanniness ranks are clustered
between 4.9–5.8, which may suggest that variations in uncanniness perceptions may be
subtle (Table 3).

Despite being from the same creation tool and being subjected to the same creation
method,we see that theMid1 realismavatars are polar oppositeswithin these uncanniness
ranks. With Victor the Mid1 realism male avatar being ranked as the uncanniest avatar
in the set (M = 4.99, SD = 2.505), while in contrast Ilana (Mid1 realism female) has
been ranked as the least uncanny avatar in the set (M= 5.87, SD= 2.324). This trend of
the male avatars being uncannier than their female counterparts continues for the high
realism avatars with Ira the high realismmale (M= 5.14, SD= 2.805) being considered
uncannier than Emily (M = 5.37, SD = 3.006). This trend is similar for one of the
Mid2-Lowmale avatars (Leo (M= 5.47, SD= 2.739)) and Rycroft the real human male
(M = 5.51, SD = 3.114). Four out of five of the upper ranks appear to be populated by
male faces which may suggest some gendered affect in the perception of uncanniness in
avatar faces. The only exception to this is Emily the high realism female avatar.

We see this trend is reversed for the bottom five ranks with Macaw the other Mid2-
Low realism male avatar being the only male avatar in the lower ranks (M= 5.52, SD=
2.571). The bottom four ranks are populated exclusively by female avatars, which may
suggest some gendered affect to the perception of uncanniness. Like other avatars, Rose
the real human is ranked as less uncanny than her male counterpart (M = 5.65, SD =
3.360). However, it is noteworthy that the participants were not told there may be real
faces in the avatar set, and as outlined above. Rose and Rycroft were ranked as the most
realistic, but here they are ranked roughly around the middle of the uncanniness ranks.
This middle ranking may suggest that the participants were uncertain as to whether these
were ‘real humans’ or avatars. The literature and realism rankings above may suggest
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Table 3. Overall Ranking of the avatars by their perceived level of Uncanniness [5].

Rank Avatar  Name Realism Level Gender(Sex) Mean SD 

1 Victor Mid1 Male 4.99 2.505

2 Ira High Male 5.14 2.805

3 Emily High Female 5.37 3.006

4 Leo Mid2-Low Male 5.47 2.739

5 Rycroft Real Male 5.51 3.114

6 Macaw Mid2-Low Male 5.52 2.571

7 Rose Real Female 5.65 3.360

8 Bailie Mid2-Low Female 5.66 3.214

9 
Lili-
wen

Mid2-Low Female 5.83 2.799

10 Ilana Mid1 Female 5.87 2.324

that as Rose and Rycroft were ranked as “most realistic” or possibly have been identified
as real, that they should be ranked as “most uncanny” (Rank 1 or 2) but as the analysis
shows, this is not the case suggesting that some other variable may have been at work
in the participants decision making process.

We also see that despite Bailie one of the Mid2-Low realism female avatars being
ranked as the least realistic, she was not ranked as the uncanniest avatar (M = 5.66, SD
= 3.214), which may suggest that her appearance is somewhat cartoonish or has a level
of mid-low realism that could be seen as uncanny to the participants.
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Table 4. Summary of the gender(sex)-based variations in the uncanniness ranks from the GLM
analysis.

Avatar Category 
Female

Participants
(M, SD)

Male 
Participants

(M, SD)

Real 
human 
female 

(M= 5.85,  
SD= .093)  

(M= 5.33,  
SD= .088)  

Real 
human 
male 

(M= 5.68,  
SD= .093) 

(M= 5.26,  
SD= .088) 

High 
Realism 
Female 

(M= 5.54,  
SD= .093)  

(M= 5.12,  
SD= .088)  

High 
Realism 

Male 

(M= 5.27,  
SD= .093)  

(M= 4.90,  
SD= .088)  

Mid2-Low 
Realism 
Female 

(M= 5.47,  
SD= .093)  

(M= 5.98,  
SD= .088)  

Mid2-Low 
Realism 

Male 

(M= 5.30,  
SD= .093)  

(M= 5.75,  
SD= .088)  

To determine where the differences occurred in the uncanniness ranks a Wilcoxon
signed ranked test using a Bonferroni correction was used. Despite the small range
of scores there are some significant differences between some of the avatars ranks.
Specifically, between Ira the high realism male and Rycroft the real human male (Z =
−.527, p. < 0.001) and Ira the high realism male and Rose the real human female (Z
= −6.229, p. < 0.001). A potential effect of uncanniness perceptions may be seen in
a comparison of Emily the high realism female avatar who, unlike her counterpart, is
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not statistically significant when compared to the real humans. This may suggest that
gender(sex) may influence the perception of uncanniness when compared to the real
humans in the set.

4.3 The Influence of Gender(Sex) in the Uncanniness Ranks

After determining the ranking of most to least uncanny avatars in the set we consider
whether there were any gender(sex)-based variabilities amongst the scores. Using a
GLMwith a Bonferroni correction we analyzed the ranks and determined that there was
a statistically significant interaction between the avatar set’s uncanniness rank scores
and the gender(sex) of the participants F(9, 19910) = 10.453, p < .001.

When examining the Posthoc analysis several significant results showed that there
were some differences between the rank scores of the female and male participants
(Table 4).

From this analysis we can see that most of the significant differences have the female
participants rating the avatars as uncannier than their male counterparts. This can be seen
in the analysis of the real humans, high realism avatars and one of theMid2-Low realism
male avatars. As can be seen in Table 4 Rose the human female (Rose p< .001, (Female
(M= 5.85, SD= .093),Male (M= 5.33, SD= .088))), Rycroft the humanmale (Rycroft
p = .001, (Female (M = 5.68, SD = .093), Male (M = 5.26, SD = .088))), are both
scored as more uncanny by the female participants. This trend continues for both Emily
the high realism female avatar (Emily p = .001, (Female (M = 5.54, SD = .093), Male
(M = 5.12, SD = .088))), and Ira the high realism male avatar (Ira p = .005, (Female
(M = 5.27, SD = .093), Male (M = 4.90, SD = .088))). We also see this dominance of
female participants finding some avatars uncannier than their male counterparts occur
for Macaw one of the Mid2-Low realism male avatars (Macaw p= .001, (Female (M=
5.30, SD = .093), Male (M = 5.75, SD = .088))).

The only instance where the male participants find an avatar uncannier than their
female counterparts is for Bailie one of theMid2-Low realism female avatars (Bailie p<
.001, (Female (M= 5.47, SD= .093), Male (M= 5.98, SD= .088))). These differences
suggest that the gender(sex) of the participant may influence their perceptions of an
avatar’s uncanniness.

4.4 Uncanniness Ranks Distribution

As previously mentioned, the actual scores for the rank scores range between 4.5–5.8
whichmay suggest that uncanniness perceptions can be subtle. To further investigate this,
we examined the distributions of the raw uncanniness rank scores grouped by participant
gender(sex) (Fig. 3) where we see several interesting patterns emerge.

It is noteworthy that the distributions themselves have appear to have a pattern. We
can obverse that most avatars have a flat uniform distribution for their scores. However,
theMid1 realism avatars (Victor and Ilana) andMid2-Low realismmale avatar (Macaw)
appear to have a normal distribution of the rank scores. But interestingly, the real humans
(Rose and Rycroft) and one of the Mid2-Low realism female avatars (Bailie) have a
distinct bi-modal distribution showing the divided opinion of these specific avatars in
terms of the participants uncanniness perceptions.
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Fig. 3. Rank scores comparison by avatar and participant gender(sex) [5]

To determine whether these distributions are significant, we used a 2 sample
Kolmogorov-Smirnov Test in order to compare the distribution shapes, using a Bonfer-
roni correction for testing multiple pairs. Some significant differences were found when
comparing the male and female distributions. First, we see these differences between
Rose D(1993)= 1.785, p.< .001, Rycroft D(1993)= 1.819, p.= 003, Macaw D(1993)
= 1.796, p. = .003, and Bailie D(1993) = 1.785, p. = .003.

Second, we also see some significant differences between Leo a Mid2-Low realism
male avatar and Liliwen a Mid2-Low realism female avatar. However, these significant
differences are only present for the female participants scores not the male partici-
pants (Female participants(D(2090) = 1.947, p. < .001., Male participants(D(1896) =
1.355, p. = .051.)). This trend continues for Rose the real human and Emily the high
realism female avatar (Female participants(D(2090) = 3.412, p. < .001.), Male partici-
pants(D(1896)= 1.447, p.= .030)). We see the trend reflected in the scores for Rycroft
the real human male and Rose the real human female (Female participants(D(2090)
= 1.312, p. = .064), Male participants(D(1896) = 3.834, p. < .001)). Finally, the
female participants scores for both the Mid2-Low realism female avatars Liliwen and
Bailie, show some significant differences where the male participants do not (Female
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participants(D(2090) = 2.166, p. < .001., Male participants(D(1896) = 1.699, p. =
.051.)).

Third and interestingly, we see this trend reversed for some of the avatars in the set.
Specifically, for Macaw one of the male Mid2-Low realism avatars and Ira the high real-
ism male, the male participants scores are significant was while the female participants
are not (Male participants(D(1896) = 3.834, p. < .001), Female participants(D(2090)
= 1.312, p. = .064)). This reversed trend continues with Bailie one of the Mid2-Low
realism female avatars when compared to Ira the high realism male avatar, the male
participants scores are statistically significant, whereas the female participants scores
are not (Male participants(D(1896) = 2.825, p. < .001), Female participants(D(2090)
= 1.444, p. = .031)).

Further, the comparison between Leo one of the Mid2-Low realism male avatars
and Ira the high realism male were statistically significant for the male participants but
not for the female participants (Male participants(D(1896) = 3.789, p.< .001), Female
participants(D(2090) = 1.553, p. = .016)). Lastly, we see that this trend continues for
a comparison between Emily the high realism female and Leo one of the Mid2-Low
realism male avatars (Male participants(D(1896) = 3.330, p. < .001), Female partici-
pants(D(2090) = 1.837,p. = .016)). All other comparisons were not statistically signif-
icant for either participants gender(sex). The key findings of this analysis are discussed
next.

5 Study Discussion and Conclusions

Our initial findings considered realism perceptions and show an interesting result in the
grouping of the avatars by their source or creation method. It is unsurprising that avatars
like Emily the high realism female and Ira the high realism male avatar would rank
higher than other avatars due to the resources used to create them. While in contrast,
Bailie one of the Mid2-Low realism female avatars which was created using an off
the shelf model from the 3D Avatar store (https://www.3d-avatar-store.com/), a laptop
and a GoPro, and expectedly achieved the lowest rank. The avatar realism rankings
do appear to form natural groupings that align to the underlying method of creation.
However, there are other factors likely to impact on the rankings. For instance, the facial
avatars presented in this study are not consistent in terms of their features. End-user
perceptions of falsehoods in the avatar faces overall appearance may have influenced
realism perceptions as suggested by Brenton, Gillies [45]. This may lead to those with
unusual characteristics being ranked as the least realistic avatars, however, this was
not explicitly considered in this research. As expected, participants rated the human
actors at the highest levels of realism, confirming the validity of the realism ranking
process. Participants were able to correctly rank these faces despite not being identified
as non-avatar.

It is interesting to note that although the participants were not told there would be
human actors in the set, both Rose the real human female and Rycroft the real human
male sit around the middle of the uncanniness rankings. Unlike the realism rankings
that place the actors as highly realistic, the ambiguity over whether they are an avatar
may have caused them to appear as mildly uncanny to the viewers. Jentsch [46] suggests

https://www.3d-avatar-store.com/
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that a predominant cause of uncanniness is the doubt over the living status of an entity.
This uncertainty over whether these ‘avatars’ are real may have contributed to them
being ranked as mildly uncanny. In contrast, it is unsurprising that the higher realism
avatars (Emily and Ira) were ranked as profoundly uncanny, as it has been suggested
that increasing the level of realism in the stimuli presented would likely raise the level
of sensitivity to cues that would indicate falsehood [45]. In addition to these general
findings, two specific investigations were conducted into differences in realism and
uncanniness perceptions based on the different genders(sexes)es of participants.

The first investigation into the impact of gender(sex) on the rankings examined
whether an observer’s gender(sex) affected the perception of an avatar’s realism ratings.
The results suggest that the gender(sex) of a participant may affect the rating of an
avatars’ realism level for avatars who may be perceived as mid-realism. There was some
consensus between female and male participants at the extreme ends of the realism
ratings. However, female participants rated Ira the high realism male avatar higher than
Emily the high realism female avatar, while male participants had the reverse. At the
other extreme, for the lowest-rated avatars, both female and male participants rated both
the Mid2-Low realism female avatars Liliwen and Bailie as the least realistic.

Although the grouping by creationmethod continued in the 5th-8th realism ranks, the
orderingwas different for female andmale participants. Female participants rated female
avatars as more realistic than male avatars, whereas male participants did the reverse.
This may be explained by the similarity-attraction theory that predicts preferences for
gender(sex)-matching, which suggests that some females may see males as the more
dominant group, and therefore use similarities to develop social bondswith other females
[64]. However, as the female participants ranked Emily the higher realism female avatar
lower than Ira the high realism male avatar, this similarity-attraction theory may not
apply to all avatars. The impact of a participants’ self-similarity with each of these
avatars may also influence these rankings. This data was collected as part of this ranking
exercise and will be fully explored in future work.

Our investigation into the potential influence of gender(sex) also considered whether
a participants’ gender(sex) affected perceptions of an avatar’s uncanniness level. We
found that the Male participants appeared to rate the higher realism avatars as uncannier
than all other avatars, with Victor theMid1 realismmale avatar being the exception. This
is similar to previous findings for male participants where existing literature suggested
that they were more sensitive to uncanniness in human-like avatars [11].

Of interest, are the top four ranks for female participants, these were populated
exclusively by male avatar faces. This may suggest that these avatars may have triggered
negative responses for female-identifying participants. This may be linked to existing
research on avatar faces, features, and uncanniness which suggest that avatars that fail
to display empathy or react appropriately may lead to assumptions of psychopathy in an
avatar [11] and as such pose a threat. As such, one of the critical dimensions of uncan-
niness, discussed earlier, such as threat avoidance and alignment to terror management
theory [17] as discussed may be more enhanced in female-identifying participants.

Further, it is also interesting to note that while despite some consistency in the avatars
most uncanny ranks, the same consensus was not found the avatars ranked least uncanny.
For both genders(sexes), two different female avatars were ranked as most uncanny.
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These differences led to an additional investigation of the distribution of uncanniness
score by the participants gender(sex).

While examining the distribution of scores, we see some interesting differences in the
male and female participant scores for individual avatars. We see a bi-model distribution
for the real humans and one of the Mid2-Low realism female avatars scores, which may
suggest that the opinions of these avatars is divided. Of note are the scores for both
the real humans who despite achieving high realism ranks, having their uncanniness
scores fall roughly around the middle of the uncanniness rankings. When comparing
the scores between the participants’ gender(sex) these distributions were found to be
statistically significantly different. Which may suggest that some participants could
have been convinced that these avatars were computer-generated avatars rather than real
humans. Further, we see that Bailie the one of the Mid2-Low realism female avatars
was ranked as the least realistic but ranked only eighth on the uncanny ranks scores.
This difference in ranking may indicate that the avatar was considered simultaneously
unrealistic but not uncanny which is supported by existing literature lower realism levels
which can lead to avatars being perceived as less uncanny [11].

The findings of this work highlight the importance of gender(sex) in avatar design
decisions and how this variable may impact on the perceptions of avatar realism and
uncanniness. As previously identified, a detailed investigation of the influence of gen-
der(sex) in avatar realism and uncanniness perceptions is mostly missing in the deci-
sion making for avatar systems and from the current literature. Further, it is evident
from the literature that the inevitable design choice of gender(sex) for an avatar has
underlying cues and expectations placed on them based primarily on their perceived
gender(sex). Together, the findings of the research provide key insights into gender(sex)
based perception of avatars.

Although this work has made some significant contributions, it does have some
limitations. First, the survey’s sample has a limited ethnic diversity with the majority
identifying as Asian orWhite/Caucasian backgrounds. This lack of diversity may lead to
potential bias in the interpretation of the data. Second, the resultsmay not be applicable to
nonbinary genders(sexes) due to small sample sizes from these groups in this participant
sample. However, this does present an avenue for future work. Third, there is some
diversity in age (18–87 years old) however the mean age was (M= 34.82, SD= 11.52).
The survey was unable to gather data from participants aged 18 and under as part of a
restriction imposed by Mturk themselves. Thus, these findings may not be applicable to
those who are under 18 years old.

Outside of the participant sample, the avatars also suffer from some limitations.
Notably, the lack of ethnic diversity as they primarily have a homogenous Anglo-Saxon
appearance with little distinction between their features. Lastly, the avatars are ranked
by realism and uncanniness levels without the participants being given context for the
avatars use. We note that perceptions might differ with context as previously identified
[47]. Additionally, the complexity of the ranking task necessitated the use of a limited
avatar set. However, given that avatars, as virtual human representations, could reflect
the full diversity of the human form, it is arguable how expansive a set would be required
to be representative, such a discussion is beyond the scope of this current work. However,
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future work will seek to increase the avatar set evaluated to examine the differences in
a more diverse set of avatars.

Our work has produced interesting insights into gender(sex) differences in the per-
ception of avatars and generatesmany avenues for future research. First, we have focused
on perceptual effects of the gender(sex) of both avatars and participants. Future analysis
will also extend this to explore the differences in the rankings associated with avatar-
participant self-similarity perceptions and avatar gender(sex). Additionally, another area
for further analysis considers the individual attributes of each of the ten avatars through a
gender(sex)-swapped lens. This will discuss how a simple gender(sex)-swap may func-
tion as a contributor to perceptions of avatar realism and uncanniness perceptions. In
summary, the work presented here provides the basis for extending current knowledge of
gender(sex) differences in the perceptions of avatar faces, regarding end-user perceptions
of realism and uncanniness.
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Abstract. In order for society to fully realise the potential benefits offered by
assistive robots, a number of ethical challenges must firstly be addressed. Cru-
cially, it is important to enhance public understanding of the ways in which soci-
etal ethics can be used to formulate and guide the preferred behaviours of these
robots, particularly in scenarios which are ethically complex. Furthermore, it is
also important to ensure that the voices of end users are heard, and their input
used in the development process. In this paper we present EETAS, a methodol-
ogy for using structured workshops to improve public understanding of assistive
robot ethical complexities. We also present DEETAS, a further digital-based and
design-centric methodology for engaging potential end-users who may be reluc-
tant to take part in collaborative workshops. In support of these twomethodologies
we present the findings of an initial pilot study and usability study, showing an
indicative trend that these processes are effective in engaging users and enhancing
public understanding of the ethical complexities inherent in assistive robots.

Keywords: Assistive robots · Ethics · Design

1 Introduction

The ethical concerns around use of domestic and assistive robots are some of the most
challenging obstacles to their introduction into users’ homes. Not only should there be an
open and inclusive conversation about whether such systems are ethically acceptable in
themselves, but also aroundhow these robots shouldmanifest the social and ethical norms
of their surrounding societies. Specifically, there is little guidance for either developers
or the general public on how to identify, prioritise, understand and balance different
ethical principles which inform the behaviours of assistive robots.

In part, this is due to the fact that the ethical principles considered desirable for AI
and AI-enabled systems differ across different societies, cultures and demographics. In
the UK, for example, discourse on AI ethics stresses the importance of human autonomy
and individual decision making (BSI 2023; Leslie 2019) and is contextualised within
a relatively “light touch” regulatory regime. (DSIT 2023). In China, by contrast, AI
and ethics discourse is anchored by a preference for strong-binding regulation, and the
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need to consider the interests of private stakeholders (Zhu 2022; Arcesati 2021). Simi-
larly, ethical concerns about AI technologies are not equivalent across all demographics,
with older demographics in the UK notably more concerned about data privacy and the
provision of detailed technical information about how data will be shared (CDEI 2022).

This is particularly relevant when we consider the characteristics of “early adopters”
(TTI 2018), being thosewho aremost likely to embrace new technology such as domestic
and assistive robots. This group tend to share some general characteristics: being more
likely to be young, male, highly-educated and, given the cost of new technology, wealthy
(Rogers 2003; Hardman et al. 2019).

The differences between early adopters and the majority of society present a new
set of ethical concerns when it comes to integration of new technology such as assistive
robots. Early adopters are in the minority, comprising 11% of consumers in the UK
(YouGov 2020). As well as being amongst the first to purchase new technologies, they
are also more likely to volunteer to be involved with trials, surveys and consultations
around such technologies. For example, in a recent survey exploring the acceptance
of social robots (Saari et al. 2022), respondents without university degrees made up
only 36% of the sample, while only 5% of respondents were over 55 years old. This
is particularly problematic given that assistive robots are typically designed for a target
demographic that does not match the “early adopters”. Rather, end-users of assistive
robots are likely to be vulnerable, frail or elderly, characteristics which can lead to
marginalisation by technology and further embedded distrust.

As described above, end-users of assistive robots are likely to have different require-
ments for ethical behaviour of these robots – and different concerns around their use – to
early adopters. In particular, while such different segments of the population may poten-
tially agree on what the desirable ethical principles for assistive robots are (e.g., privacy,
obedience, safety etc.), they are unlikely to agree on how to prioritise some of these
principles over others in any given scenario, particularly where the ethical principles
may be in opposition to each other. Scenarios like this arise relatively commonly with
assistive robot technology, and include situations where the user asks the robot for assis-
tance with a task that may cause harm to the user, such as assistance in obtaining an
alcoholic drink. Here the robot is ethically compelled both to obey, and to prevent harm
from arising to the user via consumption of the drink. Similar scenarios arise where the
user expects privacy in a location where s/he also requires physical assistance from the
robot (e.g. in a slippery kitchen or bathroom), or where the user requests the robot to
regularly perform actions such as lifting or fetching items, which in the long-term can
reduce the user’s physical ability to perform such actions themselves. (Amirabdollahian
et al. 2013; Menon et al. 2022). Given the ethical sensitivities around such scenarios, it is
therefore important to design tools, methodologies and survey techniques which encour-
age participation by end-users themselves, rather than disproportionately representing
early adopters.

In this paper we address this gap by presenting our conclusions from two studies.
The first of these studies – initially described in (Menon et al. 2022) – is a workshop
designed to validate the EETAS (Ethical Trade-offs in Autonomous Systems) process,
an in-person and team-based gamified methodology to elicit stakeholder opinions on the
ethically-informed behaviour of assistive robots. EETAS focuses specifically on those
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scenarios where there are multiple competing desirable ethical properties which could
guide the behaviour of an assistive robot, and asks end-users to work together in a
collaborative environment using a tangible design artefact similar to a Jenga toy. This
design artefact, EETAS-TOY (Ethical Trade-offs in Autonomous Systems Trade-offs-
For-You), allows users to physically represent and negotiate different ways to prioritise
a number of ethical principle, and to come to a consensus for the team’s preferred ethical
balances.

We hypothesise that participation in the EETAS process will increase participants’
understanding of the complexities of assistive robot ethics. Furthermore, we anticipate
that such participation will allow stakeholder opinions and preferences to be communi-
cated to developers at a sufficiently early point in the lifecycle to influence the design of
the robot.

The second study presented in this paper extends the EETAS process to those who
cannot – or are reluctant to – engagewith an in-person and team-basedworkshop focused
specifically on assistive robots. This study presents a usability assessment of a digital
interactive process (DEETASDigital EETAS) which aims to achieve the same outcomes
as the EETAS process, without the need for a team-based, in-person and gamified envi-
ronment. The digital artefact used for this, DEETAS-TOY, can be used individually,
and draws on a combination of short videos and a simple, non-technical interface to
allow users to select their preferred ethically-informed behaviour for an assistive robot
in different scenarios. We hypothesise that the DEETAS-TOY tool will allow increased
participation by those who are averse to new technologies or otherwise unwilling or
unable to participate in typical trials and consultations for these technologies, including
the elderly, frail and vulnerable. As such, it represents an important step in ensuring
that end-users are empowered and their voices heard in conversations around acceptable
ethics of assistive robots.

This paper is an extended version of (Menon et al. 2022), which described the EETAS
methodology and pilot study workshop results only. This work builds on the results
presented in (Menon et al. 2022) by extending theEETASmethodology described therein
to those end-users who would be otherwise marginalised by the restriction of EETAS
to physical and in-person workshops: a demographic which includes significant overlap
with the potential end-users of the robots themselves. We therefore present augmented
motivations for this research, new methodologies and results, and conclusions which
extend the initial hypotheses made in our prior publication.

Section 2 presents a discussion of existing literature around ethics of assistive robots
to further illuminate the current research landscape and clarify the research gap. Section 3
reviews the EETAS process initially described in (Menon et al. 2022), as the foundation
for our novel work on the DEETAS process, along with the DEETAS-TOY design and
features described in Sect. 4. Section 5 discusses both the original outcomes of the
EETAS pilot study workshop and the results of a usability study on DEETAS-TOY,
reflecting on how these results inform and support each other. Finally, Sect. 6 provides
conclusions and suggests further work.
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2 Existing Literature

Analysis of the interaction between desirable but incompatible ethical principles is not
unique to assistive robots, nor even to autonomous systems. This is well-explored in
the fields of psychology, economics and mathematics, particularly in terms of identi-
fying the behaviour which allows an individual to maximise the expected value of any
given decision (von Neumann 1947). The ethical dilemma most notably associated with
autonomous systembehaviour is the trolley problem (Foot 1967), which in its initial form
asks participants to choose between two actions which each have the consequences of
a trolley (tram) colliding with a different number of people. While a very simplistic
treatment of ethical trade-offs, this dilemma has nonetheless been central to much main-
stream discussion of autonomous system behaviour, particularly around autonomous
vehicles (Frankel 2021; Fox 2018). Similarly, popular fiction (Asimov 1942) has moti-
vated much public discussion around how robots should prioritise certain behaviours
such as obedience and safety, where these come into competition.

Fiction and philosophy are invaluable in opening up a conversation about assistive
robot ethics, particularly where this conversation can involve a human-centred assess-
ment of preferences rather than a technically-oriented discussion of capabilities. Never-
theless, such literature does not necessarily provide sufficient nuance, and risks present-
ing too simplistic a perspective for end-users tomake informed risk-acceptance decisions
(Roff 2018).

Technically focused publications focusing on specific digital systems address this
by presenting a more nuanced and complex perspective on trade-offs. For example,
(IET 2019) discusses how safety and security might be balanced in a cyber-physical
system, while (Akinsanmi 2021) focuses on the trade-offs made between public health,
privacy and digital security during the Covid-19 pandemic. (Thornton 2018) specifically
addresses the balance between maintaining personal autonomy and public health with
autonomous vehicles, while (Lin 2015) and (Menon and Alexander 2019) discuss this
from the perspective of risk acceptance and prioritisation. However, although these
works are technically sound, they are not necessarily presented in a format which is
accessible to end-users of these systems, who may not have a technical background or
be comfortable with specific technical or philosophical vocabulary.

With this in mind, existing work has assessed the effectiveness of using games to
engage people with ethical and user design principles. Gamification has been shown
to improve stakeholder engagement when discussing system requirements (Lombriser
et al. 2016), as well as specifically to help end users and developers identify ethical
questions and concerns which arise out of using complex systems (Ballard et al. 2019;
Malizia et al. 2022).

2.1 Previous EETAS Work

Previouswork (Menon et al. 2022) drew on this body of literature to establish a structured
process for exploring ethical trade-offs in autonomous systems,with the specific example
of an assistive robot. This research made use of a physical interactive tool to facilitate
team-based conversations around participants’ preferred ethically-driven behaviours for
assistive robots in a number of pre-determined scenarios.
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We revisit the specifics of this work in more detail in Sect. 3, but note that the use of
a physical tool and associated workshop draws on conclusions from (Schrier 2019) and
(Larson 2020) around the benefits of gamification. Such benefits include opportunities
for social interaction, communication and increased moral knowledge. Nonetheless, in
the work described in (Menon et al. 2022) these benefits are available only to those
participants who are both able and willing to physically participate in the workshop and
gaming process.

We now seek to address this by extending this work to consider the role that digital
tools can play in increasing accessibility. (Parsons et al. 2019) identifies the advantages
of learning through digital tools and spaces, and contrasts this with the role of the
physical place. This aligns with the findings in (Roberts 2006) that use of digital instead
of physical surveys andworkshops enables access to specialized and hidden populations,
such as those who are vulnerable, elderly or otherwise marginalised within society.

The work we describe here constitutes a usability study to assess the acceptability
of the DEETAS-TOY tool, a digital equivalent of the EETAS-TOY tool, to be used by
those who would otherwise be excluded from the EETAS process. Usability studies are
an established method of assessing the effectiveness and satisfaction with which users
can achieve their goals within a given environment (ISO 2010). Measures of usability
for general digital tools typically include proxies such as ease of use, time, accuracy and
understanding (Hornbaek 2006), while those used to assess design usability include feed-
back, understanding and consistency (Schneiderman 2009). Our design questionnaire
and usability study, described in Sect. 3, incorporates these elements of assessment.

3 EETAS Process

In this section we review the EETAS process as initially presented in (Menon et al.
2022). This process is to be used for eliciting user opinions on the ethically-informed
behaviour which should be prioritised by an assistive robot in those scenarios where
multiple desirable behaviours conflict.

The EETAS process – like the DEETAS-TOY described in Sect. 4 – is intended to be
used at an early stage of the design lifecycle of an assistive robot. This enables developers
to integrate the feedback into the design of the system, and to ensure that the preferences
and ethical positions elicited during the workshop are reflected in the robot’s behaviour.
It is important to note that this means the full specification of the assistive robot may not
be known at the time of the EETAS process; this is accommodated by the process, and
any under-specifications can be later amended. Throughout this section we will assume
the presence of an EETAS facilitator: a person committed to implementing, managing
and facilitating the EETAS workshop, and to obtaining all necessary information prior
to this.

The EETAS process consists of two preliminary steps followed by a team-based
workshop. The first preliminary step is to identify or create an adequate functional
description of the robot in question, and the second is to identify the desirable ethical
principles for this robot to follow.
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3.1 EETAS Preliminary Steps

The developers must provide to the EETAS facilitator – prior to the EETAS workshop
commencing – a written description of the functionality of the robot in question. This
should be an easily-read and accessible document that does not require any technical
knowledge to understand: a mathematical or technical specification is not required at
this point. An example description is shown in Fig. 1.

Participants in the workshop are likely to have further questions which emerge
throughout the process, and this is to be expected given the relatively early stage of
the design lifecycle. Emerging questions will become the foundations for the specific
behavioural scenarios generated during the workshop.

Fig. 1. A sample description of an assistive robot for EETAS preliminary steps.

The second preliminary step is for the developer and EETAS facilitator to work
together to identify which ethical principles are relevant to the behaviour and functioning
of this particular robot. The EETAS workshop provides participants with the option to
augment these during their team discussion with additional principles, but a preliminary
set identified via literature review from standards, guidance and academic papers ((BSI
2023, IEEE 2018, (Leslie 2019, National Cyber Security Centre 2019) includes:

• System promotes human physical safety
• System obeys human commands
• System promotes affinity with human user
• System maintains data privacy
• System is accurate
• System is fair
• System maintains human autonomy
• System promotes human long-term health
• System does not attempt to deceive

3.2 EETAS Workshop

Participants in the workshop should include potential end-users and members of the
public, without any specific requirements placed on technical knowledge. Participants
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will be grouped into teams of 4 – 10 people, in order to provide a number of diverse
opinions and perspectives while at the same time ensuring that dialogue and communi-
cation remains effective (Curral 2001), and care should be taken with the selection of
the teams to avoid introduction either segregation or bias.

Each team will be provided by the EETAS facilitator with the outputs from the
preliminary steps: the functional description of the assistive robot and the identified
relevant ethical principles. Teams should be encouraged to augment or refine the set of
ethical principles should they wish, using informal techniques such as brainstorming
and if-then methodologies. It is advisable, although not essential, for all teams to work
with the same set of ethical principles.

The workshop consists of two phases, to allow team collaboration to develop with
increased interaction. The goal of the first phase is to introduce teams to the assistive
robot and to the idea of competing ethical principles. This phase is not gamified, to
allow for greater team cohesion. The second phase – which may be preceded by a short
workshop break – aims to facilitate greater communication by bringing teams together
and introducing team members to novel perspectives from other teams. The goal of the
second phase is to agree – in a gamified and hence somewhat competitive environment –
on ethical prioritisations which meet the requirements of all members of two, or more,
teams.

3.3 Workshop Phase 1

In the first phase of the workshop teams work together to create scenarios aligned with
the functional description of the assistive robot and where at least two of the ethical
properties come into conflict.

Teams may use any methods they prefer to create these scenarios. However, we
suggest twomethods here, a ‘light-touch’ top-downmethod for those who prefer to work
more creatively, and a structured bottom-up assessment process for teams preferring to
work within this framework. Different teamsmay use different methods, and a teammay
switch between methods throughout this phase.

Light Touch Top-Down Method. The light touch top-down method consists of three
guiding questions,which are intended to encourage creative and collaborative discussion.

• Who might use this functionality?
• Is there anyone who might be negatively affected by this functionality?
• Are there any circumstances or timeswhen the usermight prefer that this functionality

is not provided?

When discussing these questions, teams are encouraged to consider the environment
in which the assistive robot will be used, and the data – e.g., from other home smart
systems – that will be available to it.

Structured Bottom-UpMethod. For teams preferring a structured bottom-upmethod-
ology, we provide a pre-generated checklist of guidewords to help identify which ethical
properties might be in conflict with each other, and generate scenarios from that. Each
of these guide words is to be applied in turn to each of the relevant ethical properties.
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The guidewords follow the collaborative principles of Hazard and Operability Analysis
(HAZOP) studies (BSI 2016).

TOOMUCH: the robot performs its functions in such a way that this ethical property
is implemented for toomany people/in toomany circumstances/to toomuch of an extent.

NOT ENOUGH: the robot performs its functions in such a way that this ethical
property is implemented for too few people/in too few circumstances/to not enough of
an extent.

UNIFORMLY: the robot performs its functions in such a way that the outcome
is applied uniformly to everybody, or in exactly the same way to everybody, when
differentiation is needed.

INCONSISTENTLY: the robot performs its functions inconsistently/differently for
different people/differently each time when consistency is needed.

UNEQUALLY: the robot performs its functions only for some people or only in some
circumstances.

For teams using the structured bottom-upmethod, we recommend that each potential
scenario is double-checked by the EETAS facilitator to ensure that it represents a conflict
of ethical principles, rather than simply undesirable behaviour.

Fig. 2. Two sample scenarios generated during EETAS Phase 1.

3.4 Workshop Phase 2

In the second phase of theworkshop, different teams come together in pairs and swap sce-
narios with each other. Each team then assesses their partner-team’s scenarios, working
collaboratively within the team to answer the following questions:

1. Do you collectively consider this a valid scenario given the functionality of the robot?
2. What is your preferred behaviour for the robot in this scenario, considering the ethical

principles at stake?
3. Are there any design, environmental or functional constraints which might lead you

to accept an alternative behaviour to your preferred one, considering the ethical
principles at stake?
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The first of these questions relates to scope: given that the assistive robot in question
is at an early stage of development, teams may not agree on exactly what functionality
is in scope or can be expected. Scenarios upon which teams and their partner-teams do
not agree can be discarded.

The second of these questions identifies which ethical principle the team wishes to
prioritise in this scenario, while the third encourages collaborative discussion about the
circumstances under which the team may be willing to accept an alternate preference
for ethical prioritisation.

We suggest teams consider the following discussion points in answering questions
2 and 3.

Discussion point 1: Would you accept any alternate behaviour in this scenario if
users were told beforehand that this is how the robot operates?

Discussion point 2: Do you think the person benefitting from the different behaviours
in this scenario has the moral right to benefit in this way?

Discussion point 3:Could some of the different behaviours described in this scenario
be acceptable in a different environment? With different users? If these did not impact
the same people?

3.5 Gamification of Phase 2

Phase 2maybe gamified throughout to encourage greater collaboration and participation,
as well as to explicitly engage participants with the process. This may be done by
allocating points to the Phase 2 questions as follows:

• One point to a team for each scenario deemed valid by their partner-team
• Two points to a team for agreeing within the team on a preferred behaviour for a valid

scenario
• Three further points to a team for identifying design, environmental or functional

constraints which would lead them to accept an alternate behaviour within that valid
scenario. These points should only be awardedwhere the partner-team considers these
constraints feasible to implement

In order to maximise the gamification, teams should be responsible for awarding
points to their partner-team. Teams may then be ranked by the EETAS facilitator as
pairs (i.e. partner-teams) or as individual teams.

3.6 Design Tool in Phase 1 and 2

During both phases, teams are encouraged to use a pre-prepared design tool, EETAS-
Trade-Offs-for-You (EETAS-TOY). The EETAS-TOY tool, shown in Fig. 3 is a physical
design artefact representing the ethical principles relevant to the assistive robot as a set of
sliding bars embeddedwithin a block representing the system.Agiven bar represents two
ethical principles in competition with each other, and participants should be encouraged
to label the bars with removable labels or an erasable pen.

Participants should use the design tool to discuss, negotiate and explore different
ethical trade-offs between given principles. The use of a design tool decouples the
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Fig. 3. The EETAS-TOY gamified tool.

discussion from the technical capabilities of the robot and allows a tactile and more
playful experience consistent with the gamified design of the process.

Teams should record the discussion and outcomes from Phase 2, whichmay be either
digital recordings or using written methodologies including mind-mapping (Beel 2011).
These records constitute feedback which can either be provided by the EETAS facilitator
as-is to the developers of the assistive robot in question, or amalgamated to represent a
high-level view of stakeholder opinions on ethical trade-offs in assistive systems. The
EETAS-TOY itself can be used by either the teams or the EETAS facilitator as a visual
or artistic representation of the ethical trade-offs decided upon by each team, as well as
an explanatory tool to provoke further conversation with additional stakeholders. The
tool is also valuable as a public record of the conversation, and as a means of moving
ethical discourse beyond the technical into the human-centred and artistic domains.

4 DEETAS Process

As discussed earlier, not all potential users of assistive robots will be willing or able
to engage in physical, in-person workshops. In this section we therefore describe an
expansion to the EETAS methodology. This is DEETAS, a further digital-only process
that uses the DEETAS-TOY (Digital EETAS-TOY) to achieve the same outcome: a
visual representation of stakeholder opinions about preferred ethical trade-offs to be
made by an assistive robot. This process is individual and non-gamified, to allow for
enhanced accessibility and encourage input from those traditionallymarginalised in such
discussions. As with the EETAS process, DEETAS requires a facilitator to curate the
initial information and administer the process.

4.1 DEETAS Preliminary Steps

Aswith theEETASprocess of Sect. 3, it is important for the developers to initially provide
information about the functionality of the robot. This is given only to the DEETAS
facilitator – in contrast to EETAS, this functional description is not provided directly
to participants - so may be in any form that the process facilitators require: in some
circumstances this may be considerably more detailed or technically complex than the
EETAS functional descriptions of Fig. 1. This will be used by the DEETAS facilitator,
togetherwith the developers, to create video scenarioswhich represent competing ethical
principles.
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As with the EETAS process, it is necessary to identify the ethical principles which
are relevant to the assistive robot as described. Where DEETAS and EETAS are being
used together, the set of ethical principles should be re-used from the EETAS process in
the interests of obtaining comparable feedback from all participants.

4.2 DEETAS Video Scenarios

The DEETAS facilitator and developers should work together to create video footage
which represents scenarios in which identified ethical properties can conflict. Where
possible these should be selected from the EETAS workshop scenarios, with the facil-
itator applying academic judgement as to which of these can be best represented on
video.

If the assistive robot in question has not advanced sufficiently in the design lifecycle
to be represented on video, then an alternative robot or visually equivalent stand-in
should be used. It is important to emphasise that the video footage is representational,
not literal, and is intended to be reflective of hypothetical scenarios which may emerge
during the behaviour of a proposed assistive robot. The video scenarios should be made
available to users via upload to an accessible website.

4.3 DEETAS Design Tool

The DEETAS-TOY design tool is a digital design artefact, intended to be visually as
close as possible to the physical EETAS-TOY artefact, and likewise representing the
ethical principles relevant to the assistive robot. As with the EETAS-TOY tool, the
ethical principles are represented by sliding bars which are embedded in an opaque
block.

A different DEETAS-TOY configuration should be used for each video scenario,
as not all ethical principles are relevant in all scenarios. This removes the element of
choice from the participant – both in terms of generating the scenarios and identifying
the relevant ethical principles – but also provides a lessened obstacle to entry for those
participants who prefer to work individually instead of as part of a team.

The DEETAS-TOY artefact, an example of which is shown in Fig. 4. Can be con-
structed in any standard platform for 3D data, including Speckle (Speckle 2023), Viktor
(Viktor 2023) or ShapeDiver (ShapeDiver 2023). Consideration should be given to ques-
tions of accessibility, including the methods of interaction (e.g. keyboard vs mouse) as
well as visual accessibility, choice of colours, ease of use with multiple browsers and
ability to be accessed from a variety of devices.

Information should be collected digitally from DEETAS participants as to their
preferred ethical prioritisations and any additional feedback. This may be done via a
saved representation of the DEETAS-TOY tool itself – as with EETAS, this represents a
valuable visual or artistic artefact of the user’s thought process and eventual conclusion –
or may be via traditional methods such as a survey or follow-up email.
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Fig. 4. The DEETAS-TOY non-gamified tool.

5 Validation and Results

Weperformed experiments to partially validate both the EETAS andDEETASprocesses:
for EETAS this was in the form of a pilot study workshop, while for DEETAS a usability
study was conducted on the DEETAS-TOY tool. The methodology and results of each
of these follow.

5.1 EETAS Validation

The EETAS partial validation consisted of a pilot study workshop intended to inves-
tigate how participants perceived the EETAS process, and whether they considered
it to enhance their understanding of ethical trade-offs and complexities for assistive
robots. Furthermore, this workshop was intended to investigate how participants felt
about the EETAS-TOY tool, from the perspective of its usefulness in both enhancing
their understanding of ethical complexities, and enabling them to communicate, discuss
and negotiate preferences for these within their teams.

We note that this is only a partial validation, intended to establish indicative corre-
lation between participating in the EETAS process and an improved understanding of
ethics in assistive robots. Further planned validation is discussed in Sect. 6.

The experiment was approved by the University of Hertfordshire’s Health,
Science, Engineering and Technology Ethics Committee under protocol number
SPECS/SF/UH04940.

Workshop Design. The workshop was held at the University of Hertfordshire, with
participants who had volunteered to take part. Participants were asked for consent, and
were then divided into teams of 4–5 by the researchers, with consideration being given to
the team selection to avoid bias on the grounds of age, gender, race and prior experience.
Participants who knew each other were also placed into different teams, to closer mimic
the experience of running such workshops with the general public.

Teams were provided with a high-level written description of the functionality of
a proposed hypothetical assistive robot. This functionality, although hypothetical, was
drawn from real-world case studies conducted at the University of Hertfordshire Robot
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House (Holthaus et al. 2019; Menon and Holthaus 2019; Koay et al. 2020; Saunders
et al. 2016).

The description included physical characteristics of the assistive robot, as well as
details on the functions they could expect it to perform. A partial excerpt from the
functional description is provided in Fig. 5.

Fig. 5. Excerpt from EETAS workshop robot description.

Participants were provided with printed cards representing eight of the ethical prin-
ciples identified in Sect. 3.1 (“system does not attempt to deceive” was omitted due to
its complexity). Given that this was a pilot study only, teams were asked to work with
these principles only, and were not encouraged to augment these with their own further
principles. Each team was also provided with an EETAS-TOY tool and shown how to
use this, and how ethical trade-offs could be represented via manipulation of the rods.

Participants were asked to fill in an initial questionnaire, providing information on
whether they had any background relating to either design or robotics as well as iden-
tifying how well they felt they currently understood ethical trade-offs and complexities
in assistive robots.

Participants were then asked to embark on Phase 1 of the workshop, identification
of scenarios in which these ethical principles might be in conflict. Owing to the limited
nature of this pilot study, participants were encouraged to use the light-touch top-down
approach instead of the more structured bottom-up approach (see Sect. 3.1 for details).
Teams were also asked to record their scenarios in written form, in preparation for Phase
2.

All teams were working simultaneously, and were monitored by a dedicated member
of the research team. The researchers took detailed timing observations of the discussion
and the use each team made of the EETAS-TOY tool. In addition, the researchers were
able to answer questions and remind participants of the purpose of the discussions, but
did not contribute beyond this.

Teams were then invited to complete Phase 2 of the workshop and were placed
in partner-team pairs by the researchers. Teams interacted to identify valid scenarios
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from their partner-team, confirm their own ethically-guided behaviour preferences for
each of the scenarios, and identify constraints which would make alternative behaviours
possible. Teams were allocated points by their partner-teams, with the researcher acting
as facilitator and guide for this part of the process.

Immediately after the workshop, all participants were asked to complete a post-study
questionnaire. This questionnaire asked a number of questions about the participants’
perception of the utility of each part of the EETAS process, as well as the utility of the
identified ethical principles and the role which they felt the EETAS-TOY tool played in
their discussions. Specific questions included:

• Participants were asked to give a numerical score of howwell they understood ethical
prioritisations and complexities in assistive robots before the EETAS process, and
how well they understood these trade-offs following EETAS (0 = not at all, to 5 =
very well)

• Participants were asked to give a numerical score of how helpful they found the
EETAS process in understanding ethical prioritisations and complexities in assistive
robots (0 = unhelpful, to 5 = very helpful)

• Participants were asked to give a numerical score of the EETAS-TOY tool in a)
understanding and b) communicating about ethical prioritisations and complexities
in assistive robots (0 = unhelpful, to 5 = very helpful)

5.2 EETAS Validation Results

This was a pilot study only, with a relatively small sample size (< 20 participants),
and hence no statistical significance between conditions and questionnaire responses
is expected. Nevertheless, we have identified some indicative trends which support our
hypothesis that participating in the EETAS process increases participants’ understanding
of the ethical complexities of assistive robots.

Participant Demographics. Most participants identified as having either a background
in design (93%) or in robotics (43%). This tendency towards expertise in at least one
of these areas was due to the constraints around recruitment and selection for this pilot
workshop: most participants were sourced via existing connections to the University of
Hertfordshire and to specificmembers of the research team. The age range of participants
was 19–61 years old, with the average age being 37. The gender balance was roughly
equal: 57% male and 43% female.

Participant Responses to EETAS. Before the workshop, participants lacking a back-
ground in robotics rated themselves as having a relatively low understanding of the dif-
ferent ethical prioritisations an assistive robot might make (mean value 2.6 from a Likert
scale where 0= no understanding and 5= full understanding). Those with a background
in robotics, by contrast, considered themselves as having a reasonable understanding of
ethical prioritisations and complexities associated with assistive robots (mean value 3.4
from the same Likert scale). Post-workshop, both those with a robotics background and
those without a robotics background considered that they understood ethical prioritisa-
tions more completely. Furthermore, the gap had narrowed (mean value of 3.8 for those
without a robotics background, vs 4.2 for those with, using the same Likert scale where
0 = no understanding and 5 = full understanding). This corresponds to an increase of
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58% greater improvement in understanding ethical prioritisations and complexities for
participants without a robotics background, as compared to those with (Fig. 6).

Fig. 6. Change in perceived understanding of ethical complexities.

A secondquestion askedparticipants to identify howhelpful theEETASprocess itself
was in understanding ethical prioritisations and complexities (from a Likert-type scale
where 0 = unhelpful, to 5 = very helpful). 94% of all participants rated the helpfulness
of the EETAS process at 3 or above on this scale, with the mean ranking being 3.7.
There was no difference between the ratings given by those participants with robotics
backgrounds and those without.

A third question asked participants to rate the helpfulness of the EETAS-TOY tool
itself in a) understanding and b) communicating about ethical prioritisations and com-
plexities in assistive robots, using a Likert-type scale where 0 = unhelpful to 5 = very
helpful. For a) – understanding – 64%of participants rated the helpfulness of the EETAS-
TOY as 3 or above (mean value 3.3), while for b) – communicating – 71% of participants
rated the helpfulness of the EETAS-TOY as 3 or above (mean value 3.7). In contrast to
the second question – asking participants to rate the helpfulness of the EETAS process,
which gave rise to results that were independent of background – participants without
a robotics background considered the tool more helpful than those with. Specifically,
participants with a robotics background rated the tool’s helpfulness for understanding
ethical prioritisations at a mean value of 3.1, and for communicating these prioritisations
at a mean value of 3.8. Participants without a robotics background rated the tool’s help-
fulness for understanding ethical prioritisations at a mean value of 3.5 and its helpfulness
in communicating these prioritisations at a mean value of 4.1 (Fig. 7).

Observations and Timing. Timing data for each team was collected by a dedicated
monitoring researcher, and included the total time taken for each phase of the EETAS
process, and the time spent using the EETAS-TOY tool in both Phase 1 and Phase 2.
Only time spent actively and purposely using the tool in discussion was recorded, and
time spent “fidgeting” with the tool or learning how to use it was discarded.
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Fig. 7. Perceived helpfulness of EETAS-TOY in understanding and communicating.

On average, teams used the EETAS-TOY tool during 45% of the time they were
engaged in Phase 1. Teams did not use the tool to any significant extent in Phase 2.
These results are independent of background, in either design or in robotics.

Discussion and Indicative Trends. As this was a pilot study with correspondingly
small numbers, no statistical significance in the results can be expected. Nevertheless, we
identify some indicative trends that are worth examining further. Nearly all participants
considered the EETAS process to be helpful in understanding the ethical prioritisations
and complexities associated with assistive robots. Furthermore, this result is maintained
independent of background: thosewith a robotics or designbackground found theEETAS
process equally helpful as those lacking this background. This serves as indicative, if not
statistical, partial validation of our hypothesis that participation in the EETAS process
increases understanding of the complexities of assistive robot ethics.

Further support for this hypothesis is given by the resultswhich show that participants
rated their understanding of ethical complexities and prioritisations higher after taking
part in the EETAS process than they did before taking part. Themost notable change was
seen in those without a robotics background, which indicates that the EETAS process
is successful in including those who are unfamiliar with technology and unlikely to
be part of an “early adopter” demographic. This indicates that EETAS may be a way
of reaching the potential users of assistive robots and ensuring that these users both
understand ethical complexities and have the chance to have their own opinions and
preferences heard.

Participants also considered the EETAS-TOY design tool to be useful in both under-
standing ethical complexities and prioritisations, and in helping to communicate and
discuss their own preferences with members of their team. The monitoring and timing
data supports these results, showing that the tool appears to stimulate positive interaction
amongst participants by providing a physical aid to visualise ethical complexities and
abstract questions.
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5.3 DEETAS Validation

TheDEETASpartial validation consisted of a usability study conducted on theDEETAS-
TOY digital tool, to establish the extent to which users consider this tool to be effective in
helping them understand the ethical prioritisations and complexities in a given assistive
robot scenario, when used without the presence of a facilitator or workshop participants.

The experiment was approved by the University of Hertfordshire’s Health,
Science, Engineering and Technology Ethics Committee under protocol number
SPECS/SF/UH05256.

Usability Study Design. The DEETAS-TOY usability study took place online, with
participants sourced from existing connections with the research team. Participants were
restricted to those who had not taken part in the EETAS workshop, and furthermore to
those without a background in design and robotics.

The same set of ethical principles from the EETASworkshop were used in this study.
These principles were:

• System promotes human physical safety
• System obeys human commands
• System promotes affinity with human user
• System maintains data privacy
• System is accurate
• System is fair
• System maintains human autonomy
• System promotes human long-term health

Additionally, five scenarios were selected to be used in this usability study. Each was
filmed in the University of Hertfordshire Robot House, using the Care-O-Bot (Kittmann
et al. 2015), a mobile assistive and social interaction robot (Fig. 8).

The scenarios chosen to film for this study were inspired or taken directly from
scenarios identified by teams in the EETAS workshop. These scenarios are shown in
Table 1.

The five scenarios were filmed in the Robot House, using members of the research
team interactingwith Care-O-Bot (Fig. 9). The scenario footagewas uploaded to a public
website, with an explanation of the ethical principles relevant to each scenario and how
they might conflict or interact. For each scenario, participants were also provided with
a link to the digital DEETAS-TOY tool, as described in Sect. 5.3.2, and asked to use
this tool to select their preferred prioritisations for the different ethical principles in each
scenario.

Participants were directed to the public website and invited to complete the usability
study and post-study questionnaire both of which were implemented via an online form.
Participants were notmonitoredwhile completing the study, and no personal information
was gathered.

The post-study questionnaire asked participants a number of questions about the
effectiveness of the DEETAS-TOY tool, including:

• How easy they found the tool to use, (0= extremely difficult, to 4= extremely easy)
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Fig. 8. Video still from the DEETAS validation study, where participants assess the ethical
principles influencing an assistive robot’s behaviour.

• How consistent they found the tool to use (0 = very consistent, to 4 = very
inconsistent)

• How easy they found it to correct any errors they made (0 = very easy, to 4 = very
hard)

• How often they felt in control while using the tool (0= rarely in control, to 4= nearly
always in control)

5.4 DEETAS-TOY Validation Results

As with the EETAS workshop, the DEETAS-TOY usability study was a relatively small
study involving a limited sample size (< 20 participants), and again no statistical signifi-
cance between conditions and questionnaire responses is expected. Nevertheless, as with
the workshop, we have identified indicative trends that demonstrate that the DEETAS-
TOY is considered an effective and usable tool to record opinions and preferences about
ethical complexities in assistive robots.

Participant Responses. Participants were generally positive in their responses. 80% of
participants reported that the DEETAS-TOY tool was “very easy” or “somewhat easy”
to use, while 80% also reported it as either “very consistent” or “somewhat consistent”.
20% of participants reported that they considered the tool to be both “very easy” to use
and “very consistent” across all scenarios. These results are shown in Fig. 9.

When asked how easy they found it to correct errors with the DEETAS-TOY tool,
80% of participants said that either they found it “very easy” to correct errors, or that
they had not made any errors in attempting to use the tool. This is consistent with the
further finding that 90% of users felt in control “usually” or “always” when using the
tool, and that although 50% of users indicated that they had to guess how to use the
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Table 1. Scenarios used in the DEETAS-TOY usability study.

Scenario Ethical principles which interact

One: The robot attempts to build affinity with a user
by beginning a conversation that references a TV
programme the user has just been watching

• “promote affinity with human user”
• “maintain data privacy”

Two: The robot publicly alerts a user to an
exacerbation of an existing health concern, due to an
interaction with a certain medication. The robot
proposes stopping this medication, and the user
rejects the suggestion and asks the robot to continue
managing her health so she doesn’t have to take this
responsibility

• “observe user privacy”
• “promote human long-term health”
• “obey human commands”
• “preserve human autonomy”

Three: The robot asks a user to have a medical
examination, encouraging the user to agree by
(falsely) claiming that other users present have
agreed to and undergone the medical examination

• “observing user privacy”
• “promoting human long-term health”
• “system is accurate”

Four: The robot publicly offers help to two users
attempting to complete a task. When both users
request help the robot wholly completes the task for
the first user who is finding this difficult, and offers
only minimal help to the second user, who considers
themselves able to do the task with effort

• “system is fair”
• “system obeys human commands”
• “maintains human autonomy”

Five: The robot publicly offers two users a drink with
the drinks being of differing sizes. The robot explains
publicly that this is due to visible physical differences
in the users which result in different calorie needs

• “system is fair”
• “system is accurate”
• “promotes human long-term health”
• “maintains human autonomy”
• “promotes user privacy”

tool on their first attempt, 80% rarely had to guess by the later scenarios, having quickly
gained familiarity with the operation of DEETAS-TOY.

The average time to complete the usability study was 22 min, of which 4 min con-
sisted of watching the scenario footage and 18 min of using the DEETAS-TOY tool and
answering the survey questions. Participants spent an average of 2.5 min manipulating
the DEETAS-TOY tool for each scenario.

Discussion and Indicative Trends. As for the EETAS workshop, given the relatively
small sample size for the DEETAS-TOY usability study, no statistical significance in
the results can be expected. Nevertheless, there are again some trends which indicate
that the DEETAS-TOY tool is considered to be an effective and usable tool to express
opinions about ethical complexities in assistive robots.

The participants in this studywere specifically selected to lack a background in either
robotics or design. This may have contributed to some apparent difficulty in the early
scenarios in using the tool. Given that a significant majority of users considered that they
generally felt in control when using the tool – and that the majority of users reported the
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Fig. 9. Participant responses to usability and consistency questions in the DEETAS usability
study.

tool becoming easier to use as the scenarios progressed – we postulate that this difficulty
with early scenarios results from the cognitive load of being expected to understand novel
concepts of both ethical prioritization and tool usage simultaneously. This is consistent
with theEETASfindings that thosewithout a robotics background considered themselves
not to understand ethical complexities before beginning the EETAS process. Section 6
contains some information about our plans to mitigate this effect.

Beyond this, the significant proportion of positive responses regarding both ease
of use and consistency indicate that the DEETAS-TOY tool itself is both accessible
and fit for purpose. Participants were also invited to give free-text feedback, which
included comments such as “good representation of the problem”, “fun to use” and
“interesting, while some participants additionally indicated interest in participating in
further iterations of the DEETAS process.

6 Conclusions

We have presented the EETAS and DEETAS processes: these being a complementary
pair of structured, design-centred methodologies for improving public engagement and
understanding of ethical complexities in assistive robots. The EETAS process is gami-
fied, collaborative and face-to-face, intended to encourage community engagement with
this technology. The DEETAS process is individual, non-gamified and digital, to pro-
mote greater inclusion amongst demographics who are not traditional early adopters of
technology.

Our results from two initial studies – a pilot study workshop for EETAS and a
usability study for DEETAS – indicate that these processes are effective, fit for purpose
and useful in improving understanding of ethical complexities and prioritisations in
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assistive robots. In particular, the results from the EETAS pilot study workshop indicate
that this process is particularly beneficial for improving engagement and understanding
amongst people without prior familiarity with robots. Taken together with the positive
results from the DEETAS usability study, these two methodologies provide a tool to
address the systematic under-representation of vulnerable demographics in technology
development. This is particularly important since, in the case of assistive robots, some
overlap may be expected between these excluded demographics and the prospective
end-users of the systems.

Both EETAS and DEETAS make use of a design artefact, either physical (EETAS)
or digital (DEETAS). The EETAS-TOY tool was found to be instrumental in helping
people discuss, negotiate and communicate their ideas about ethical complexities to
team members. The DEETAS-TOY tool was also found to be effective and easy to use,
with users noting that the majority of the time they felt in control of the tool, and that it
performed as expected.

In terms of next steps,we aim to enhance theDEETAS-TOY tool to include additional
visual cues specific to the scenarios described, and which will moreover allow users to
gradually and continuously change their preferred ethical balance as the scenario evolves.
We anticipate that this will reduce the cognitive load associated with learning about both
a novel tool and a novel ethical concept simultaneously.

We also propose to run two additional workshops for the EETAS process. One
of these will be a sizeable workshop involving developers, end users, regulators and
other stakeholders. This will allow us to experiment with use of a real-world assistive
robot prototype, and hence assess the efficacy of feeding back user preferences into the
development lifecycle. We also plan to run a third, smaller workshop involving school
children, in order to promote engagement and discussion of ethical preferences amongst
those who may be the future developers of these systems.

Finally, we plan to expand our exploration of the design space of both the physical
artefact and the digital artefact (EETAS-TOY and DEETAS-TOY). Our initial steps will
be to improve accessibility of these tools for those who are unable to use the current
versions of the tools, such as people living with visual limitations or restricted mobil-
ity. We intend to develop a suite of these tools, consisting of different physical/digital
representations of the system and its ethical complexities. The DEETAS-TOY tool, in
particular, will be augmented with additional constraints which allow users to link mul-
tiple ethical priorities together, while the EETAS tool will be used to more fully explore
the intersection of ethics and artistry in order to create lasting physical representations
of these conversations.
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Abstract. Simulations are gaining increasingly significance in the field
of autonomous driving due to the demand for rapid prototyping and
extensive testing. Employing physics-based simulation brings several
benefits at an affordable cost, while mitigating potential risks to pro-
totypes, drivers, and vulnerable road users. However, there exit two pri-
mary limitations. Firstly, the reality gap which refers to the disparity
between reality and simulation and prevents the simulated autonomous
driving systems from having the same performance in the real world.
Secondly, the lack of empirical understanding regarding the behavior
of real agents, such as backup drivers or passengers, as well as other
road users such as vehicles, pedestrians, or cyclists. Agent simulation
is commonly implemented through deterministic or randomized proba-
bilistic pre-programmed models, or generated from real-world data; but
it fails to accurately represent the behaviors adopted by real agents while
interacting within a specific simulated scenario. This paper extends the
description of our proposed framework to enable real-time interaction
between real agents and simulated environments, by means immersive
virtual reality and human motion capture systems within the CARLA
simulator for autonomous driving. We have designed a set of usability
examples that allow the analysis of the interactions between real pedes-
trians and simulated autonomous vehicles and we provide a first measure
of the user’s sensation of presence in the virtual environment.

Keywords: Automated driving · Autonomous vehicles · Predictive
perception · Behavioural modelling · Simulators · Virtual reality ·
Presence

1 Introduction

The rise in the use of simulators in the context of autonomous driving is mainly
due to the need for prototyping and exhaustive validation, since the tests of
autonomous systems directly on real scenarios alone are not capable of provid-
ing sufficient evidence that prove its safety [1]. There is some initial consensus
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. Holzinger et al. (Eds.): CHIRA 2021/2022, CCIS 1882, pp. 95–107, 2023.
https://doi.org/10.1007/978-3-031-41962-1_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-41962-1_5&domain=pdf
http://orcid.org/0000-0002-8029-1973
http://orcid.org/0000-0003-2433-7110
http://orcid.org/0000-0001-8940-6434
http://orcid.org/0000-0001-8809-2103
https://doi.org/10.1007/978-3-031-41962-1_5


96 S. M. Serrano et al.

that future testing approaches should be multisystem, including not only phys-
ical testing on proving grounds but also extensive use of simulators and real-
world driving tests [2]. With simulators we can generate large amounts of data,
including edge cases, and enrich training and testing with a specific control over
all variables under study (e.g., street layout, lighting conditions, traffic scenar-
ios). Furthermore, the generated data can be also annotated by design including
semantic information. This is particularly interesting when testing predictive
systems [3].

However, one of the main challenges in developing autonomous driving sim-
ulators is the unrealistic nature of the data generated by simulated sensors and
physical models. The well-known reality gap leads to inaccuracies since the vir-
tual world does not properly generalise all the variations and complexities of
the real world [4,5]. Additionally, despite there have been efforts to create life-
like artificial behaviors for other agents on the road (e.g., vehicles, pedestrians,
cyclists), simulations are limited by a lack of empirical knowledge about their
actual behavior. As a result, this gap affects both behavior and movement pre-
diction as well as human-vehicle communication and interaction [6].

Fig. 1. Overview of the presented approach. Adapted from [8]. (1) CARLA-Unreal
Engine is provided with the head (VR headset) and body (motion capture system)
pose. (2) The scenario is generated, including the autonomous vehicles and the digitized
pedestrian. (3) The environment is provided to the pedestrian (through VR headset).
(4) Autonomous vehicle sensors perceive the environment, including the pedestrian.

In the following we describe our approach to incorporate real agents behaviors
and interactions in CARLA autonomous driving simulator [7] by using immer-
sive virtual reality and human motion capture systems. The idea, schematically
represented in Fig. 1, is to integrate a subject in the simulated scenarios using
CARLA and Unreal Engine 4 (UE4), with real time feedback of the pose of his
head and body, and including positional sound, attempting to create a virtual
experience that is so realistic that the participant feels as though they are phys-
ically present in that world and subconsciously accepts it as such (i.e., maximize
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virtual reality presence). At the same time, the captured pose and motion of the
subject is integrated into the virtual scenario by means of an avatar, so that the
simulated sensors of the autonomous vehicles (i.e., radar, LiDAR, cameras) can
detect their presence as were in the same space. This allows, on the one hand, to
obtain synthetic sequences from multiple points of view based on the behavior of
real subjects, which can be used to train and test predictive perception models.
And on the other hand, they also allow to address different types of interac-
tion studies between autonomous vehicles and real subjects, including external
human-machine interfaces (eHMI), under completely controlled circumstances
and with absolute safety measures in place.

In this paper, in comparison with our previous work where we already pre-
sented the hardware and software architecture [8], we have included the inte-
gration of a new motion capture system [11] and a more detailed description of
the computation times and scene processing. Moreover, we have carried out a
series of experiments on a novel map and we provide a consistent measure of the
sense of presence from 18 participants who played the role of a pedestrian in a
traffic scenario. Finally, we make some proposals on how to improve the user’s
immersive experience.

2 Virtual Reality Immersion Features

The main goal of our approach is to achieve the total immersion of real pedes-
trians within a simulator commonly used for autonomous driving testing. We
selected CARLA, an open source simulator implemented over UE4 which pro-
vides high rendering quality, realistic physics and an ecosystem of interoperable
plugins, and we added some features to support an immersive virtual reality
system. The user total immersion is achieved through all the functionalities that
UE4 presents, along with a virtual reality headset and a set of motion tracking
sensors. CARLA is designed as a server-client system, where the server renders
the scene and the client generates the agents operating within the dynamic traffic
scenario. Communication between the client and the server is done via sockets.

Fig. 2. System Block Diagram. Adapted from [8].
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The added features to the simulator for the insertion of real agent behaviours
in the CARLA server are based on the five points depicted in Fig. 2: 1) Avatar
control: from the CARLA’s blueprint library that collects the architecture of
all its actors and attributes, we modify the pedestrian blueprints to create an
immersive and maneuverable VR interface between the real agent and the vir-
tual world; 2) Body tracking: we use a set of inertial sensors and proprietary
external software to capture the subject’s motion through the real scene, and we
integrate the avatar’s motion into the simulator via .bvh files; 3) Sound design:
given that CARLA is an audio-less simulator, we incorporate positional sound
into the environment to enhance the subject’s immersion; 4) eHMI integra-
tion: in order to enable communication between autonomous vehicles and other
road users to address interaction studies; 5) Scenario simulation: we design
traffic scenarios by using the CARLA client, controlling the behaviour of vehicles
and other pedestrians.

2.1 Avatar Control

CARLA’s blueprints (that include sensors, static actors, vehicles and walkers)
have been specifically designed to be managed through the Python client API.
Vehicles that populate the scenario are actors that incorporate special internal
components that simulate the physics of wheeled vehicles and can be driven by
functions that provide driving commands (such as throttle, steering or braking).
Walkers are operated in the same way and their behavior is directed from the
client by a controller, so they are far from adopting behaviors of real pedestrians.

To support an immersive interface for a real actor, we modify a walker
blueprint to make an inverse kinematics setup for full-body scale VR. The
tools employed to capture the actor movement are: a) Oculus Quest 2 (for head
tracking and user position control), and b) Motion controllers (for both hands
tracking). The Oculus Quest 2 safety distance system delimits the playing area
through which the subject can move freely. The goal is to allow the subject
to move within the established safety zone that purposefully corresponds to a
specific area of the CARLA map.

Firstly, we modify the blueprint by attaching a virtual camera to the head of
the walker whose image provided is projected onto the lenses of the VR glasses
giving a first-person sensation to the spectator. The displacement and perspec-
tive of the walker are also activated, from certain minimum thresholds, with the
translation and rotation of the VR headset. The skeletal mesh is another element
of the blueprint that we can vary to give the walker another appearance.

That way, the immersion of a real pedestrian is achieved by implementing a
head-mounted display (HMD) and creating an avatar in UE4. The subject wears
the VR glasses and also controls the avatar movement throughout the preset area
for the experiments.
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2.2 Full-Body Tracking

On the other hand, head and hand tracking (by mean the VR headset and both
motion controllers) serve to adapt the pose of the avatar’s neck and hands in
real time, but are not enough to represent the full pose of the subject within
the simulator. There exit multiple options of motion capture (MoCap) system
to do this, including vision-based systems with multiple cameras and inertial
measurement units [9].

In our case, we have considered the use of two inertial wireless sensor systems:
(i) Perception Neuron Studio (PNS) motion capture system [10], as a compro-
mise solution between accuracy and usability. Each MoCap system includes a set
of inertial sensors and straps that can be put on the joints easily, as well as a soft-
ware for calibrating and capturing precise motion data. (ii) XSens MVN, another
full body motion analysis system [11] made up of 17 inertial units (MTw). Based
on a biomechanical model, MVN Analyze provides 3D information on joints,
center of mass, as well as position, velocity and acceleration parameters for each
of the body segments. Both systems allow integration with other 3D rendering
and animation software, such as iClone, Blender, Unity or UE4. XSens MVN is
a more expensive solution that includes a more sustainable calibration process
over time, more exhaustive data processing, and a specific plugin to add the full
avatar pose in Unreal Engine in real time.

2.3 Sound Design

Since CARLA simulator is world audio absent, the integration of a sound module
is another technique to enhance the sensation of presence in the virtual world.
Sound design and real-world isolation is also essential for interaction with the
environment, as humans use spatial sound cues to track the location of other
actors and predict their intentions. We incorporate ambient sounds of birds
singing and wind, as well as the engines sounds of the vehicles parameterized by
its throttle and brake actions. In cases where other pedestrians are involved in
the scene, we propose adding other sounds such as conversation or their footsteps
so that the subject can be more aware that they are present.

2.4 External Human-Machine Interfaces (eHMI)

In our experiments we include external human-machine interfaces (eHMI) to
enable communication between road users. The autonomous vehicles can com-
municate their status and intentions to the real subject by the proposed eHMI
design. As appeared in Fig. 3, it consists of a light strip along the entire front of
the vehicle which changes color depending the information is desired to trans-
mit. This allows studying the influence of the interface on decision making when
the pedestrian’s trajectory converges with the one followed by the vehicle in the
virtual scenario.
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Fig. 3. Left: vehicle with eHMI deactivated. Right: vehicle with eHMI activated [8].

2.5 Traffic Scenario Simulation

CARLA offers different options to simulate specific traffic scenarios. The Traffic
Manager is a module very useful to populate a simulation with realistic urban
traffic conditions. Using multiple threads and synchronous messaging, it can
propitiate all vehicles to follow certain behaviors (e.g., not exceeding speed limits,
ignore traffic light conditions, ignore pedestrians, or force lane changes).

The subject is integrated into the simulator on a map that includes a 3D
model of a city. Each map is based on an OpenDRIVE file that describes the
fully annotated road layout. This feature allows us to design our own maps as
well as implement georeferenced maps taken from the real world. This opens up
infinite possibilities for recreating scenarios according to the needs of the study.

3 System Implementation

The overall scheme of the system is shown in Fig. 4. In the next sections we
describe the hardware and software implemented architectures, and the processes
of recording and playback of the scenes.

3.1 Hardware Setup

The complete hardware configuration is depicted in Fig. 5. We employ the Oculus
Quest 2 as our head-mounted device (HMD), created by Meta, which has 6GB
RAM processor, two adjustable 1832× 1920 lenses, 90Hz refresh rate and an
internal memory of 256 GB. Quest 2 features WiFi 6, Bluetooth 5.1, and USB
Type-C connectivity, SteamVR support and 3D speakers. For full-body tracking
we use PNS or XSens solution with inertial trackers. The kit includes standalone
VR headset, 2 motion controllers, 17 inertial body sensors, 14 set of straps, 1
charging case and 1 transceiver. During the experiments, we define a preset area
wide enough and free of obstacles where the subject can act as a real pedestrian
inside the simulator. Quest 2 and motion controllers are connected to PC via
Oculus link or WiFi as follows:

– Wired connection: via the Oculus Link cable or other similar high quality
USB 3.
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Fig. 4. System Schematics [8]. (A) Simulator CARLA-UE4. (B) VR headset, motion
controllers and body sensors. (C) Spectator View in Virtual Reality. (D) Full-body
tracking in Axis Studio or MVN Analyze.

– Wireless connection: via WiFi by enabling Air Link from the Meta applica-
tion, or using Virtual Desktop and SteamVR.

The subject puts on the straps of the appropriate length and places the body
sensors into the bases. The transceiver is attached to the PC via USB. Quest 2
enables the “VR Preview” in the UE4 editor of the build version of CARLA for
Windows.

3.2 Software Setup

VR Immersion System is currently dependent on UE4.24 and Windows 10 OS
due to CARLA build, and Quest 2 Windows-only dependencies. Using TCP
socket plugin, all the actor locations and other useful parameters for the editor
are sent from the Python API to integrate, for example, the positional sound
emitted by each actor and the handling of the eHMI activation of the autonomous
vehicle. “VR Preview” projects the game onto the lenses of the HMD. Percep-
tion Neuron Studio and XSens MVN work with Axis Studio and MVN Analyze
software respectively, supporting up to 3 subjects at a time in the same scene.

3.3 Recording, Playback and Motion Perception

When running experiments, certain computational time constraints must be met
so that the real subject introduced by virtual reality can perform a natural
behavior. The simulation step is defined as the time of the scene that is executed
at each simulator tick. Under standard conditions, this is not forced to coincide
with the rendering time, which is the actual time that the architecture takes
to process a simulation step. We face the challenge that for the actions of the
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Fig. 5. Hardware setup [8]. (i) VR headset (Quest 2): transfer the image from the envi-
ronment to the performer. (ii) Motion controllers: allow control of the avatar’s hands.
(iii) PN Studio sensors: provide body tracking withstanding magnetic interference. (iv)
Studio Transceiver: receives sensors data wirelessly by 2.4 GHz.

external agent to be meaningful within the simulated scene, the simulation step
and its render time must match.

The rendering time is determined by hardware limitations (i.e., the capacity
of the GPU used) and by the number of tasks that are intended to be handled
during the simulation. In addition, to attend the immersive sensation, the vir-
tual environment displayed from the VR glasses must show a stable image to
the performer so him/her can interact with the world of CARLA. Since the sim-
ulated sensors of the autonomous vehicles (i.e. radar, LiDAR, cameras) involve
a lot of computations, the scene cannot be reproduced at more than 2 FPS,
preventing a successful immersion. To overcome this difficulty, we remove the
sensors blueprints, record the simulation data and play it back for later analysis.
This allows us to perform the experiments in virtual reality at 18.18 FPS.
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CARLA has a native record and playback system that serializes the world
information in each simulator tick for post-simulation recreation. However, this
is only intended for tracking actors managed by the Python API and does not
include the subject avatar or motion sensors. Along with the recording of the
state of the CARLA world, in our case the recording and playback of the com-
plete body motion of the external agent is essential. In our approach we use the
Axis Studio or MVN Analyze software to record the body motion during exper-
iments. The recording is exported in a .bvh file which is subsequently integrated
into the UE4 editor.

Once the action is recorded, the simulation is played back with all the
blueprints included since the rendering time does not need to be adjusted to
any constraint. Then, the simulated sensors of the autonomous vehicles perceive
the skeletal mesh of the avatar and its path followed, as well as the specific pose
of all its joints (i.e., body language).

4 Results

This section presents the design of some usability examples and an evaluation
of the immersive experience provided by the interface for real pedestrians in the
CARLA autonomous driving simulator.

4.1 Usability Examples

To attend our purposes, the implemented traffic scenario (depicted in Fig. 6)
must propitiate interactions between autonomous vehicles and the user of the

Fig. 6. Simulation of Interactive traffic situations. (a) 3D world design. (b) Pedestrian
matches the performer avatar. (c) Autonomous vehicle. (d) Environment sounds and
agents sounds. (e) eHMI. (f) Street lighting and traffic signs.
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Fig. 7. Left: real scenario, VR and motion capture setting. Right: simulated scenario
and pedestrian’s view.

virtual reality glasses and motion capture system who walks through the envi-
ronment as a pedestrian [12]. The first step is to select a suitable map where
to develop the action. We downloaded the map data of the university area from
OpenStreetMap [13] and converted it to an OpenDRIVE format which can be
ingested into CARLA. This allows us to obtain the geometry information of a
real pedestrian crossing and replicate its same visibility conditions.

When running the scene (see Fig. 7), an autonomous vehicle circulates on the
road when reaches the pedestrian crossing. The pedestrian on the edge of the
sidewalk is ordered to cross the road when they consider it safe, and receives
information on status and vehicle intentions through an eHMI. In addition, the
pedestrian can hear the engine of the vehicle approaching, which can influence
the decision to cross sooner or later. From the CARLA client, it is possible
to pre-program the behavior of the autonomous vehicle so that it ignores the
pedestrian and does not stop or performs a braking maneuver and gives way. To
observe its impact on the pedestrian’s attitude (i.e., on the interaction), more or
less aggressive braking maneuvers can be applied, and the external HMI can be
activated or deactivated. Lighting and weather conditions are also adjustable.
Sensors attached to the vehicle capture the image of the scenario and detect the
pedestrian, as shown in Fig. 8.

4.2 User Experience Evaluation

A sample of 18 experimental participants, consisted of 12 male and 6 female
who ranged in age from 24 to 62, were instructed to take part in the scene in
the role of the pedestrian and completed a 15-item presence scale (depicted in
Appendix A) to asses the quality of immersion. Self-presence examines how much
a user extends features of their identity into a virtual world while represented
by an avatar. Autonomous vehicle and environmental presence measure how a
user treats actors and environments in mediated space as if they were real. In
addition, we request participants for open comments about their performance.
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Fig. 8. Virtual sensors output: cameras (RGB, depth), and LiDAR point cloud (ray-
casting).

As a means of assessing the test’s reliability, we compute Cronbach’s Afla
(α = .707) which indicates an acceptable internal consistency. Most of the par-
ticipants felt a strong self-presence (M= 4.04, SD= .953) perceiving the dis-
placement and hands of the avatar as their own. Regarding autonomous vehicle
presence (M= 3.94, SD= .967), the engine noise was the main point of contention
among the participants, as some found it highly helpful in identifying the vehicle,
while others either didn’t notice it or found it irritating. Environmental-presence
(M= 4.34, SD= .627) got the highest score; the participants stated the appear-
ance of the environment was that of a real crosswalk.

Self-presence and environmental presence were satisfactory, while most feed-
back was directed at improving the presence of the autonomous vehicle. Its
braking maneuver did not feel threatening in the sense that was appreciated too
conservative, and the vehicle dynamics did not help to anticipate the point at
which it was going to stop.

5 Conclusions and Future Work

We have developed a framework to enable real-time interaction between real
agents and simulated environments. The initial focus is on the integration of
pedestrians in traffic scenarios, for which a virtual reality interface has been
implemented in the CARLA simulator for autonomous driving. The virtual world
is displayed on the glasses lenses at 18.18 FPS. The performer pose is registered
by a motion capture system, generating useful sequences to train and validate
predictive models to, for example, predict future actions and trajectories of traffic
agents. This paper has presented some possibilities and usability cases that this
system can address.

As future works, it is intended to improve some aspects of the immersive
experience. XSens MVN will replace the PNS system to represent the user’s full
body on the avatar in real time. We will apply improvements in the dynamics
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of the vehicle (e.g., an inclination of its frontal part at the moment of its stop).
The addition of other agents on the scene, such as vehicles traveling in the other
direction, and other pedestrians, will be considered to enable different types of
interaction studies. Furthermore, one of our main goals is to provide a measure
of the behavioral gap by replicating interaction and communication studies in
equivalent real and virtual environments.
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Appendix A

Self-presence Scale Items

To what extent did you feel that. . . (1= not at all - 5 very strongly)

1. You could move the avatar’s hands.
2. The avatar’s displacement was your own displacement.
3. The avatar’s body was your own body.
4. If something happened to the avatar, it was happening to you.
5. The avatar was you.

Autonomous Vehicle Presence Scale Items

To what extent did you feel that. . . (1= not at all - 5 very strongly)

1. The vehicle was present.
2. The vehicle dynamics and its movement were natural.
3. The sound of the vehicle helped you to locate it.
4. The vehicle was aware of your presence.
5. The vehicle was real.

Environmental Presence Scale Items

To what extent did you feel that. . . (1= not at all - 5 very strongly)

1. You were really in front of a pedestrian crossing.
2. The road signs and traffic lights were real.
3. You really crossed the pedestrian crossing.
4. The urban environment seemed like the real world.
5. It could reach out and touch the objects in the urban environment.
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Laboratory of Music Informatics, Department of Computer Science,
University of Milan, via G. Celoria 18, Milan, Italy

helene.korsten@studenti.unimi.it,

{adriano.barate,luca.ludovico}@unimi.it
https://www.lim.di.unimi.it

Abstract. This article proposes an innovative approach for cognitive
and motor rehabilitation of elderly individuals that combines tangible
user interfaces, digital technologies, and musical expression. After review-
ing the current literature on age-related impairments and the use of
tangible user interfaces in rehabilitation, we introduce a specific MIDI
controller called Kibo that employs geometric fiducials called tangibles.
Thanks to Bluetooth connectivity and the adoption of the Web MIDI
API, this device communicates with a specially-designed web framework
that includes three games to facilitate the development or recovery of
cognitive and motor abilities. The feedback obtained in an early experi-
mentation phase from domain experts and a focus group underlined some
strengths and weaknesses, thus driving the first revision of the interface
and the gameplay. This work will describe the design and implementa-
tion of the early prototype and will shed light on the future evolution of
the web platform. From the tests conducted so far, this solution based
on a musical controller equipped with tangibles exhibits the potential to
enhance the effectiveness and enjoyment of rehabilitation programs for
elderly individuals.

Keywords: Music · Tangible user interface · Web · Elderly
rehabilitation

1 Introduction

The present study focuses on the rehabilitation needs of elderly individuals who
may experience cognitive or motor impairments or reduced social interactions.
To this end, we conducted an analysis of common age-related changes in cog-
nitive and motor abilities and developed a prototype that could be applied to
music therapy rehabilitation sessions. As stated in a document by the American
Music Therapy Association, music therapy “is the clinical and evidence-based
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use of music interventions to accomplish individualized goals within a therapeu-
tic relationship by a credentialed professional who has completed an approved
music therapy program” [2].

The prototype’s interventions can target various healthcare and educa-
tional objectives, such as promoting wellness, managing stress, alleviating pain,
expressing feelings, enhancing memory, improving communication, and promot-
ing physical rehabilitation.

Our web-based prototype incorporates a tangible user interface called Kibo,
which facilitates intuitive interaction with musical parameters, taking advantage
of haptic interaction skills with the environment. Three browser games have been
designed to train rhythm, spatial, and recognition skills. The web platform was
shown at the prototype stage to two user categories: i) professional caregivers
and rehabilitation experts, and ii) a focus group of elderly users. We collected
their opinion in order to drive a new iteration of the design phase with the final
goal of improving usability and effectiveness. In this paper, after describing the
hardware and software ecosystem that we have designed and implemented, we
will investigate the potential of our prototype solution to enhance rehabilitation
outcomes for elderly individuals and contribute to their overall well-being.

The rest of the paper is organized as follows: Sect. 2 provides the state of
the art about common age impairments; Sect. 3 defines the concept of tangible
user interface and explores its adoption in the fields of rehabilitation and musi-
cal expression; Sect. 4 addresses the main technologies employed in the project;
Sect. 5 describes the characteristics of the web games and the gameplay; Sect. 6
reports the results of early experimentation; finally, Sect. 7 draws the conclusions.

This work is an extension of the paper presented at the 6th International Con-
ference on Computer-Human Interaction Research and Applications (CHIRA
2022) [4].

2 State of the Art

This section focuses on a selective review of the scientific literature on age impair-
ments, a subject that is highly pertinent to our objectives. Considering the vast-
ness of the subject, we acknowledge that our coverage cannot be all-inclusive.

Due to changes in life expectancy, the number of elderly people has increased
significantly worldwide. According to the World Health Organization (WHO),
the share of the population aged 60 years and over will double from 1 billion
in 2020 to 2.1 billion in 2050. The number of persons aged 80 years or older is
expected to triple between 2020 and 2050, thus reaching 426 million.1 According
to the United Nations, by 2050, 1 in 6 people in the world will be over the age
of 65, up from 1 in 11 in 2019.2

The growing demographic of older adults requires changes at the individual
and societal levels. Sustainable development goals should include investment in
1 https://www.who.int/news-room/fact-sheets/detail/ageing-and-health.
2 https://www.un.org/en/development/desa/population/publications/pdf/ageing/

WorldPopulationAgeing2019-Highlights.pdf.

https://www.who.int/news-room/fact-sheets/detail/ageing-and-health
https://www.un.org/en/development/desa/population/publications/pdf/ageing/WorldPopulationAgeing2019-Highlights.pdf
https://www.un.org/en/development/desa/population/publications/pdf/ageing/WorldPopulationAgeing2019-Highlights.pdf


110 H. Korsten et al.

education, health, and well-being for all, including older adults. Society will have
to offer more and more products and services that meet the specific needs and
desires of the geriatric age group. These people are seeking solutions to help
them cope with daily life, give them the opportunity to interact socially, and
find alternative ways of entertainment and learning. Moreover, health systems
are dealing with the ever-increasing burden of finding solutions and cures for age-
related diseases. Relevant examples embrace degenerative cognitive conditions
caused by dementia and Alzheimer’s disease and impaired-movement pathologies
such as Parkinson’s disease.

As stated in [40], while the demographic transition moves into a stage of
increased longevity, attention must shift from an aging society to a longevity
society. The former definition focuses on changes in the population’s age distri-
bution, the latter aims to leverage the benefits of extended lifespans by trans-
forming the way we approach aging.

Everyone experiences changes as an inevitable part of the natural degener-
ation associated with aging [28]. Concerning changes in cognitive abilities,
aging causes a decline in spatial cognition, which is the ability to represent spatial
relationships among objects. The results of a study conducted in 2008 by Iachini
et al. show that some spatial abilities, such as the ability to mentally rotate
visual images and to retrieve spatiotemporal sequences, decline with age [23].
Elderly people also struggle more with multitasking, especially if the tasks are
complex [44]. Another common age impairment is the decline in fluid intelli-
gence, which refers to the processing and reasoning components of intelligence
and the natural ability to learn something new [14]. Because of reduced pro-
cessing efficiency, the working memory, which is the ability to keep information
active while processing or using it, declines with age [38]. Similarly, prospective
memory, which is the ability to remember to do something in the future, also
declines with age [32]. Another issue emerging with age is the ability to select
information in the environment, e.g., to attend to information on a web page.
Attention is the ability to focus on a specific task or an object in the environment
while ignoring other things. This ability changes with age and older people are
slower to move their attention from one thing to another [14,22].

Another category of impairments due to aging is that of changes in physi-
cal abilities. Response time and accuracy of movement decline with age. Older
persons’ movements and reflexes are typically slower than younger persons’.
This also includes reaction to stimuli [19]. The loss in the sensitivity of touch
in older people reduces the ability to differentiate between shapes and textures
by touch [22]. Differently from the above-mentioned normal age impairments, a
disease that limits movement is Parkinson’s, a neurodegenerative brain disorder
that progresses slowly and worsens with age. Symptoms are involuntary shak-
ing of the hands, arms, legs, jaw, chin, and lips. Other main symptoms include
slowness of movement, stiffness of arms and legs, and trouble with balance [29].

Even if not an impairment, another phenomenon relevant to our work is
anxiety towards technology. In a study by Czaja and Sharit dating back to
1998, elder people saw themselves as having less control over computers than
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younger people [15]. They had significantly less efficacy in completing computer
tasks, but, surprisingly, they also perceived computers as being more useful com-
pared to younger people. Another study revealed that older subjects reported
higher levels of computer anxiety than younger persons and that the anxiety level
was related to the decision time on the computer when performing a test [31].
The elderly may have a harder time using new technology, but it helps with
practice [13]. These considerations pushed us to develop a solution based on a
computing system but relying on a tangible interface to ease user interaction.

3 Tangible User Interfaces

Tangible user interfaces (TUIs) are interaction mechanisms that replace graphi-
cal user interfaces (GUIs), more common in computing systems, with real phys-
ical objects. The key idea is to give digital information a physical form which
serves as both a representation and a control means for digital information. A
TUI lets users manipulate digital information with their hands and perceive it
with their senses.

One of the pioneers in tangible user interfaces is Hiroshi Ishii, a professor
at MIT who heads the Tangible Media Group at the MIT Media Lab. His par-
ticular vision for TUIs, called Tangible Bits, is to give physical form to digital
information, making bits directly manipulable and perceptible [26]. Tangible Bits
pursues the seamless coupling between physical objects and virtual data. “TUIs
will augment the real physical world by coupling digital information to everyday
physical objects and environments” [27].

Currently, there are different research areas and applications related to
TUIs. For instance, tangible augmented reality implies that virtual objects
are “attached” to physically manipulated objects; in tangible tabletop inter-
action, physical objects are moved upon a multi-touch surface; moreover, phys-
ical objects can be used as ambient displays or integrated inside embodied user
interfaces.

3.1 Tangible User Interfaces in Rehabilitation

Games can be used to increase the motivation of patients affected by cognitive or
physical impairments in rehabilitation sessions [1,9,11,41,42]. Motivation is one
of the main problems evidenced in traditional therapy sessions, often hampered
by the repetitive nature of exercises. Most studies show that effective rehabilita-
tion must be early, intensive, and repetitive [10,37]. As such, these approaches
are often considered repetitive and boring by the patients, resulting in difficulties
in maintaining their interest and in assuring that they complete the treatment
program [37]. On the other hand, due to their nature, games can motivate and
engage the patients’ attention and distract them from their rehabilitation con-
dition. On one side, they require some motor and cognitive activity, but, on
the other, they have a story and can offer feedback and levels of challenge and
difficulty that can be adapted to the patients’ skills.
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Serious games are an option that provides learning combined with enter-
tainment. The locution “serious games” refers to playful activities that provide
training and physical or mental exercise in a fun and enjoyable way [17]. These
games can be not only a way to prevent the feeling of loneliness [16], but they can
also enable social interaction [20]. During the last decades, digital games have
become a popular leisure activity. Ijsselsteijn et al. claim that digital games can
be considered a promise to improve the lives of seniors. To this end, it is impor-
tant to develop interesting and accessible games which could provide an option
to spend quality time with clear benefits [24]. Pearce reports that studies of dig-
ital games with an emphasis on older people are still rare because this need is
relatively new [36]. This perception may be justified by the fact that the current
elderly population did not have much access to technology at their earlier age.

Many rehabilitation games based on TUIs are already available. For exam-
ple, Handly is an integrated upper-limb rehabilitation system for persons with
a neurological disorder [43]. Handly consists of tangibles for training four-hand
tasks with specific functional handgrips and a motivational game. The system
consists of four tangible training boxes, which each present one essential grip
and associated hand task: push-pull, squeezing, knob turning, and key turn-
ing (see Fig. 1). Handly combines tangibles specifically designed for repetitive
task-oriented motor skill training of typical daily activities with serious gaming,
thus offering a comprehensive approach. Handly focuses on therapy for various
neurological disorders that can cause functional disabilities in the hands.

Fig. 1. User interface and activities with Handly. Images taken from [43].

Segara is an integrated hand rehabilitation system for patients with rheuma-
toid arthritis (RA) very similar to Handly [46]. Segara consists of tangibles for
training six tasks with Interactive functional handgrips and a motivational seri-
ous game (see Fig. 2). It shows that a system combining games and tangibles to
enhance hand rehabilitation is feasible and highly appreciated by patients.

Resonance is an interactive tabletop artwork that targets upper-limb move-
ment rehabilitation for patients with an acquired brain injury [18]. The art-
work consists of several interactive game environments, which enable artistic
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Fig. 2. User interface and activities with Segara. Images taken from [46].

expression, exploration, and play. Resonance provides uni-manual and bi-manual
game-like tasks and exploratory creative environments of varying complexity
geared toward reaching, grasping, lifting, moving, and placing tangible user inter-
faces on a tabletop display (see Fig. 3). Each environment aims to encourage col-
laborative, cooperative, and competitive modes of interaction for small groups
of co-located participants.

NikVision is a tangible tabletop based on a user-centered design approach
for cognitively stimulating older people with dementia problems in nursing
homes [12]. The general experiences of the users when working with the tangible
tabletop were assessed and applied to the design of new cognitive and physical
stimulation activities. From these experiences, guidelines for the design of tangi-
ble activities for this kind of users were extracted for the design and evaluation
of tangible activities that could be useful for other researchers. NIKIVision’s
game activities are specially designed for the elderly and have different levels of
difficulty and audio feedback. The list of activities includes:

– Clothes Activity — Based on the daily task of getting dressed, users interact
with the tabletop by using different objects with realistic drawings of pieces
of clothing and letters. Fine motor skills are addressed when users have to
pick up the two-dimensional objects to place them on the tabletop;
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Fig. 3. User interface and activities with Resonance.

– Shapes Activity — Users have to select the indicated geometrical shapes and
situate them on the box displayed on the tabletop;

– Roads Activity — Focusing on upper-half motor skills, users have to move
the object on the tabletop surface by following a virtual road, also avoiding
physical obstacles in the most difficult levels. The objects with which the
users interact are different handles designed to stimulate different kinds of
grabbing actions.

In conclusion, as regards their applicability to rehabilitation, one of the
advantages offered by TUIs is the facilitated user experience, since the interac-
tion occurring between the user and the interface itself is a physical rather than
a digitally-mediated one. Recognizing (a cognitive task), grabbing, and mov-
ing objects (physical tasks) can be parts of the rehabilitation process. Another
advantage is usability since the user intuitively understands how to manipulate
the interface by knowing the function of the physical object.

3.2 Tangible User Interfaces in Music

TUIs have been used considerably in musical performances and music-therapy
treatments. A tangible interface, being “real” and “concrete”, offers a physical
way to interact with music and sound parameters. The design is centered around
the concept of tangibility, aiming to bridge the gap between physical and digital
music interfaces. The underlying idea is that physical interaction with objects
enhances the engagement and expressivity of users; thus, by placing importance
on the tactile experience, these interfaces aim to provide more intuitive and
natural means of music creation.

All physical objects can be part of a digital user interface [25]. A possibility
is that an object moved or put in a specific location originates itself a digital
signal to communicate position and/or movement to the surrounding system;
another case is that of an external device, e.g. a camera or a pressure sensor,
that senses the object.

Music TUIs can play a number of roles: synthesizers to generate sound,
sequencers that perform audio samples and mix them together, remote controllers
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for music and sound parameters, interfaces for music-related games, and so on.
Some of these devices have been reviewed or analyzed in detail in dedicated sci-
entific works. To cite but a few references, Paradiso et al. reviewed TUIs based
on magnetic tags [35], Newton-Dunn et al. described a way to control a dynamic
polyrhythmic sequencer using physical artifacts [34], and Schiettecatte and Van-
derdonckt presented a distributed cube interface based on interaction range for
sound design [39]. Due to their availability, LEGO bricks or similar building blocks
have often been employed in the control of musical parameters [6,21,33].

Several working prototypes are also available that did not originate from a
scientific publication or resulted in a commercial product. Noticeable examples
include the music maker device 3 designed by Lapponi at al. as a course project
at the University of Oslo, the tangible user interface to control an audio player 4

realized by Brumley at the California College of the Arts, and the abandoned
collaborative interface called Block Jam by Collect.Apply.

A successful case of commercially available music TUI is the Reactable [30],
used by renowned artists such as Björk in their live performances. It provides
a unique and immersive experience by combining physical objects with real-
time digital audio processing and visual feedback. The Reactable consists of
several key components that work in harmony to facilitate music composition
and performance. The central element is a backlit translucent tabletop surface,
equipped with a grid of light-emitting diodes (LEDs) and an underlying camera-
based tracking system. This surface acts as the primary interface for interaction,
allowing users to manipulate physical objects, referred to as “tangibles”, placed
on its surface. Each tangible object represents a distinct musical component or
function, such as sound generators, audio effects, filters, or sequencers. These tan-
gibles are typically equipped with fiducial markers, enabling the tracking system
to identify and interpret their position, orientation, and other relevant param-
eters. The system captures the movements and configurations of the tangibles,
translating them into real-time audio and visual feedback. Users can interact
with the tangibles by rotating, moving, or connecting them to each other. These
actions modify the musical characteristics or relationships between the elements
represented by the tangibles.

Concerning our proposal, we rely on Kibo, another commercially available
music TUI whose characteristics will be described in detail in Sect. 4.1.

In conclusion, music TUIs aim to offer a compelling user experience that
blends physicality, visual feedback, and auditory output. A sense of engagement
and creativity is expected to be stimulated when interacting with the system,
thanks to the tangible and multisensory nature of the interface. The design of the
experience should encourage exploration, experimentation, and improvisation,
enabling learners, experienced musicians, and performers to discover new sonic
possibilities and express their artistic ideas more intuitively.

3 https://youtu.be/sKojCxcpgnk.
4 https://youtu.be/ZQdIxQ EOLI.

https://youtu.be/sKojCxcpgnk
https://youtu.be/ZQdIxQ_EOLI
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4 Employed Technologies

In this section, we will address the key technologies employed in the project: a
music TUI called Kibo (Sect. 4.1), the way it is connected to a web application
(Sect. 4.2), and the web languages and formats used to implement the browser
games described later (Sect. 4.3).

4.1 Kibo

Kibo 5 is a wooden board produced by Kodaly that presents eight distinct, easy-
to-recognize tangibles. These geometric shapes can be inserted into and removed
from the corresponding slots, thus triggering events encoded in the form of MIDI
messages, specifically Note On and Note Off. The device is also sensitive to pres-
sure variations on single tangibles; individual dynamic responses are communi-
cated via Channel Pressure messages. Additionally, the device is equipped with
a knob that can be clicked and rotated and with a gyroscope, triggering Control
Change messages.

Kibo can be connected via Bluetooth or USB to iOS and macOS devices
running a proprietary app that acts as both a synthesizer and a configuration
tool. Windows and Android operating systems are also supported via third-party
drivers. As mentioned before, the communication between the controller and the
app occurs by exchanging standard MIDI 1.0 messages. The MIDI engine inte-
grated into the app supports up to 7 Kibo units simultaneously, without perceiv-
able latency. This aspect is particularly interesting for collaborative experiences
like those documented in [7]. Being a MIDI controller, Kibo can also be inte-
grated into any MIDI setup without the intervention of the app as a mediator,
and this is the approach we follow in our proposal.

The control over music parameters is mainly based on the 8 tangibles shown
in Fig. 4. Each object has a different shape fitting in a single slot and presents
symmetry properties so that it can be arbitrarily rotated and flipped before being
inserted. Thanks to their magnetic core, tangibles can be stacked one on top of
the other and interact through magnetic fields. The body of Kibo contains a
multi-point pressure sensor able to detect the insertion and removal of tangibles.
The characteristics of the sensor make the instrument extremely sensitive and,
simultaneously, very resistant. For further details, please refer to [3].

Even if our proposal bypasses the native Kibo’s app and re-implements its
functions, it is interesting to analyze the three operating modes originally con-
ceived by Kibo’s manufacturer, since they inspired our initiative:

1. Musical Instrument Mode — In this scenario, Kibo’s tangibles are mapped
onto pitches. Associations between shapes and notes can be customized, even
triggering multiple notes through a single tangible. The device is able to detect
aftertouch, namely the pressure variations over tangibles after note attacks;

5 https://www.kodaly.app/.

https://www.kodaly.app/
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Fig. 4. Kibo’s wooden body and tangibles. Image taken from https://www.kodaly.
app/.

2. Beat Mode — In this scenario, each tangible is mapped onto a single per-
cussive instrument. The pressure sensor, presenting a high level of resistance
to strong mechanical stresses but also a noticeable sensitivity, allows effects
ranging from hard mallet beats to delicate brush rubbing;

3. Song Mode — In this scenario, Kibo is employed as a controller to trigger
already available music loops. Tangibles are associated with mutually syn-
chronized but independent tracks, like in a multi-track environment. When a
tangible is inserted, the corresponding track is activated; when it is removed,
the track is muted, but it goes on running silently, so as to preserve global
synchronization.

Focusing on rehabilitative and therapeutic scenarios, the reconfigurability of
Kibocoupled with the adoption of a standard communication protocol enables
heterogeneous scenarios. Multiple Kibo units forming an ensemble can be config-
ured to cover distinct note ranges and timbres, or even to work in different oper-
ating modes, thus providing the therapist with great flexibility. Moreover, the
standard MIDI output of Kibo allows the implementation of additional operating
modes where other meanings, even extra-musical ones, can be assigned to user
gestures. Our proposal, described in detail in Sect. 5, explores this possibility.

Even if originally conceived as a general-purpose tangible-based MIDI con-
troller, when used in a suitable scenario Kibo can also be considered an assistive
technology falling in the category of communication boards [45]. Under this per-
spective, it has a therapeutic function since it encourages upper-limb movements
and challenges cognitive skills. Moreover, it is compensatory from both a motor
point of view, being able to translate even small movements into sound, and a

https://www.kodaly.app/
https://www.kodaly.app/
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cognitive point of view, enabling intuitive musical expression by lowering the
barriers of a traditional instrument.

4.2 Network Technologies

In our proposal, Kibo has to be directly connected to the computing system that
hosts the browser via Bluetooth. Bluetooth is an open standard for radio-based
communications in the 2.4 GHz Industrial, Scientific and Medical (ISM) band. It
targets low-power, low-cost, low-range, and moderate-rate applications. A more
specialized protocol, called MIDI over Bluetooth (or, simply, Bluetooth MIDI),
has been conceived to exchange MIDI messages over Bluetooth connections [8].

Kibo adopts Bluetooth Low Energy (BLE), a wireless personal-area network
technology that, compared to the original Bluetooth protocol, is intended to
provide considerably reduced power consumption and cost while maintaining a
similar communication range. BLE hardware is ubiquitous on modern devices
and native driver support is available under most desktop and mobile operating
systems. Once a BLE MIDI device is paired, it will transparently operate with
MIDI-compatible applications on most mobile and desktop platforms with no
additions.

Given its significant advantages in terms of compatibility, wireless capabil-
ity, and low power consumption, BLE MIDI is an ideal choice for controllers. A
potential problem in real-time scenarios could be latency, but in MIDI applica-
tions it is comparable with WiFi and, while bandwidth appears to be worse, is
near to the original MIDI specifications.

4.3 Web Languages and Formats

The platform we are proposing has been implemented in the form of web pages.
To this goal, we adopted W3C 6 standard languages and formats. As a result, the
proposed activities can be experienced using any HTML5-compliant browser. In
particular, the project was realized using HTML to structure the pages, CSS for
animations and style, and JavaScript to handle and verify actions and events.
With respect to HTML and CSS, whose role is descriptive, JavaScript is a
programming language that can be used to modify or animate web content in
response to users’ actions.

A special technology adopted to bring MIDI into the web is the Web MIDI
API. The main goal of such a programming interface is to allow the connection
and interaction between a browser app and an external MIDI system, either
physical or virtual. About 10 years from the release of the first public document,
the Web MIDI API is still at the stage of a working draft and, as such, it is not
fully supported by the totality of HTML5-compliant browsers. At the moment
of writing, among the major browsers, only Apple Safari is not supporting this
technology; conversely, Google Chrome, Mozilla Firefox, Microsoft Edge, Opera,
and, more generally, all the browsers deriving from the open-source Chromium

6 World Wide Web Consortium, https://www.w3.org/.

https://www.w3.org/
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project do support the Web MIDI API. Further details on this subject have been
recently discussed by Baratè and Ludovico in a dedicated scientific paper [5].

Since all technologies in use are client-side, the platform can also be enjoyed
locally on the user’s client, with no need to connect to a server. Nevertheless,
we have publicly released the platform over the web to distribute it freely and
keep it up-to-date in the case of a new release.

5 Kibo Web Games

The goal of linking music therapy, rehabilitation exercises, and technology
through Kibo brought to the design and implementation of a web platform that
proposes three serious games. The name of the platform is Kibo Web Games.
All games are intended to foster the association between physical elements (geo-
metric tangibles) and the concepts they represent (e.g., notes, tracks, and hit
buttons).

The platform is available at https://kibogames.lim.di.unimi.it/ and its orig-
inal web interface is shown in Fig. 5. Kibo Web Games need a Kibo device to be
connected via BLE.

Fig. 5. The interface for Kibo Web Games common to the three rhythm games.

A number of game parameters have been introduced to allow flexibility in
usage and adaptation to gradual improvements without causing frustration in
the player. The user or therapist can set different types of activities and levels
of difficulty according to the following parameters:

https://kibogames.lim.di.unimi.it/
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– The game to play, which is basically a rhythm-based activity where given
shapes are proposed to the player and must be timely touched, inserted,
removed, or continuously pressed depending on the game mode, as explained
in the following;

– The number of shapes (1 to 8) that can randomly be involved during the
game experience;

– The total length of the game sequence, i.e. the number of actions a user
should carry out in a game session;

– The speed of shape generation and scroll animation.

The central part of the interface is taken by the Game field, which displays
the moving shapes during a game session. Shapes move from right to left, and
the perfect timing for the user’s actions is when they hit the black vertical
line. Another relevant part of the interface shown in Fig. 5 is the MIDI message
console, namely the lower rectangle that displays Note On, Note Off, Control
Change, Program Change, and Polyphonic Key Pressure messages received from
Kibo after attaching it through the Connect button. Finally, the Play button
starts the selected game with the parameters set by the user.

Concerning the gameplay, Kibo Web Games focus on the interactions occur-
ring between the player and Kibo, i.e. simple motor movements like hitting,
tapping, grabbing, holding, releasing, placing, and removing the geometrical tan-
gibles. Furthermore, recognition and listening skills are trained with the aim to
help restore or keep active cognitive functions. Kibo gives tactile and musical
feedback to every action that is performed and allows the user to proceed in
small steps. It also allows users to manipulate objects giving a clearer image of
the connection between physical interaction and the response that it triggers.

Fig. 6. When the left shape hits the vertical line, it starts to disappear.

All games share the same game field and functional concepts. The system
generates shapes scrolling across the screen from right to left and the goal is
to timely recognize the shape by hitting, pressing, inserting, or removing the
corresponding tangible from Kibo physical body when it reaches the vertical
line in the delimiter box (Fig. 6). Specifically, the first game asks the user to
timely push the tangibles, the second game expects the user to insert or remove
shapes from their slots, and the third game asks the user to press and/or release
multiple shapes. Games will be better explained in the following. The scores,
levels of difficulty, and feedback for the players depend on their time precision
in performing the actions required.
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Throughout the duration of a game session, the arrow, square, and vertical
line in the Game field animate to facilitate the game experience. Arrow and
square flash when the user is supposed to perform a task. The vertical line turns
either red or green according to the accuracy of the performance. The score field
keeps track of the points gained while playing and remains displayed until the
next game session is started.

Perfect hits are those performed in a tiny time interval around the exact
timing. Good hits (see Fig. 7) occur in a slightly wider timing range. The exact
values depend on the game speed set by the user, but they are in the order of
tenths of a second. Score penalties for wrong shape recognition (Fig. 8) or missed
hits (Fig. 9) have not been implemented to avoid frustration in players, but this
feature could be easily integrated.

Fig. 7. A good hit for the triangle tangible. The vertical line turns green and the score
is incremented. In the meanwhile, a new square-shaped tangible is approaching. (Color
figure online)

Fig. 8. Wrong shape recognition caused, e.g., by clicking a circle instead of a rounded
triangle. The vertical line turns red and the score is not incremented. In the meanwhile,
a new triangle-shaped tangible is approaching. (Color figure online)

Please note that Kibo Web Games’s interface allows users to play with Kibo
as a simple musical controller, regardless a game session is active or not. In
this scenario, only sound feedback and console messages are available. From a
technical point of view, this allows the user to check the device connection, but,
above all, this “sandbox mode” can help gain confidence with the controller.
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Fig. 9. Wrong timing in pressing the triangle-shaped tangible. The vertical line turns
red and the score is not incremented. (Color figure online)

As a final remark, please note that the three game modes do not require a
music-education background nor make explicit use of music concepts.

5.1 Game A – Tap the Shapes

Game A is based on Kibo’s Beat Mode (see Sect. 4.1. Tangibles are mapped
onto single notes of a C-major scale, one grade per shape. Pressing, hitting, or
tapping a shape sends a Note On message immediately followed by a Note Off.
MIDI messages are interpreted by the interface and played back thanks to an
embedded audio synthesizer. In order to play this game, all tangibles must stay
in their slots. Difficulty varies according to the speed, number of shapes involved,
game length, and score precision.

The rhythm game expects the user to press the expected tangible in the
right timing range, namely when the arrow and delimiter box turn yellow (see
Fig. 6). The therapeutic and rehabilitative goals of this game include the ability
to recognize shapes and timely activate commands.

5.2 Game B – Insert and Remove Shapes

Game B recalls Kibo’s Song Mode (see Sect. 4.1). Tangibles are associated with
independent synchronized tracks within a multi-track environment realized with
Pro Tools7 for this purpose. The multi-track starts playing when the game is ini-
tialized but has no volume. Each track is associated with a shape and unmuted
when the corresponding tangible is inserted into the device’s wooden base. Con-
versely, removing the shape mutes the track. All tangibles must be removed and
placed in front of the player or at a reachable distance before starting the game.
The aim of Game B is to score points by timely inserting and extracting Kibo’s
tangibles once the randomly generated shapes touch the hit-line or perfectly fit
the delimiter box, i.e. before the animation ends and the shape disappears. The
random algorithm assures that, in the case of right performance, at the end of
the session no shapes are left inside Kibo’s body.

7 https://www.avid.com/pro-tools.

https://www.avid.com/pro-tools
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This game mode solicits the development or recovery of cognitive abilities,
including memory (shapes have to be quickly recognized, found in the space
around Kibo, and inserted into the right slot) and creative reasoning (e.g., finding
the most suitable layout for the pieces extracted from Kibo’s body).

5.3 Game C – Hold and Release Shapes

Game C recalls Kibo’s Musical Instrument Mode and takes benefits from the
detection of polyphonic aftertouch. Tangibles are mapped once again onto the
grades of a C-major scale. Somehow similar to Game A, when a shape touches
the vertical line or enters the delimiter box, the user is expected not only to
tap the corresponding tangible but also to keep it pressed until the same shape
appears again. Consequently, multiple tangibles could be in a pressed state simul-
taneously.

This game mode is the most challenging one, from both a motor and a cog-
nitive point of view. For example, some combinations of shapes require not only
the ability to have them selected simultaneously but also a good strategy to have
a hand free for the next insertion.

6 Early Experimentation

The design and implementation phases of Kibo Web Games mainly occurred
between 2021 and 2022. Due to the restrictions imposed by the COVID-19 pan-
demic and the impact of the virus on the elderly and fragile population, at an
early stage of development, it was not possible to test the web platform in a real
scenario. To have feedback on our work, we had to rely on two user groups: i)
experts in the fields of music therapy, physiotherapy, and cognitive rehabilitation,
and ii) a focus group made of elderly people selected among family members,
friends, and acquaintances.

Concerning the former group, a prototype was presented to researchers of
Fondazione Don Carlo Gnocchi, Milan. Many useful remarks emerged about the
games’ structure and the user interface. Game A was particularly appreciated
due to its simplicity. Nevertheless, its interface was considered too complex for
users with impairments, above all cognitive ones. The first suggestion was to
implement a back-office area so as to move the parameter configuration and
the MIDI console away from the gameplay interface. In fact, side controls and
console messages are not meaningful during the game; conversely, they can be a
source of distraction for users. Similarly, in the experts’ opinion, other aspects of
the interface had to be improved. For example, the presence of colors should be
limited as much as possible, using them just to differentiate some actions (e.g.,
“insert a tangible” or “remove a tangible”). The numeric score, too, could be too
difficult to understand; rather, the level of user performance should be returned
through a more direct and intuitive representation, such as a progress bar, the
number of stars, or similar means.
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As regards Game B and Game C, the experts’ concerns focused on the graph-
ical representation of the game field that, being currently the same as Game A,
could sound a bit confusing for impaired users. The key difference between the
former games and the latter one is that Game A does not present the concept of
status (the symbols proposed to the user have to be clicked), whereas Game B
and Game C involve persistent actions (tangibles must stay in place or must be
pressed for a given time). Consequently, a differentiated layout could help, e.g.
8 scrolling areas corresponding to the 8 tangibles. Figure 10 shows the possible
revisions of the current interface for Game A and Game B. Moreover, experts
agreed that the last two games are more challenging and, for this reason, they
suggested a step-by-step offline process before playing the web version. In the
case of Game B, such a process could be first locating shapes with no time
constraint, then physically moving shapes into their slots, and so on.

Fig. 10. Revised interface for Game A and Game B.

From the dialogue with experts, it emerged that the approach of Kibo Web
Games could be easily generalized and adapted to other scenarios. For example,
the platform could be profitably used to develop music-parameter awareness or
transmit geometric concepts to young students, even at preschool age, thanks to
the intuitiveness and playfulness typical of a tangible interface. Moreover, Kibo
Web Games could help recover cognitive and motor abilities also in younger
users [7].

Concerning the focus group, in general terms the Kibo Web Games platform
was appreciated and the experience was perceived by most users as an enjoyable,
yet challenging form of entertainment. The interface and the gameplay proposed
to the experimental group were the original ones.

Some difficulties experienced in game sessions were particularly illuminating.
For instance, some shapes have been often confused, such as in the case of the
triangle and the rounded triangle, and in the case of the four-leaf clover, the five-
pointed star, and the rounded cross. The occurrence of these tangibles caused
a significantly higher miss rate in all games, which suggests that: i) in early
game sessions, only one tangible in the set of confusingly similar shapes could
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be used, and ii) users must gradually get acquainted with distinguishing between
them, possibly accompanied by therapists. An issue experienced by one of the
participants, absolutely unexpected for us, was due to what we considered a
strength of Kibo: the user prepared to press the next button by gently placing
her finger on the tangible, but the extreme sensitivity of the pressure sensor
detected such a gesture as an event and triggered a new note at the wrong
timing.

Game A was perceived as intuitive and most users were able to play with
little or no explanation at all. Conversely, Game B, whose starting scenario is
having all shapes out of the board, had to be prepared and carefully explained.
In general terms, users learned how to play only after a number of game ses-
sions, and even the slowest game speed was perceived as challenging. It was
interesting to observe the different strategies employed when tangibles had to be
removed; in particular, a user left tangibles almost in place by moving them out
from their slots and placing them on the wooden board, which is a very clever
strategy indeed. Game C, when set to use all 8 shapes randomly, was considered
extremely demanding from a physical and cognitive point of view. As a result
of the focus group, the gameplay for this scenario must be rethought in order to
avoid challenging combinations that would undermine even the performances of
non-impaired users.

To obtain subjective feedback, ad hoc questions were mediated by the inter-
viewer and transformed into 5-point Likert scales. All participants in the focus
group partially (4 points) or strongly (5 points) agreed with the idea to play
Kibo Web Games again. They found Game A and Game B simple from a phys-
ical (1 to 2 points in the Likert scale) and a cognitive (1 to 2 points in the
Likert scale) point of view. However, it must be noted that the focus group was
composed of elderly people with no certified physical or cognitive impairments.
In this sense, only clinical experimentation under expert supervision can return
significant results.

7 Conclusions and Future Work

In this project, we investigated the suitability of music TUIs in general, and a
specific device called Kibo in particular, to compensate for age impairments. To
this goal, we designed, implemented, and tested an early release of a web platform
proposing three games based on the same concept, namely the timely interaction
with tangibles. The games aimed at developing or reactivating different cognitive
functions, physical abilities, and soft skills. Examples include the recognition of
shapes, press/insert/remove actions, and the choice of a best-fitting strategy to
solve a problem, respectively.

Due to Kibo’s 8-voice polyphony, multiple participants have the opportunity
to operate the same interface simultaneously. Consequently, a game session can
be played in a collaborative way. This could be advantageous for seriously dis-
abled individuals needing assistance from caregivers. However, it is worth noting
that the current release of the web platform is not designed to fully benefit from
this opportunity.
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The possibility to choose parameters and set levels allows users to proceed
in small steps and progress at their own pace. Therapists, caregivers, or users
themselves can suitably configure game sessions based on the players’ attitudes
and abilities. Moreover, no game penalties were implemented with the purpose
of not discouraging elderly users who are often not technology savvy and likely
to be afraid of making mistakes or getting stuck.

The adoption of a standard communication protocol between the controller
and the web platform virtually supports a number of generalizations for the pro-
posed approach. For instance, the web platform could be operated through any
MIDI-compatible device connected via BLE and sending the same set of MIDI
commands (Note On and Note Off on given channels, Control Change with spe-
cific CC numbers, etc.). Anyway, it is worth remarking that only tangible-based
controllers offer the benefits described in this paper. Moreover, the graphical
interface of Kibo Web Games was tailored to the physical layout of Kibo, propos-
ing the same number and type of shapes. This does not prevent the adoption of
a DIY approach to create a low-cost device capable of emulating the interaction
of Kibo, e.g. by using an Arduino board, pressure sensors, and a 3D-printed case.

The inspiration for future work mainly comes from the observations and
remarks by experts and early users reported in Sect. 6. Short-term improvements
for the web platform include:

– the creation of a different game field for each specific game, keeping the inter-
face’s aspect as clean and simple as possible to avoid distractions during the
gameplay;

– the implementation of a dedicated page to set game parameters;
– methodologies to record game performances and track specific parameter val-

ues (e.g. pressure variations) as a support tool for rehabilitation experts.

Further developments are expected to be inspired by thorough experimen-
tation in clinical environments, thus extending the number of participants as it
regards both patients and rehabilitation experts.

Our expectation is that Kibo Web Games will constitute an effective and
engaging way to stimulate declining cognitive abilities and reignite strained
motor skills in elderly people.

Acknowledgements. The authors are grateful to Kodaly S.r.l., the manufacturer of
Kibo, for the support. The authors also wish to thank the experts of Fondazione Don
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30. Jordà, S., Geiger, G., Alonso, M., Kaltenbrunner, M.: The reacTable: exploring the
synergy between live music performance and tabletop tangible interfaces. In: Pro-
ceedings of 1st International Conference on Tangible and Embedded Interaction,
pp. 139–146 (2007)

31. Laguna, K., Babcock, R.L.: Computer anxiety in young and older adults: implica-
tions for human-computer interactions in older populations. Comput. Hum. Behav.
13(3), 317–326 (1997)

32. Maylor, E.A.: Prospective memory in normal ageing and dementia. Neurocase 1(3),
285–289 (1995)

33. Miotti, B., Bassani, L., Cauteruccio, E., Morandi, M.: Musicblocks: An innovative
tool for learning the foundations of music. In: Proceedings of CSME 2022, pp.
475–484 (2022). https://doi.org/10.5220/0011152100003182

34. Newton-Dunn, H., Nakano, H., Gibson, J.: Block jam: a tangible interface for
interactive music. J. New Music Res. 32(4), 383–393 (2003)

35. Paradiso, J.A., Hsiao, K.y., Benbasat, A.: Tangible music interfaces using passive
magnetic tags. In: Proceedings of the 2001 Conference on New Interfaces for Musi-
cal Expression, pp. 1–4. NIME ’01, National University of Singapore, SGP (2001)

36. Pearce, C.: The truth about baby boomer gamers: A study of over-forty computer
game players. Games and Culture 3(2), 142–174 (2008). https://doi.org/10.1177/
1555412008314132, https://doi.org/10.1177/1555412008314132

https://doi.org/10.1145/2677199.2687900
https://doi.org/10.1145/2677199.2687900
https://doi.org/10.1145/1328202.1328206
https://doi.org/10.1145/1347390.1347392
https://doi.org/10.1145/1349026.1349034
https://doi.org/10.5220/0011152100003182
https://doi.org/10.1177/1555412008314132
https://doi.org/10.1177/1555412008314132
https://doi.org/10.1177/1555412008314132


Design, Implementation, and Early Experimentation 129

37. Rego, P.A., Moreira, P.M., Reis, L.P.: Architecture for serious games in health reha-
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Abstract. Geert Hofstede’s classic cultural model has been studied and applied to
website design for a number of years. In this paper we examine if Geert Hofstede’s
six cultural dimensions can also be applied to search user interface design. Two
user studies have been conducted to evaluate the culturally designed search user
interfaces, and the findings are reported in this paper. Our first study comprised
of 148 participants from different cultural backgrounds. The second study was
smaller with 25 participants, also from different cultural backgrounds. The results
from these studies have been analyzed to ascertain if Hofstede’s cultural dimen-
sions are suitable for understanding users’ preferences for search user interface
design. Whilst the key findings from these studies suggest Hofstede cross-cultural
dimensions can be used to model users’ preferences on search interface design,
further work is still needed for particular cultural dimensions to reinforce the
conclusions.

Keywords: Cross-cultural information retrieval · Cross-cultural theory ·
Website design · Human-Computer Information Retrieval (HCIR) · Hofstede’s
cultural dimensions · Human-Computer Interaction (HCI)

1 Introduction

A form of ‘localisation’ is offered by search engines (SE). This is achieved by display-
ing the search results related to a particular country and location within that country.
Geographical location only offers a basic or a surface pointer of the user’s culture or
ethnic identity.

Considerable research has been undertaken regarding the necessity for the locali-
sation of websites and software applications to meet cross cultural requirements. This
paper refers to the term localisation as tailoring the user experience (UX), both affective
and cognitively. Examples are given in Smith et al., [1] Singh [2] Alcántara-Pilar et al.,
[3] and Benaida [4] to name but a few. However, research is limited with regards to cross
cultural search engine user interface (UI) design, such as Taksa and Muro Flomenbaum
[5] and Hover [6].
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This research paper looks at the gap that exists between cross cultural website design
and search engine user interface design. The chief idea and motivation behind this
research is to incorporate an extant cultural model into search engine user interface
design. This paper is an extension to our first paper by Chessum et al., [7] that examines
different cultural models and how they can be utilised to enhance the user experience.
This paper reports the additional findings of the second experiment and compares them
to the findings of the first experiment.

Several cultural models are talked about in the field of Human Computer Interaction
(HCI) for example, Hall [8], Nisbett [9], Trompenarrs & Hampden-Turner [10] and
Hofstede et al., [11]. These cultural models are described in more details below.

1.1 Edward Hall

The anthropologist, EdwardHall, became a pioneering person for cross-cultural business
communication. Hall [8] gave a definition of culture as, ‘high context’ (HC) and ‘low
context‘(LC).

The high-low framework relates to how information is stored and flows. Smith et al.,
[1] describe a high context communication as being when ‘little has to be said or written
because most of the information is either in the physical environment or within the
person, while very little is in the coded, explicit part of the message’. Liu [12] describes
‘people from high-context cultures prefer face-to-face communication’ and continues
by saying high-context cultures, ‘look for both less-direct verbal and subtler nonverbal
cues during the communication’.

Conversely, with a low context culture, little is hidden and the information in the
message is explicit. Oshlyansky [13] notes examples of low context cultures are: USA,
Germany and Switzerland, and examples of high context cultures would be Japan and
China.

Hall was also responsible for creating ‘elements of units of culture’. This allowed
projects to be measured against each other. Oshlyansky [13] notes Hall also encouraged
others to identify universal measures of culture. One of the responses to this call from
Hall, was from Trompenaars & Hampden-Turner [14], their contribution is described
later in Sect. 1.2.

Hall created the Primary Message Systems (PMS), this is non-lingual communi-
cation made by humans to one another. Hall advocates, that to understand a culture,
the individual needs to understand how the culture relates to the PMS system. Hall
recognized 10 PMS, each one he related to a facet of human activities [15].

Hall’s 10 PMS are; Interaction, Association, Subsistence, Bisexuality, Territoriality,
Learning, Play, Defence and Exploitation. Despite Hall’s work on PMS, it is his work on
‘high-context’ and ‘low-context’ that is utilised the most from a perspective of Human
Computer Interaction (HCI).

1.2 Trompenaars and Hampden-Turner

Trompenaars & Hampden-Turner viewed culture at a dimensional level, where the
dimensions can be considered as units, and like Hall’s PMS, can be used for compari-
son. Trompenaars & Hampden-Turner defined seven dimensions. As noted by Chessum
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et al., [7] they took Parson’s five relational orientations [16] as a starting point. These
seven dimension are; Universalism vs Particularism, Individualism vs Communitarian-
ism, Specific vs Diffuse, Neutral vs Emotional, Achievement vs Ascription, Sequential
time vs Synchronous time and Internal direction vs Outer direction.

1.3 Richard Nisbett

Social psychologist Richard E. Nisbett, looks at the culture differences from Eastern and
Western cultures.

Oshlyansky [13] notes,Nisbett examines the ‘processes of thought, perception, atten-
tion, organisation of knowledge, understanding’ along with and other mental processes.
Oshlyansky [13] continues to say, Nisbett uses what he refers to as, ‘holistic’ and ‘ana-
lytic’ thought patterns or mental processes, to make a distinction between Eastern and
Western cultures. This is where Western cultures would be on the analytics side and
East/Asian cultures would be on the holistic side.

As noted by Nisbett and Miyamoto [17] with regards to differences in attention
and perception, “the evidence indicates that people in Western cultures focus on salient
objects and use rules and categorization for purposes of organizing the environment.
By contrast, people in East Asian cultures, focus more holistically on relationships and
similarities among objects when organizing the environment.”

Regarding East Asian cultures, Oshlyansky [13] continues to say, ‘there is a con-
tinuity and a relationship among objects and events that cannot be broken down into
constituent parts, for it is meaningless to do so’, conversely for western cultures, it is
seemingly ‘important to categorise andfind rules that govern theworld so that predictions
and control can be established’.

1.4 Geert Hofstede

GeertHofstede, aDutch anthropologist, conducted in-depth surveys/questionnaires from
117,000 IBM employees spanning over 50 countries, as noted in [18]. Hofstede analysed
the responses and identified four cultural dimensions initially, with an additional fifth
dimension for Long Term Time Orientation, identified fromwork conducted byMichael
Harris Bond with the support of Hofstede. This dimension was added in 1991 [19].

Later a new sixth dimension, Indulgence versus Restraint (IND), was added and
published by Hofstede et al., [11]. This followed the analysis by Michael Minkov of the
World Value Survey (WVS) data, obtained from the World Values Survey Organisation;
this data was from 93 countries. Details of all six dimensions can be found in Hofstede
et al., [11]. Hofstede’s dimensions are as follows: Power Distance (PD), Individual-
ism vs. Collectivism (IDV), Masculinity vs. Femininity (MAS), Uncertainty Avoidance
(UA), Long-term TimeOrientation (LTO) and Indulgence versus Restraint (IND). These
dimensions are described further from Sect. 2.1 to 2.6 inclusive.

1.5 Why Choose Hofstede’s Cultural Model?

Hofstede’s cultural researchhas been selected for this researchdue to it being, as observed
by Chessum et al., [7] likely the most well-known of the cultural models and the most
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widely accepted and acknowledged metric set for cross cultural studies, as described by
Ghemawat & Reiche [20] and also the most widely used.

Hofstede’s work also has its critics. One of the more well-known being Mc Sweeny,
[21, 22]. However, notwithstanding this, as noted by Chessum [23] Hofstede’s research
provides uswith a set of recognizablemetrics, that can be used to quantify and objectively
reason.

Dimitrov [24] looked areas where Hofstede’s cultural model has been applied and
notes it ‘has attracted the attention of different social actors – scientists, managers,
politicians, administrators, opinion leaders, and other agents’ [24].

Geert Hofstede’s eldest son, Gert Jan, says his father has written 244 journal publica-
tions [25]. As noted by Chessum [23] a number of books have been published by Hofst-
ede, among the publications are ‘Culture’s consequences: Comparing values, behaviors,
institutions, and organizations across nations’, Hofstede [26] ‘Cultures and Organiza-
tions: Software of theMind’ [11, 19] and ‘Cross-Cultural Analysis: The Science and Art
of Comparing the World’s Modern Societies and Their Cultures’ Minkov and Hofstede
[27].

As noted by Chessum [23], Hofstede’s work has been widely used in a number of
areas, including global branding and advertising, Mooij and Hofstede [28]. Oshlyansky
[13] notes with regards to cross cultural models used in Human Computer Interaction
(HCI), ‘By far the most popular of these models is Hofstede’s’,

Pogosyan [29] describesHofstede’swork as being used in internationalmanagement,
marketing, inter cultural communications, cross cultural psychology and negotiation.
Pogosyan [29] continues to say, ‘he is among the most widely cited social scientists in
the world’.

To conclude, Hofstede created six dimensions by which cultures can be compared,
Reid [30] and as noted by Chessum [23] fulfils the requirement for scientific research,
‘to be able to quantify and objectively reason a set of recognisable metrics’. [23].

2 User Interface Design

Using Hofstede’s six cultural dimensions described below in Sect. 1.4, twelve prototype
user interfaces have been designed. These prototypes consist of two user interfaces
designed for each dimension, with one interface representing the lower end and one
representing the higher end of each dimension, making twelve user interfaces in total,
as described in Chessum et al., [7]1.

The design of the user interfaces, has been based upon the following attributes of
Hofstede’s dimensions and have been applied to user interfaces as shown below. These
attributes have also been published in Chessum et al., [7].

2.1 Power Distance (PD)

Power Distance within a culture refers to the extent members of that culture are willing
accept or expect an unequal distribution of power, [31]. It is noted by Hofstede, that

1 Examples of UI 1 to UI 12 can be seen at https://github.com/ifromm/cross-cultural-ui-designs/.

https://github.com/ifromm/cross-cultural-ui-designs/
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high Power Distance governments are generally more centralised, with substantial pay
differences for people with higher and lower positions, and have taller hierarchical
company structure, [31]. High Power Distance culture and country members would
expect, and could even have a preference for inequality [11]. As noted by Traquandi
[32] the inequality is defined from the bottom and not from the top. This suggests, that
within a society, the amount of inequality can be approved by the countries members,
as well as the country’s leaders. The following user interface design features are shown
in Chessum et al., [7].

User Interface 1 High (PD) exemplar site population features, are as follows:

• Images of Experts, official buildings, official logos, prominence given to security and
restrictions [31].

• Structured website design [33].
• “Older people are both respected and feared” use images of older people for wisdom

and credibility [34].

User Interface 2 Low (PD) exemplar site population features, are as follows:

• Status is displayed to leaders rather than the population, staff or consumers.
Information hierarchy is shallow [31].

• Use a looser structure to allow users to explore your site for themselves [31, 35].
• Use earned evaluations e.g., ratings, testimonials, likes, to promote your goods or

services [35].
• “Older people are neither respected nor feared” Show images of younger or youthful

people [34].

2.2 Individualism (IDV)

With this dimension, Hofstede looked at the Individualism and Collectivism within
cultures, that is to say how much individuals are integrated into groups [32]. Within
Individualism cultures, an individual person is only expected to care for ‘one’s self or
immediate family’ [31]. As opposed to a collectivism culture, where the members from
birth are ‘integrated into strong, cohesive in-groups, often extended families’ [32]. The
following user interface design features are shown in Chessum et al., [7].

User Interface 3 High (IDV) exemplar site population features, are as follows:

• “High text-to-image ratio”. Avoid cluttered graphics. Show positive images of goal
achievement [36].

• “Create competitions and challenges to engage your customers”. “Give visitors a
sense of personal achievement to motivate actions”. Have content that has ‘novelty’
and ‘difference’ in order to ‘attract attention’ [37].

• Have their own personal goals. Follow their likes and dislikes [38].
• “Speaking one’s mind is healthy” [34].

User Interface 4 Low (IDV) exemplar site population features, are as follows:

• “High image-to-text ratio” [36].
• Transparency, give users full disclosure, for example how their data would be

used. “Show that you respect privacy and security of personal info”. “Engage the
community – ‘we’ not ‘me’” [37].
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• Emphasis on social and organisational goals. An individual’s goals are less important
[36].

• Members of a collective society, aspire to achieve their in-groups’ goals [38].
• “Harmony should always be maintained’ [34].

2.3 Masculinity (MAS)

As noted by Chessum et al., [7], this dimension does not refer to physical gender but to
gender roles. Traquandi [32] describes Hofstede’s analysis of the IBM questionnaires
showed women’s (feminine) values are more consistent across countries than male val-
ues. Themale (masculine) values can vary from assertive and competitive, to beingmod-
est and caring. Traquandi [32] continues to say within feminine cultures both women
and men have the same caring values. Whereas in masculine cultures, women also show
assertive and competitive values, however, this is less than males show. Traquandi [32]
concludes, there is a gap shown between male and female values. The following user
interface design features are shown in Chessum et al., [7].

User Interface 5 High (MAS) exemplar site population features, are as follows:

• User attention obtained by games and competitions. Work tasks, roles, and skills,
quick results obtained for limited actions. Navigation focused on exploring but also
on control [31].

• Masculine societies are competitive. Motivated by achievement, heroism, assertive-
ness, and materialism [39].

• “Admiration for the strong” [34].
• Bright contrasting colours [40, 41].

User Interface 6 Low (MAS) exemplar site population features, are as follows:

• User attention is obtained by the use of poetry, aesthetics, and appealing to uniting
values [31].

• Provide contact information and be prepared for feedback and questions. “This group
is very cooperative and if they want to give feedback, they don’t hesitate to get in
contact with you”. [39].

• “Feminine societies are consensus-oriented”. With a preference for values, corre-
sponding to cooperation, modesty, care for the weak, and quality of life [39].

• “Sympathy for the weak” [34].
• Pastel colours, low saturation [40, 41].

2.4 Uncertainty Avoidance (UA)

Hofstede’s Uncertainty Avoidance dimension, is related to what extent members of a
culture tolerate unknown situations or uncertainty [31]. Members from an uncertainty
avoidance culture tend to reduce uncertainty, in unknown, or novel situations, by having
‘strict laws’ within the country and formal rules in business [32]. The following user
interface design features are shown in Chessum et al., [7].

User Interface 7 High (UA) exemplar site population features, are as follows:

• Tries to show/predict the results or effects of actions before the user acts. Navigation
structures are designed to help prevent users from becoming lost. Any ambiguity can
be decreased by the use of “Redundant cues”, e.g., design, sound visual aids [33].
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• Simplicity, with clear metaphors, restricted options, and limited volume of data [31].
• “The uncertainty inherent in life is felt as a continuous threat that must be fought”.

“Need for clarity and structure” [34].

User Interface 8 Low (UA) exemplar site population features, are as follows:

• Information is maximised by the use of colour coding, typeface, font, and sound. Use
multiple links but not redundant cueing. Limited control over navigation e.g. Links
could open content in new windows that lead away from the original webpage(s).
Complexity with maximum content and options. Acceptance of exploring and risk
(can even be encouraged), with a stigma on “over- protection.” [31].

• “The uncertainty inherent in life is accepted and each day is taken as it comes”,
“Comfortable with ambiguity and chaos” [34].

2.5 Long-Term Time Orientation (LTO)

Long-term TimeOrientation, is also known as Long TermOrientation versus Short Term
Normative Orientation (LTO).

This fifth dimension was recognized later and described in [42] Hofstede & Bond
(1984), when Michael Bond and Hofstede conducted a study using a re-designed ques-
tionnaire Bond called the Chinese Value Survey, (CVS). This survey was conducted
in 23 countries. A Long Term Time Orientation culture member values long term gain
over short-term gain, [31]. As observed by Traquandi [32] Long-term Time Orientation
values, both negative and positive, are found in the teachings of Confucius who lived
in about 500 B.C. The following user interface design features are shown in Chessum
et al., [7].

User Interface 9 High (LTO) exemplar site population features, are as follows:

• Offer ways for the user to save browsing history, e.g., wish lists. Together with
means of sharing on social media. Persons with long-term orientation decisions are
comprehensive and grounded “for the future” [39].

• Patience shown in attaining results and reaching goals. “Relationships as a source of
information and credibility” [31].

• “Perseverance in achieving results” [43].
• “Thrift and perseverance are important goals”. “Large savings quota, funds available

for Investment” [34].

User Interface 10 Low (LTO) exemplar site population features, are as follows:

• Users require quick results that are consistent with known values and traditions.
Persons with a short-term orientation would appear “to live more in the past and in
the present than in the future” [39].

• Persons from a very short-term oriented culture e.g., Spain have a tendency “to live
in the moment” [44].

• A wish for instant results and achieving goals. “Rules as a source of information and
credibility” [31].

• “Focus on achieving quick results” [43].
• “Service to others is an important goal”. “Social spending and consumption” [34].
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2.6 Indulgence vs Restraint (IND)

This last sixth dimension, refers how happy a societies members are, how much they
feel in control of their own life, and how much they value freedom of speech. [33].

As noted by MacLachlan [45] the indulgence dimension is partly based on the work
carried by Bulgarian sociologist Michael Minkov, who created theWorld Values Survey.

Nickerson [46] observes, the indulgent vs restraint dimension, looks at what degree
and inclination a particular culture has to satisfy their desires or to control them. Nick-
erson [46] continues to say, a high indulgence culture has comparative freedom with
regards to satisfy their desires and enjoy the ‘good life’. Whereas restraint within a cul-
ture, is where its members have a tendency to control the fulfilment of its needs and
desires, and these are regulated ‘through social norms’.

High indulgent societies have a ‘higher importance of leisure’, and restraint societies
have a ‘lower importance of leisure’, as described in [34]. The following user interface
design features are shown in Chessum et al., [7].

User Interface 11 High (IND) exemplar site population features, are as follows:

• Use and encourage user-generated content. “Make interactions fun”. “Reflect loose
gender roles by using a range of models” [47].

• People from an Indulgent culture have a tendency to put an emphasis on individual
happiness and wellbeing. Their leisure time is more significant and people experience
more freedom and “personal control” [45].

• Maintaining order in the nation is not given a high priority. A perception of personal
life control. Freedom of speech is seen as important [34].

User Interface 12 Low (IND) exemplar site population features, are as follows:

• Frugal, show how they can save money. “Emphasise how you serve the community”.
“Strict, cultured gender roles” [47].

• People from a restrained culture do not display positive emotions as easily, with
freedom, happiness and leisure time not assigned the same significance [45].

• Higher number of police officers per 100,000 population. A perception of helpless-
ness: what happens to me is not my own doing. Freedom of speech is not a primary
concern [34].

3 Experiment One Set-Up

An on-line survey was conducted asking participants to select one from each of the
six pairs of user interfaces, i.e., one from each dimension. This allowed the participant
to select six user interfaces in total. As discussed in Chessum et al., [7] this survey
was completed by 148 participants. The number consisted of 101 participants currently
residing in the UK and 47 who reside overseas. The survey attracted 97 participants who
identified as male, and 51 who identified as female. The 148 participants are from 33
countries, however, a number of countries only had 1 to 2 participants and it was decided
not to include these results. The countries without a Hofstede index score have also been
excluded.
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A set of hypotheses for experiment one have been created using all six Hofstede’s
cultural dimensions. There are six hypotheses in total, with one relating to each dimen-
sion, as shown below in Table 1. These hypotheses have also been used for experiment
two.

Table 1. Hypotheses for experiments one and two [7, 23].

Hofstede‘s Cultural Dimensions UI Design Number Hypothesis

Power Distance (PD) PD High UI 1
PD Low UI 2

H1: Higher PD Countries will
show a preference for UI design
number 1 and
Lower PD Countries will show a
preference for UI design number 2

Individualism (IDV) IND High UI 3
IND Low UI 4

H2: Higher IDV Countries will
show a preference for UI design
number 3 and
Lower IDV Countries will show a
preference for UI design number 4

Masculinity (MAS) MAS High UI 5
MAS Low UI 6

H3: Higher MAS Countries will
show a preference for UI design
number 5 and Lower MAS
Countries will show a preference
for UI design number 6

Uncertainty Avoidance (UA) UA High UI 7
UA Low UI 8

H4: Higher UA Countries will
show a preference for UI design
number 7 and
Lower UA Countries will show a
preference for UI design number 8

Long-term Time Orientation (LTO) UA High UI 9
UA Low UI 10

H5: Higher LTO Countries will
show a preference for UI design
number 9 and
Lower LTO Countries will show a
preference for UI design number
10

Indulgence (IND) IND High UI 11
IND Low UI 12

H6: Higher IND Countries will
show a preference for UI design
number 11 and
Lower IND Countries will show a
preference for UI design number
12

The findings from the data have been analysed using standard statistical software,
Microsoft Excel. The data has been analysed according to the participant preferences
for each user interface selected from a pair, then grouped into nationality.



An Extended Study of Search User Interface Design 139

Thesefindings are thenmeasured againstHofstede’s index scores and rankings tables,
available in Hofstede et al., [11] and lastly compared to the six hypotheses, in order
to ascertain if the hypotheses have been supported. This work has been published in
Chessum et al., [7] where the results show potential to inform search user interfaces,
although further research was found to be required to understand why several of the
results showed some inconclusive findings.

4 Experiment One Results

Table 2. Experiment one results [7, 23].

Hypotheses H1 H2 H3 H4 H5 H6 

Dimension 

Country

Power 
Dis-

tance 
(PD)

Individ-
ualism 
(IDV)

Mascu-
linity 

(MAS)

Uncer-
tainty 
Avoid-
ance 
(UA)

Long-term 
Time 

Orienta-
tion (LTO)

Indul-
gence 
(IND) 

U.K. Not 
Con 

Not Con Con Not Con Not Con Con

Germany Not 
Con 

Not Con Con Con Not Con Not 
Con 

Poland Con Not Con Con Con Con Con 
Pakistan Con Con Partial Con Partial Con
Nigeria Con Con Not Con Not Con Not Con Con

Bangladesh Not 
Con 

Not Con Partial Con Con Not 
Con 

Ethiopia Con Not Con Con Con N/A N/A
China Con Con Not Con Not Con Not Con Not 

Con 
Nepal Con Con Con Con N/A N/A 

Sri Lanka Con Con Con Not Con Not Con N/A
India Con Not Con Con Not Con Partial Not 

Con 

Key:   Con = Confirmed       Not Con = Not Confirmed 
Partial = Partially Confirmed   N/A = Not Applicable 
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4.1 Hypothesis 1 (H1) Power Distance (PD)

The UK and Germany both have a Hofstede index score of 35, and would be considered
as low Power Distance countries. This index score indicates a culture supporting any
inequalities within society to be kept to a minimum. Consequently, the expected result
for Hypothesis1 would be for these countries to show a preference for user interface 2.
This was not found to be case, with 12% for the UK and 14% for Germany showing a
preference for user interface 2.

With a Hofstede index score of 55, Pakistan would be just above the centre point
for Power Distance. This would indicate just over half of the survey participants would
show a preference for user interface 1. We would consider this to be partially supported
with 80% of users showing a preference for user interface 1.

Other countries with a high Power Distance index scores, such as Poland, Nigeria,
Ethiopia, China, Nepal, Sri Lanka and India, showed a preference for user interface 1 as
would be expected. Unexpectedly, participants from Bangladesh, showed a preference
for user interface 2. It should be noted these countries were only represented by a few
participants.

4.2 Hypothesis 2 (H2) Individualism (IDV)

The UK, Germany, and Poland, with a high Individualism score, would be considered
as high Individualism countries. This would indicate they would show a preference for
user interface 3.

This prediction for Poland was supported, however, it was not supported for the UK
and Germany.

India would be just below the centre point with a Hofstede index score of 48. This
would indicate just over half of the survey participants would show a preference for user
interface 4, however, this is not the case with 86% of users showing a preference for user
interface 4, and only 14% for user interface 3.

FromHofstede index scores, Pakistan, Nigeria, Bangladesh, Ethiopia, China, Nepal,
and Sri Lanka would be considered to be low Individualism countries. As such the
expectation would be for participants to show a preference for user interface 4. Our
survey data has confirmed this for Pakistan, Nigeria, China, Nepal, and Sri Lanka,
however not for Bangladesh and Ethiopia.

4.3 Hypothesis 3 (H3) Masculinity (MAS)

Hofstede’s Index scores, for the UK, Germany, Poland, Nigeria, Ethiopia and China
would indicate they are high masculine countries, and as such would show a preference
for user interface 5. This expectation has been confirmed for the UK, Germany and
Ethiopia, with mixed preferences shown for China and India. Nigeria preference for
user interface 5 has not been confirmed.

Pakistan, Bangladesh and India would be considered to be close to the centre point
for Masculinity. As such we would expect no clear preference to be shown for this pair
of user interfaces.
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A low Hofstede index score is reported for Nepal and Sri Lanka, and as such would
indicated a preference for user interface 6. Our survey data, although not conclusive for
this hypothesis, does show a slight preference for use interface 6.

4.4 Hypothesis 4 (H4) Uncertainty Avoidance (UA)

This hypothesis (H4), indicates higher Uncertainty Avoidance countries will show a
preference for user interface 7, and lower Uncertainty Avoidance countries will show a
preference for user interface 8.

Poland, Pakistan, Germany and Bangladesh, with a higher Hofstede index score
would be considered to be high uncertainty avoidance countries. This has been confirmed
with the participants indicating a preference for user interface 7.

Middle range countries with regards to the Uncertainty Avoidance index score, such
as Sri Lanka, Nigeria and Ethiopia, would be expected to show no clear preference for
either user interface from this pair. This has not been confirmed for Nigeria or Sri Lanka.
With a Hofstede index score of 55, Ethiopia did show a preference for user interface 7.

In the case of the UK, China, Nepal and India, all countries with a low Uncer-
tainty Avoidance index score, with the exception of Nepal, our results do not agree with
anticipated user interface 8 preference.

4.5 Hypothesis 5 (H5) Long-Term Time Orientation (LTO)

As noted by Chessum et al., [7] virtuous behaviour, perseverance and having patience for
achieving goals and results, are qualities valued by Long-term time orientation cultures.
Our hypothesis 5 (H5), indicates higher Long-term time orientation countries would
show a preference for user interface 9, whilst lower Long-term time orientation countries
would show a preference user interface 10.

Hofstede index scorewould showGermanyandChina are highLong-termorientation
countries and as such, would show a preference for user interface 9, however this was
not the case.

The UK, Pakistan, Bangladesh, India and Sri Lanka would be considered to be
middle range countries regarding Long-term time orientation. As expected, there is no
clear preference shown for either user interface, although Pakistan did show a slight
preference for user interface 9.

Poland andNigeriawould be considered as lowLong-term timeorientation countries.
Their preference for user interface 10 has been confirmed. Hofstede does not report an
index score for Ethiopia and Nepal.

4.6 Hypothesis 6 (H6) Indulgence (IND)

With regards to this final dimension and hypothesis, we expect higher Indulgence coun-
tries to show a preference for user interface 11 and lower Indulgence countries to show
a preference for user interface 12.

The UK andNigeria would be considered as high Indulgence countries, this has been
confirmed with both countries showing a preference for user interface 11.
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Hofstede’s index score show Germany, Bangladesh, India and China, to be low
Indulgence countries. Our data shows mixed results for these countries, and as such,
would not be considered to be confirmed.

However, our final hypothesis for Poland, a low Indulgence country, would be con-
sidered to be a confirmed country. Hofstede had not reported an Indulgence index score
for Ethiopia, Nepal and Sri Lanka.

5 Experiment Two Set-Up

The six hypotheses developed for experiment one, have also been used in experiment
two, and are shown with their corresponding user interface number in Table 2.

The user interface designs have been updated2, based upon feedback collected from
a subsection of the survey conducted for experiment one, this is reported in [23]. The
updated prototype web based search user interfaces, as with experiment one, comprise
six pairs of user interfaces, one pair for each of Hofstede’s six dimensions. One user
interface designed for the low end and one for high end of each dimension, making
twelve in total. The participants can only choose one user interface from each pair as
the responses are mutually exclusive.

As noted in Chessum [23] the survey for the second experiment was conducted over
a shorter time span, and as a consequence, attracted fewer participants, with 25 in total
from eleven countries. Many of the eleven countries had fewer than four respondents.
Therefore, the respondents have been grouped with respondents from another country in
the same region as defined by Hofstede et al., [11]. However, it was decided in the case
of Germany and Greece, categorised by Hofstede et al., [11] as ‘Europe N/NW Anglo
World’ (Europe North and North West, and Anglo World) and ‘Europe S/SE’ (Europe
South and South East) respectively, would be re-classified as ‘European’ for the purpose
of the results of this experiment. As such for analysis, the arithmetic mean average of
both countries Hofstede indices have been used.

5.1 Regional Grouping

The countries are given below with the number of participants shown in brackets.
UK (11), Germany (1), Nigeria (1), Greece (1), Russia (1), Venezuela (1), Zimbabwe

(2), Congo (1), China (4), Romania (1), and Uzbekistan (1).
The following countries have been grouped together usingHofstede’s region ‘Europe

C/EEx-Soviet’. (Europe,Central andEast, andEx-Soviet),Romania,Russia, andUzbek-
istan. (Hofstede does not report an index for Uzbekistan, consequently, the index for
Russia has been used.)

Hofstede’s region ‘Muslim World M.E. & Africa’ (Muslim World, Middle East and
Africa) for Nigeria, Zimbabwe and the Congo (DRC). (Hofstede does not report an index
for Zimbabwe and Congo, DRC (Democratic Republic of the Congo), consequently the
index for Nigeria has been used).

As explained above, Germany and Greece have been grouped together, and are
referred to as ‘Europe’. The index scores for all six of Hofstede’s dimensions, [11]

2 Updated UIs https://github.com/ifromm/cross-cultural-ui-designs/tree/main/UIDesignImages.

https://github.com/ifromm/cross-cultural-ui-designs/tree/main/UIDesignImages
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(Hofstede, 2010) for both countries have been averaged, thus creating an arithmetic
mean average index score. The index scores used are shown in Table 3 below.

Table 3. Regional grouping [23].

Region or
Nationality

PD Index IDV Index MAS Index UA Index LTO Index IND Index

China 80 20 66 30 87 24

Europe 47 51 61 82 64 45

Europe C/E
Ex-Soviet

91 34 39 92 66 20

Muslim World M.E.
& Africa

80 30 60 55 13 84

United Kingdom 35 89 66 35 51 69

Venezuela 81 12 73 76 16 100

6 Experiment Two Results

As with experiment one, the findings from the data have been analysed using stan-
dard statistical software, Microsoft Excel. The data has been analysed according to the
participant preferences for each user interface selected from a pair, then grouped into
nationality or regional grouping.

Hofstede’s countries index scores Hofstede et al., [11] have been compared to the
experiment two results for analysis. The results, as displayed in Table 4, showed mixed
outcomes, with some hypotheses being confirmed and partially confirmed, whilst others
being unconfirmed.

6.1 Hypothesis 1 (H1) Power Distance (PD)

With a Hofstede index score of 80, China would be considered to be a high Power
Distance country, therefore, the results for H1 would expect to show that participants
showpreference for user interface 1.This is the case,with 75%(3), participants indicating
this preference.

The author generated ‘Europe’ combined index scores for Germany and Greece, as
described in Sect. 4 above, and Table 3 have been calculated as 47 for Power Distance
[23]. The expected result would be for Europe to show a preference for user interface
2. However, this is not the case, with both participants showing a preference for user
interface 1.

Hofstede’s region of ‘Europe C/E Ex-Soviet’, has a Power Distance index score of
91. With this score it would be expected a preference to be shown to user interface 1,
this indeed the case.
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Table 4. Experiment two results [23].

Hypotheses H1 H2 H3 H4 H5 H6 
Region or 
Nationality 

Power 
Dis-
tance 
(PD)

Indi-
vidual-
ism 
(IDV)

Mascu-
linity 
(MAS)

Uncer-
tainty 
Avoid-
ance 
(UA)

Long-
term Time 
Orienta-
tion 
(LTO)

Indul-
gence 
(IND)

China
Con Con Con

Not 
Con Con Partial 

Europe Not 
Con 

Not 
Con Partial Partial Partial Partial 

Europe C/E 
Ex-Soviet Con Con

Not 
Con Con Not Con 

Not 
Con 

Muslim 
World M.E.& 
Africa 

Con Con Not 
Con 

Not 
Con 

Con Not 
Con 

United King-
dom 

Not 
Con 

Not 
Con 

Con Not 
Con

Partial Con

Venezuela Not 
Con 

Con Not 
Con 

Not 
Con 

Con Con

Key:  Con = Confirmed  Not Con = Not Confirmed   Partial = Partially Confirmed  

The Hofstede region of ‘MuslimWorld M.E. & Africa’, has a Power Distance index
of 80; this would indicate that a preference for user interface 1 would be expected. This
was confirmed.

The UK is placed in the lower part of Power Distance index with a score of 35.
This would suggest the UK participants would show a preference for user interface 2.
However, the result showed a preference for user interface 1.

For completeness we are reporting the results for our one Venezuelan participant.
We also fully acknowledge once participant cannot be representative of any culture.
However, this one participant, as expected, showed a preference for user interface 1.

6.2 Hypothesis 2 (H2) Individualism (IDV)

China has a low Hofstede Individualism index score of 20. Consequently, it would be
expected the participants show a preference for user interface 4. This was confirmed
with 75% (3), of participants showing a preference for user interface 4.

The author created ‘Europe’ grouping for Germany and Greece, have a mean aver-
aged Hofstede index score of 51 as shown in Table 3. It would be expected to see the
result to be showing a 50/50 split preference, alternatively, a possible marginal prefer-
ence for user interface 3 to be shown. This is not the case with a preference being shown
for user interface 4.
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RegardingHofstede’s region for ‘EuropeC/EEx-Soviet’,which has an Individualism
index score of 34, user interface 4 is the expected participant preference. This outcome
has been confirmed.

Similarly, the Hofstede region for the ‘Muslim World M.E. & Africa’, which has an
index score of 30, has also been confirmed, with participants showing a preference for
user interface set 4.

The UK has a high Hofstede Individualism score of 89. This would indicate the
participants would show a preference for user interface 3. However, the UK is reporting
only one participant (9%), is reported as showing a preference for user interface 3.
Subsequently, this hypothesis 2 for the UK has not been confirmed.

Likewise forVenezuela inHypothesis 1, the results forHypothesis 2 are also reported
for completeness. With a low Hofstede index score of 12, it would be expected a pref-
erence for user interface 4 to be shown, for this one individual and this was indeed the
case.

6.3 Hypothesis 3 (H3) Masculinity (MAS)

China has a Hofstede index score of 66 for the Masculinity. This would suggest partici-
pants would show a preference for user interface 5. This has been confirmed for China
with 75% (3), of the participants selecting their preference as user interface 5.

The author created ‘Europe’ with a mean average index score of 61, as shown in
Table 3, show a split preference of 50%, for user interface 5 and 50% for user interface
6. Consequently, this Hypothesis is being considered as partially supported.

The region grouping by Hofstede for the ‘Muslim World M.E. & Africa’, showing
an index score of 60, participants would be expected to show a preference for user
interface 5. All four participants reported a preference for user interface 6, therefore this
Hypothesis 3 has not been supported.

The UK’s Hofstede index score for Masculinity is 66, and as such the expected
preference is for user interface 5 to be shown. With 55 (6)% of participants identifying
user interface 5 as their preference, Hypothesis 3, has been confirmed.

Similarly, as with the hypotheses 1 and 2, the results for Venezuela are being reported
for completeness. Conversely, our one participant did not show a preference for user
interface 5, as we expected.

6.4 Hypothesis 4 (H4) Uncertainty Avoidance (UA)

Hofstede reports an index score of 30 for China with regards to Uncertainly Avoid-
ance. As such it would be expected the participants would show a preference for user
interface 8. However, 75% (3), participants indicated a preference for user interface 7,
consequently, Hypothesis 4, for China has not been confirmed.

The results for ‘Europe’ as shown in Table 3, with 50% of participants showing a
preference for user interface 7, would be considered to be partially supported.

Hofstede’s region of ‘Europe C/E Ex-Soviet’, has an index score of 92, this would
indicate a preference for user interface 7 to be shown. This has been confirmed.
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Hofstede’s ‘MuslimWorldM.E.&Africa’ region has an index score of 55, thiswould
suggest participants would show a preference for user interface set 7. This hypothesis is
unconfirmed with 75% (3), of the participants showing a preference for user interface 8.

The UK has a Hofstede index score of 35 and would be considered to be low, a
preference for user interface 8 would be expected. This was not shown to be the case,
with 55% (6) participants showing a preference for user interface 7.

As with previous hypothesis, the results for Venezuela are being reported for com-
pleteness. A preference for user interface 7 would be expected, however this was not the
case, with our one participant preferring user interface 8.

6.5 Hypothesis 5 (H5) Long-Term Time Orientation (LTO)

The Long-term Time Orientation index score for China is 87, and is considered as high.
Consequently, the anticipated result for China would be to show a preference for user
interface 9. Thiswas indeed the case for hypothesis 5, with 75% (3), participants showing
a preference for user interface set 9.

The results for the region of ‘Europe’ for Hypothesis 5, are considered to be partially
supported, with a result of a 50/50 split. With one participant showing a preference for
each of the two user interfaces.

The Long-term Time Orientation Hofstede index score for the region of ‘Europe C/E
Ex-Soviet’ is 65, and therefore would indicate participants would show a preference for
user interface 9. This is not confirmedwith 66% or (2), participants showing a preference
for user interface set 10.

Hofstede’s grouping region of the ‘Muslim World M.E. & Africa’, has an index
score of 13. Thiswould be considered to be lowLong-termTimeOrientation, therefore, it
would be anticipated results for this region would show a preference for user interface10.
Our results support this with 75% (3), participants indicating this preference.

The UK, with a Long-term Time Orientation Hofstede index score of 51, would be
considered to be the central point. A 50/ 50 split result would be expected to be returned.
Due to the oddnumber of participants being 11, thiswould bemathematically impossible,
therefore the result the result of 45% (5), has considered as partially supported.

As with the other previous hypotheses, the results for Venezuela are being reported
for completeness. The Venezuelan Hofstede index score is 13, and would be considered
to be low. This preference has been echoedwith our one participant showing a preference
for user interface 10.

6.6 Hypothesis 6 (H6) Indulgence (IND)

China has a low Hofstede index score of 24 for Indulgence, and as such the expected
participant user interface preference would be for 12. This has been partially supported
with the 50% (2), participants, showing a preference for user interface 12.

Likewise, the ‘Europe’ region has an index score of 45, as shown in Table 3. This
result would also be considered to be partially supported, with 50% (1), participant
showing a preference for user interface 12.
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The ‘Europe C/E Ex-Soviet’ Hofstede region has an index score of 20. This score
would be considered to be low, therefore, the participants for the region would be antic-
ipated to show a preference for user interface 12. However, the results do not support
this, with only 1 participant showing a preference for user interface 12.

The Hofstede region for ‘Muslim World M.E. & Africa’ with an index score of 84,
would be considered to be high Indulgence. Consequently, an expected preference for
user interface 11would be given. However, this is not the case with 1 participant showing
a preference for user interface 11.

The UK with an Indulgence Hofstede index score of 69, would be expected to show
results indicating a preference for user interface 11. Our results for this hypothesis would
be considered to be supported by theUKwith 64% (7), participants showing a preference
for user interface 11.

As a final point, as previously, the results for Venezuela are being reported for
completeness. The Hofstede index score of 100 for Venezuela would be considered to
be very high, hence a preference for user interface 11 would be shown. This has been
supported by our one participant.

Thirty six results have been recorded, this consists of the number of Hofstede’s
dimensions, being six, multiplied by the number of nations and regions also, and being
six in this instance. As shown in Table 4 above, fifteen results are confirmed, six results
are considered to be partially confirmed and fifteen results not confirmed.

7 Discussion and Conclusion

7.1 Experiment One

The results shown for experiment one, show support for four of Hofstede’s cultural
dimensions. There are a possible 11 confirmations, (one for each country) for each of
the six dimensions with the exception of Long-term TimeOrientation (LTO) where there
are 9 possible confirmations, and Indulgence, where there are 10. This is due to Hofstede
not reporting an index score for Ethiopia and Nepal for both of these dimensions and
with Sri Lanka being reported for Indulgence.

These are as follows:

• Power Distance (PD) 8/11 confirmed
• Masculinity (MAS) 7/11 confirmed and 2/11 partial confirmations
• Uncertainty Avoidance (UA) 6/11 confirmed
• Indulgence (IND) 4/8 confirmed

The least supported dimension in this experiment, is Long term time orientation with
2/9 confirmed and 2/9 partial confirmations.

We Offer the Following Observations for Experiment 1. As noted in Chessum et al.,
[7] the findings for this experiment show 33 of a possible 61 results support the Index
scores from Hofstede et al., [11] and our hypotheses. We found 12 results difficult to
catagorise fully, and as such, these are considered to be partially confirmed. We also
found 16 results that do not correspond with their anticipated hypothesis.
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First, we would like to say Hofstede’s dimensions and index scores original use,
was not for web design or search user interface design. However, we consider this to be
our contribution to ascertain the degree to which these dimensions and index scores can
be applied to search user interfaces. The data collected from this experiment, indicates
there is potential for Hofstede’s dimensions and index scores to be used to inform the
design of search user interfaces. These results also show further research is needed to
understand why some of our results did not match our hypotheses, and how cultural
awareness can better inform search user interfaces. As observed in Chessum et al., [7]
‘we consider our study as an important contribution to triggering this discussion.’

Our second observation is we have a limited number of participants for some of the
countries within our study. Our study involved numerous participants with UK (51),
Germany (21) and Pakistan (10).

Our data shows the dimension with the most confirmations is Power Distance,
with 8 from 11. Masculinity having 7 confirmations, and 2 partial confirmations, and
Uncertainty Avoidance, with 6 from 11 confirmations.

7.2 Experiment Two

The results given for experiment two also show the support for four ofHofstede’s cultural
dimensions. There are a possible 6 confirmations, being one for each regional grouping
or country, for each of the six dimensions.

As follows:

• Power Distance (PD) 3/6 confirmed
• Individualism (IDV) 4/6 confirmed
• Long Term Time Orientation (LTO) 3/6 confirmed, 2/6 partial confirmations
• Indulgence (IND) 2/6 confirmed and 2/6 partial confirmations

The least supported dimension in this experiment is Uncertainty Avoidance, with
1/6 confirmed and 1/6 partial confirmations.

We Offer the Following Observations for Experiment 2. As noted by Chessum [23]
the sample size for experiment two being twenty five, would be considered as small,
particularly for a cross cultural study. The twenty five participants are made up from
eleven different countries and identify with a number of cultural backgrounds.

An attempt has been made to overcome some of the challenges of the small sample
size and those countries having under four participants, by grouping these respondents
with respondents from another country but from the same region as defined by Hofstede
et al., [11].

Every care has been taken to ensure the grouping of the countries are as closely
linked as possible, this has been achieved by using Hofstede’s own regional groupings,
[11]. However, in the case of Germany and Greece, this was not possible, and they have
been grouped together as ‘Europe’. This author created grouping, may well explain the
unexpected results of four partially confirmed and two non-confirmed results, and is the
only result to contain no confirmations.

The sample size for this experiment could be considered as being small, particularly
when compared to experiment one, which attracted 215 participants. In view of this,
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every effort has been made to use all 25 participant’s results. One of the 25 participants
identified as Venezuelan. We acknowledge one participant cannot be considered to rep-
resent Venezuelan culture; however, for completeness, this individual’s results are also
reported.

Our findings indicate the results from Chinese participants show the most confirma-
tions. The results in Table 4 show four confirmations, one partial confirmation and only
one non-confirmation. All four of the participants identify as Chinese, comprising one
participant who identified as male, and three identifying as female.

Three of the four participants self-classify as living for less than one year in the UK,
therefore, these respondents, due to their limited length of stay in the UK, may not have
assimilated much British culture, as a result their answers maybe Chinese in nature.

In conclusion it would seem we have varying results from the two experiments.
However, it would seem the Power Distance dimension has performed well in the first
experiment, and fairly well in the second experiment. Hofstede’s last identified Indul-
gence dimension coming in fourth out of a possible six in both experiments. One expla-
nation for this could be there has been considerably fewer research studies undertaken
that include this last dimension, therefore the design features for this user interface
design, shown in Sect. 2.6 have been taken from a somewhat limited number of studies.
This indicates further research needs to be carried out with this dimension from a cross
cultural HCI prospective.

With our first experiment the results indicated themost support shownwas for three of
Hofstede’s original four dimensions. However, the second experiment indicates support
for two of Hofstede’s original four dimensions, along with his fifth dimension, Long
Term Time Orientation.

Although these results are a little mixed, we believe, there is potential for Hofstede’s
dimensions to inform search user interface design and to enhance the user experience.
We consider further research is required to ascertain how best this can be achieved.
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Abstract. In this study, we propose a novel approach to enrich the
training data for automated driving by using a self-designed driving sim-
ulator and two human drivers to generate safety-critical corner cases in a
short period of time, as already presented in [12]. Our results show that
incorporating these corner cases during training improves the recognition
of corner cases during testing, even though, they were recorded due to
visual impairment. Using the corner case triggering pipeline developed
in the previous work, we investigate the effectiveness of using expert
models to overcome the domain gap due to different weather conditions
and times of day, compared to a universal model from a development
perspective. Our study reveals that expert models can provide signifi-
cant benefits in terms of performance and efficiency, and can reduce the
time and effort required for model training. Our results contribute to the
progress of automated driving, providing a pathway for safer and more
reliable autonomous vehicles on the road in the future.

Keywords: Driving simulator · Corner case · Human-in-the-loop ·
Semantic segmentation · Survival analysis

1 Introduction

If automotive manufacturers want to put autonomous vehicles higher than level
2 on the road, they should ensure that safety-critical driving situations are reg-
istered and that a safe solution for all road users is found as quickly as possible.
One way to achieve this is to provide a large amount of diverse data to the
model during training to increase the robustness and performance of AI algo-
rithms. However, large amounts of annotated data alone may not ensure safe
operation in those rare situations where road users are exposed to significant
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risk. For this reason, we introduced the A-Eye method [12] to apply an accel-
erated testing strategy that exploits human risk perception to capture corner
cases and thereby achieve performance improvements in safety-critical driving
situations. To this end, a self-designed driving simulator was developed that
detects safety-critical driving situations in real-time based on poor AI predic-
tions. With the help of this driving simulator and a further driving campaign,
the domain shift will be investigated on different weather domains. Closing the
gap of domain shifts due to different weather conditions requires targeted data
generation from multiple domains to achieve a good performance. Even if using
more data and the best models leads to overcoming the domain gap, the question
is whether this is the most efficient way from the manufacturer’s point of view.
In this regard, we investigate whether overcoming the domain gap in different
weather conditions with specialized models works as well as or even better than
a universal model in the sense that all weather modalities are covered during
training. This involves training a baseline model on sunny and daytime images,
and then measuring in 600-second drives how long it takes for a corner case to
occur in one of the following conditions: rain, fog or night. An expert model
is then trained for each weather condition, which retrains the baseline model
for that domain. Finally, a universal model is trained, which is exposed to all
weather parameters during training. The expert and universal models are also
tested using the same scheme as the baseline model to measure the duration of
a corner case in case one occurs.

Outline. Section 2 introduces the self-designed driving simulator with the soft-
ware and hardware used, followed by a corner case definition. A corner case
triggering pipeline is then presented and used in test field. Section 3 discusses
the basics of survival analysis to evaluate the drives from the weather-driving
campaign. Finally, we present our conclusions and give an outlook on future
directions of research in Sect. 4.

2 Driving Simulator

There is an increased interest in human-in-the-loop (HITL) and machine learn-
ing approaches, where humans interact with machines to combine human and
machine intelligence to solve a given problem [19]. For this purpose simulators
were used to improve AI systems by means of human experience or to study
human behavior in field trials. We have therefore developed a test rig in which
two human drivers can control a vehicle in real-time, with the visual output of a
semantic segmentation network displayed on one driver’s screen, while the other
driver sees the untouched original image.

By evaluating the same driving situation differently due to visual perception,
we are able to find and save safety-critical driving situations in the shortest
possible time, which can subsequently be used for training. This kind of targeted
enrichment of training data with safety-critical driving situations is essential to
increase the performance of AI algorithms. Since the generation of corner cases
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in the real world is not an option for safety reasons, generation remains in the
synthetic world, where specific critical driving situations can be simulated and
recorded. For this purpose, the autonomous driving simulator CARLA [6] is used.
It is open-source software for data generation and/or testing of AI algorithms. It
includes various sensors to describe the scenes such as cameras, LiDAR as well as
RADAR and provides ground truth data. CARLA is based on the Unreal Engine
game engine [17], which calculates and displays the behavior of the various road
users with consideration of physics and thus enables realistic driving. In addition,
with the Python API, the world can be modified and adapted to one’s own use
case. Therefore, we added another sensor, the inference sensor, to the script
for manual control from the CARLA repository which evaluates the CARLA
RGB images in real-time and outputs the prediction of a semantic segmentation
network on the screen, see Fig. 1. By connecting a control unit that includes a
steering wheel, pedals and a screen, it is possible to control a vehicle with ’the
eyes of the AI’ in the synthetic world of CARLA. Furthermore, we connected
a second control unit with the same components to the simulator, so that it is
possible to control the same vehicle with 2 different control units, see Fig. 1. The
second control unit, therefore, has control over the CARLA clear image and can
intervene at any time. It always has priority and saves the past 3 seconds of
driving, which are buffered, on the hard disk. In order for the semantic driver
to follow the traffic rules in CARLA, the script had to be modified to display
the current traffic light phase in the top right corner and the speed in the top
center.

View of the semantic driver (top) and the safety
driver (bottom).

Test rig including steering wheels, pedals, seats
and screens.

Fig. 1. Harware and visual outputs of the A-Eye approach.

2.1 Test Rig

The test rig consists of a workstation with dual Intel Xeon Gold 6258R as CPUs,
3x GPUs Quadro RTX 8000 and 1TB of RAM, which provides both high access
speeds and sufficient memory swap calculations to meet the requirements of
CARLA version 0.9.10. The test rig also includes 2 driving seats, 2 control units
(steering wheel with pedals), one monitor for each control unit as well as two
monitors for the control center. The control unit represents the interface between
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humans and machines. It enables the human to control a vehicle in CARLA freely
via the steering wheel and the brake or throttle pedals. The device of choice was
the Logitech G29 [13], which is also pre-implemented in CARLA’s control script
and can therefore be used as a controller almost without any problems.

2.2 Corner Cases

When thinking about autonomous vehicles that move safely through traffic, it is
necessary to perceive the environment correctly in order to provide safe driving.
Especially the detection of atypical and dangerous situations is crucial for the
safety of all road users. In order to improve the ability of today’s models to
handle such critical situations, datasets are required that allow for targeted
training and, more importantly, testing with such critical situations. While there
is no standard definition for the term corner case in the context of autonomous
driving, most definitions in the literature refer to rare but safety-critical driving
situations. These scenarios can include, for example, extreme weather conditions,
as well as unexpected road obstacles that are uncommon but still need to be
considered to ensure safe vehicle operation.

According to [1], a corner case for camera-based systems in the field of
autonomous driving describes a “non-predictable relevant object/class in rele-
vant location”. This means that the unpredictable happens to moving objects
(relevant class) interacting with each other on the road (crossing trajectories).
Based on this definition, a corner case detection framework was presented to
calculate a corner case score based on video sequences. The authors of [2] subse-
quently developed a systematization of corner cases, in which they divide corner
cases into different levels and according to the degree of complexity. In addi-
tion, examples were given for each corner case level. This was also the basis
for a subsequent publication with additional examples [3]. Due to the camera-
based approach in the referenced works, a categorization of corner cases based
on sensors was employed in [8], which also included radar and LiDAR sensors.
The authors defined four overarching layers - Sensor, Content, Temporal, and
Method - that incorporated the previously defined levels. As this definition is sci-
entifically grounded and takes into account different sensor modalities, we would
like to adopt it.

While Sensor, Content and Temporal Layer describe corner cases from the
perspective of the human driver, the Method Layer specifies corner cases in
machine learning models due to lack of knowledge. Accordingly, epistemic uncer-
tainty comes into play, which can be addressed by targeted data generation.
Therefore, our focus is on this type of layer to increase safety.

2.3 Triggering Corner Cases

Two test operators drive across the virtual world of CARLA and record scenes
in our specially designed test rig, where one subject (safety driver) gets to see
the original virtual image and the other (semantic driver) receives the output
of the semantic segmentation network (see Fig. 1). The test rig is equipped with
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controls such as steering wheels, pedals and car seats and connected to CARLA
to create a simulated environment for realistic traffic participation.

The corner cases were generated as shown in Fig. 2, using the real-time seman-
tic segmentation network Fast-SCNN where visual perception was limited by
intentionally stopping training early. This is sufficient to move in the virtual
streets, but is poor enough to enhance corner cases of the Method Layer. We note
that, according to [18], there were 128 accidents involving autonomous vehicles
on the road during test operations in 2014–2018, at least 6% of which can be
directly linked to misbehavior by the autonomous vehicle. It follows that at least
every 775335 km driven, a wrongful behavior of the autonomous vehicle occurs.
Using a poorly trained network as a part of our accelerated testing strategy, we
were able to generate corner cases after 3.34 km on average between interven-
tions of the safety driver. We note however that the efficiency of the corner cases
was evaluated using a fully trained network. Figure 3 shows two safety-critical
corner cases where the safety driver had to intervene to prevent a collision.

Fig. 2. Two human subjects are able to control the ego-vehicle. Thereby, the semantic
driver primarily controls the vehicle while following the traffic rules in the virtual world
seeing only the output of the semantic segmentation network. The safety driver, who
only sees the original image, takes on the role of a driving instructor and intervenes in
the situation as soon as a dangerous situation arises. Intervening in the current situation
indicates poor situation awareness of the segmentation network and represents a corner
case, which simultaneously terminates the ride. The figure was already published in [12].

In the event of a corner case being triggered by the safety driver, the test
operators are required to label the scenario with one of four options (overlooking
a pedestrian or a vehicle, disregarding traffic rules, intervening out of boredom)
and provide comments. In addition, the duration and the kilometers driven until
the corner case appears are registered. The test drivers were instructed to obey
traffic rules and not exceed 50 km/h during the test drives. Over time, the drivers
became more familiar with the system, leading to a decrease in driving errors and
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Fig. 3. Two examples of a corner case with pedestrians included, where the safety
driver had to intervene to avoid a collision due to the poor prediction of the semantic
segmentation network (both images on the right).

sudden braking. However, a learning effect also occurred where drivers may have
hidden situations where objects were not detected by the system. The test rides
are tracked and recorded, with the last three seconds of a corner case scenario
being saved at 10 fps. This data is then used to retrain the system, with a mix of
original and corner case images. 50 corner cases in connection with pedestrians
were collected, resulting in 1500 new frames for retraining, with an equal number
of frames being removed from the original training dataset.

We were able to show in [12] that the occurrence of a corner case situation
in a model trained with about two-thirds of Method Layer corner cases took
almost twice as long as in a model trained with the original dataset or with
more pedestrians included, see Table 1. The latter was checked because using
corner cases with pedestrians results in more pedestrian pixels being available
in the data. To allow a fair comparison the additional model was trained with
the same average number of pedestrian pixels per scene.

Table 1. Corner case appearances on Fast-SCNN trained with 3 different datasets.
The table was already published in [12].

dataset
distance time #CC meandCC stddCC meantCC stdtCC

d [km] t [min] [-] [km/CC] [km/CC] [min/CC] [min/CC]

natural disritbution 121.32 411 13 7.73 14.25 25.93 39.60

pedestrian enriched 163.09 500 21 7.52 10.47 23.25 28.72

corner case enriched 153.38 528 11 13.84 8.68 47.47 31.87
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We have therefore demonstrated the benefits of our method for generating
corner cases, especially for safety-critical situations. We were also able to show
that adding safety-critical corner cases recorded by intentional perceptual dis-
tortions improves performance, so future datasets should include such situations.
Next, with this test rig setup we investigate whether a single network is required
to overcome the so-called domain gap, which describes the difference in data
during training and deployment, or whether, for cost and performance reasons,
different networks should be used depending on the task. This will be investi-
gated using different weather conditions and survival analysis.

3 Survival Analysis

Survival analysis is the study of lifespans, also survival times, and their influenc-
ing factors [15]. It uses statistical methods to investigate time intervals between
sequential events. Groups, but also individuals can be considered as the unit of
study when an expected event happens during a considered time period like the
time from birth until death, the time from entry a clinical trial until death, the
time from buying a vehicle until an accident happens, or other use cases. The
basic goals of survival analysis are [11]:

• estimation and interpretation of survivor or hazard functions
• comparing survivor and/or hazard functions
• relationship determination of explanatory variables to lifespans

First, some typical terms of survival analysis are introduced with an overview
in Table 2.

Table 2. Terms in Survival Analysis.

Term Explaination

observation time observation period for which start and end points are known

entity single object or individual of the observed study

event change in status (e.g. life to death, accident-free to accident)

entry starting state (e.g. birth, date of vehicle purchase)

failure time T exit time of a subject

risk set all test objects in the study

censoring
incomplete information about either entry before or/and

event after the observation time

truncation
non-observable data that either does not exist or whose entry

and exit state have not been observed

lifespan duration until an event occurs

hazard
probability that an observed entity has a certain

event at time t
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The observation time period is described by a beginning point tstart = 0 and
an end point tend > 0 defined by a failure condition due to a special event [9]. An
event implies a change in status, e.g., from alive to dead, from healthy to sick,
or from accident-free to accident and is usually easy to find. However, defining
the exact failure event is a more difficult task in some cases [14]. Although it is
desirable to know each the beginning and end point of an individual observed
in the study, one or both are not always observed which is known as censoring.
Figure 4 provides an overview of some typical observation types, where white
circles describe the entry state. Using our experiments with the driving simulator,
the beginning point of pedal pressing may describe the entry state. A cross
represents a change of state, such as the occurrence of a corner case due to
an impaired perception, while black circles refer to a change of state that was
triggered by unexpected reasons like an intervention out of boredom rather than
a corner case as cause of impaired perception. Observations 1 and 9 describe a
truncated state, which is non-observable data that either does not exist or whose
entry and exit state have not been observed. Observations 2, 7, 8 characterize left-
censored data as their starting points are not identifiable as they occurred prior
the observation start. In addition, observations 5 to 8 escape the observation time
unchanged, so they are referred to as right-censored as their exit event could not
be observed. In addition, the events of observations 2–4 are observed during the
observation time, with only 3 being uncensored since both start and end times
are known. Although an event was detected at observation 4, the expected event
did not occur and/or there were other causes for this condition.

Parts of the theory of survival analysis are taken from [11], unless otherwise
stated. The continuous random variable T describes the time of occurrence of
an event, which denotes the time of death of a subject, the time of failure of
a machine, start of a disease or similar. t denotes a particular time of interest,
which can be used to describe the probability that T has not yet occurred at
time t, i.e., that the entity has survived. Accordingly, the survival function S(t)
represents the probability that the event of an entity at time t did not occur in
the observed time period, and can be formulated as follows:

S(t) = Pr(T > t) (1)

Two ways to describe a survival distribution are survival and hazard func-
tions. As a survival function, the so-called Kaplan-Meier [7] estimator is often
used, which estimates the probability that an event for an entity does not occur
within a certain time interval. It is defined as follows:

Ŝ(tj) =
j∏

i=0

ni − di

ni
(2)

The observation time tj is therefore divided into j-parts, each of which considers
a time interval Δt = (ti, ti+1]. With n being denoted by the number of enti-
ties which are alive at Δt and d the number of entities which already left the
observation at Δt.
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observations

time
tstart tend

observation time

1

2

3

4

5

6

7

8

9

entry
expected event
unexpected event

Fig. 4. Examples of different observation types. Circles mark the beginning of an obser-
vation, while crosses or black circles mark an event. When there is no information about
either the entry and/or the event state, this is referred to as censoring.

Since T is a continuous random variable, it is necessary to work with the
probability density function f(t), which describes the probability, that an event
occurs in a time interval. The cumulative density function F (t), which is the
area under the density function up to the value t, describes the probability, that
the event occurs at time T ≤ t:

F (t) =
∫ t

−∞
f(u) du (3)

On the other hand, if we consider the probability that an event will not occur
until a given time, which is what the survival function means, we can also write
the following:

S(t) = 1 − F (t) (4)

In many situations, it is crucial to know how an individual risk for a particu-
lar outcome changes over time due to other events. For example, weather condi-
tions can negatively affect the lifespan of a semantic driver when the model was
not trained with such data. In addition, the use of multiple unknown weather
variables can lead to interactions, which in turn can alter a semantic driver’s
lifespan. For those cases the hazard rate h(t) indicates the probability that an
observed entity experiences a failure event the next short time interval Δt [10].
It describes the risk of actual failure rate corresponding as a function over time.
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The hazard rate is defined as:

h(t) = lim
Δt→0+

Pr(t ≤ T < t + Δt|t ≤ T )
Δt

=
f(t)
S(t)

(5)

The cumulative hazard H(t) is used to estimate the hazard probability which
is defined as follows:

H(t) = − log(S(t)) =
∫ t

0

h(s) ds (6)

The Hazard Ratio (HR) is a measure of the relative survival experience of
two groups (A or B) and is defined as follows:

HR =
OA/EA

OB/EB
(7)

The ratio O/E describes the relative death rate of a group, where O is the
observed number of deaths and E the number of expected number of deaths.
The HR is useful to compare two individuals or groups.

The Cox PH model, introduced in 1972 [4], uses the hazard function as a
function of the influencing variables and looks as follows:

h(t,Z) = h0(t) exp(
p∑

i=1

βiZi), Z = (Z1, Z2, . . . , Zp), (8)

where h0 describes the baseline hazard, which depends only on time and is there-
fore equivalent to the Kaplan-Meier estimator. Z denotes the influence variables,
which are time-independent and β the regression coefficients of the influence
variables to be estimated.

The Cox model is often called proportional hazards model since the ratio
of the risk for 2 entities with covariates Z and Z∗ is proportional. The relative
risk, also known as the hazard ratio (HR), describes that an individual with risk
factor Z will experience an event proportional to an individual with risk factor
Z∗. The relative risk is defined as follows: [10]

HR =
h(t,Z)
h(t,Z∗)

=
h0(t) exp(

∑p
i=1 βiZi)

h0(t) exp(
∑p

i=1 βiZ∗
i )

(9)

= exp[
p∑

i=1

βi(Zi − Z∗
i )] (10)

It becomes noticeable that HR is independent of time.
Additionally, probabilities about the occurrence of an event can be calculated

with the hazard function so that the influence of different parameters can be
taken into account. Furthermore, events that have already occurred are included
in the calculation so that at a time di the probability of an event occurring in the
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next time step can be predicted. This can be done with the partial likelihood,
including a risk set R(td) and an index set of death times D:

L(β) =
D∏

d=1

exp(
∑p

i=1 βiZdi)∑
j∈R(td) exp(

∑p
i=1 βiZji)

(11)

To optimize the regression coefficients we can maximize the Log-Likelihood:

β∗ = argmax log(L(β)) (12)

This is done by computing:

∇β log(L(β)) = 0 (13)

which can be solved numerically.

3.1 Experimental Design

After learning the basics of survival analysis, we will use it to find factors that
affect survival while driving in the driving simulator. We will use the setup pre-
sented in Sect. 2 and observe how long it takes for a corner case to occur under
different weather conditions. For this study, the previously used semantic seg-
mentation network Fast-SCNN [16] is trained on good weather data, which we
refer to clear, and serves as a baseline before being fine-tuned with different
weather conditions, namely rain, fog and night. Figure 5 gives an overview of
the different weather conditions. In addition, a further model is re-trained on all
3 weather conditions, referred to as mix, resulting in a total of 5 models avail-
able for the experiments. For post-training, 2100 additional images per weather
setting (300 per map) are provided for training and 420 for testing.

In the following, we refer to each of the weather conditions rain, fog and
night as expert models, since they are specifically trained on one domain. In
contrast, all 3 weather settings are available to the mix model during training,
which we refer to universal model. The baseline and universal models are tested

rain fog night

Fig. 5. Overview of the used weather conditions. The grayish sky, falling water drops
as well as water puddles on the road are characteristic for rain. In the case of fog, fine
water droplets cover the image, and it is especially tough to see in depth. Night images
are characterized by many dark areas, with streetlights and vehicle lights illuminating
the scenes.
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on all five test datasets, whereas the expert models are tested on the respective
trained conditions as well as on the clear ones. Table 3 gives an overview of the
performance of all models on the particular test data.

Table 3. Test data performance for all 5 models.

model test data

clear rain fog night mix

IoUped mIoU IoUped mIoU IoUped mIoU IoUped mIoU IoUped mIoU

clear 0.487 0.759 0.368 0.586 0.024 0.207 0.063 0.191 0.123 0.321

rain 0.379 0.606 0.485 0.718 - - - - - -

fog 0.074 0.130 - - 0.301 0.596 - - - -

night 0.292 0.302 - - - - 0.402 0.655 - -

mix 0.451 0.657 0.471 0.734 0.326 0.644 0.369 0.694 0.402 0.682

The evaluation of the initial model shows a significant decrease of all IoU
values in any weather conditions, with the safety-critical class human below 0.1
for fog and night being awful. In contrast, the performance of the universal
model remains largely the same. Additionally, compared to the mix model, the
expert networks perform better in rain and night and worse in fog for the human
class. In the mIoU, the universal model always outperforms the experts. This
comparison has already shown the tendency for the expert models to perform at
least as well or even slightly better than the universal model in the human class,
while the overall performance in the mIoU is best for the universal model in all
weather conditions. The next step is to conduct the weather driving campaign,
where each model is also tested under these weather conditions in order to obtain
a reliable statement about its performance in test.

The experiments are conducted as described in [12], so that two drivers drive
freely on the roads of CARLA. During the rides, the semantic driver has full
control over the vehicle, while the safety driver observes the rides and should
intervene in the scene only in safety-critical driving situations using the brake
pedal or the steering wheel. Intervention indicates incorrect assessment of the
scene, which is a corner case of the Method Layer. Differences from the previous
driving campaigns include the number of maps and the duration of the rides.
This time, the focus is only on Town01 and Town03, since they have a high
variability and due to their moderate size the number of vehicles and pedestrians
does not need to be set excessively high in order to consistently see some, which
relieves the traffic manager and thus computations on the CPU. In addition to
the reduced number of maps, the drives will be limited to 600 s. If no corner
case occurs during this time, the drive is stopped, which corresponds to a right-
censored observation. In addition, the drivers didn’t know what data the network
had been trained on during the experiments as well as what weather condition
they were driving in. The baseline and universal models are tested for 120 min
on each weather setting (clear, rain, fog, night). In addition, the expert models
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clear rain fog night

baseline model

expert model rain

expert model fog

expert model night

universal model

Fig. 6. Model outputs on each weather setup. Under the baseline model, it would be
still possible to drive in rain, whereas fog and night would become a risk. The expert
models perform well in their domain but quite worse in the other ones. On the other
hand, the universal model performs sufficiently well in all weather conditions.

are tested on the respective weather condition, also for 120 min each. In total,
this results in 1320 min with 11 different combinations.

3.2 Results

A total of 160 drives with a maximum length of 600 s were performed. If no corner
case occurs in this time, the drives are aborted so that we have a right-censored
data point. Therefore, the number of rides per combination varies, as models in
which a corner case appears more quickly can also be driven more frequently.
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The software used for survival analysis is lifelines [5]. Table 4 presents the total
number of corner cases registered with respect to the trained model and the
weather conditions driven. As we can see, there are barely corner cases in the
expert models, which is why we group them together in their own model type,
the experts type. All observations during the study are visualized in Fig. 7(a).
In total, we have 48 observations of corner cases that can be used for survival
analysis. Furthermore, the two students drove 406.838 km on the virtual streets
of CARLA.

Table 4. List of all observed corner cases during weather campaign by model and
tested weather condition.

model type trained
tested

clear rain fog night

baseline clear 4 5 13 17

experts

rain - 0 - -

fog - - 0 -

night - - - 1

universal mix 1 3 1 3

As a first step, we consider the plot for the Kaplan-Meier estimation
in Fig. 7(b) for the 3 model types baseline, universal and experts, which shows
that the probability of a corner case occurring is lowest for the expert network,
closely followed by the universal network. The baseline model seems to be very
sensitive to different weather conditions, which is why there is only a survival
probability of 63.24% after 300 s and at the end of the observation period only
42.65%.

We then use the Cox PH model to obtain the regression coefficients. For this,
the input variables must first be preprocessed. For the weather parameter rain
the values can range from 70 to 100 and for fog from 50 to 100. The parameter
night is assigned to a Boolean variable and the value 1 is set as soon as the sun
position parameter (∈ [−90, 90]) is < 0. Additionally, we distinguish on which
model we are driving, for this we use also a Boolean variable and set a 1 for
either the expert model or the universal model.

Table 5 shows the evaluations of the Cox-PH. The analysis demonstrates that
3 covariates can be classified as significant, as their confidence interval is below
0.05. Fog is significant with 92% and rain even only with 58%.

The hazard rate is calculated using the expert model as an example. Since
this value is a boolean variable, it can be calculated as follows:

HRexpert =
hexpert=1(t)
hexpert=0(t)

= 0.02 (14)

Driving with an expert model reduces the hazard rate by 98% with a low ranging
confidence interval.
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(a) lifespans (b) Kaplan-Meier estimation

Fig. 7. (a) Lifespans of all observations during the study. Red lines show the occurrence
of a corner case, whereas blue lines are right-censored. The majority of the drives,
approx. 70%, did not lead to a corner case. (b) Kaplan-Meier estimation for all model
types. The probability that no corner case occurs is highest in the expert models,
followed by the universal model. The poor generalizability in bad weather provides
that the survival probability in the base model decreases significantly over time. (Color
figure online)

Fig. 8. The comparison of the hazard ratios shows that the night ensures that a corner
case is more likely to occur. If an expert or universal model is used instead, a corner
case occurs less frequently, which is also evident from the Kaplan-Meier estimate.

Table 5. Cox PH model.

covariate
Hazard Ratio

HR

95% confidence interval

for the hazard ratio

confidence level

p

rain 1.01 0.99 - 1.02 0.42

fog 1.01 1.00 - 1.02 0.08

night 5.83 2.23 - 15.22 < 0.005

experts 0.02 0.00 - 0.17 < 0.005

universal 0.17 0.08 - 0.38 < 0.005
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(a) baseline (b) universal (c) experts

Fig. 9. The survival probabilities for rain, fog and night clearly show that the baseline
model struggles with all bad weather settings. The universal model seems to be more
robust, but the probability of survival at night also drops to 69% at the end of the
study, whereas the expert model assures a survival of 95%.

Next we have a closer look to the probabilities for all models in different
weather conditions. Figure 9 shows the performance for all models over time and
for the weather conditions rain, fog, night. The baseline model has the biggest
problems when driving on unseen weather conditions, with the highest probabil-
ity of a corner case occurring at night. It also appears to be the most problematic
for the universal and expert models, with significantly higher survival probabili-
ties. The comparison between the universal and the expert models indicates that
the latter perform noticeably better on their trained domains than the universal
models.

4 Conclusion

Due to the lack of explanation and transparency in the decision-making of
today’s AI algorithms, we developed an experimental setup that allows visu-
alizing these decisions and thus allows a human driver to evaluate the driving
situations while driving with the eyes of AI, and from this to extract data that
includes safety-critical driving situations. Our self-developed test rig provides
two human drivers controlling the ego vehicle in the virtual world of CARLA.
The semantic driver receives the output of a semantic segmentation network
in real-time, based on which she or he is supposed to navigate in the virtual
world. The second driver takes the role of the driving instructor and intervenes
in dangerous driving situations caused by misjudgments of the AI. We consider
driver interventions by the safety driver as safety-critical corner cases which
subsequently replaced part of the initial training data. We were able to show
that targeted data enrichment with corner cases created with limited percep-
tion leads to improved pedestrian detection in critical situations. In addition, we
continue the further development of AI by means of human risk perception to
identify situations that are particularly important to humans and thus train the
AI precisely where it is particularly challenged by a human perspective.

The experimental setup with its components, the software used and the infer-
ence sensor have already been described in detail in [12], as well as the proof
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that corner cases occur less frequently when they are generated by a driving sim-
ulator with weak perception and then used for training. Based on this, survival
analysis was used to investigate whether universal models could be replaced by
expert models trained for specific domains only, in order to save development
time for the application. Although the validity of such a few data points must be
treated with caution, a trend does seem to emerge, namely that the use of expert
models indeed seems to be more appropriate, as an omniscient model has to find
a balance to perform well in each domain. Therefore, it may be useful to focus
on some basic data and add other models for special cases that are temporarily
responsible for prediction. Examples of use would be driving in left-hand traffic
or in snowy winter regions, so that an appropriately trained model could be
used. It would also be conceivable to have a separate trained model for each
country that may be used when crossing borders. This solution might be based
on the vehicle’s GPS coordinates and would not require an additional upstream
classification network.
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