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Chapter 2
Data Foundation for Actionable Science
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1  Introduction

Good quality data is essential in climate and environment research as the foundation 
for making informed decisions and taking accurate action (Wiens et al. 2009). Our 
climate and environmental systems are complex and highly interconnected, and 
changes in one area can have cascading effects on others (Lawrence et al. 2020). 
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Accurate and comprehensive data is required for understanding these systems and 
predicting their behavior under different scenarios. Without reliable data, it is diffi-
cult to make climate and environmental policies, and forecast the potential conse-
quences of those decisions. Climate and environmental research often involves 
large amounts of data from multiple sources, including remote sensing, in situ mea-
surements, and modeling. The integration and analysis of these data require 
advanced computational tools and techniques, which can only be applied effectively 
if the data is high quality and properly documented. Poor quality or incomplete data 
can lead to inaccurate or biased results, which can have serious consequences if 
utilized in real-world decision-making and policy development (Ruiz-Benito et al. 
2020). For example, consider the case of sea level rise, a concerning issue for coastal 
communities, and accurate predictions are essential for developing effective adapta-
tion strategies. However, sea level is a complex variable that is influenced by many 
different factors, including thermal expansion, melting ice sheets and glaciers, and 
changes in ocean currents (Golledge 2020). To accurately model sea level rise, 
researchers must integrate data from multiple sources, including satellite measure-
ments of ocean height, in situ measurements of ocean temperature and salinity, and 
models of ice sheet dynamics (Meyssignac et al. 2019; Cook et al. 2023). If any of 
this data is inaccurate or incomplete, it can lead to incorrect predictions of sea level 
rise and potentially disastrous consequences for coastal communities and public 
distrust of the coastal sciences.

Without accurate and reliable data, it is difficult to identify the root causes of 
environmental problems and develop effective solutions (Sun et al. 2021). Climate 
data can be sophisticated, large in scale, and come from various sources, such as 
satellites, weather stations, or citizen science projects. Managing, cleaning, and 
integrating the data is a daunting task, requiring significant expertise and resources. 
There is often a lack of standardized protocols and tools for collecting and process-
ing data, and can lead to inconsistencies, making it difficult to compare and com-
bine datasets from different sources (Zimmerman 2008). Issues often arise around 
data access and sharing, particularly when data is collected by government agencies 
or private companies. Access to data may be restricted due to privacy concerns, 
national security issues, or commercial interests, making it difficult for researchers 
to obtain the data they need to conduct their studies. Moreover, funding for climate 
and environmental research may be limited, leading to a lack of investment in nec-
essary  data infrastructure with incomplete or outdated datasets, which may not 
accurately reflect current conditions and trends.

 Collecting and analyzing high-quality data requires specialized equipment, 
trained personnel, and infrastructure support. For example, a single oceanographic 
research vessel (Brett et al. 2020) can cost tens of millions of dollars, and operating 
costs can run into the millions per year. The cost of satellite missions can also be 
significant, with some missions costing several hundred million dollars. These costs 
can be a significant barrier to entry for researchers and institutions, particularly 
those in developing countries or with limited funding.

The chapter introduces the importance of collecting, storing, and processing data 
in an accessible, transparent, and replicable way. It overviews best practices in 
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environmental data management and interdisciplinary collaboration and open data 
sharing. For example, assume there is a research project aiming to assess the impacts 
of deforestation on biodiversity in a tropical rainforest. In order to effectively con-
duct this research, the scientists need access to high-quality data on the forest eco-
system, including information on the tree species, soil composition, water cycles, 
and animal populations (Giam 2017). This data must be collected and stored in a 
way that allows for easy access and analysis. To ensure the reliability of the data, the 
researchers must use standardized methods for collecting and analyzing the data, 
and they must carefully document their procedures to ensure transparency and rep-
licability. They must also consider ethical considerations, such as obtaining informed 
consent from any individuals or communities affected by the research. Once the 
data is collected, it must be stored in a secure and accessible database that allows for 
easy sharing and collaboration among researchers. This promotes interdisciplinary 
collaboration and enables scientists from different disciplines to work together to 
address complex environmental challenges. In summary, the chapter emphasizes 
the importance of good quality data in actionable science for climate and environ-
ment, and provides guidance on best practices for data collection, storage, and pro-
cessing. This is critical for ensuring that our efforts to address climate change and 
environmental degradation are based on sound scientific data and can effectively 
inform decision-making and policy development.

2  Data Categories and Availability for Actionable Science

Based on the sources and the collection methods, scientific datasets can be divided 
into the following categories: satellite data, in situ data, model simulation data, citi-
zen science data, and social media data. This section will overview each category 
and analyze their current availability for actionable science.

2.1  Satellite Data

The sensors onboard satellites can provide a lot of information on land use, vegeta-
tion, ocean temperature, atmospheric composition, and many Earth’s surface, ocean, 
and atmosphere processes. Some widely used satellite datasets include Moderate 
Resolution Imaging Spectroradiometer (MODIS) (Justice et  al. 2002), Landsat 
series (Tucker et  al. 2004), Sentinel series (Spoto et  al. 2012), Suomi National 
Polar-orbiting Partnership (Suomi NPP) (Weng et al. 2012), ICESat (Schutz et al. 
2005), Global Precipitation Measurement (GPM), SWOT (Biancamaria et al. 2016), 
etc. Table  2.1 lists some popular available satellite datasets that can be publicly 
retrieved and used for climate and environment research.

Many reasons draw scientists to usually first turn to satellite image datasets to 
look for those that can fit their research purposes. Satellites can cover vast areas of 
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Table 2.1 Available satellites for actionable science

Satellite name Operator Specs Application

GRACE and 
GRACE-FO

NASA and 
DLR

Revisit: 30 days Earth gravity field, hydrology, and ice

Landsat USGS Revisit: 16 days
Resolution: 
30 m

Land use and land cover, forest, and 
environmental studies

Sentinel-2 ESA Revisit: 5 days
Resolution: 
10–20 m

Vegetation, crop, and land use change 
detection

MODIS (Aqua 
and Terra)

NASA Revisit: 
1–2 days
Resolution: 
250–1000 m

Atmospheric composition, land cover, sea 
surface temperature, and vegetation indices

GOES NOAA Resolution: 
0.5 km
Revisit: 
5–15 min

Weather forecasting, storm, hurricane, and 
atmospheric studies

Suomi NPP NASA Resolution: 
750 m
Revisit: 16 days

Weather, climate, sea surface temperature, 
vegetation indices, and aerosol 
concentrations

the Earth’s surface and provide data on a global scale (Wulder et al. 2008). It can 
monitor changes in the environment over time, identify patterns and trends, and 
make predictions about future conditions. While circling Earth by themselves (some 
satellites stay unmoving relative to Earth if they are in Earth’s synchronous orbit) 
(Boain 2004), satellites can provide continuous monitoring of the environment over 
the years, which is especially important for identifying areas of high risk for natural 
disasters like floods, hurricanes, and wildfires. Another unbeatable advantage is that 
satellite data can cover remote areas difficult to access on foot or by vehicle and 
very important for monitoring changes in biodiversity, forest cover, and other criti-
cal ecosystem services. Also, for projects with a limited budget for data collection, 
publicly available satellite datasets could be a lifesaver. While satellite data can be 
expensive to acquire and process, it is often more cost-effective than ground-based 
monitoring. The data providers like NASA, NOAA, and USGS often preprocessed 
their datasets into different levels, and if scientists know about them and when to 
use them and how to connect the data to their data analytics, that would avoid a lot 
of duplicated work and is a financially wise choice (Ebert-Uphoff et al. 2017). For 
example, the Landsat satellites operated by NASA and the US Geological Survey 
have been providing images of the Earth’s surface since 1972 (Wulder et al. 2016), 
and used for mapping land use, monitoring deforestation, and tracking changes in 
the cryosphere. The derived information has been used by governments, NGOs, and 
individuals to make informed decisions about land use, natural resource manage-
ment, and climate change mitigation and adaptation strategies. Another example is 
the European Space Agency’s Sentinel-1 satellite, which provides radar imagery to 
monitor changes in land cover, detect oil spills, and track changes in sea ice, and 
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disaster response efforts and help governments and NGOs respond to environmental 
emergencies.

The availability of satellite data varies depending on the mission and data type. 
Many government space agencies provide free satellite datasets for scientific and 
environmental research purposes. For example, NASA, the US Geological Survey 
(USGS), and the European Space Agency (ESA) all have missions that provide 
freely accessible data to the public. Generally, the low-to-medium resolution data 
are less sensitive and more easily available than the high-to-very-high resolution 
data. The Landsat program, a joint mission between NASA and USGS provides free 
and open access to over 40 years of satellite imagery data for land-use monitoring, 
natural resource management, and environmental monitoring and generated billions 
of dollars of benefits to the public and greatly advanced the Earth science develop-
ments. Other NASA missions that provide free data include the Moderate Resolution 
Imaging Spectroradiometer (MODIS), the Atmospheric Infrared Sounder (AIRS), 
and the Ozone Monitoring Instrument (OMI). The ESA also provides a range of 
freely available satellite data through their Sentinel missions, which are part of the 
Copernicus program (Thépaut et  al. 2018). The Sentinel-1, Sentinel-2, and 
Sentinel-3 missions provide data on land cover, vegetation health, sea level, and sea 
ice. The Japan Aerospace Exploration Agency (JAXA) provides access to their 
Advanced Land Observing Satellite (ALOS) and the Global Precipitation 
Measurement (GPM) mission (Shimada et  al. 2009). Compared to government- 
funded missions offering free satellite data, there are commercial satellite operators 
whose data will require a fee such as DigitalGlobe, Planet Labs, and DarkSky. 
These companies provide very-high-resolution (<1 m) satellite imagery for com-
mercial and government purposes, such as disaster responses. In some cases, satel-
lite data is completely restricted and only accessible to authorized users or purchasers 
due to national security concerns. For example, data from spy satellites operated by 
military and intelligence agencies will not (or never) be publicly available. China 
has a large and growing satellite program, including civilian satellites such as the 
Gaofen (Li et al. 2017) and ZY Earth observation satellites partially available for 
purchase, while others, such as the military reconnaissance satellites, are completely 
restricted and openly sharing is a very serious offense. Russia has a similar program 
like the Resurs-P Earth observation satellites. The India Remote Sensing program 
has launched several EO satellites like Resourcesat-2 (Rao et al. 2006), Cartosat-3, 
and Oceansat-3, and manages them via the Indian Space Research Organization. 
Several download portals are provided like the National Remote Sensing Centre 
(NRSC) and the Indian Earth Observation Data Gateway (IEODG). The Canadian 
Space Agency (CSA) Earth Observation program includes the RADARSAT 
Constellation satellites (Thompson 2015) and provides spatial data infrastructure 
(SDI). For scientific purposes, most datasets are good to use. However, please note 
that access to RADARSAT-2 and RCM data may be subject to licensing require-
ments and restrictions, and users may need to obtain permission or pay for com-
mercial use.
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2.2  In Situ Data

It refers to the data collected on the ground by in situ devices, such as weather sta-
tion data, stream gauges, soil moisture probes, water quality sensors, carbon dioxide 
sensors, seismometers, spectrometers, GPS receivers, fluorometers, acoustic 
Doppler current profilers, air quality sensors, and thermometers. These sensors are 
critical to measure temperature, humidity, air pressure, wind speed and direction, 
precipitation, water content in soil, etc. Table 2.2 presents a nonexhaustive list of the 
common sensor types and the variables they are designed to monitor.

You can see that all these data are highly valuable by providing detailed informa-
tion about specific locations and thus are often used for validation and calibration of 
satellite data or model simulation as “ground truth.” A single sensor has too many 
uncertainties and could be inaccurate, and the data is unreliable without 

Table 2.2 In situ sensor types and their target monitoring variables

Sensor type Variables

Weather station Temperature, humidity, air pressure, wind speed and direction, and 
precipitation

Soil moisture probe Water content in soil
Stream gauge Flow of water in rivers and streams
Water quality sensor Water pH, dissolved oxygen, and turbidity
Carbon dioxide sensor Atmospheric CO2 concentrations
Seismometers Ground motion caused by earthquakes and other seismic events
Spectrometers Spectrum of light reflected or emitted by the Earth’s surface
GPS receivers Location, velocity, and direction of motion of objects
Fluorometers Fluorescence of chlorophyll in plants
Acoustic Doppler current 
profiler

Water velocity and direction in the ocean

Air quality sensor Concentration of pollutants such as ozone, nitrogen oxides, and 
particulate matter in the atmosphere

Thermometers Temperature
LiDAR The height and structure of vegetation, terrain, and buildings
Flux towers Exchanges of carbon, water, and energy between the Earth’s surface 

and the atmosphere
Buoys Floating devices to monitor weather conditions, water temperature, 

salinity, and ocean currents
Ice core drills Extract ice cores from glaciers and ice sheets
Tree cores Extract cores from trees to study tree growth
Ocean gliders Autonomous underwater vehicles to collect temperature, salinity, 

and currents
Animal tagging devices Track the movements and behavior of animals in their natural 

habitats
Ground-penetrating radar Subsurface geology and soil structure
Photometers Amount of light in a specific location
Soil respiration chambers Amount of carbon dioxide released by soil
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professional calibration. To make solid and reliable observations, one common 
practice is for scientists to usually create ground observation networks with similar 
sensors and calibrate and clean the data into standard products. Ground observation 
networks can provide spatially extensive and long-term coverage of environmental 
parameters over large areas, and often use standardized protocols and equipment to 
ensure consistency and reliability of the data collected. Examples of in situ datasets 
include the Global Historical Climatology Network (GHCN) (Menne et al. 2012) 
and the National Water Quality Assessment (NAWQA) program (Gilliom et  al. 
1995). Table 2.3 contains the well-known ground observation networks we have set 
up so far.

These are just some dedicated well-known networks. Many other ground obser-
vation networks are also set up for many other purposes, such as Landsat has its own 
ground stations for satellite calibration. NASA operates the Near-Earth Network 
(NEN) (Schaire et al. 2016), a global network of ground stations that provides sup-
port for the agency’s Earth-observing missions to transmit data from satellites to 
Earth. It is worthwhile to search for any available networks and reach out to the 
operator to check for availability.

2.3  Model Simulation Data

Besides the real observations collected remotely and in the field, there is a great 
amount of data generated by climate and environmental models, such as global 
circulation models (GCMs) (Dosio et al. 2015), regional climate models (RCMs) 
(Rummukainen 2010), and ecosystem models. These models can simulate the 
behavior of complex systems and provide projections of future climate and environ-
mental conditions. Examples of model output datasets include the Coupled Model 
Intercomparison Project (CMIP) (Eyring et  al. 2016) and the North American 
Regional Climate Change Assessment Program (NARCCAP) (Mearns 2009). We 
list some commonly seen models in Table 2.4. Model-generated data can help make 
science more actionable by providing projections of future climate and environmen-
tal conditions based on different initial conditions of greenhouse gas emissions and 
other human activities. These projections can inform decision-making in various 
sectors, such as agriculture, water management, and infrastructure planning, by pro-
viding insights into potential future risks and opportunities. Compared to satellite 
and in situ data, model-generated data can provide detailed information on pro-
cesses that cannot be directly measured and also give consistent, continuous, and 
long-term records of environmental conditions. Besides, model output does not 
have the hard restrictions on looking into the future and can make projections of 
future environmental conditions, allowing for better planning and decision-making. 
Another benefit is that models can fill in the gaps in spatial and temporal coverage 
where there are no satellite or in situ observations, and is a great resource to test 
hypotheses and validate observations. Satellite data provides global coverage and 
can monitor changes over time, but may have limited resolution and accuracy. In 
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Table 2.4 A list of some example climate and environment models

Name Provider Description Coverage

Coupled Model 
Intercomparison Project 
(CMIP)

WCRP A framework for coordinated climate 
model experiments

Globe

North American Regional 
Climate Change Assessment 
Program (NARCCAP)

NARCCAP A collaboration of climate modeling 
groups to produce high-resolution 
regional climate model simulations 
over North America

North 
America

Community Earth System 
Model (CESM)

NCAR A global climate model that simulates 
the Earth’s system by integrating 
atmosphere, ocean, land, and sea ice 
components

Globe

Global Land Data 
Assimilation System 
(GLDAS)

NASA A land surface modeling system that 
assimilates observational data to 
produce a suite of land surface 
variables

Globe

Community Earth System 
Model Large Ensemble

NCAR A large ensemble of simulations from 
the CESM climate model that provides 
a range of possible future climate 
scenarios

Globe

situ data provides high-resolution and accurate measurements of environmental 
parameters, but may have limited spatial coverage. Model data can fix both issues 
and produce both high spatial and temporal resolution datasets with the best conti-
nuity and completeness.

Despite the advantages, the existing models are still improving and cannot say 
they are already good enough (in many cases they are not). One common issue is 
that model results are calculated based on a simplified simulation of the real-world 
complex systems and may not fully capture all relevant processes or interactions. 
The results are sensitive to input parameters and theory assumptions, and contain 
biases or errors at local and regional scale, which can impact their effectiveness in 
decision-making. Also, the model outputs are sometimes confusing and hard to 
visualize and interpret, and not as easily accessible or understandable as satellite or 
in situ observations for nonexpert users. The uncertainty in numerical models 
mainly comes from three places: the model inputs, parameterization, and model 
structure. Also, the spatial and temporal resolution of numerical models is usually 
coarse because running complex numerical models can require significant compu-
tational resources, which may limit the ability to generate results at high resolution 
or with large ensembles of simulations. These uncertainties and drawbacks can 
affect the use of model output in real-world decision-making and planning. In par-
ticular, decision-makers may be hesitant to rely on model output when there are 
significant uncertainties in the results. Additionally, the limited spatial and temporal 
resolution of models may make it difficult to apply model results at the local scale, 
where decisions are often made.
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The availability of model outputs is usually good as long as the model operators 
have a place to store the data in a publicly accessible server for people to download. 
It depends on the specific model and the producer. Some models have well- 
established processes for making their output available to the public, while others 
may have limited accessibility or require special permissions to access. Many 
numerical models used in climate and environmental science have established data 
distribution systems, such as the Earth System Grid Federation (ESGF) (Cinquini 
et al. 2014), which provides access to a wide range of model output data from the 
CMIP and other modeling efforts. However, there can still be challenges in access-
ing and using the data, particularly for nonexperts or those with limited computa-
tional resources. Additionally, the sheer volume of data generated by some models 
can make it difficult to store and distribute the data efficiently. The data publishers 
usually use a moving-window approach, meaning the data can be stored for a lim-
ited amount of time, such as 2 weeks or a month, before being automatically deleted 
to free up storage space. This approach ensures that the most recent and relevant 
data are available to users while also managing the storage and maintenance of the 
data repository. However, it is important to note that this approach may not be suit-
able for all applications, and the specific needs of each user group should be care-
fully considered before implementing any data management strategy.

2.4  Citizen Science Data

This includes data collected by members of the public, often through crowd- 
sourcing and citizen science projects (Table 2.5). Citizen science data is valuable to 
make science actionable as it enables a large number of people to contribute to sci-
entific research and monitoring. These projects not only increase the volume of data 
but also provide a way to engage and educate the public on environmental issues. 
Citizen science projects can collect data on a wide range of variables such as tem-
perature, precipitation, air quality, water quality, and dust storms. Famous projects 
like the eBird project (Sullivan et al. 2014) encourage citizen scientists to collect 
data on bird sightings, and the iNaturalist project (Nugent 2018) invites people to 
collect data on species to study biodiversity. This data can be used to address some 
of the grand challenges, such as climate change, biodiversity loss, and habitat deg-
radation. For example, USA-NPN (Betancourt et al. 2005) data can help to identify 
patterns and changes in phenology, the timing of plant and animal life cycle events, 
or help identify the areas where pollution levels are high, where invasive species are 
spreading. They can foster a sense of ownership and stewardship of the environment 
for the public, which is critical for ensuring long-term sustainability efforts and 
public engagement.

Similar to the other data sources, some disadvantages are commonly attached to 
citizen science datasets. Although most citizen science projects have well planned 
for all the details and keep protocols up for participants to follow to ensure the data 
quality, there are still many things that would go wrong in the fields. It is common 
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Table 2.5 A list of sample citizen science projects and their data topics

Name Description Data topic

eBird A project by the Cornell Lab of 
Ornithology and the National Audubon 
Society that invites birdwatchers to 
contribute their observations to a global 
database of bird sightings

Bird species

Globe Observer A project by NASA that invites citizen 
scientists to contribute data on cloud cover, 
land cover, and mosquito habitats

Cloud cover, land cover, 
and mosquito habitats

iNaturalist A project by the California Academy of 
Sciences that invites people to document 
and share observations of plants, animals, 
and other living things

Species identification

AirVisual A project by IQAir that invites people to 
contribute data on air quality by sharing 
information on air pollution in their area

Air quality

Community 
Collaborative Rain, 
Hail, and Snow 
Network (CoCoRaHS)

A project that invites citizen scientists to 
measure and report precipitation data in 
their area

Precipitation

Old Weather A project by the National Oceanic and 
Atmospheric Administration (NOAA) that 
invites people to transcribe historical 
weather data from ship logs dating back to 
the nineteenth century

Historical weather data

Citizen Weather 
Observer Program 
(CWOP)

A project that invites citizen scientists to 
contribute weather data from their personal 
weather stations

Weather data

Floating forests A project by the University of California, 
Santa Barbara, that invites people to 
identify kelp forests from satellite imagery

Kelp forest identification

PhytoMap A project by NASA’s Goddard Space 
Flight Center that asks citizen scientists to 
help identify phytoplankton in ocean-color 
images

Phytoplankton 
distribution

Project BudBurst A project by the Chicago Botanic Garden 
that asks citizen scientists to observe and 
record the timing of leafing, flowering, and 
fruiting of plants in their area

Vegetation growth

Snow Tweets A project by the National Weather Service 
that asks citizens to report snowfall 
amounts in their area via Twitter

Snowfall

Dust Bowl Diary A project by the University of Nebraska- 
Lincoln that asks citizens to transcribe 
diaries kept by people who lived through 
the Dust Bowl of the 1930s

Dust Bowl incidents

Hurricane Watch Net A project by amateur radio operators that 
provides communication support during 
hurricanes

Meteorological data

(continued)
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Table 2.5 (continued)

Name Description Data topic

PenguinWatch A project by the University of Oxford that 
asks citizens to help identify penguins in 
camera trap images from the Antarctic

Penguin populations

IceWatch USA A project by the University of Maine that 
asks citizens to observe and report on ice 
conditions in their area

Ice data

Earthwatch A nonprofit organization that provides 
opportunities for citizens to participate in 
environmental research projects around the 
world

Climate change, wildlife 
conservation, and marine 
ecology

USA National 
Phenology Network 
(NPN)

A project engages citizen scientists in 
collecting data on phenology, or the timing 
of life cycle events such as flowering, leaf 
emergence, and migration

Phenology data including 
flowering, fruiting, 
leafing, migration, and 
hibernation

that citizen science data may not meet the same rigorous standards as data collected 
by professional scientists. Using citizen science could introduce uncertainty and 
errors in the analysis, make the models divert from the correct path, and can be dif-
ficult to draw valid conclusions. Another major issue is that the participants for one 
project might not be completely random (sampling bias) and distribution is biased 
toward certain areas or certain types of observations (Kosmala et  al. 2016). For 
example, many citizen science projects have more data in urban areas, and lack of 
data in rural or remote areas. Compared to the ground observation network, citizen 
science projects mostly do not cover all regions or all variables of interest. Also, as 
citizen scientists have not gone through strict academic training, the participants do 
not have the same level of expertise as professional scientists and might lead to 
misunderstanding or wrong labels.

Despite these drawbacks, citizen science data can still be a valuable resource for 
actionable science in climate and environment. It is important to carefully consider 
the strengths and limitations of the data, and to use appropriate methods to analyze 
and interpret the results before considering fully adopting the data in serious action-
able science projects. Almost all the citizen science datasets are freely available on 
their project website. The datasets are made available to the public with the goal of 
promoting scientific research, education, and environmental conservation. Some 
projects even make their data available in real time through web portals or mobile 
apps. However, some projects may have restrictions on data access, particularly if 
the data involves sensitive information or endangered species.

2.5  Social Media Data

Social media platforms are such powerful tools that have played a significant role in 
our society and touch all the aspects of our lives and the environment we are living 
in (Lewandowsky et al. 2019). It can be a significant tool to make science more 
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Table 2.6 A list of popular social media datasets and their application

Name Launch Active user Media format Open data policy

Facebook 2004 2.85 billion 
(2021)

Text, images, and 
videos

Restricted

Twitter (X) 2006 330 million 
(2019)

Text, images, and 
videos

Developer account for 
academia

Instagram 2010 1 billion (2021) Images and videos Developer API
YouTube 2005 2 billion (2021) Videos Developer API for research
Reddit 2005 52 million (2021) Text, images, and 

videos
Developer API

TikTok 2016 1.1 billion (2021) Short-form videos Developer API for research
LinkedIn 2002 740 million 

(2021)
Text, images, and 
videos

Developer API for research

actionable in tackling climate and environmental challenges. It can monitor and 
track environmental events in real time, such as wildfires, floods, and storms, and 
help provide early warning and response to natural disasters, and mitigate their 
impact on communities. In addition, it can engage the public in discussions about 
climate and environmental issues, raise awareness and educate people about the 
impacts of climate change, and encourage them to take action. If a filter and algo-
rithm is applied, social media could be another source to collect data on environ-
mental conditions, such as air quality or hurricane wind speed. Similar to citizen 
science projects, scientists can use social media to find volunteers and allow them to 
engage in scientific research. The data is definitely the most important asset of the 
social media companies, from which a lot of useful information can be concluded 
on public opinions and behaviors related to climate and environmental issues. 
Table 2.6 contains the major social media platforms that are most popular at present 
and their open data policy for academic research.

Similar to citizen science datasets, social media data has issues with data quality, 
biases in sampling, and also some new problems like data privacy concerns, acces-
sibility to the full-size datasets, and other legal and ethical considerations. For 
example, people may use different hashtags or keywords to describe the same phe-
nomenon, or may post misleading information intentionally or unintentionally. 
During the 2018 California wildfires, social media users shared images and videos 
that were not related to the fires (Du et al. 2019), which led to confusion and ham-
pered response efforts. Furthermore, social media may not capture environmental 
issues in areas with limited Internet access or low social media use. It tends to be 
more prevalent among younger and more tech-savvy individuals. The user demo-
graphics can vary across different regions and countries, which could lead to an 
incomplete picture of environmental or climate issues in those areas. The availabil-
ity of social media datasets varies across platforms, but most of them have devel-
oper API opened for academic research purposes. Also, there are legal and ethical 
considerations associated with using social media data, such as copyright laws and 
data ownership, and the researchers need to consider all these factors before they 
decide to involve the data to do actionable science. The social media companies’ 
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attitude toward the data openness also plays an important role, for example, Twitter 
recently changed its API policies, which has limited the availability of free histori-
cal tweet data for researchers (Bruns 2019).

3  Data Discovery and Retrieval

It is important to have a clear understanding of the scientific question or problem 
being addressed and the relevant data sources. To identify the data needs, we first 
need to scope the project’s variables, the spatial and temporal extents, to make the 
data discovery process easy. For example, if the scientific question is related to 
understanding the impact of climate change on a particular species of plant, the 
relevant variables might include temperature, precipitation, and CO2 concentra-
tions. The spatial extent might be defined by the range of the plant species, while the 
temporal extent might be defined by the historical record of climate data. Once the 
data needs are defined, scientists need to search for the data to fill in them. There are 
various data portals, databases, and repositories that can provide access to climate 
and environmental data. Some example data portals are the National Oceanic and 
Atmospheric Administration (NOAA), National Centers for Environmental 
Information (NCEI), NASA Earth Observing System Data and Information System 
(EOSDIS) (Ramapriyan et al. 2010), and the European Centre for Medium-Range 
Weather Forecasts (ECMWF) Climate Data Store (Palmer et al. 1990).

After relevant data sources are identified, scientists need to assess their quality to 
ensure they meet the project’s needs. Data quality assessment involves examining 
various factors like accuracy, completeness, consistency, and reliability. After the 
data quality assessment is complete, the next step is to access and retrieve the data. 
The process of data retrieval may vary depending on the data source, and data may 
be available in various formats like text, image, or binary. The data may be down-
loaded directly from the portal or may require registration and authentication. Once 
the data is retrieved, it needs to be stored and managed properly. This involves 
organizing the data, ensuring proper metadata and documentation, and implement-
ing appropriate data backup and security measures.

4  Data Preprocessing and Cleaning

Data preprocessing and cleaning are essential in preparing data for actionable sci-
ence to ensure that the data is accurate, complete, and in the right format for analy-
sis. Otherwise, the data may contain errors, missing values, or inconsistencies that 
could affect the results of the analysis and ultimately the actions taken. Data prepro-
cessing involves a variety of techniques to transform the data into a format suitable 
for analysis. This may include techniques such as data normalization, scaling, and 
feature extraction. Data cleaning involves identifying and correcting errors or 
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inconsistencies in the data, such as missing values, outliers, and duplicates. In the 
context of climate and environmental data, preprocessing and cleaning may involve 
correcting for measurement errors, identifying and filling in missing values, and 
removing outliers or erroneous data points. For example, in satellite data, prepro-
cessing might involve correcting for atmospheric interference or adjusting for 
changes in instrument calibration over time. In citizen science data, cleaning might 
involve identifying and removing data points that are clearly incorrect or identifying 
patterns of data that suggest errors or biases. Here are some common steps:

• Check for missing values, incomplete data or gaps in the time-series data.
• Ensure that the data is of high quality and free from errors, outliers, or any incon-

sistencies that may affect the analysis.
• When using different sources of data, they may have different scales and units. 

Normalization and scaling techniques can be used to convert the data to a stan-
dard scale, facilitating comparisons between variables.

• The data should be formatted consistently to make it easier to read and under-
stand. For example, consistent date formats and time zones should be used to 
make sure the data is easily comparable and to avoid errors.

• Transformations like log, power, and square root can be used to reduce the influ-
ence of outliers and make the data more normally distributed, which can make 
statistical analysis more reliable.

• Sometimes datasets may be too large to handle or may contain unnecessary data. 
In such cases, data reduction techniques like principal component analysis and 
singular value decomposition or clustering can be used to reduce the dimension-
ality of the data and remove noise.

• Document all the preprocessing and cleaning steps taken, including any deci-
sions made, code used, and any changes made to the original data. The documen-
tation is essential for reproducibility and transparency.

• Ensure that all the data layers have the same spatial reference system (SRS) and 
projection. Mismatched SRS can cause alignment and accuracy issues.

• The spatial resolution of the data should be appropriate for the analysis being 
performed. For example, if analyzing changes in land cover, a coarse resolution 
may not be suitable.

• The data format should be compatible with the software being used for analysis. 
Common geospatial data formats include shapefiles, GeoTIFFs, and netCDF.

• Missing or null values should be identified and handled appropriately. They can 
be replaced with interpolated values or removed depending on the context of the 
analysis.

• Outliers should be identified and evaluated for their impact on the analysis. They 
can be removed or adjusted if necessary.

• Different data layers should be integrated appropriately, accounting for differ-
ences in resolution, scale, and data type.

• Quality control checks should be performed to ensure data accuracy and consis-
tency, like comparing data with ground truth observations or other reference data 
sources.
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• Metadata should be reviewed and updated as necessary to ensure that data is 
properly documented and can be easily understood and reused by others.

• Version control should be used to track changes to the data over time, especially 
if the data is being updated or modified regularly.

The expected output of data preprocessing and cleaning is a clean and consistent 
dataset that can be directly used for analysis and modeling. The cleaned dataset 
should be free of missing values, outliers, duplicates, and errors, and have consis-
tent formatting and units. Once the data has been preprocessed and cleaned, it can 
be directly used for analysis and modeling. This saves time and resources that would 
otherwise be spent manually addressing data quality issues during analysis. 
Additionally, a clean and consistent dataset enables scientists to compare and com-
bine data from multiple sources more easily, which can lead to more comprehensive 
and insightful analysis.

5  Data Integration and Management 
in Environmental Sciences

Data integration involves combining data from multiple sources to produce a com-
prehensive dataset. Data management usually refers to the storage, retrieval, and 
manipulation of large volumes of data. Data integration and management is usually 
comprised of several steps: data preparation, data transformation, and data fusion. 
Data preparation involves cleaning and preprocessing data to ensure that it is accu-
rate, complete, and consistent. Data transformation  is responsible for converting 
data into a format that is compatible with the analysis tools and methods that will be 
used. Data fusion means combining data from different sources to produce a com-
prehensive dataset that can be used for analysis.

Data management is critical for ensuring that data is accessible and usable over 
the long term. Common practices involve the use of data repositories and archives 
that can store large volumes of data and provide access to it over time. It also 
uses standards and protocols for data formatting, storage, and sharing to ensure that 
data is interoperable and can be used by others. Metadata is widely used to provide 
information about the data, such as the location, time, and method of collection, and 
helps to ensure that the data is accurately interpreted and used. Metadata also facili-
tates data discovery and sharing as it allows other researchers to understand the 
context and quality of the data.

6  Continuous Operation and Maintenance of Data Stream

Continuous operation and maintenance of data streams are essential for ensuring the 
quality and reliability of data used in actionable science for climate and the environ-
ment (Becker et al. 2015). Data streams are typically collected over long periods of 
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time and from multiple sources, and it is important to ensure that the data is continu-
ously monitored, validated, and maintained to ensure its accuracy and consistency.

To achieve continuous operation and maintenance, several steps can be taken: 

• Data streams need to be monitored on a continuous basis to ensure that they are 
operating correctly and that the data being collected is valid and reliable. This 
can be done using various monitoring tools, such as dashboards, alerts, and auto-
mated checks.

• Data quality control involves reviewing the data for errors, inconsistencies, and 
outliers, and taking corrective action if necessary. This can involve data cleaning, 
data validation, and data verification to ensure that the data is accurate and reliable.

• Regular maintenance and upkeep of data streams are critical to ensure that the 
data is continuously available and up to date. This includes ensuring that the data 
collection system is functioning correctly, replacing any faulty equipment, and 
ensuring that the data is backed up and securely stored.

• Continuous improvement includes identifying and addressing any gaps or issues 
in the data collection process and making improvements to ensure that the data 
is of the highest quality possible. This can involve improving data collection 
methods, upgrading equipment, and implementing new data analysis techniques.

For example, the Global Forest Watch provides near-real-time information on 
forest loss and gain around the world (Harris et al. 2016) using satellite imagery and 
data from local sources. The information is updated monthly and can be used to 
inform policies and interventions to prevent deforestation and promote reforesta-
tion. Another project like Smartfin involves equipping surfboards with sensors to 
collect data on ocean conditions such as temperature, salinity, and pH. The data is 
uploaded to a cloud-based platform in near real time and can be used by researchers 
and policymakers to better understand the impacts of climate change on the ocean. 
Also, many cities around the world have installed air quality sensors to continuously 
monitor the levels of pollutants such as particulate matter, ozone, and nitrogen diox-
ide. Policymakers can use the data to identify areas of high pollution and implement 
interventions to improve air quality.

However, the challenges for maintaining continuous data streams include

• Regularly updating data sources requires regular calibration, validation, and ver-
ification of the data, as well as monitoring and detection of any anomalies or 
errors that may occur.

• Hard to manage the large volume of data generated by continuous data streams. 
The data needs to be stored, processed, and analyzed in a timely and efficient 
manner, and this requires a robust data management infrastructure.

• The technical infrastructure required for continuous data streams can be complex 
and expensive to maintain. The equipment and sensors used to collect the data 
need to be regularly maintained and calibrated to ensure accurate and reliable 
data. Additionally, data transmission and storage systems need to be reliable and 
secure to prevent data loss or corruption.
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• It requires a significant investment in funding and resources. This includes the 
cost of equipment, infrastructure, and personnel. Funding may be limited, and 
there may be a shortage of skilled personnel available to manage and operate the 
data streams.

• Continuous data streams are often collected from multiple sources, and integrat-
ing this data into a single usable format can be challenging. Data may be col-
lected at different resolutions, time intervals, and spatial scales, and may need to 
be normalized or transformed before integration.

• Making data accessible and sharing it with others can also be a challenge. Data 
owners need to ensure that appropriate data sharing agreements are in place, and 
that the data is properly documented and annotated with metadata to facilitate its 
use by others.

7  Challenges in Data Community to Support 
Actionable Science

From the data provider perspective, challenges in supporting actionable science in 
climate and environment include:

• Data providers need to make sure that the data is reliable, accurate, and accessi-
ble to researchers and stakeholders via investing in data infrastructure and main-
tenance, data documentation, and data standardization efforts.

• Consider the different data formats, standards, and metadata used by various data 
sources and ensure that their data can be integrated with other datasets.

• Check that the to-be-released datasets are compliant with privacy regulations and 
that the data they provide is secure.

• Facilitate data sharing and collaboration among researchers and stakeholders. 
This can involve developing policies and incentives to encourage data sharing 
and collaboration, as well as developing platforms and tools that enable data 
sharing and collaboration.

• Secure long-term funding to support data infrastructure, maintenance, and man-
agement. This involves developing funding models that ensure sustainable data 
provision and management, as well as engaging stakeholders to secure support 
for ongoing data management efforts.

• Keep pace with advances in technology and new data sources. This can involve 
investing in new data collection methods and technologies, as well as updating 
data storage and management systems to accommodate new data types and 
formats.
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8  Conclusion

In this chapter, we discussed the importance of data in actionable science for cli-
mate and environment  and covered various aspects, including data sources, data 
discovery, retrieval, preprocessing, cleaning, integration, and continuous operation 
and maintenance. We also discussed the challenges faced by the climate data com-
munity in supporting actionable science. We highlighted the crucial role of data in 
actionable science, enabling researchers and decision-makers to make informed 
decisions about climate and environmental challenges. Different data sources avail-
able like citizen science data and social media data are introduced. The details of 
various data portals, databases, and repositories that can provide access to climate 
and environmental data are also provided.

The importance of metadata in data integration and management, providing 
essential information about the data and ensures accurate interpretation and use, is 
also mentioned. The challenges in continuous operation and maintenance of data 
streams and the importance of addressing them for the success of actionable sci-
ence are discussed. In addition, the challenges faced by the data community in sup-
porting actionable science are outlined too, including the need for interdisciplinary 
collaboration, data quality and consistency, data sharing, and data security and pri-
vacy. In the future, it is foreseeable mandatory path for entire climate science com-
munity to collectively address these challenges to ensure that actionable science can 
continue to provide innovative and practical solutions to climate and environmental 
challenges.

9  Lessons Learnt

• Data collection and preprocessing could be tedious and challenging for action-
able science that relies on accurate and reliable data to achieve successful imple-
mentation of climate and environmental actions.

• Citizen science data can provide valuable insights but may come with limitations 
and challenges that need to be addressed before use in actionable science.

• Metadata is essential for data management and sharing. Properly documented 
metadata helps ensure data accuracy, reproducibility, and facilitates data discov-
ery and sharing (Sun et al. 2013).

• Continuous operation and maintenance of data streams are important to ensure 
long-term availability of data and prevent data degradation.

• Collaboration between data providers and end users is critical for actionable sci-
ence. End users should also be involved in the process to ensure that the data 
meet their specific requirements.

• Open data policies and data sharing platforms facilitate the access and sharing 
of data.

Z. Sun



51

• Data integration and management enable the combination of data from different 
sources, providing a comprehensive and holistic view of climate and environ-
mental issues.

• The challenges in data management and sharing require interdisciplinary col-
laboration and coordination between scientists, policymakers, and data providers 
to work closely on.

10  Open Questions and Brainstorming Solutions for Future

As we move toward a more data-driven approach to tackling climate and environ-
mental challenges, there are still several open questions and areas for improvement 
in the data foundation for actionable science. Here are some potential solutions and 
ideas in the future:

• While there are many open data portals available, not all datasets are easily 
accessible in a user-friendly manner. We need to work toward improving open 
data access and promoting standardization in data formats and utilization.

• To make the most out of the data available, we need to focus on integrating and 
fusing multi-source data. This can be challenging due to the differences in data 
formats and metadata, and efforts are much needed to improve data 
interoperability.

• The field of data science is constantly evolving, and emerging technologies such 
as machine learning and artificial intelligence can be utilized to quickly extract 
insights from large datasets. It is important for data providers to stay up to date 
with emerging technologies and incorporate them into actionable science 
projects.

• Citizen science can be a valuable source of data, especially in areas where offi-
cial data collection is difficult or expensive. To engage more citizen scientists, we 
need to improve data literacy and promote open data access and friendly collec-
tion toolkits.

• As more data becomes available, it is mandatory to strengthen data management 
and sharing practices. This includes developing common metadata standards and 
promoting open data sharing policies.
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