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Abstract. The growth of unverified multimodal content on microblog-
ging sites has emerged as a challenging problem in recent times. One
major roadblock to this problem is the unavailability of automated tools
for rumour detection. Previous work in this field mainly involves rumour
detection for textual content only. As per recent studies, the incorpora-
tion of multiple modalities (text and image) is provably useful in many
tasks since it enhances the understanding of the context. This paper
introduces a novel multimodal architecture for rumour detection. It con-
sists of two attention-based BiLSTM neural networks for the genera-
tion of text and image feature representations, fused using a cross-modal
fusion block and ultimately passing through the rumour detection mod-
ule. To establish the efficiency of the proposed approach, we extend the
existing PHEME-2016 data set by collecting available images and in case
of non-availability, additionally downloading new images from the Web.
Experiments show that our proposed architecture outperforms state-of-
the-art results by a large margin.

Keywords: Rumour Detection · Multimodality · Deep learning ·
PHEME Dataset · Twitter

1 Introduction

Considering the recent developments in technology, there is still insufficient con-
trol over the proliferation and dissemination of information transmitted through
untrusted online sources like micro-blogging sites [27]. This leads to the propa-
gation of unverified news, especially in the context of breaking news, which may
further unfold rumours among the masses [19]. These rumours, if left unmiti-
gated, can influence public opinion, or corrupt the understanding of the event
for journalists. Manually fact-checking the news in real-time is a tremendously
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difficult task. So, there is a need to automate the process of rumour detection
to promote credible information on online sources.

Additionally, information transfer in the modern era is increasingly becom-
ing multimodal. Oxford Reference1 defines multimodality as “The use of more
than one semiotic mode in meaning-making, communication, and representation
generally, or in a specific situation”. Information on micro-blogging sites is rarely
present in the textual mode only. These days, they contain images, videos, and
audio, among other modalities of information.

Fig. 1. A sample Twitter thread

Twitter, a well-known micro-blogging site, lets users exchange information
via brief text messages, that may have accompanying multimedia. For the task
of rumour detection, it is actually more effective to utilize the entire Twitter
thread. Reply tweets are useful in this regard as the users often share their
opinions, suggestions, criticism, and judgements on the contents of the source
tweet. Also, one gets a better understanding of the context when provided with
visual cues (images). As elaborated through an example shown in Fig. 1, a user
(through reply tweet), has indicated that the image associated with the source
tweet has wrongly stated the crash site. Other users can also interact by adding
their views. These replies on the source tweet help in understanding the situation
better.
1 https://www.oxfordreference.com.

https://www.oxfordreference.com
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Recent research on Twitter rumour detection usually uses the PHEME or
SemEval datasets and it mainly involves machine learning-based models [19,28].
In these methods, authors extracted statistical or lexical features from textual
data. These fail to capture dependencies between the features, and the semantics
of the Twitter thread. To overcome this problem, deep learning-based methods
were applied. These methods provide a more robust representation of the fea-
tures. However, all these works are done on a textual content only.

In complex disciplines where a sole modality might not be able to offer suffi-
cient information, multiple modalities could strengthen the overall system per-
formance by combining the advantages of different modalities and offering a more
thorough and reliable representation of the data. Also, multimodal systems are
more natural to interact with as they mimic how humans use diverse senses to
comprehend their surroundings. Just as importantly, multimodal systems pro-
vide a more engaging experience by using multiple modalities to create dynamic
and interactive content. In this work, we put forward a deep learning-based app-
roach that employs multimodality via an extended dataset that we have prepared
to distinguish between reliable and unreliable content on micro-blogging web-
sites such as Twitter. We also conduct thorough studies on the proposed model
and the extended dataset. Attention-based RNN models have mainly been used
for fusing feature representations of the two modalities [11]. Cheung et al. [5]
have made significant progress towards extending the PHEME-2016 dataset to
make it multimodal2. However, the authors have performed this extension only
for those tweet threads where images had already been uploaded by the users, so
the resulting dataset is only partially multimodal, with only 46% of the tweets
containing images. We further extend the dataset to be fully multimodal.

The following is a summary of our work’s significant contributions:

– We propose a dual-branch Cross-fusion Attention-based Multimodal Rumour
Detection (CAMRD) framework for effectively capturing multimodal interde-
pendencies between the text and image modalities for the detection of rumours
on micro-blogging sites.

– The PHEME-2016 dataset comprises textual data only. We extend the
dataset3 by collecting images using the associated metadata and by the means
of web scraping. We make use of cross-modal fusion of CAMRD to effectively
capture the interdependencies between the two modalities.

– We perform extensive studies for selecting the best image amongst multiple
images using various heuristics.

2 Related Works

Over the past few years, there have been significant research efforts focused on
identifying rumours and misinformation. This section provides an overview of

2 Unfortunately, that dataset was not made public.
3 https://drive.google.com/file/d/1XR7g6UL8 4yqvo12alQn2iqmWvHb6iKr/view?

usp=sharing.

https://drive.google.com/file/d/1XR7g6UL8_4yqvo12alQn2iqmWvHb6iKr/view?usp=sharing
https://drive.google.com/file/d/1XR7g6UL8_4yqvo12alQn2iqmWvHb6iKr/view?usp=sharing
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previous works in this area and delves into specific studies related to cross-modal
learning which is related to the proposed framework for detecting rumours.

Previous methods for detecting rumours heavily relied on statistical analysis.
One of the earliest works examined the spread of rumours on Twitter by analyz-
ing the frequency of certain words in data sets [25]. Despite being constrained
to specific events and unable to generalize to new scenarios, these techniques
became the basis for later developments in machine learning-based approaches
to detect rumours. Kwon et al. [12] were the first to use machine learning tech-
niques for this task including support vector machines, decision trees and random
forests, accompanied with linguistic features for rumour detection.

Others have used Recurrent Neural Networks (RNNs) [15] and Convolutional
Neural Networks (CNNs) [4], as such neural network-based models are able to
effectively uncover and learn the underlying patterns within a data set. These
techniques are often combined with pre-trained non-contextual word embed-
dings, such as GloVe [20], which yield a unique vector for each word without
taking note of the context. Contextual word embeddings like BERT [8] have
also been used as the vector representation, as the generated embeddings convey
the semantic meaning of each word. In this study, we have used BERTweet
[18] which is a publicly available, large-scale language model that has been
pre-trained specifically for understanding and processing English tweets. It is
trained based on the RoBERTa [14] pre-training procedure to generate contex-
tual embeddings.

The ensemble graph convolutional neural network (GCNN) technique pro-
posed in [1] uses a two-branch approach, a graph neural network (GNN) and a
convolutional neural network (CNN) to process the features of a node in relation
to its neighbouring nodes and to obtain feature representations from weighted
word embedding vectors, respectively. The weighted combination of these two
branches’ features is considered the final feature vector. This method results in
a poor representation of the conversation as it does not fully utilize the relation-
ship between global and local information. The method outlined in [22] suggested
using a recurrent neural network (RNN) for rumour detection in conversations
but it suffered the same limitation of not considering the relative importance of
each message in the conversation. To overcome this limitation, we have incorpo-
rated an attention-weighted average module in order to achieve a more precise
representation of tweets and images.

Visual computing techniques are also useful for the analysis of social media
contents, as shown in [3]. In recent times, processes which earlier had unimodal
input and output such as emotion and opinion analysis, fake-news identification,
and hate-speech detection have now expanded into the multimodal domain [9]
which is the integration of multiple modalities of information. Another paradigm,
namely, knowledge distillation which is a method used to transfer knowledge from
a multimodal model to a single-modal model, has been applied in various fields
like computer vision and speech processing [2,13,23].
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3 Dataset

3.1 Original Dataset

As mentioned earlier, we used the PHEME-2016 dataset [28] for our experiments.
It is a collection of Twitter threads consisting of 3,830 non-rumour and 1,972
rumour tweets posted during 5 breaking news, namely Charlie Hebdo, Ferguson,
Germanwings crash, Ottawa Shooting, and Sydney Siege. It contains metadata
regarding source tweets and reply tweets for each tweet thread.

Fig. 2. Example of a tweet thread with no image

3.2 Dataset Extension

The original PHEME-2016 dataset initially did not contain any images. So the
tweet threads which already had images uploaded by the users were collected
using the image information specified in the metadata, with the distribution
illustrated in Table 1. For the remaining tweet threads, we augmented images
through web scraping4, as shown by an example via Fig. 2 and Fig. 3. Our criteria
for downloading images included only the source tweet and not the reply tweets
because reply tweets have higher chances of not being relevant to the tweet’s
content, relevance, and appropriateness. Also, the rationale behind making the
dataset multimodal was that even though the textual data can provide valuable
information, they are often limited in their ability to convey complex or detailed
information. Images can provide supplementary information and help to provide

4 https://github.com/Joeclinton1/google-images-download.

https://github.com/Joeclinton1/google-images-download
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Fig. 3. Web scraped image for the above tweet thread showing rescuers examining the
situation at the crash site

a comprehensive understanding of a situation. For example, in the case of the
Ottawa shooting news topic in our dataset, the tweet “Penguins will also have
the Canadian National Anthem before tonight’s game. A thoughtful gesture by
the Pens. Sing loud, Pittsburgh #Ottawa”. was not able to fully illustrate the
impact of the event, as the user may not have known that the “Penguins” here
referred to a Canadian ice hockey team. However, the downloaded image of the
sports team helps to provide additional context and clarify the meaning of the
tweet.

Table 1. Distribution of tweet threads in rumour and non-rumour classes in PHEME-
2016 Dataset, and count of images that were present originally on these threads.

News Event Tweets Images

Rumour Non-rumour Rumour Non-rumour

Charlie Hebdo 458 1,621 234 1,010

Ferguson 284 859 72 414

Germanwings Crash 238 231 82 141

Ottawa Shooting 470 420 172 134

Sydney Siege 522 699 241 310

4 Problem Statement

Our research aims to create an end-to-end multimodal framework for rumour
detection given an array of tweets {T∪I} where T = {T1, T2, ..., Tn} and each Ti

represents the text content (further, Ti = {si, ri1, ri2, ..., rik} where si represents
source tweet and reply tweets are denoted by rik), and I = {I1, I2, ..., In} where
each Ii denotes the image related to the ith tweet thread. The task is to train an
end-to-end rumor detector f : {T∪I} −→ {Rumour,Non − Rumour} by inter-
relating the dependence of text and images.
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5 Proposed Methodology

Our model primarily consists of three modules: (i) Attention-based feature
extraction sub-modules of text and image modalities (ii) Cross-modal fusion
module and (iii) Rumour Classification module (RC) for rumor detection, which
are elaborated in detail in the following subsections. Figure 4 represents the
architecture of our proposed model.

Fig. 4. Proposed dual-branch Cross-fusion Attention-based Multimodal Rumour
Detection (CAMRD) model architecture

5.1 Embedding Generation

The following is the process used for the generation of embeddings across mul-
tiple modalities:
Tweet Embedding: BERTweet [18], a pre-trained language model for English
tweets, was used for generating word-wise text embeddings. The bertweet-large
model in particular (max-length = 512, Parameters = 355, pre-trained on 873M
English tweets (cased)) was utilized. The normalized textual content of the
source tweet si and reply tweets rij , where j is the number of reply tweets
for a source tweet si were concatenated and passed through BERTweet:

ti = si ⊕ rij (1)

Embedtweet = BERTweet(ti) (2)

to get the required array of [Embedtweet]n∗1024 dimensional embeddings, where
n is the total count of tweet threads.
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Image Embedding: The image features Ii for each tweet thread ti are extracted
using ResNet-50 [10] as indicated below,

Embedimage = ResNet50(Ii) (3)

ResNet-50 is a convolutional neural network, 50 layers deep. A pre-trained ver-
sion of the network trained on the ImageNet [7] database was used for our task.
The images were first resized and normalized into a fixed dimension of 224 ×
224 × 3. The final array of [Embedimage]n∗2048 dimensional embeddings were
obtained by extracting the features from the fully connected layer of the model.
Next, in order to match the dimensions of the image vector to that of the tweet
vector, we performed the Principal Component Analysis (PCA) on the image
vector:

PCA([Embedimage]n∗2048) = [EmbedPCA
image]

n∗1024 (4)

The vectors obtained after PCA showed that more than 95% variance of the data
was retained. Lastly, we passed the embeddings to the BiLSTM layer, depicted
below in Eq. 5.

EmbedBiLSTM
image = BiLSTM(EmbedPCA

image) (5)

5.2 Attention-based Textual and Image Feature Extraction Module

Different modalities contribute to our design to the overall feature generation.
In this module, we extract the textual and image feature representations.

The most suitable semantic representation of the text embeddings (explained
above) is captured through the first branch of this module. The text embeddings
are fed to this branch as represented in Eq. 6. It consists of a BiLSTM layer for
capturing the long-term dependencies of textual embeddings in both forward
and backward directions.

EmbedBiLSTM
tweet = BiLSTM(Embedtweet) (6)

Some words are more important than others, contributing more toward mean-
ingful textual representation. Hence, the output of BiLSTM is passed through
an attention layer, shown in Eq. 7, for extracting those words that are crucial
to the tweet’s meaning, and forming the final embedding vectors out of those
descriptive words [26].

Embedfinaltweet = Attention(EmbedBiLSTM
tweet ) (7)

The second branch of this module focuses on the critical parts of the image for
understanding which aspect of the picture makes it more likely to be categorized
as rumour or non-rumour. Thus, we pass the output vector of the image from
the previous module to an attention layer, represented in Eq. 8.

Embedfinalimage = Attention(EmbedBiLSTM
image ) (8)
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5.3 Cross-modal Fusion Module (CMF)

We use the cross-modal fusion module to merge the final textual and image fea-
ture vectors in lieu of a plain concatenation because the CMF module magnifies
the association between the vectors of both modalities. Additionally, it over-
comes the necessity of choosing the appropriate lengths of the extracted vectors
which poses a challenge in plain concatenation. The first step of the CMF module
involves element-wise multiplication of the vectors of the two modalities which
adequately encapsulates the relationship between them.

Embedmul = Embedfinaltweet ∗ Embedfinalimage (9)

The * in Eq. 9 denotes element-wise multiplication. Next, average pooling is
performed as it retains more information often than not when compared to max
or min pooling.

Embedpooled = Avg.Pooling(Embedmul) (10)

Then power normalization is carried out to reduce the chances of over-fitting.

Embedp−norm = sgn(Embedpooled) ∗
√

|Embedpooled| (11)

where sgn(x) is the signum function, described in Eq. 12.
⎧
⎪⎨
⎪⎩

1 if x > 0
0 if x = 0
−1 if x < 0

(12)

The last step in the module carries out L2 normalization, to minimize the overall
error and lower the computational cost.

EmbedL2−norm = ‖Embedp−norm‖2 =
√∑

(Embedp−norm)2 (13)

To recap, our CMF module aligns the tweets and image features by boosting their
association and is novel compared to existing works that fixate on the plain con-
catenation of feature representations of different modalities. The mathematical
formulation of the CMF module is explained using Eq. 9 to Eq. 13.

5.4 Rumour Classification Module

Our final rumour classification module consists of five hidden layers with rectified
linear activation function as depicted by

ReLU(z) = max(0, z) (14)

and an output layer with a logistic function,

σ(z) =
1

1 + e−z
(15)
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as an activation function. This module intakes the L2 normalized vectors, output
by the CMF module, and extrapolates them into the objective array of two
classes to yield the final expectancy probability that determines whether the
multimodal tweet is rumour or non-rumour. The loss function used for our model
is binary cross-entropy which is calculated as

−
∑

(y log(p) + (1 − y) log(1 − p)) (16)

where y is the binary indicator (0 or 1) and p is the predicted probability obser-
vation. The optimizer used is the Adam optimizer.

6 Experiments, Results, and Analysis

In this segment, we present and analyze the various experimental configurations
we have used and their respective outcomes.

6.1 Experimental Setting and Evaluation Metrics

This section describes the process of extracting embeddings, the pre-processing
of tweets and images, various hyperparameters used, and all the technical imple-
mentation details. Python libraries NumPy, Pandas, Keras, and Sklearn, were
used on the TensorFlow framework to execute the tests. The system’s perfor-
mance was assessed on the basis of parameters like accuracy, precision, recall,
and F1-score.

The experimental protocol followed was random shuffling of the tweet
threads, and then splitting into an 80–10–10 train-validation-test set. Fine-
tuning was performed on the validation dataset. As raw tweets contain mostly
unorganized and dispensable information, we preprocess the tweets using RegEx
in Python by removing URLs, usernames, punctuation, special characters, num-
bers, and hash(#) characters in hashtags. In addition, character normalization
was also done. Pre-processed tweets were then passed to the BERTweet model
to generate embeddings of 1,024 dimensions. Next, a BiLSTM layer with 512
units intakes these feature vectors and passes them on to the attention module.
In parallel, we re-scale images to the size of (224,224,3) and feed them to the
ResNet-50 module, which produces a 2,048-dimensional feature vector that in
turn is fed to PCA to reduce it to 1,024 dimensions. Next, we pass it through
the attention module. Following that, both the vectors are then advanced to the
CMF module which fuses them and then feeds them to the rumor classification
module that has five hidden layers with 512, 256, 128, 64, and 16 units, respec-
tively, and the output layer with 1 unit. The activation functions for the hidden
layers and the output layer are the ReLU and Sigmoid, respectively. Our model
is trained with a batch size of 32 and an epoch number of 100. Table 2 sum-
marizes the details of all the hyperparameters used for training our model. The
hyperparameters shown in Table 2 were concluded after performing a parame-
ter sensitivity study in which we analyzed the effect of variations in individual
parameters over a range and observed how it affected the output of the system.



Multimodal Rumour Detection: Catching News that Never Transpired! 241

Table 2. Hyperparameters utilized for training the presented model.

Parameters Values

Tweet length 512

Image size (224, 224, 3)

Optimizer Adam

Learning rate 0.001

Batch Size 32

Epochs 100

Filter size (3, 3)

Strides (1, 1)

Padding ‘same’

6.2 Results and Discussion

In addition to the augmented PHEME-2016 dataset which contains a single
image per tweet thread, i.e., 5,802 tweet-image pairs in total, we also created a
further expanded dataset for experimental purposes which consists of multiple
images, with a majority of tweets containing two images and few of the tweets
with several images, altogether, 10,035 images. Various heuristics were applied
to select the best image from the multiple images, which are as follows:

– H1: Manual selection of a single image per tweet.
– H2: Selection of the first image present in the dataset per tweet.
– H3: Random selection of an image per tweet.
– H4: Selection of the image with the largest dimension present in the dataset

per tweet.

The first heuristic means that a human is manually selecting the best image for
a tweet thread and the instructions followed by the human to manually select
the image included:

– Relevance: The image should be relevant to the content of the tweet and help
to convey the message or meaning of the tweet visually.

– Coherent to the hashtags: The image should align with the hashtags and help
to convey the intended message or meaning.

Table 3 illustrates that amidst the various heuristics used, manually selecting
the images produces the optimal result in terms of all four evaluation parameters
with our proposed model. The proposed model produces the poorest accuracy
when no heuristics were applied and multiple images were used. After the estab-
lishment of the best heuristic, we conducted experiments with various combi-
nations of image and tweet embeddings including ResNet-50, ResNet-101 [10],
ResNet-152 [10], VGG-19 [21], VGG-16 [21], InceptionV3 [24], and Xception [6]
and BERTweet and OpenAI, respectively. Table 4 shows that the embeddings
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generated by the combination of BERTweet and ResNet-50 produce the optimal
outcomes in terms of accuracy, recall, and F1-score which demonstrate that it
is the best-performing embedding-generating combination. The conjunction of
BERTweet and ResNet-101 performs exceptionally well in terms of precision.

Table 3. Results obtained on the proposed CAMRD model using various heuristics.

Heuristic Used Accuracy Precision Recall F1-Score

H1 0.893 0.913 0.917 0.915

H2 0.877 0.911 0.906 0.909

H3 0.841 0.850 0.915 0.881

H4 0.844 0.881 0.875 0.878

None 0.832 0.858 0.897 0.877

Table 4. Results obtained after using different tweet and image embeddings on the
proposed CAMRD model and the heuristics of manually selected images.

Tweet Embd. Image Embd. Accuracy Precision Recall F1-Score

BERTweet ResNet-50 0.893 0.913 0.917 0.915

BERTweet ResNet-101 0.875 0.914 0.898 0.906

BERTweet ResNet-152 0.868 0.888 0.917 0.902

BERTweet VGG-19 0.860 0.897 0.890 0.894

BERTweet VGG-16 0.862 0.887 0.908 0.897

BERTweet InceptionV3 0.863 0.900 0.893 0.896

BERTweet Xception 0.859 0.884 0.900 0.892

OpenAI ResNet-50 0.886 0.897 0.891 0.894

OpenAI ResNet-101 0.872 0.897 0.885 0.891

OpenAI ResNet-152 0.871 0.872 0.913 0.892

OpenAI VGG-19 0.882 0.909 0.888 0.898

OpenAI VGG-16 0.877 0.887 0.904 0.895

OpenAI InceptionV3 0.864 0.896 0.875 0.880

OpenAI Xception 0.893 0.910 0.904 0.907

6.3 Comparison with State of the Art and Other Techniques

In this part, we compare our CAMRD model with the existing State-of-the-
Art (SOTA) and various other techniques. In Multi-Task Framework To Obtain
Trustworthy Summaries (MTLTS) [17], the authors have proposed an end-to-
end solution that jointly verifies and summarizes large volumes of disaster-related
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tweets, which is the current SOTA that we use for comparison. The other tech-
niques that we compare our model with are SMIL: Multimodal Learning with
Severely Missing Modality [16], Gradient Boosting classifier which attains the
best results amongst different machine learning classifiers that we experimented
upon and the final technique in which we passed tweets to both the branches of
our proposed model. The techniques, namely, our proposed CAMRD model and
gradient boosting classifier, when used with a single image per tweet and multi-
ple images per tweet have been represented in Table 5 with subscript SI and MI,
respectively. The values of the main parameters for the Gradient Boosting tech-
nique were as follows, learning rate = 0.1, loss = ‘log loss’, min samples split =
2, max depth = 3. These values were selected after parameter sensitivity testing.

Table 5 demonstrates that our proposed model when operated with a single
image per tweet outperforms the SOTA and other techniques in terms of accu-
racy and precision, while gradient boosting classifier when used with multiple
images per tweet shows superior results in terms of recall and f1-score, however,
this technique seriously falters in the case of a single image per tweet.

Table 5. Comparative analysis of SOTA and other methods

Approach Accuracy Precision Recall F1-Score

CAMRDSI 0.893 0.913 0.917 0.915

CAMRDMI 0.832 0.858 0.897 0.877

SMIL [16] 0.815 0.823 0.835 0.829

GBSI 0.741 0.765 0.873 0.816

GBMI 0.884 0.884 0.951 0.917

MTLTS [17] 0.786 0.77 0.766 0.768

Text-only 0.733 0.803 0.791 0.797

6.4 Classification Examples and Error Analysis

In this section we show few examples of tweets and explain the causes for both
cases, when the tweets were correctly classified, and error analysis when the
tweets were wrongly classified. The first case covers the true positive and true
negative scenario where tweets from each class, rumour and non-rumour were
rightly categorized as depicted in Fig. 5. The left-hand side tweet thread has
been correctly classified as a rumour, with the subsequent reply tweets on the
source tweet questioning the authenticity of the latter. The right-hand side tweet
has been correctly classified as non-rumour as the image supports the tweet.

The second case covers the false positive as shown in Fig. 6 and false negative
as shown in Fig. 7 where tweets from each class, rumour and non-rumour were
wrongly categorized.



244 R. Kumar et al.

Here, the image shown in Fig. 6 represents disrespectful behaviour as it shows
abusive symbols in public, and the text says that it is alright to rage against what
happened, so the model might be biased against public display of resentment and
this may be the reason for this tweet getting misclassified. The entire Twitter
thread as shown in Fig. 7 seems quite convincing, as well the image also represents
a man being pointed fingers at, which is quite in line with the word ‘punishable’.
This may be the reason for this tweet getting misclassified.

In general, if there are discrepancies between text and image, the CAMRD
model may misclassify them, which is reflected via examples (Fig. 6 and Fig. 7).

Fig. 5. Example of tweets correctly classified, left-hand side tweet thread and corre-
sponding picture belongs to a rumour class and the right-hand side tweet and image
belongs to non-rumour class

Fig. 6. Example of a non-rumour tweet wrongly classified as rumour
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Fig. 7. Example of a rumour tweet wrongly classified as non-rumour

7 Conclusions and Future Works

In this paper, we have introduced a novel deep-learning based model named
Cross-fusion Attention-based Multimodal Rumour Detection (CAMRD), which
takes text and image(s) as input and then categorizes it as either rumour or non-
rumour. Attention-based textual and visual features were extracted. Instead of
a plain concatenation of both features, we have used the cross-modal fusion
module which then passes it to the Multilayer Perceptron segment that classi-
fies the data. Additionally, the PHEME 2016 dataset has been expanded and
made fully multimodal by means of image augmentation. The diverse experi-
ments conducted on the expanded dataset show that our approach is effective
for multimodal rumour detection. Most social media platforms these days have
seen a huge rise in textual and visual content being uploaded, in the form of
short videos, commonly known as ‘reels’, which certainly opens our work to be
extended in the direction of including videos and audio as well.
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