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Abstract. Process mining has shown that it provides valuable insights
in terms of uncovering bottlenecks and inefficiencies in processes or iden-
tifying tasks for automation. However, process mining techniques expect
structured input data that is at a high (business) level of abstraction.
Recently, the benefits of process mining for unstructured data which is
at a much lower level of abstraction have been demonstrated, e.g., for
IoT data or time series data. It can be expected that the demand for
methods efficiently processing these kinds of data for process mining
will continuously increase. Hence, in this paper, we present an approach
that allows the translation of video data into higher-level, discrete event
data, thus enabling existing process mining techniques to work on data
tracked in videos. Particularly, we used a combination of object tracking,
spatio-temporal action detection, and techniques for raising the abstrac-
tion level of events. The evaluation results show that meaningful event
logs can be extracted from an unlabeled video dataset, validating both
the implementation and the feasibility of our approach.

Keywords: Process mining · Event log extraction · Unstructured
data · Activity recognition

1 Introduction

Process mining (PM) strives to discover, monitor, and improve processes by
extracting knowledge from structured event logs typically sourced from core
information systems (e.g., ERP systems) [1]. However, for many processes (e.g.,

We thank Jan Bosselmann for his support with the implementation, and the Insti-
tute of Agricultural Engineering at Kiel University for providing a dataset and use
case. This project has received funding from the State of Schleswig-Holstein under the
Datencampus project grant no. 220 21 016.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
C. Di Francescomarino et al. (Eds.): BPM 2023 Forum, LNBIP 490, pp. 196–213, 2023.
https://doi.org/10.1007/978-3-031-41623-1_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-41623-1_12&domain=pdf
http://orcid.org/0000-0002-8105-382X
http://orcid.org/0000-0001-8206-7636
http://orcid.org/0000-0001-9815-0653
https://doi.org/10.1007/978-3-031-41623-1_12


Analytics Pipeline for Process Mining on Video Data 197

highly manual processes), structured data is not available, resulting in blind
spots that are not covered by traditional PM approaches. Consequently, PM
often does not deliver a full, end-to-end process analysis, but only insights into
digitized parts of processes. However, process-related behavior may also be cap-
tured by various types of unstructured data, i.e., data that is not organized in a
pre-defined manner, or at least no data scheme that is directly applicable for PM
purposes. Video cameras are an especially promising source of process-related
unstructured data because (1) video cameras are inexpensive and easy to set
up and (2) a high amount of diverse information can be extracted from video
recordings using modern computer vision techniques.

First approaches concerned with the analysis of video data for PM have been
proposed, which were used to examine structured processes from highly specific
contexts in logistics and production, recorded in laboratory settings [11,14]. In
reality, however, processes are often chaotic and unstructured, due to irrational
actors or unpredictable internal and external disorders. To the best of our knowl-
edge, no existing approach offers a solution to analyze these rather chaotic and
unstructured processes using video data. Therefore, we present a novel, end-
to-end analytics pipeline for performing PM using video data, that enables the
video-based analysis of unstructured processes with the help of systematic event
abstraction and event log processing. By evaluating our pipeline on videos cap-
turing the daily activities of fattening pigs, we employ a chaotic process with
a limited set of known activities. This allows us to perform a technical evalua-
tion of activities but also allows for the incorporation of feedback from domain
experts (i.e., agricultural scientists) to confirm the validity of our automatically
mined insights.

The paper is structured as follows. First, we introduce our end-to-end ana-
lytics pipeline for PM on video data (Sect. 2). Then, we introduce our imple-
mentation of this pipeline (Sect. 3) and our use case (Sect. 4), and report the
evaluation of our pipeline including the implementation and application to real-
world data (Sect. 5). Finally, we outline related work (Sect. 6) and conclude
our research and discuss its limitations as well as potential avenues for future
research (Sec. 7).

2 Process Analytics Pipeline

This section presents our analytics pipeline for PM for video data, which con-
sists of six steps, as depicted in Fig. 1. The main objective of this pipeline is
the discovery of process models from unstructured data, specifically video data.
The pipeline enables the identification of structure in terms of a process model
from unstructured data, facilitating the detection and explanation of bottle-
necks, anomalies, and causalities. In order to apply the pipeline, an analysis goal
or problem statement must be defined, which significantly influences the method
selection and parameters for each step of the pipeline. The design of the pipeline
is based on the pipeline originally presented in [17]. Compared to this pipeline,
the proposed approach was extended by (1) renaming of the preprocessing steps
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Fig. 1. Process analytics pipeline for process mining on video data (based on [12,17])

to better reflect the tasks related to Dataset Preparation and Object Tracking,
(2) refinement of the activity recognition step into the three separate steps of
Activity Recogniton, Event Abstraction, and Case Correlation, and (3) removal
of the step mine domain specific knowledge and the refinement loop. Addition-
ally, this paper contains details on how to select appropriate methods for each
pipeline step, a full implementation of the analytics pipeline, and the evaluation
of the approach in a real-world use case.

A critical and necessary requirement of the pipeline is the extraction of events
with timestamps from unstructured data. Events are defined as any relevant
observations related to a process and do not need to be linked to a specific
process activity at the outset. Without the notion of events with timestamps,
the pipeline cannot generate any meaningful results.

2.1 Dataset Preparation

In the first step of the pipeline, a raw video dataset is processed in order to
transform it into a unified format. The challenges of unifying video data are to
bridge the gap between different resolutions as well as frame rates that arise
from using different cameras or recording devices and to combine contiguous
recordings that are split across multiple video files.

First, relevant video segments are selected based on the analysis goal. The
relevancy of video segments depends on factors such as the presence of specific
objects or activities, or on their context. For instance, if the goal is to analyze
the performance of a process in a specific part of the day, only video recordings
from that part of the day are relevant. Once the relevant segments have been
identified, they are resampled to a common frame rate and their resolution is
scaled down to reduce the computational load. Furthermore, the degree of res-
olution reduction depends on the detail required by subsequent pipeline steps,
which, in turn, depends on the analysis goal. It is important to reduce the reso-
lution in a controlled manner, as otherwise this could result in the loss of utility
of the video segments.

2.2 Object Tracking

In the second step of the pipeline, relevant objects are detected and tracked
within the selected video segments. Objects are relevant to the analysis if they
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Table 1. Exemplary inputs and outputs of spatio-temporal action detection

Frame Bounding Box Track ID Activities

. . . . . . . . . . . .

13759 [261, 314, 453, 432] 1 {A: 0.601, B: 0.102}
13791 [274, 315, 566, 410] 1 {A: 0.629}
13823 [314, 295, 638, 399] 1 {A: 0.489, C: 0.222}
13855 [459, 248, 696, 374] 1 {A: 0.699, C: 0.217}
. . . . . . . . . . . .

are related to the observed process, which are typically the actors performing the
process activities. The objective of this step is to extract context information
for subsequent steps. Specifically, the bounding boxes of relevant objects are
required as input for Activity Recognition, and the movement trajectories for
Event Abstraction as well as Case Correlation. The quality of object tracking
significantly influences the quality of the subsequent steps.

A tracking-by-detection approach is used for Object Tracking, which consists
of separate object detection and tracking models [19]. Tracking-by-detection is
a suitable approach for this pipeline step, because it has state-of-the-art quality,
and only the object detection model needs to be customized for different use
cases. Deep learning models, which have been pre-trained on large and hetero-
geneous image datasets, can be adapted for object detection in order to detect
customized objects with few labeled examples, even if these objects were not con-
tained in the original training dataset [26]. Object Tracking outputs the bounding
boxes of relevant objects in all frames of the selected videos, as well as movement
trajectories that identify these objects throughout video segments with tracking
IDs.

2.3 Activity Recognition

In the third pipeline step, low-level events are extracted from the selected videos
using deep learning. Specifically, a spatio-temporal action detection technique [8]
is used, which can detect multiple actions performed concurrently by multiple
objects in the same video. Since this is a supervised learning task, a dataset of
videos labeled with actions related to the analysis goal must be manually cre-
ated to train the deep learning model. To simplify the subsequent step of Event
Abstraction, the training dataset is labeled with actions that directly correspond
to the activities of the analyzed process.

An excerpt of inputs and outputs of this pipeline step is listed in Table 1.
Inputs for the detector include the previously detected bounding boxes and track-
ing IDs of relevant objects for each frame. The trained model then analyzes
segments of the videos at a fixed interval of frames to detect the activities per-
formed by each object. As seen in the Activities column, multiple activities are
detected with varying confidence scores for each object and frame, rather than
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Fig. 2. Abstraction from low-level events to high-level activity instances

single specific activities, which needs to be addressed in the following pipeline
step. In summary, Activity Recognition outputs a list of low-level events, each
referring to the activities that were observed for an object at a specific time.

2.4 Event Abstraction

In the next step of the pipeline, the low-level events from Activity Recognition
are abstracted to high-level events and finally correlated with activity instances
(see Fig. 2). Activity Recognition generates multiple, fine-granular events for each
observed activity. However, PM algorithms expect abstract, high-level events
that denote only the status of the activity, such as the start and end times
of execution. Because the activity classes used for Activity Recognition directly
correspond to the activities of the analyzed process, conceptual abstraction of
low-level events is not required. Rather, the low-level events need to be aggre-
gated temporally to high-level events corresponding to entire activity instances.
Consequently, Event Abstraction is done in two steps: first, in order to reduce
local noise caused by imperfectly detected activities, a moving average is applied
across the confidence scores assigned to the activities of each object, which
removes implausibly short or sudden changes of the detected activities. An appro-
priate size for the moving average window needs to be determined based on the
typical duration of relevant process activities, in an effort to avoid removing
short activities unintentionally, while simultaneously removing as much noise as
possible. After noise reduction, if multiple activities are detected for the same
object within the same low-level event, the activity with the highest score is
selected. Second, the noise-reduced events are abstracted to high-level events by
aggregating repeated observations of the same activity in the sequence of events
for each object. Occurrences of activities, i.e., activity instances, can then be
identified through the contextualization of high-level events into the realm of a
specific process [12,32]. For this purpose, we assume that a one-to-one mapping
can be constructed from high-level events to activity instances, and directly treat
the high-level events as activity instances. The output of Event Abstraction is a
log of high-level activity instances, which we consider as an event log without a
case allocation.
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2.5 Case Correlation

The objective of the fifth pipeline step is to organize the activity instances iden-
tified from Event Abstraction into cases. Case correlation is a pivotal step of
the pipeline since the cases are interpreted as process instances, which implicitly
define the process that will be discovered. Case correlation can be approached
in three distinct ways: (1) in certain scenarios, case identifiers may be provided
externally, either explicitly (e.g., through manual annotations) or implicitly (e.g.,
one case per video file, as in [11]). (2) Depending on the analysis goal, case
correlation can also be performed using information extracted in the previous
steps together with domain-specific assumptions. For instance, if the analyzed
process is characterized by well-defined start as well as end activities and each
process instance is executed by precisely one object, the sequence of activities
for each object can be split into cases that run from each start activity to the
first following end activity [14]. (3) When domain-specific assumptions are inad-
equate to construct cases that align with the analysis goal, advanced algorithmic
techniques for case correlation, such as those described in [7], can be applied.
Nevertheless, knowledge about the analyzed process is still required to choose an
algorithm with appropriate properties, such as support for loops or parallelisms
inside cases. The output of this step is an event log suitable for PM.

2.6 Process Mining

The final step of the pipeline addresses the application of PM algorithms for
process discovery or conformance checking. Usually, PM techniques are designed
for structured processes with a limited set of process variants [6], and may not
provide satisfying results when directly applied to event logs of unstructured pro-
cesses. For instance, the application of process discovery algorithms on event logs
of unstructured processes will commonly result in either highly overgeneralized
or complex process models, which allow little insights into the process.

To address this issue, we divide the event log of an unstructured process into
multiple, more structured sub-logs of similar process variants using trace cluster-
ing [31]. For trace clustering approaches, it is essential to define features related
to the event log, which are then used to cluster the event log of interest. The
way the features are defined and selected significantly impacts how the event log
is split into clusters. Trace clustering divides an event log into multiple indepen-
dent sub-logs, and PM techniques are then applied to each sub-log separately,
enabling more accurate capturing of the underlying structure of an unstructured
process, and providing more valuable insights than an unclustered log.

3 Implementation

We implemented a framework that consists of modular components, each corre-
sponding to one step of the analytics pipeline as described in Sect. 2. For each
module, users can select an appropriate method out of a set of methods. These
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methods are implemented in a generalized way and are not limited to a spe-
cific use case. Our implementation is available on GitHub1. In the following, the
implemented methods are described for each module.

Dataset Preparation. In order to combine video sequences split into multiple
files, rescale video resolution and resample video frame rate, we use FFmpeg2.
To filter out areas of content not relevant to the analysis, we provide an option
for using a static mask.

Object Tracking. We integrated interfaces for YOLOv7 [28] and Detec-
tron2 [30] as object detectors. ByteTrack [33] and OC-SORT [4] were imple-
mented as detection-based trackers. Labelme [27] is used to create training
datasets for object detection. In addition, we implemented filters to address
common issues in object detection such as low confidence, strongly overlapping,
and implausibly small bounding boxes.

Activity Recognition. We employ MMAction2 [21] and SlowFast [8] for spatio-
temporal action detection. To allow integration of custom training datasets, we
added a feature in a labeling tool [2] that allows transferring training datasets
into the format of the Atomic Visual Actions (AVA) dataset [9].

Event Abstraction. For event abstraction, we implemented the temporal
aggregation technique as described in Sect. 2.4.

Case Correlation. We offer three options for case correlation: (1) tracking
ID-based correlation to construct one case for each object for a complete video
sequence (e.g., a day), (2) temporal segmentation-based correlation to construct
multiple cases for each object based on the time of day, and (3) correlation
based on pre-defined start/end activities (see Sect. 2.5). In the third option,
further filters can be applied, for example, to require multiple repeats of the
end activity before a case terminates or define the length of a start activity
instance. If required, the interfaces of the Case Correlation module also support
the application of advanced case correlation techniques.

Process Mining. We implemented multiple case-level features, which can be
extracted from an event log, and used as input for trace clustering using the
algorithms provided by scikit-learn [23]. In particular, we use a combination of
standard scaling, principal component analysis (PCA), and k-means clustering.
We use the heuristic miner [29] and inductive miner infrequent [15] algorithms
for process discovery and token-based replay for conformance checking, both
provided by pm4py [3]. Moreover, we also support the export of event logs for
use by external PM tools such as Disco3.

1 https://github.com/arvidle/video-process-mining-public.
2 https://ffmpeg.org/.
3 https://fluxicon.com/disco/.

https://github.com/arvidle/video-process-mining-public
https://ffmpeg.org/
https://fluxicon.com/disco/
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4 Use Case

We applied the analytics pipeline to a real-world video dataset of surveillance
recordings from a conventional pig farming environment. The benefits of the use
case are as follows: (1) the behavior of pigs is limited to a few activities, which
significantly simplifies activity recognition compared to recognition of human
activities in smart homes or smart factories. (2) Pig behavior is well-researched,
and the knowledge on pig behavior can be used to verify the analysis results.
Finally, (3) no privacy concerns need to be considered. In the future, however,
we plan to transfer the pipeline to more complex use cases.
The behavior of fattening pigs is generally limited to resting (lying, sitting,
and standing), locomotion (moving, and investigating their surroundings), feed-
ing/drinking, defecating, and playing with toys [35]. Fattening pigs in particular
spend between 60–85% of the day lying [35]. Pigs autonomously divide their
pens into functional areas associated with specific activities [22]. For instance,
defecation is typically done in a small (partially) sheltered area, e.g., near walls
or in a corner, which is located opposite to the feeding area.
Previously, video-based research of pig behavior was done manually, i.e., a person
observed the behavior of pigs. The goal of our data analysis was to automatically
monitor common behavioral patterns and evaluate the division of the pigpens
into functional areas.
We recorded video material of a pigpen with eleven pigs at a resolution of
1920× 1080 pixels and 18.75 FPS from 6:00 a.m. to 6:00 p.m. over a period
of four weeks. To reduce processing times, the video files of five consecutive days
were sampled from the complete dataset. For each of those days, the full record-
ings were selected as relevant, to capture behaviors throughout the whole day,
and the video files were consolidated into one preprocessed video for each day.
For this particular use case and analysis goal, video resolution was reduced to
854× 480 pixels, significantly reducing processing times while keeping sufficient
visual detail.
Although numerous approaches exist to extract behavioral information from
surveillance video of pigpens [5], these approaches are limited to the detection
of isolated activities and not a process composed of several activities. Therefore,
our approach has the novel potential to explain the influences and causalities of
activities in this context.

5 Evaluation

This section summarizes the evaluation of all steps from Event Abstraction to
Process Mining for our use case. After detecting activities in the selected videos,
we used the procedure shown in Fig. 3 to evaluate our approach. To validate
the result stability, we applied conformance checking, while the meaningfulness
of the extracted event logs and process models was confirmed by discussing the
results of our analysis with domain experts. By synthesizing the findings from
these separate evaluations, we can show that our approach is able to extract
meaningful, PM-compliant event logs.
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Fig. 3. Procedure to evaluate our analytics pipeline.

5.1 Pre-Processing

First, activities needed to be detected in the selected videos by conducting the
first three steps of the analytics pipeline. A training dataset for object detection
was created by sampling a total of 614 frames from the complete dataset, and
pigs were labeled with bounding boxes in each frame. This training dataset was
used to train a pre-trained YOLOv7 model, which was used in combination
with the ByteTrack algorithm to track the pigs in the selected videos. Then, the
relevant activities requiring labeling for Activity Recognition were determined by
interviewing a domain expert. This included the following eight activities: lying,
sitting, standing, moving, investigating, feeding, defecating and playing. Behavior
that could not be described by one of these activity classes was categorized to the
class other. A total of 9240 of these activities were sampled from the complete
dataset and manually annotated, and then used to train a pre-trained SlowFast
4× 16 model, which was used to detect the pigs’ activities in the selected videos.

Preparing the labeled training datasets for the object detection and spatio-
temporal action detection models proved to be the most labor-intensive man-
ual tasks required to instantiate the analytics pipeline. Additionally, apply-
ing the trained deep learning models to the selected videos was the most
computationally-intensive task in the analysis. On average, the object detec-
tor recognized 10.6 of 11 pigs per frame, and the pigs were tracked for 18 min
before being lost by the tracker. The SlowFast model reported a validation mean
average precision (mAP) of 0.7365, which was considered significant to continue
the analysis.
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5.2 Event Log Preparation

An event log was prepared from the detected activities and used to evaluate
both result stability and event log meaningfulness. The same event log was used
for both steps of the evaluation.

We used a moving average window size of 20 low-level events for the noise
reduction in Event Abstraction, which is shorter than the duration of common
pig activities, but sufficiently long to reduce local noise. Then, we applied the
Case Correlation based on specific start/end activities separately for each pig
(identified by its respective tracking ID), with lying being both the start and
end activity. Thus, the process starts with a pig standing up and ends with the
pig lying back down. Feature vectors were extracted from each case consisting
of activity counts, total duration per activity, case duration, and directly-follows
relations. Then, we scaled the feature vectors and reduced them using PCA.

Fig. 4. Aggregated conformance measures by number of clusters for two different pro-
cess discovery algorithms

5.3 Result Stability

We assessed the stability of our approach with conformance checking. In particu-
lar, we evaluated if our approach was able to repeatably produce PM-compliant
event logs. Generally, PM methods assume that all events and cases of an event
log refer to the same notion of abstract tasks of the same process [1]. By parti-
tioning the extracted event log into two distinct sub-logs (i.e., a training sub-log
used for process discovery, and a validation sub-log to evaluate the discovered
process models with conformance checking) conformance checking can be used
to evaluate whether events with the same activity refer to the same notion of
abstract steps in a process across the complete event log. If this assumption is
not fulfilled, process discovery and conformance checking cannot produce reliable
results. Instead, analysis results and quality measures would vary unpredictably
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between multiple executions of the analytics pipeline on the same dataset and
different partitionings of the same event log. Conversely, if quality measures are
stable, it is demonstrated that the pipeline reliably extracts PM-compliant event
logs.
To ensure replicability, 10-fold cross-validation was applied for splitting, which
itself was repeated 10 times, resulting in a total of 100 runs (see (i) in Fig. 3).
For each run, first, the cases of the training sub-log were clustered with k-means
(ii). The cases of the validation sub-log were then assigned to the same clusters
(iii), and a separate process model was discovered for each cluster of the training
sub-log (iv). Fitness, precision, F1-score, and simplicity were then calculated for
each cluster, using the cases of the validation sub-log assigned to the clusters
accordingly (v). Quality measures for the complete event log were constructed
by combining the measures of each cluster using a harmonic mean weighted by
the number of cases in each cluster, which were then averaged over all runs. This
evaluation scheme was repeated with different cluster configurations of k-means
and using both the heuristic miner and inductive miner infrequent algorithms,
for which the results are summarized in Fig. 4. Fitness, precision, and the F1-
score were largely stable across runs with the same parameters, and their aver-
age values are acceptable considering that the analyzed process was inherently
unstructured. As expected, model simplicity correlates with the number of clus-
ters. For five or more clusters, the heuristic miner outperformed the inductive
miner in F1-score, precision, and simplicity. In summary, the evaluation of result
stability shows that the pipeline repeatably extracts activities and cases that are
similar over the complete event log, and organizes the cases into behaviorally
homogeneous clusters.

5.4 Result Meaningfulness

The approach was further evaluated by analyzing whether the extracted activi-
ties, cases, and clusters were meaningful with respect to the existing knowledge
in the domain (of agriculture). This was evaluated by comparing the event log
and process models extracted for one exemplary run of the analytics pipeline
with domain knowledge (i.e., confirming the results through domain experts).
We organized the resulting event log of this run into 15 clusters.
First, we analyzed the temporal and spatial distribution of the activities. The
relative duration of the detected activities (see Fig. 5a) matches the expected
ranges. For instance, 75% of all activities are lying, which is within the expected
range of 60–85%, and the occurrence of feeding (13%) is largely similar to the
analysis conducted in [2]. The spatial distribution of activities associated with
the three functional areas (lying, feeding and defecating) is shown in Fig. 5b. The
positions of these three activities reflect three largely separate clusters. Feeding
was correctly detected among the feeding area, and defecating was localized in
one corner of the pigpen and separated from the lying area. A manual inspection
of the selected videos confirmed that these clusters match the actual functional
areas commonly used by pigs.
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Fig. 5. Spatial and temporal distribution of detected activities

We then evaluated the cases and clusters of the event log, specifically if each
cluster contained a set of similar cases of a specific behavioral pattern. The
occurrences of activities in two clusters are shown in Fig. 6. Usually, two to four
specific activities could define over 90% of all the events in a cluster. For instance,
the cluster that was mostly composed of moving, feeding and investigating con-
tained a behavioral pattern that connects these three activities. This implies
that the clusters contain specific behavioral patterns. To analyze if the behav-
ioral patterns are meaningful, a process model was discovered for each cluster
using Disco. For instance, Fig. 7a shows an excerpt from the process model of
a cluster mostly containing moving, standing, and investigating. In this pattern,
pigs start with moving to a location, and then investigate their surroundings
with intermittent standing pauses, which is indicated by a loop between these
two activities. In the model of the cluster that contains 82% of all observations
of pigs defecating (Fig. 7b), a loop exists between defecating and investigating
(i.e., they are often executed in sequence). This order of activities corresponds
to current domain knowledge on pig behavior, as pigs are known to typically
investigate their surroundings before and after defecation.

The findings of our analytics pipeline were discussed with two domain experts
from agricultural science, who confirmed that the extracted event log and behav-
ioral patterns were meaningful with respect to the knowledge in the domain.

5.5 Reproducibility and Data Availability

Due to copyright restrictions, we are unable to publish the full recorded video
dataset. However, we provide the detected bounding boxes of objects, track-
ing information, and the recognized activities for the videos (see [18]) allowing
reproducibility. This also includes the training datasets for object detection and
spatio-temporal action detection as well as the trained deep learning models.
Also, the implementation includes the extracted event log, scripts to prepare the
event log from the recognized activities and reproduce the results, as well as all
process models discovered for the evaluation of event log meaningfulness.
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Fig. 6. Occurrence of activities in two clusters.

Fig. 7. Excerpts from process models for two clusters generated using Disco

6 Related Work

In recent years, there has been a growing interest in exploring unstructured data
for PM. Thus, many approaches have been proposed for various types of data
sources. For instance, Janssen et al. [10] proposed an approach to extract event
logs from smart home/IoT motion sensor data. The log of sensor activations
is divided into sequential sections, which are clustered into patterns of similar
sensor activation sequences. Then, the clusters are mapped to activities, and
the activities are grouped into cases by assuming that cases are started and
ended by specific sensors. Process discovery is applied to the extracted event log
to discover models of human daily routines. Rebmann et al. [25] presented an
approach to PM using time series sourced from motion sensors worn by workers.
The time series are segmented into fixed-width sub-series, and supervised activity
recognition is performed for each sub-series. If an activity cannot be classified
from just sensor data, image data is used for disambiguation. An event log
is constructed from the recognized activities and used for process discovery.
Koschmider et al. [13] proposed an abstract method to extract event logs from
general time series data. Similarly to Janssen et al. [10], time series are split into
sub-series, similar sub-series are identified using clustering, and the resulting
clusters are then mapped to process activities.
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In contrast, research on PM specifically using video data is still at an early
stage, with the few identified approaches published very recently (i.e., since
2020). Lepsien et al. [17] designed an abstract pipeline for PM on video data.
The pipeline outlines the steps from dataset preparation to event log construc-
tion and the application of PM to this event log. The steps of the pipeline
include the extraction of relevant video data, object and activity recognition, and
process discovery. The pipeline also includes the explicit extraction of domain-
specific knowledge and a refinement step. The contribution is limited to the
abstract approach, and neither an implementation nor evaluation of the steps
after pre-processing is provided. Knoch et al. [11] presented an unsupervised
approach to process discovery from video recordings of manual assembly tasks.
Process activities are recognized in the video recordings from overhead cameras
mounted at specially designed assembly workstations by (1) tracking workers’
hands throughout videos, (2) clustering hand trajectories and (3) assigning the
trajectory clusters to work steps using the location of assembly parts on the
workstation. As the clusters are directly assigned to pre-defined work steps, this
approach is unable to discover activities not known a priori. Kratsch et al. [14]
presented a reference architecture for PM on video data, outlining the steps from
raw video data to event logs. They described a selection of different computer
vision techniques that can be applied to extract information from video data,
and provided guidance on choosing appropriate techniques for specific video PM
use cases. The correlation of activity instances to cases is not included in the
architecture but needs to be done externally. Further, the authors point out the
limitation that their prototypical implementation and evaluation took place in
a rather structured process context, and evaluation of more complex (i.e., less
structured and more chaotic) processes would be beneficial.

7 Conclusion

In this paper, we presented a pipeline for extracting PM-compliant event logs
and process models from unstructured video data. Structure is imposed into this
unstructured data step by step, by extracting low-level events from the prepro-
cessed video dataset using spatio-temporal action detection, and raising these
events to a higher abstraction level using event abstraction, case correlation,
trace clustering, and finally process discovery. We demonstrated the efficiency
of our approach by implementing a modular framework that can easily be con-
figured for application on video datasets from different domains and applying
the implementation to surveillance footage of fattening pigs. The evaluation indi-
cates that our approach extracts meaningful event logs in a reproducible manner.
A review of related literature shows that, to the best of our knowledge, our ana-
lytics pipeline is the first fully validated approach that addresses the challenging
task of analyzing an unstructured process through unstructured video data.

While evaluating our approach, we identified several limitations that need
to be addressed in the future. Firstly, the requirement of supervised activity
recognition to pre-define the activities to be detected may hinder the analysis of
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processes where limited information is available before the analysis. This could
be addressed by integrating unsupervised activity recognition into the pipeline,
which would also require advanced event abstraction algorithms capable of con-
ceptually abstracting low-level to high-level activities [32]. Secondly, the evalua-
tion confirmed that the pipeline can successfully be instantiated for a real-world
application and produces stable and meaningful results, but the benefits added
for end users were not quantified. We plan to evaluate the benefits added with
user studies. Thirdly, expertise in deep learning is required to prepare the models
required for Object Tracking and Activity Recognition. In the future, we plan to
provide an interface to simplify the labeling of datasets and training of the deep
learning models. Fourthly, while the evaluation confirmed the general efficiency
and validity of our approach, the evaluation on a single use case does not enable
conclusions about the generalization of our approach. To address this, a refer-
ence dataset and evaluation scheme would be beneficial. However, compiling a
dataset that is large and heterogeneous enough for this purpose is highly time-
consuming. This could be solved by synthetic evaluation data, which has already
been proposed for other types of unstructured data in PM [34]. Fifthly, the cur-
rent implementation is limited to settings where all process activities are visi-
ble from a single camera perspective (i.e., are executed in a single, constrained
area) and actors can be tracked without interruption. A solution addressing
this limitation would require the implementation of multi-camera tracking or
object re-identification [14] to handle actors moving between areas observed by
different camera perspectives, and improved event abstraction and case corre-
lation techniques. Finally, the current methods implemented for Case Correla-
tion limit the approach to actor-centric processes (objects performing activities).
Implementing advanced case correlation methods would enable the analysis of
processes that can be characterized with the more general notion of subjects
performing activities on objects. Further possibilities to extend the applicability
of the pipeline include privacy-preserving analysis techniques to address regu-
latory limitations [14,20], and techniques to propagate uncertainty (e.g., from
Activity Recognition) through the pipeline (e.g., [16,24]) to quantify the result
confidence.

In conclusion, our work provides a promising approach to integrating unstruc-
tured data sources into PM pipelines.
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