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Preface

This volume comprises all papers presented at the BPM Forum of the 21st
International Conference on Business Process Management (BPM 2023), held during
September 11–15, 2023 in Utrecht, the Netherlands. Similarly to previous years, the
BPM Forum hosted innovative research contributions characterized by their high poten-
tial to stimulate interesting discussion and scientific debate, although not yet reaching
the rigorous technical quality criteria required to be included in the main conference
proceedings. In this sense, the BPM Forum papers characterize themselves by novel
ideas about emergent BPM topics.

This year, the conference received a total of 167 submissions, out of which 151
entered the review phase. The review process for each paper involved single-blind
reviews by at least three ProgramCommitteemembers and one Senior ProgramCommit-
teemember and a subsequent discussion that culminated into a summarizingmeta-review
with recommendation. In the end, 27 papers were accepted at the main conference, and
23 papers were included in the BPM Forum (the latter being compiled in this volume).

BPM 2022 in Münster, Germany marked the cautious and successful return to a full
in-person conference. In light of BPM 2023’s submission and attendance numbers, the
appreciation and importance of BPM as a physical venue for the scientific community
stands unquestioned. The conference was flanked by a multitude of events, such as the
Blockchain, Educators, and RPA Fora, 11 workshops, tutorials, a doctoral consortium,
and wonderful social events, which gave rise to the opportunity for networking and
exchanging the latest research ideas.

We would like to thank all authors, both regular and senior members of the Program
Committees, and the external reviewers of the three tracks, foundations, engineering, and
management. They made a rigorous, extensive, and timely review procedure possible
and thus enabled the high-quality research output reflected by the papers in both themain
conference andBPMForumproceedings. Further,we acknowledge our sponsors for their
support in making BPM 2023 happen: Celonis and Software AG as platinum sponsors;
BPM Consult as bronze sponsor; and Hogeschool Utrecht, the Netherlands Research
School for Information and Knowledge Systems, Springer, and Utrecht University as
academic sponsors.

Finally, we would like to express our gratitude to Hajo Reijers as the General Chair
of BPM 2023, together with the Organizing Committee Chairs Inge van de Weerd, Jan
Martijn van der Werf, and Pascal Ravesteijn, and their staff. The Utrecht team did an
impeccable job in planning and organizing an unforgettable conference.

September 2023 Chiara Di Francescomarino
Andrea Burattin

Christian Janiesch
Shazia Sadiq
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Trusted Compliance Checking
on Blockchain with Commitments:

A Model-Driven Approach

Marcello Bertolini1, Giovanni Meroni2(B), and Pierluigi Plebani1

1 Politecnico di Milano Piazza Leonardo da Vinci, 32 - 20133 Milan, Italy
marcello.bertolini@mail.polimi.it, pierluigi.plebani@polimi.it
2 Technical University of Denmark, Richard Petersen Plads, 2800 Kgs,

Lyngby, Denmark

giom@dtu.dk

Abstract. Blockchain and smart contracts are promising technologies
to perform trusted compliance checking. By formalizing compliance rules
with smart contract code and collecting information required to assess
them on-chain, anyone can verify if a compliance violation occurred. To
this aim, tools and techniques to execute business processes on-chain
have been proposed. However, such techniques require the activities and
the process data internal to an organization to be fully disclosed with all
the participants. This may not be desirable for confidentiality reasons,
and may also lead to high operational costs.

This paper proposes a model-driven approach that uses a choreogra-
phy diagram annotated with commitments to model compliance rules
and to identify the message exchanges that are relevant for enforc-
ing business agreements. The resulting diagram is used to generate the
smart contract code required to perform compliance checking, limiting
the information stored in the blockchain to the one strictly needed to
evaluate the compliance rules.

Keywords: Runtime compliance checking · Commitments ·
Blockchain · Smart contracts · Choreography diagrams

1 Introduction

Originally designed for cryptocurrency exchanges, blockchain technology has
found its application in several different domains where untrusted parties need
to cooperate. In particular, by providing immutability and persistence of the
information being stored, the blockchain is often adopted as a tamper-proof
registry for documents and other digital assets. In addition, second-generation
blockchains introduced support for smart contracts, agreements between par-
ticipants that can be formalized as executable code and thus be automatically
enforced.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Thank to these capabilities, the blockchain is seen as a promising technology
to perform trusted process monitoring, and to identify violations in the agree-
ments without the need of trusted third-parties. To this aim, several solutions
that transform process models into executable smart contracts exist [10,17].
Nevertheless, designing a solution for process monitoring with a blockchain still
presents some challenges [4]. In particular, the cost for storing information on
a blockchain can be quite high. Also, to protect their know-how, organizations
may not be willing to disclose their entire internal processes and data with other
participants. Instead of monitoring the process as a whole, one may want to rely
on the information exchanged among participants, which serves to coordinate
their internal processes. In particular, compliance rules that predicate on this
information could be defined to ensure that the agreements between participants
are fulfilled.

To this aim, we propose a model-driven approach to identify the information
that should be on-chain, and to produce the smart contract code required to
monitor the agreements. To model compliance rules, we adopt the extension of
BPMN choreography diagrams with commitments presented in [14]. The result-
ing code contains the business logic to store and retrieve information relevant for
the compliance rules. Also, it contains the business logic to trigger the evaluation
of the rules, as well as to detect anomalies in the information exchanges.

According to this goal, we identified the need to reduce the information on
the blockchain to the one strictly needed to verify the commitments [4], which
lead to the following research question: RQ1: How can the information needed to
evaluate commitments be identified and made available on a blockchain? We also
identified the need to assist developers in implementing smart contract code [19],
which lead to the following research question: RQ2: Can we simplify the imple-
mentation and deployment of smart contract code to monitor commitments? To
address these research questions, we developed the following artefacts:

– A model-driven approach to perform compliance checking with commitments
on a blockchain. This artefact aims at addressing RQ1 and RQ2.

– A set of rules to identify the information to be stored on-chain from choreogra-
phy diagrams annotated with commitments. This artefact aims at addressing
RQ1.

– An application-independent smart contract code skeleton that implements the
majority of the logic to enforce commitments. This artefact aims at addressing
RQ2.

– A set of steps to deploy smart contract code implementing commitments. This
artefact aims at addressing RQ2.

To validate these artefacts, we tested them against a case study coming from
the logistics domain.

The rest of this paper is organized as follows. To make this paper self-
contained, Sect. 2 provides an overview on commitments. Section 3 discusses the
model-driven approach. Section 4 evaluates our approach against a real-world
process. Section 5 discusses related work and their limitations. Finally, Sect. 6
concludes this paper and outlines possible future work.
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Fig. 1. Graphical representation of a timed-commitment, and its connection to chore-
ography tasks.

2 Baseline

Social commitments have been introduced in the computer science litera-
ture to manage conditions under which interactions among parties should
occur [15,16,18]. In this paper, we consider a variant of social commitments,
i.e., timed-commitments, which take care also of the time flowing [14]. A timed-
commitment is graphically represented as in Fig. 1 and it is used to express condi-
tions to be respected while two participants interact in a choreographed process1.
It is assumed that the BPMN choreography notation is used to model the inter-
action protocol among the participants. More in details, a timed-commitment is
defined by:

– Name: a unique name of the commitment for a given process model. We
assume that an instance of the commitment is created for each case of the
process model. The union of the commitment name and the case id (that
could be identified by the correlation set) represents the unique identifier of a
commitment instance.

– Debtor and creditor : the two parties involved in the commitment, i.e., the
party offering a service under a given condition and the party that is taking
advantage of the service. In our context, the condition concerns the way in
which the two parties are interacting: e.g., the time required for a response to
a request, or the status of the resources that are exchanged.

– Scope: the period in which the commitment must be evaluated.
– Antecedent and consequent : two boolean logic expressions defining under

which conditions the service must be provided and consumed. Informally
speaking, when the antecedent becomes true, then the commitment starts
being considered and the value of the consequent is evaluated.

– Type: a letter, either G or P, placed at the top-left indicates the time of
validity of the commitment, i.e., when the consequent is evaluated. A (G)oal
commitment implies the evaluation of the consequent to happen when the
activity to which the commitment is attached ends. A (P)ersisting implies a
continuous evaluation from when the antecendent becomes true until the end
of the activity to which the commitment is attached.

1 For a formal definition we refer the reader to [14].
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Fig. 2. Timed-commitment machine

While the name, the antecedent, the consequent, and the type are part of
the timed-commitment construct, the debtor, the creditor, and the scope are
derived from how the timed-commitment is attached to the choreography model.
In particular, the debtor is defined as the participant indicated in the band from
which a connector starts towards the commitment. Similarly, the creditor is
defined as the participant indicated in the band that reaches a connector leaving
from the timed-commitment. Finally, the scope of the commitment (i) starts
when the interaction associated to the task defining the debtor occurs; the scope
(ii) ends when the interaction associated to the task defining the creditor occurs.

The semantics of the timed-commitment model is expressed by the commit-
ment machine shown in Fig. 2, where a specific tick event is introduced to model
the time flowing. This event may be internally generated, or communicated from
the external environment, based on who is aware of the flow of time. The fre-
quence of the tick also defines how often the conditions are checked, thus the
accuracy of the monitoring process. In addition, the events taskBegin and task-
End will indicate the events that define the boundary of the commitment scope
associated to the choreography tasks which the commitment is connected with.

As reported in the machine, a commitment is initially in a null state which
indicates a non-instantiated commitment. We assume that a commitment is
instantiated, and then goes to a conditional state, when the event taskBegin
occur. This makes a commitment instance linked to a specific choreography
instance. While in the conditional state:

– The antecedent is evaluated every tick and when true the commitment moves
to a detached state. In case the antecendent is already true during the instan-
tiation of the commitment, it goes directly to the detached state.

– A request for cancellation moves the commitment to a terminated state.
– If the end of the scope is reached, the status of the commitment is set to
expired.

While the commitment is in a detached state, for every tick during the scope,
i.e., before the taskEnd occurs, the consequent is evaluated and:
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– In case of a persisting commitment, the consequent must be true. Otherwise,
the commitment is considered as violated as the persisting condition is no
longer holding before the end of the scope is reached.

– In case of a goal commitment, the commitment remains in the detached state
as long as the consequent is false. Otherwise, the commitment is considered
as satisfied as the goal is reached.

A dual situation is determined at the end of the scope, i.e., when the taskEnd
occurs. More specifically:

– In case of a persisting commitment, the commitment moves to a satisfied
state, as the condition of the consequent has always been true during the
entire scope.

– In case of goal commitment, the commitment moves to a violated state, as the
condition of the consequent has never been satisfied during the entire scope.

Finally, regardless of the commitment type and whether it is in conditional
or detached state, a suspend event could be raised and the commitment goes to
a pending state. In this case, a reactivate event restores the status to the one
in which the commitment was when the suspend event arrived. A release event
causes the termination of the commitment.

Figure 3 shows two examples of choreographed processes enriched with com-
mitments. Compared to standard choreography diagrams, which can represent
only the nature and the order in which the messages should be exchanged, these
models also represent temporal constraints and conditions on the contents of the
messages. For instance, the planning process (Fig. 3a), shows the usage of goal
commitments: (i) C1 indicates that the MTO (the debtor) must produce the
plan (taskEnd) should in less than 5 days (the consequent) starting from when
it receives the mandate (taskBegin) from the manufacturer (the creditor); (ii)
C2 indicates that each shipper (the debtor) involved in the end-to-end transport
has to send, in 3 days (the consequent) from when the confirmation is received
(taskBegin), to the MTO (the creditor) the details (taskEnd) of the specific leg
of the transport to which it has been assigned. The last mile example (Fig. 3b)
shows the usage of a persisting commitment where the Shipper (the debtor) has
to guarantee the transport of the goods with a temperature lower than 5◦C (the
consequent) along the whole itinerary: from where the delivery start (taskBegin)
to where the delivery terminates (taskEnd).

3 Approach

As discussed in the previous section, commitments are useful at design-time
to model compliance rules targeting multi-party business processes. The formal
semantic of commitments and the possibility to attach them to well established
choreography models such as the BPMN, simplifies the design of business pro-
cesses to include both functional and non-functional aspects.

When it comes to the need to monitor these commitments for checking their
compliance, it is fundamental to avoid centralized solutions as in a multi-party
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Fig. 3. Example of commitment usage

setting imposing a common platform requires an agreement which could be not
achieved [12]. At the same time, a distributed solution must ensure the interop-
erability of the monitoring systems adopted by the involved participants. Finally,
the results of the monitoring activity must be trusted by all the participant.

To address these aspects, we envision to adopt a blockchain-based process
monitoring as it is distributed by definition, it provides a communication infras-
tructure that can be connected with existing systems [19], and being based on a
tamper-proof storage can introduce a layer of trust among the participant. Nev-
ertheless, the adoption of a blockchain-based process monitoring is not straight-
forward: deciding what and how to store in the blockchain, implementing smart
contracts which check the compliance of the commitments requires a significant
effort. To this aim, we propose a model-driven approach that, starting from
choreography diagrams annotated with commitments, can guide developers in
the implementation of a blockchain based compliance checking platform.

The approach is organized in three sequential steps, which are shown in Fig. 4.
The first step takes as input a choreography diagram annotated with commit-
ments. It then enriches the diagram by identifying and marking the messages
that contain the information required to evaluate the commitments. If no mes-
sage contains the information for a commitment, the diagram is extended by
adding choreography tasks deputed to sharing this information. This step can
be fully automated. Details on the rules to enrich the diagram are presented in
Sect. 3.1.
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Fig. 4. Overview of the approach.

The second step takes as input the enriched choreography diagram annotated
with commitments. For each commitment in the diagram, this step produces a
smart contract code skeleton that models the commitment machine and handles
the information required to evaluate the commitment. This step can be partially
automated, since the antecedent and consequent expressions for the commit-
ment, and the structure of the information, must be manually implemented.
The architecture of the smart contract code is presented in Sect. 3.2.

The third and final step takes as input the smart contract code, the enriched
choreography diagram annotated with commitments, and a list containing the
identity of each participant in the process (i.e., the blockchain address being
used by each of them). Based on this information, this step deploys the smart
contract on the blockchain. This step can be fully automated. Details on the
rules to deploy the smart contract code are presented in Sect. 3.3.

3.1 Identifying On-Chain Information

Due to their nature, smart contracts code is executed only when invoked by a
blockchain transaction. Thus, they are not able to actively monitor a resource by
querying its status. Instead, information such as when a commitment starts, ends
and the data required to evaluate the antecedent and consequent expressions
must be passed as transaction parameters. This means that activity related
events – such as taskBegin, taskEnd, and tick events defined in Sect. 2 – are
triggered by the arrival of specific messages in the choreography diagram.

This raises two questions: (i) which are the activities that are relevant for
the evaluation of the commitment? (ii) how can we link the messages in the
choreography diagram to the correct events, i.e. which are the messages that
trigger the activity related events, taskBegin and taskEnd, of the commitment
lifecycle?

In order to answer the first question, starting from the choreography diagram,
it is possible to derive associations between the activities and the commitments.

– For each commitment Ci, if A is the set of Choreography tasks of the chore-
ography diagram, AS

i ⊆ A is the subset of choreography tasks that belongs to
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the scope of Ci. A task is considered in the scope of a commitment if it belongs
to at least one of the possible traces of the choreography diagram between the
taskBegin and the taskEnd.

– AC
i ⊆ AS

i is the subset of choreography tasks for which either the debtor or
the creditor refers to one of its participants and it is responsible for sending a
message.

Therefore, it can be assumed that the messages of interest for the evaluation
of a commitment Ci, are the messages exchanged in the choreography tasks that
belong to AC

i .
The second question can be solved by dividing the messages exchanged in the

choreography tasks cTaskj that belong to AC
i into three categories: (i) InitScope

(ii) Scope, and (iii) TerminateScope. A message belongs to the InitScope cate-
gory if cTaskj triggers the activity related event target starts, i.e., if cTaskj has
an outgoing connection pointing to Ci. Similarly, a message belongs to the Ter-
minateScope category if cTaskj triggers the activity related event target ends,
i.e., if cTaskj has an incoming connection coming from Ci. All the remaining
messages are assigned to the Scope category and, along with the ones belonging
to the previous two categories, they can be used to evaluate the commitment
antecedent and consequent logic conditions. To keep track of this classification
in the next steps of the approach, the following transformation rule is applied
for each commitment Ci.

TR 1. For each choreography task cTaskj ∈ AC
i , an annotation Aj is created

and attached to cTaskj via an association relation. The text of Aj contains
the expression {Ci.name} : {scope}, where {Ci.name} is the name of Ci and
{scope} is InitScope, Scope, or TerminateScope depending on the category of
the messages exchanged by cTaskj .

Also, as outlined in [4], smart contracts cannot keep track of time
autonomously. The only way for a smart contract to know the current time,
with an average error corresponding to the average block mining time, is to
access the mined block timestamp. For this reason, the commitment tick event
should be triggered every time the smart contract is called from the outside, i.e.
every time a participant sends a message to the smart contract. If a timer is
required by a commitment, the smart contract must expose a public method to
trigger the tick event, which could be invoked at any time. This method could
be called for example by an oracle and/or by any participant of the business
process, in order to simulate the time flowing.

After a commitment Ci is attached to the tasks of the choreography diagram,
the antecedent and consequent condition will predicate only on the messages sent
to the smart contract that belong to AC

i . It is therefore necessary to include in
the choreography diagram all the information that is needed by the smart con-
tract to evaluate these two conditions. However, when a persisting commitment
is present in the business process, it means that it is necessary to persistently
monitor a physical or virtual object involved in the process. This object may not
be always of the same type, therefore, its monitoring requirements may change
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from one object to another even if the process itself does not change. For exam-
ple, a delivery process may be modeled only once, regardless of the number of
physical objects to be delivered. Whenever a choreography diagram contains
a persisting commitment, the choreography task that informs the participants
about the conditions of the object is missing. For this reason, since the smart
contract accepts only the messages that are present in the choreography diagram,
it is necessary to generate a choreography task that is unique for each type of
object and that is responsible for periodically sending the information required
to evaluate the consequent of a persisting commitment. We call this choreog-
raphy task a monitoring task. When enriching the choreography diagram with
monitoring tasks, it is important not to alter control flow dependencies of the
existing choreography tasks.

The generation method proposed wants to add for each persisting commit-
ment CP

i defined in the choreography diagram a monitoring task mTaski that
periodically sends the status of the object. When a persisting commitment is
defined, the debtor must guarantee that the consequent condition is kept true
for the entire commitment scope. For this reason, the following assumptions can
be made:

– The participants of mTaski are the debtor and the creditor of CP
i .

– mTaski must start as soon as the InitScope message is sent.
– mTaski must run in parallel with the choreography tasks belonging to the

commitment scope.
– The initiator of mTaski is the debtor of the commitment, whilst the receiver

is the creditor.
– mTaski must terminate when the TerminateScope message is sent.

Given these assumptions, to enrich the choreography diagram with moni-
toring tasks, the following transformation rules are applied for each persisting
commitment CP

i :

TR 2. A standard loop choreography task mTaski is created. mTaski has the
debtor as initiator, and the creditor as receiver. mTaski is named Send data
for {CP

i .name}, where {CP
i .name} is the name of CP

i .

TR 3. A message Mi is created and attached to the initiator in mTaski. Mi is
named {CP

i .name} data, where {CP
i .name} is the name of CP

i .

TR 4. The control flow connection from iTaskj to PEk, where iTaskj is the
choreography task connected to CP

i with an outgoing association, and PEk is
the process element (e.g., a choreography task, a gateway, etc.) which is a direct
successor of iTaskj , is replaced with:

– A parallel split gateway GWk.
– A control flow connection from iTaskj to GWk.
– A control flow connection from GWk to PEk.
– A control flow connection from GWk to mTaski.

In this way, mTaski starts being executed once the process reaches the begin of
the scope of CP

i .
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TR 5. A conditional boundary event ECi is attached to mTaski. ECi is trig-
gered when the choreography task tTaskj , which is connected to CP

i ) with an
incoming association, sends the TerminateScope message. In this way, mTaski
stops being executed once the process reaches the end of the scope of CP

i .

TR 6. An annotation Ai is created and attached to mTaski via an association
relation. The text of Ai contains the expression {CP

i .name} : Scope. In this way,
Mi is required to evaluate the commitment.

It is worth noting that the BPMN 2.0 specifications do not allow boundary
events to be applied to choreography tasks. Therefore, for TR5 to be applicable,
the BPMN metamodel must be extended with the following changes:

– The boundaryEventRefs property is added to ChoreographyTask elements.
This property is used to link zero or more boundary events to a choreography
task.

– The attachedToChoreographyActivityRef property is added to BoundaryEvent
elements. This property is used to link a choreography task to a boundary
event.

3.2 Generating Smart Contract Code

Once the choreography diagram has been enriched with information on the mes-
sages required to evaluate commitments, it is then possible to generate the smart
contract code. To this aim, we decided to use Solidity as the target smart contract
language, given the high level of maturity of tools and documentation available.

Similarly to object-oriented languages such as Java, Solidity allows to create
abstract smart contracts which, to be executable, need to be extended by a
concrete smart contract. This allowed us to decouple the code that handles the
lifecycle of the commitment, which is independent from the process model, to
the one that handles the messages and evaluates the antecendent and consequent
expressions. As shown in Fig. 5, we organized the automatically generated smart
contract code into three contracts.

The abstract contract Commitment is responsible for implementing the com-
mitment state machine presented in Sect. 2. To this aim, the functions target-
Starts(), targetEnds(), cancel(), suspend(), reactivate(), release() and tick() cor-
respond to the similarly named events in the commitment state machine. They
are invoked to transition the commitment from one state to another one. Con-
versely, the functions condA() and condC() are responsible for evaluating, respec-
tively, if the antecedent and consequent expression holds. Since these expressions
are dependent on the type and content of the messages exchanged in the process,
they are declared as abstract, leaving their implementation to the class that will
extend Commitment. It is also worth noting that the tick() function is the only
one with public visibility, whereas all the other functions are protected. In this
way, participants cannot artificially trigger a change in the state of the smart
contract. They can only notify the smart contract that some time has passed by
invoking tick().
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Fig. 5. UML class diagram showing the architecture of the smart contract code.

The abstract contract BlockchainCommitment extends Commitment by
implementing the mechanisms to associate the messages with the participants,
and to fire transitions in the commitment state machine by invoking the methods
inmplemented in Commitment. To this aim, the function setActors() notifies to
the contract the address of the debtor and the creditor. Similarly, the function
signDocument() notifies to the contract that the debtor or the creditor agree on
how the contract has been designed. The function initMessage() notifies to the
contract which messages are expected to be sent, by whom, and if they belong
to the InitScope, TargetScope, or Scope category. To do so, initMessage() stores
the identity of the sender and the scope of the message. Then, initMessage()
calls the onInitMessage() protected function, which is responsible for allocating
the memory space required to store the message. Finally, the function postMes-
sage() notifies to the contract that a new message has been sent, potentially
causing the commitment to change state. To do so, after verifying that the
sender is allowed to send the message, postMessage() calls the onPostMessage()
protected function, which is responsible for storing the message. Then, if the
message belongs to InitScope, postDocument() invokes the targetStarts() func-
tion. If the message belongs to TargetScope instead, postDocument() invokes the
targetEnds() function. Finally, postDocument() invokes tick() to notify the state
machine that time has passed. Since operations performed by onInitMessage()
amd onPostMessage() are dependent on the structure of the message and of the
data it contains, this function is declared as abstract, leaving its implementation
to the class that will extend BlockchainCommitment.

The contract BlockchainContractImpl extends BlockchainCommitment, thus
implementing the abstract methods inherited from BlockchainCommitment and
Commitment.

With this architecture, the developer has to implement only the condA(),
condC(), onInitMessage() and onPostMessage() functions. Since these functions
are declared as abstract in Commitment and BlockchainCommitment, there is
no need to alter the code in these abstract smart contracts. Instead, all the
application-dependent code is entirely confined inside BlockchainContractImpl.
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3.3 Deploying Smart Contract Code

Once the smart contract code has been generated, it is then possible to deploy it
on a blockchain for each process instance. However, before being able to enforce
the commitments, the smart contract also needs to be initialized. In particular,
given a commitment Ci, the corresponding smart contract SCi must be made
aware of the identity of the debtor and creditor for that instance. Also, for each
message belonging to the scope of Ci, SCi must be made aware of the identity
of the sender and the activity related events it triggers. Finally, SCi must be
signed by the debtor and creditor to indicate that they both agree in the way
Ci was defined.

To this aim, given the enriched choreography diagram, the smart contract
SCi and a list L containing information on the participants in the process, the
following deployment rules can be applied to the diagram.

DR 1. The debtor d and creditor c for Ci are identified from the choreography
diagram. The debtor is the participant of the choreography task cTaskk having
an outgoing connection pointing to Ci. The creditor is the participant P ′

j of the
choreography task cTask′

k having an incoming connection coming from Ci.

DR 2. SCi is deployed on the target blockchain.

DR 3. The setActors() function of SCi is invoked passing the address of d and
c, which are extracted from L.

DR 4. For each choreography task cTaskj that has an annotation Aj containing
the expression {Ci.name} : {scope}, where {Ci.name} is the name of Ci, the
initMessage() function of SCi is invoked passing the following parameters.

– The type of message, which is the name of the message Mj attached to cTaskj .
– The address of the participant, obtained by extracting from L the address of

the participant that is the initiator of cTaskj .
– The type of activity-related event, which is {scope}.

DR 5. The signCommitment() function is invoked by both d and c.
The rules from DR1 to DR4 can be applied by any participant. However, rule

DR5 must be performed by the creditor and the debtor, to confirm that they
agree with the smart contract representing the commitment.

After that, the process can be monitored and the commitments enforced.
In particular, participants are expected to send the messages modeled in the
choreography diagram by invoking the function postMessage(). They are also
expected to conform to the control flow dependencies modeled in the choreog-
raphy diagram.

4 Evaluation

To validate our approach, we applied it to a real-world case study from the
logistics domain. In particular, we focused on the last mile of a temperature-
controlled delivery process, which is organized as follows: Firstly, a shipper picks
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Fig. 6. BPMN choreography diagram with commitments obtained after applying trans-
formation rules.

up a shipping container containing the goods to be delivered. Then, the shipper
notifies the manufacturer of the goods that the delivery has started. After that,
the shipper delivers the container to the customer, and notifies the manufacturer
that the delivery is completed. Finally, the customer informs the shipper on the
outcome of the delivery process. While the shipper is in charge of delivering the
goods to the customer, he is subject to the following compliance rule: He must
ensure that the temperature of the container stays below 5◦C.

Since the participants do not want to disclose their internal processes (e.g.,
which route is taken by the shipper and under which conditions), this process
can be modeled as a choreography. Also, the compliance rule can be modeled
as a persisting commitment. Thus, we can use the extension of BPMN chore-
ography diagrams with commitments to represent them, as shown in Figure 3b.
In particular, commitment C1 is attached with an incoming arc to the Shipper
actor in the choreography task Initiate delivery. In this way, we indicate that
the shipper will be the debtor for C1, and that C1 will be enforced after Initiate
delivery. Similarly, C1 is attached with an outgoing arc to the Manufacturer
actor in the choreography task Terminate delivery. In this way, we indicate that
the manufacturer will be the creditor for C1, and that C1 will no longer be
enforced after Terminate delivery. Besides specifying the tasks carried out by
the shipper, the compliance rule does not specify any other constraint on when
it should be enforced. Therefore, no antecedent is specified for C1. Conversely,
the consequent requires that the temperature of the container must not exceed
5 Celsius degrees.

Once we modeled the process and compliance rule as discussed above, we
applied the transformation rules presented in Sect. 3.1 to identify the infor-
mation required for blockchain-based monitoring. The resulting choreography
diagram is shown in Fig. 6. In particular, by applying TR1, an annotation was
added to Initiate delivery, specifying that the Delivery started message belongs
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to the InitScope for C1. Similarly, an annotation was added to Deliver goods and
Terminate delivery to indicate that, respectively, the Goods message belongs to
the Scope for C1, and the Delivery ended message belongs to the TerminateScope
for C1. Also, since C1 is a persistent commitment, rules TR2 to TR6 were applied
to add the information required to continuously evaluate the consequent. In par-
ticular, by applying TR2 and TR3, the loop choreography task Send data for C1
and the message C1 data (which are highlighted) were introduced in the model.
By applying TR4, a parallel split gateway was introduced after Initiate delivery,
connecting to one branch Deliver goods (as originally specified in the process
description) and on the other branch Send data for C1. By applying TR5, a con-
dition boundary event is attached to Send data for C1, indicating that the task
should stop being executed once the Delivery ended message – indicating that
C1 should no longer be enforced – has been sent. Finally, by applying TR6, an
annotation was added to Send data for C1 indicating that the C1 data message
belongs to the Scope for C1.

Once we enriched the choreography diagram as explained above, we gener-
ated the smart contract code as discussed in Sect. 3.2. Starting from the smart
contract skeleton, we completed it by manually implementing the onInitDocu-
ment(), onPostDocument(), condA() and condC() functions2.

Finally, we deployed and initialized the resulting smart contract code by per-
forming the steps discussed in Sect. 3.3. Then, we used the deployed smart con-
tract to monitor a simulated instance of the process. To perform the deployment
and simulation, we used Truffle Suite3. Deploying the smart contract consumed
2521182 gas units. Initializing the smart contract consumed 731852 gas units.
Signing the smart contract consumed on average 30272 gas units per participant.
Finally, sending a message consumed on average 178652 gas units. This relatively
high gas consumption is determined by data structures and functions required
to store the messages on-chain, and to evaluate the antecedent and consequent
condition. However, by relying on a distributed filesystem and a blockchain ora-
cle, this information could be moved off-chain, significantly decreasing the gas
consumption of the smart contract.

5 Related Work

In the pyramid of the process model correctness proposed in [7], compliance
checking is related to the semantic correctness, i.e., to comply with imposed rules
stemming from regulations, standards, and laws. As in [15], social commitments
model the interaction among several participants inspired by the agent-based
system literature, and translated into automaton as suggested in [5,13]. Social
commitments have been already adopted to specify orchestrated processes [2] or
to annotate choreographed ones [14]. In this way, the compliance concerns non-
functional aspects of the business process execution which cannot be expressed
using the usual process models.
2 The resulting code is publicly available at http://purl.org/commitments-solidity.
3 See https://trufflesuite.com.

http://purl.org/commitments-solidity
https://trufflesuite.com
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According to the classification proposed in [6], the approach proposed in this
paper can be placed among the hybrid approaches as it covers the compliance
management at design-time, run-time, and post-mortem. In fact, commitments
are used at design time, by linking them to the choreography process models, to
express the compliance rules. The characteristics of the attached commitments
also provide the information at run-time to check the compliance of the rules.
Finally, the use of the blockchain introduces a novel aspect which completes the
coverage of the compliance management lifecycle as it provides a tamper-proof
technology for a distributed auditing.

A peculiarity of the approach is the focus on the choreographed processes.
Unlike the orchestrated process, the compliance checking requires to enrich the
interaction protocol among the parties with information concerning the way in
which the interaction should occur. This is particularly relevant in case time
constraints [1] or security constraints [8] are required.

A second relevant aspect covered in this paper concerns the usage of block-
chain technology [4] to enable the creation of a distributed, while trusted, envi-
ronment to transparently check whether the conditions expressed by the com-
mitments are verified. In [11], the authors have studied how a blockchain like
Ethereum plays an important role to support the technical challenges related
to compliance checking. Similarly to our approach, [9] considers choreographed
processes extending the semantics of the model, and proposes a blockchain-based
solution to enact and monitor their execution. With respect to this approach,
the solution proposed in this paper only focuses on monitoring, and it assumes
the process to be enacted in a way that the blockchain is not able to control. As
a consequence, monitoring the process becomes more challenging as the number
of variants to be detected is higher.

To the best of our knowledge, mixing these two aspects - the usage of
blockchain as a way to check the compliance of choreographed process - has
not proposed in the literature yet. The closest approaches would be Caterpillar
[10] and Lorikeet [17]. These approaches are based on collaboration processes
which include, even if partial, some information about the internal structure of
the pools. Model-driven techniques are adopted to automatically generate smart
contracts which will support process execution and monitoring. A comparison
among these approaches is provided in [3].

6 Conclusion

This paper has presented a model-driven approach to configure a blockchain-
based solution to check the compliance of a multi-party business process. In par-
ticular, commitments are adopted to express obligations directly on a BPMN
choreography model from which, according to a transformation rules, it is pos-
sible to derive the skeleton of code for the smart contracts which are involved in
the monitoring.

In particular, the transformation rules defined in Sect. 3.1 identifies which
message exchanges are relevant for a commitment and should be stored on-
chain, thus answering to the research question RQ1. Moreover, by using the
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code-skeleton in Sect. 3.2 and the deployment steps in Sect. 3.3, we were able to
easily turn commitments into smart contracts, and use the blockchain to monitor
them, thus answering to the research question RQ2.

A limitation of this work, outlined during the validation, is the relatively
high computational and storage requirements, that make it unsuited for low-
value processes that rely on a public blockchain. This problem can be mitigated
by relying on a permissioned blockchain which reduces the costs but does not
provide the same level of interoperability, since the parties have to agree on the
blockchain to be used. In addition to this, future work will focus on addressing
this issue by implementing off-chain mechanisms to handle these issues.

Acknowledgements. This work has been partially funded by the Italian Ministry of
University and Research under the MICS-PE program.
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Abstract. Designing systems for inter-organizational process execution
is not trivial and is affected by challenging issues due to the lack of a
central coordinating authority. For this reason, current approaches con-
nect to peer-to-peer architectures such as blockchains to synchronize all
process participants upon a secure infrastructure. However, instead of
integrating existing workflow management systems (WFMS) into decen-
tralized infrastructures, a common strategy is to fuse the process world
with the blockchain world by (re)implementing particular WFMS func-
tions as smart contracts. Consequently, these approaches cannot encom-
pass the functionality of mature WFMSs. We address this deficiency by
introducing an abstract middleware layer that strictly decouples pro-
cess management concerns from issues regarding the secure synchroniza-
tion of decentralized WFMSs. This middleware then connects process
engines with appropriate secure synchronization protocols, enabling (i)
easy interchange of these key concepts and (ii) employment of exist-
ing WFMSs. Consequently, collaborations can leverage, for example,
matured organizational policy management and collaboration-wide per-
sonalized work lists. We evaluate the feasibility of our approach with
dpex, an open-source implementation, and its integration into a real-life
use case.

Keywords: Decentralized Process Execution · Blockchain-based
Process Execution · Inter-organizational Process Execution

1 Introduction

Enterprises collaborate with other companies to sharpen the focus on their core
business competencies. For instance, they form supply chains by outsourcing cer-
tain activities of a value chain. Symbiotic economic effects, however, come with
the cost of higher coordination efforts. Coordination and collaboration between
companies can be realized through business processes. Business Process Man-
agement (BPM) generally investigates how business processes can be structured,
automated, and optimized [5]. Thereby, the execution of a process model is a
well-established strategy for companies to organize and optimize their internal
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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processes [28]. In this context, a workflow management system (WFMS) inter-
prets a process model and guarantees the following key advantages: (i) it ensures
conformance during execution, (ii) it enables global monitoring of the process
state, and (iii) it provides personalized work lists for employees based on a model
of the organizational structure [5]. Research on inter-organizational BPM trans-
fers process execution into a cross-enterprise context, thus striving to reduce the
administrative burden for cooperating ventures.

In contrast to company-internal process execution, inter-organizational col-
laborations lack a centralized infrastructure that is considered secure and trust-
worthy. In this regard, inter-organizational process execution can be conceptu-
alized as a decentralized application with decentralized data management [9].
Therefore, a secure communication infrastructure (SCI) is mandatory. For pro-
viding such an SCI, recent research mainly suggests implementing decentralized
process execution based on blockchain technology [21]. The earlier approaches
focus on supporting a specific process modeling language on a particular infras-
tructure, for example, BPMN process diagrams on the Ethereum blockchain
[16,23]. However, the monolithic solutions of encoding process semantics in
smart contracts heavily interweave BPM matters and SCI concerns and cause
the re-implementation of WFMS functionality within smart contracts. As a con-
sequence, adaptions to low-level blockchain-specific smart contract code or the
implementation of new smart contracts from scratch are necessary for support-
ing (i) alternative modeling languages, e.g., YAWL [6], (ii) sophisticated WFMS
features such as the support of organizational policies [15], and (iii) alternative
blockchain protocols, e.g., Hyperledger Fabric [20].

In this regard, the integration of an external WFMS (Camunda) and Hyper-
ledger as SCI is discussed in [2]. In turn, the need for interchangeability of
those core components, specifically blockchain protocols, is highlighted in [4,8].
In this context, current approaches utilize blockchain security advantages by
outsourcing and automating the execution of particular activities as smart con-
tract functions. This enables the implementation of critical use cases such as the
exchange of cryptocurrencies, for example [8]. Instead, our architecture integrates
blockchains as an instance of an SCI for collaboration-wide coordination based
on work lists. In contrast to pure blockchain-based solutions [16], we propose a
modular middleware that favors a strict decoupling of BPM and SCI concerns.
This middleware empowers the integration of arbitrary WFMSs and connects to
SCIs while ensuring proper communication between the process domain and the
distributed systems sector. In particular, the suggested architecture fosters the
following contributions.

– The separation of process concerns from the implementation of SCI logic
is treated as a first-class citizen.

– Integration of existing WFMSs to retain process execution features, e.g.,
full-fledged work list coordination based on an organizational model.

– Modular exchange of core components to streamline the straightforward
exchange of WFMSs and fault-tolerant infrastructures, such as blockchains.
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– Enabling decentralized process execution without a blockchain by easy link-
ing of existing WFMSs with traditional synchronization algorithms.

– In-depth consideration and support of security requirements to ensure
proper operability and prevent intentional manipulation attempts.

We evaluate the feasibility of our approach by providing a proof-of-concept
implementation of the conceptual framework called dpex. We demonstrate the
integration in a real-life use case by integrating Camunda and Ethereum in a
dpex application. To overcome the restrictions of Camunda and BPMN regarding
the definition of organizational constraints, we highlight the flexible extensibility
feature of dpex.

The remainder of the paper is structured as follows. Section 2 recaps the
fundamental principles of WFMS-based process execution. Section 3 then intro-
duces decentralized process execution in an inter-organizational context focusing
on networking and security requirements. Section 4 recaps the requirements and
presents our middleware architecture. Section 5 presents the dpex implementa-
tion and its integration in a real-world use case. We evaluate and discuss our
approach in Sect. 6. Section 7 explores related work before Sect. 8 concludes the
paper and previews future work.

2 Process Execution in a Workflow Management System

Process execution describes the software-supported execution of a process model
that refers to a real-life business process. A process model is deployed in a soft-
ware system called a workflow management system (WFMS) that is capable of
distributing work items to employees or scheduling automated tasks automati-
cally in accordance with the predefined process model. The main components of
a WFMS are depicted in Fig. 1, and their functionality is described next.

Fig. 1. Components of a WFMS

Main Components of a WFMS. The core of any WFMS is the workflow
engine (execution engine) that interprets the semantics of a process model. Thus,
the engine determines whether a specific task conforms to the process model and
is further responsible for deriving subsequent possible actions. During execution,
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all occurring events, comprising, amongst others, the timestamp or ID, the task,
and the executing human resource, are explicitly recorded in the event log that
is persisted in a connected database along with further process-relevant data.

The main constituents or perspectives of a process model are the atomic par-
tial steps of a process, called tasks (functional perspective), together with their
temporal relationship allowing sequential or parallel execution (behavioral per-
spective). Additional information, which is captured in further perspectives of a
process model, valorizes the WFMS-based process execution for companies [10].
Concerning the organizational perspective, process models reference entities of
an externally defined organizational model to comply with organizational respon-
sibilities. The box in the bottom left in Fig. 1 shows three employees allocated to
roles (CEO, Senior, Junior) and groups (UI, Backend). The WFMS then may hand
execution rights for a task only to employees that fulfill specified requirements,
e.g., having a particular role or not having executed a preceding task. This is a
fundamental principle for generating personalized work lists for employees by the
WFMS. The automation of activities is subject to the operational perspective.
Thereby, executable programs are assigned to activities whereby the execution
thereof is automatically scheduled by the WFMS [19].

Advantages of a WFMS. The usage of a WFMS has several advantages [5].
First, a WFMS ensures process conformance to the predefined model by, e.g.,
safeguarding the execution sequence of tasks or preventing the accidental neglect
of tasks. Then, employees are supported with personalized work lists according
to the organizational restrictions, as defined along with the process model. On
an administrative level, a WFMS enables the monitoring of global progress and
traceability due to the fine-grained recording of events in an event log. Lastly,
automation through implementing activities can boost business processes.

Execution of a Task. Usually, more than one employee can take responsibility
for a particular task, i.e., the task is listed in multiple work lists. In this case, the
WFMS is in charge of coordinating and synchronizing the execution of such a
task to prevent, for example, activities from being performed twice. This feature
is implemented according to the life cycle of a work item. A basic variant of such
a life cycle (adapted from [19]) comprises the following steps. First, a work item is
offered in the work lists of all eligible resources. Eventually, an employee sends
an allocation request. Subsequently, the WFMS removes the work item from
other employees’ work lists and changes the work item status to allocated.
The status of a work item is set to completed when the employee has finished
task execution. When activities are automated, the WFMS may invoke a referred
application program automatically while skipping life cycle stages.

3 Process Execution in an Interorganizational Context

Over the past decades, various approaches and concepts have been proposed for
conducting inter-organizational processes. This section reviews the journey from
message-based communication via decentralized process execution to blockchain-
based process execution and emphasizes networking and security requirements.
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3.1 Message-Based Collaborations

Before blockchain-based process execution, inter-organizational process execu-
tion focused on the specification of a message protocol and bilateral machine-to-
machine integration of participants in a collaboration based on service-oriented
architectures [25]. Each participant locally runs a WFMS; these WFMSs are
coordinated through message exchange. Due to the lack of a tamper-proof cen-
tralized server [27], neither a global process model nor a global event log is avail-
able. Consequently, indispensable process execution features like collaboration-
wide personal work lists or a global process status are hardly supported.

3.2 Decentralized Process Execution: Networking Perspective

The aforementioned WFMS features (cf. Section 2) are based on the availability
of an event log and the respective process models. These artifacts are usually
provided on a centralized client-server infrastructure, which is, however, not
available under certain circumstances such as in inter-organizational settings.
Therefore, decentralized process execution relies on peer-to-peer architectures
and the following strategy to govern a global event log and retain process execu-
tion features. Each collaboration participant interprets the same process model in
its locally running WFMS to facilitate a global event log. The WFMSs of all par-
ticipants are constantly synchronized, i.e., when a task is processed locally at one
participant, the collaborating WFMSs are notified, and their local process sta-
tus is updated accordingly. The synchronized event log preserves globally coor-
dinated work lists and status monitoring. For proper processing in distributed
environments such as peer-to-peer networks, communication and synchroniza-
tion require particular consideration.

Communication. The inter-organizational process model is interpreted by each
participant locally. Sharing the global process state, including the execution
history, requires continuous communication between process participants.

Synchronization. The participants constitute a distributed system affected by
typical synchronization issues: when two participants claim a task simultane-
ously, listening nodes could receive the messages in a different order and assign
privileges differently, resulting in varying process states. Concerning this issue,
event sequencing mechanisms must be integrated to ensure proper processing.

Assuming reliable communication and synchronization techniques, each par-
ticipating WFMS can agree upon an unambiguous execution state of a process.
However, former research highlights the untrustworthiness of inter-organizational
collaborations and the threat of manipulation attempts, wherefore security
requirements for this system architecture are discussed next.

3.3 Decentralized Process Execution: Security Perspective

The security of a (process) application is a mandatory non-functional require-
ment and is particularly important in a cross-organizational context when decen-
tralized process execution is conducted. As an exhaustive security discussion
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is out of this paper’s scope, the following discussion tackles important security
issues from a BPM point of view. Thereby, we differentiate between manipulation
attempts after process execution and security threats during process execution.

We first focus on manipulation attempts after process execution. The global
event log is a central artifact for security matters in decentralized settings. It
must be protected against dishonest manipulation. Due to decentralized data
management, each participant can manipulate the local event log, trying to
manipulate the actual process course in retrospect. Hence, we must ensure that
all honest participants agree upon an unfeigned event log and that such local
changes are rejected. In this regard, the following security threats arise.

Manipulation. Assume a company that processes parts delivered by a sup-
plier. The parts must be cured by the supplier, which is recorded in the event
log. Unfortunately, the processing company stores those parts incorrectly why its
production process fails. Unfairly, it tries to manipulate the event log by remov-
ing the curing step to accuse the supplier instead. Such manipulations must be
prohibited by ensuring the integrity of the event log. A possible solution is to
acknowledge each process action with a digitally signed message by all collabora-
tion participants. Repudiation. Again assume the collaboration of companies.
A quality check must be conducted what is feasible for all collaboration partners
that can act as QM (quality management). In case of subsequent deficiencies
with the controlled part, a company – formerly acting as QM – might want to
disguise its responsibility for this quality check, although it has performed it. The
security concept of non-repudiation addresses this issue, whereby all messages
are digitally signed with asymmetric cryptography techniques.

Second, we concentrate on security issues during process execution. From a
networking perspective, byzantine faults may occur during message distribution,
meaning the (intended) sending of wrong information. We derive two security
threats from this misbehavior.

Impersonation. Decentralized process execution also lacks a centralized
authority for authentication purposes. Hence, malicious companies could imper-
sonate a collaboration partner and claim tasks on their behalf unauthorizedly.
This authentication issue can again be solved by asymmetric cryptography. Con-
formance Violation. Through malicious messages, companies could also try
to claim tasks whilst required preceded tasks are not completed yet, or despite
organizational restrictions. In other words, malicious companies try to violate
process conformance. In WFMS-based process execution, all authorization rules
are predetermined by a process model. Hence, the authorization security feature
can be delegated to the preservation of process conformance.

3.4 Blockchain-Based Process Execution

Blockchain protocols were utilized to build process execution systems that are
considered trustworthy. The following section discusses how a blockchain can
meet the networking and security requirements (cf. Sect. 3.2 and 3.3).
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Blockchains are built upon a peer-to-peer network and implement gossiping
functionality so that the nodes in the network will receive new messages (called
transactions). Hence, communication is enabled by default when using a
blockchain. With respect to synchronization, blockchain-based systems broad-
cast messages without an agreed-upon order initially. They are collected in the
mining pools of specific network nodes. To decide on the validity and order, the
protocols integrate consensus mechanisms such as proof of work (PoW ) or proof
of authority (PoA), which algorithmically determine an accepted node that is in
charge of validating and ordering a set of unconfirmed transactions by collect-
ing and propagating them in a new block. In this step, these transactions get
sequenced while the selected node can choose an arbitrary order. Manipula-
tions are prevented by means of efficient integrity checks. The data is organized
in contiguous blocks, where a subsequent block always contains a checksum-like
reference to the data of the previous block in its header. Thus, when historical
data is manipulated, all block headers change up to the current block. As creating
new valid blocks is tedious and nodes always agree on the longest available chain
of blocks, destroying the integrity and manipulating data is practically impos-
sible. Asymmetric cryptography techniques enable both non-repudiation and
authentication to prevent impersonation. All blockchain transactions must be
signed with the sender’s private key and are therefore non-reputable and unam-
biguously retraceable. Lastly, tackling conformance violations, blockchains
not only store data but can also be configured to accept only new data that
conforms to specific rules defined in so-called smart contracts. For our purposes,
smart contracts are used to guard the semantics of a process model (language).
Hence, an invalid transaction that violates process conformance is automati-
cally rejected. When a valid transaction is included in a new block, it is con-
sidered persisted, and the process state is updated. Although blockchains meet
the functional requirements, it has been discussed that there are more suitable
approaches for collaboration between organizations [7]. In this paper, we address
this issue and unchain decentralized process execution of blockchains and enable
the integration of various trust-building modules.

4 Architecture for Decentralized Process Execution

In this section, we propose our middleware architecture for decentralized process
execution. We first summarize the requirements for this architecture based on
the challenges identified in the previous sections.

4.1 Requirements

Section 1 introduces the principle architecture and flexibility requirements iden-
tified in related work, e.g., [2,8], (R1, R2). The foundational concepts of WFMS-
based process execution are presented in Sect. 2 (R3, R4, R5, R6), and the net-
working and security issues (R7) are identified in Sect. 3.
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R1: Extensibility in Terms of Modeling Languages. Currently, we are
not aware of a dedicated modeling language for inter-organizational processes
or the organizational structure of collaborations. Hence, current approaches
have adopted various process languages stemming from the intra-organizational
domain, e.g., BPMN Process Diagrams [23], DCR Graphs [18], or YAWL [7].
Nevertheless, we regard it as necessary to be able to integrate arbitrary pro-
cess modeling languages since collaboration requirements might be different in
distinct application domains.

R2: Extensibility in Terms of SCIs. Multiple blockchain protocols have been
adopted for process execution, which support different configurations. Permis-
sionless PoW blockchains allow unrestricted and anonymous participation in the
mining process, whereas permissioned PoA blockchains require explicit specifica-
tion of empowered nodes. Besides blockchains, further promising synchronization
algorithms exist [11]. An in-depth suitability study for process execution is still
missing. Thus, our architecture must be open to arbitrary blockchain platforms
and secure synchronization algorithms.

R3: Retain Basic WFMS Functions. We identified essential WFMS func-
tions in Sect. 2. For instance, we regard process conformance checking, process
monitoring, and in particular global work list handling as essential parts of a
modern WFMS suitable for decentralized process execution.

R4: Support of the Operational Perspective. The invocation of tools and
(web-)services is a mandatory feature of a WFMS to foster task automation.
Run-time decisions on the selection of appropriate services are essential while a
process model can specify constraints regarding the subset of possible resources.

R5: Support of the Organizational Perspective. Process execution requires
a profound implementation of organizational perspectives. The first approaches
to blockchain-based process execution focus solely on the control flow. More
advanced solutions then include portions of the organizational perspective, e.g.,
voting-based resource allocation [15]. However, this does not fully cover the
need for sophisticated organizational policies. This includes, e.g., an application-
specific, flexible concept to specify eligible agents for process execution.

R6: Supervision of the Task Life Cycle. Support of the task life cycle is a
critical feature. After the WFMS offers a task, the responsibility of task execu-
tion must be determined before an actor can perform it. Due to the distributed
nature of the underlying infrastructure, different sub-nets (net partitions) may
temporarily pursue task assignments in an uncoordinated way. This might hap-
pen when two participants from different network partitions claim tasks nearly
at the same time. Hence, global coordination is mandatory.

R7: Network and Security Issues. Finally, the issues of decentralized process
execution concerning networks, i.e., communication and synchronization, and
concerning security, i.e., manipulation, repudiation, impersonation, and confor-
mance violation, have to be reflected.
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4.2 Architecture

The fundamental principle of our proposed architecture is to separate the con-
cerns of the process domain and the collaboration domain. We achieve this by
introducing a middleware allowing for the integration of (i) existing process soft-
ware and (ii) secure communication infrastructures (SCI). The middleware then
cares for proper communication between these key components automatically.

Fig. 2. Infrastructure of decentralized process execution with dpex

Consider Fig. 2 which illustrates the conceptual middleware architecture.
Organizations may have different already deployed WFMSs running and also
can maintain a local node of a peer-to-peer network. In this context, the mid-
dleware client is an additional service that manages multiple collaborations and
can interact with various external process systems and different communica-
tion networks through so-called Connectors. The high-level BPM Interface and
Collaboration Interface, which the respective connectors must implement, ensure
flexible adaption to the external components, i.e., WFMSs and SCIs, respec-
tively. Thereby, the Internal Communication Bus (ICB) handles the communica-
tion between a BPM Connector and a Collaboration Connector.

BPM Interface. The BPM Interface defines the core functionality that is
mandatory for essential process execution such as instantiate, getWorkList,
isConform, claimTask, or completeTask. The ICB relies on these functions to
establish communication with an external WFMS. In the best case, an exist-
ing WFMS can satisfy the requirements of the inter-organizational process and
provides an API for usage in the BPM Connector. However, if needed, the archi-
tecture allows extending the functionality of an external WFMS by design, for
example, to add support for advanced organizational constraints (cf. Section 5.2).

Collaboration Interface. The Collaboration Interface specifies the messaging
functionality sendMessage and receiveUpdate, whereby a Collaboration Con-
nector is then in charge of implementing this functionality. This may require
advanced considerations based on the configuration and implementation of the



Towards Full WFMS Support for Decentralized Process Execution 29

connected network. For example, in a permissioned Ethereum blockchain, deter-
ministic finality is provided, meaning that once a new block update is prop-
agated, this new data is considered irreversible, and the ICB can directly for-
ward the update to the BPM Connector. Apart from that, a permissionless PoW
blockchain provides probabilistic finality allowing for blockchain forks that inval-
idates propagated blocks with the included transactions. Hence, for permission-
less blockchains, the Collaboration Connector should not forward updates directly
but wait for a few blocks to arrive, as suggested by Falazi et al. [8].

Internal Communication Bus. The ICB cares for the proper invoking of
components and information passing. Consider Fig. 3a. During a collaboration,
a user initiates an update of the process state by claiming a task. Before the ICB
updates the local WFMS, the Collaboration Connector is invoked to notify other
participants of the task claim over the SCI (red, dashed arrow). Let us review
a critical situation when another participant wants to claim the same task at
the same time. In this case, a second claim message (green, dotted arrow) is
propagated from an external dpex application in the shared SCI. The SCI is
then in charge of synchronizing the messages. When the collaboration relies on
an Ethereum network, claims are recorded as transactions waiting for valida-
tion. Eventually, the transactions are integrated into a new block which globally
determines the order thereof. In our case, the external claim message (green)
is set at position one, and the internal message (red) at position two. Consider
now Fig. 3b, where the Collaboration Connector is triggered by the SCI to han-
dle the transactions, which arrive in the respective order. The ICB forwards the
messages to the WFMS via the BPM Connector while keeping their order. The
WFMS will accept the claim of the first message, whereas the second claim is
denied, as the task is already assigned.

Fig. 3. Communication scheme with dpex

5 Implementation and Use Case

To elaborate on the feasibility of our middleware architecture, we provide
an implementation thereof, called dpex, including connectors for integrating



30 C. Sturm and S. Jablonski

Camunda and the Ethereum blockchain. This section first provides an overview
of dpex before an implementation in a real-life use case is presented. The source
code including examples and a demo screencast, is provided as a Git repository1.

5.1 dpex-Library

dpex is an open-source Java implementation of the presented conceptual archi-
tecture. The framework is designed as a library and can be integrated into Spring
Boot applications. According to the presented architecture, the purpose of dpex
is not to interpret processes or find consensus but to integrate and interlink
existing WFMSs and external SCIs. The core concepts and main classes of the
framework are briefly presented next. The class Alliance refers to a certain
inter-organizational process and captures all relevant information for execu-
tion. In particular, it references the abstract classes ProcessModel, BPMEngine,
and Collaboration of dpex, which specify methods to be implemented accord-
ing to the BPM Interface and the Collaboration Interface. When an alliance is
instantiated, respective sub-classes must be provided that implement the con-
nection. For example, a CamundaAdapter extending BPMEngine must specify the
REST requests to a Camunda WFMS for claiming or completing tasks, etc. The
DPEXService corresponds to the ICB and builds the core of the framework. In
the course of flexibility, the business logic in this service is implemented solely
based on the abstract classes. Given a specific alliance instance, the code of
respective sub-classes is then invoked automatically. During process execution,
the DPEXService is triggered by user interactions and invokes the appropriate
BPM or collaboration adapters whilst passing the required information. The
Collaboration class references the classes Network, Agreement, and Security,
which can be extended, to wait for several additional blocks before triggering
the ICB, which is required in case of using a permissionless blockchain.

5.2 Implementation in a Real-Life Use Case

Use Case. We demonstrate our approach with the implementation of the busi-
ness trip application process at the University of Bayreuth (UBT). The UBT
does not provide a centralized WFMS for this purpose, thus, three independent
participants are involved, i.e., the responsible chair (RC), the personnel affairs
department (PAD), and the accounting department (AD). The execution of the
process (Fig. 4) must also be protected from fraud, e.g., the approval of the PAD
should be non-repudiable because it is decisive for later reimbursement.

BPMN is incapable of expressing the required organizational constraints.
Despite several BPMN extensions exist in this respect, we express the constraints
in terms of BPMN annotations to demonstrate the flexible extensibility of dpex
towards supporting any desired modeling constructs. An applicant starts the
process by executing Apply for trip. The secretary of the applicant’s chair must
then prepare the application before an employee of the PAD can approve it.

1 https://gitlab.com/bpm-dpex.

https://gitlab.com/bpm-dpex
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Fig. 4. Business Trip Process

After that, the traveling employee is in charge of booking transport and accom-
modation. When the trip is finished, the secretary collects all receipts accrued
for the AD, which cares for reimbursement. Consider the mentioned screencast
to review a possible infrastructure including required systems to be maintained.

Implementation. Before starting the collaboration with the dpex framework,
the participants must agree on a process model and an SCI. Accordingly, any
desired WFMS being able to interpret the process model must be deployed
locally together with a respective client being able to connect to the selected
SCI. Some SCIs require a locally running client (e.g. Ethereum), whereas other
SCI algorithms can be implemented directly in the Collaboration Connector.
For our use case, a Camunda WFMS and an Ethereum client are configured
by each participant. Lastly, each participant runs an application including the
dpex library that is configured to connect to Camunda and Ethereum in the
following way. The dpex application implements the CamundaMPModel class
as an extension of ProcessModel, which stores the BPMN elements for later
access and processing of the annotations, which represent organizational con-
straints. The CamundaMPEngine class is responsible for implementing the BPM
Interface. This class extends CamundaEngine, provided by the dpex library,
which in turn extends BPMEngine. CamundaEngine already defines the required
REST requests to Camunda. To address advanced organizational requirements,
which Camunda is not applicable to interpret, the isConform functionality of
CamundaMPEngine first calls an OrgEngine to evaluate organizational con-
straints directly before Camunda checks conformance w.r.t the control flow. On
the collaboration side, we set up a private Ethereum network with a local node at
each department. The wallet addresses of the participants are integrated into the
global organizational model; for example, they are allocated to a group research
assistant or a role secretary. This way, the OrgEngine can check, for example,
if a role-based claim of a task is conform based on the sender of a message.
The connector is then configured with the IP address of the local node. For SCI
purposes, we extend the Collaboration class and integrate Ethereum using the
Web3j library to send transactions within the Collaboration Connector. An event
listener for smart contract events listens to newly validated transactions and
triggers the ICB for further processing.
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Manipulation Handling. Manipulation handling with dpex is different com-
pared to pure blockchain-based solutions. Consider Fig. 5 which compares (i)
process execution implemented directly on an Ethereum blockchain (left) with
(ii) the usage of the dpex framework with Ethereum as SCI (right). The task
Apply for trip (AfT) is already executed and recorded as a transaction on the
blockchain. Now, through active manipulation or erroneous behavior, the trans-
action for executing Book transportation is propagated by RC. The Ethereum
clients on the left-hand side immediately regard the transaction as invalid, but
with dpex, the transaction representing a non-conform process action is still
recorded on the blockchain. However, with the globally accepted order of (all)
events, honest participants will agree on the same process state. Non-conformal
events are detected as such by the local WFMS, and will be ignored and not be
included in the local event log.

Fig. 5. Handling of non-conform transactions: pure blockchain-based solution (left) vs.
dpex (right). The task life cycle is neglected in this example.

6 Evaluation of the Architecture

This section evaluates our approach and emphasizes whether and how the stated
requirements are either directly supported by the proposed architecture or how
they can be implemented in dpex due to the flexible design of the architecture.

R1, R2: Extensibility. First, we ensure that external systems can be inte-
grated. In this regard, our proposed middleware defines high-level interfaces
based on the essential requirements of process execution and networking. This
enables the integration of existing components through connectors to entirely
outsource process interpretation and consensus finding. We demonstrate this in
the business trip application, where Camunda and Ethereum are integrated. As
we do not rely on the disruptive capabilities of blockchains, e.g., proof of work
or smart contracts, our architecture is also extensible with non-blockchain-based
fault-tolerant synchronization algorithms from a conceptual viewpoint. Instead
of securing the execution itself with smart contracts, the algorithms guarantee
a globally accepted order of all occurring events according to our Collaboration
Interface. Based on this globally accepted event order, all WFMSs can derive the
process state at any time, even if non-conform events are recorded.

R3: Retain Basic WFMS Functions. Section 2 presented the key advantages
of a WFMS, while an event log is the decisive artifact to support those fea-
tures. Although blockchain-based process execution is based on the availability
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of a globally accepted data basis, most approaches omit manually implementing
advanced WFMS functionality. Our approach is driven by a globally accepted
order of events. Together with their interpretation in an external WFMS, the
actual event log can be derived, and the features of global monitoring, traceabil-
ity, and work lists are supported in consequence.

R4: Support of the Operational Perspective. The operational perspec-
tive connects external services to process execution. In contrast to centralized
workflow enactment, all participating WFMSs will execute a particular task on
independent nodes. Hence, we have to consider the consequences of multiple
service invocations. We identify three cases. First, the service updates local,
process-external systems such as ERP-Systems. In this case, multiple service
invocation on each particular node is desirable. However, service definition, e.g.,
connection URLs, as a rigid part of the (globally uniform) process model must
be synchronized over all participants, which could be challenging due to the het-
erogeneous internal infrastructures. Second, a service affecting external scope
with deterministic behavior is called. This is straightforward, as every node will
retrieve the same results, e.g., when an open API is called to retrieve flight traf-
fic data. However, challenges can arise when the service is instructed to send an
E-Mail, which causes multiple emails to be sent. Third, an external service is
called that may return different results. This is a showstopper, especially when
the result is decisive for the subsequent process execution, e.g., in the case of an
external credit check, where a single, globally accepted result value is decisive.
In this respect, a one-time smart contract call can realize the external services to
retrieve an agreed value. Our evaluation shows that support for the operational
perspective is not straightforward and requires additional consideration, e.g., a
skip operation in WFMSs. This would allow a one-time execution of an inter-
organizational service task, while the WFMS of non-responsible participants uses
the skip operation to continue the process locally. Due to the stated issues, our
architecture does not fully support the operational perspective currently.

R5: Support of the Organizational Perspective. In our use case, advanced
organizational requirements apply, which BPMN can not express. Consequently,
popular WFMSs such as Camunda rely on custom implementations. This
impedes integration into our decentralized architecture because the process
model as a single source of truth must capture all process-relevant information.
In this regard, we specify the rules by means of BPMN annotations. The ICB
injects the model into the CamundaMPEngine, which calls an OrgEngine that
can finally evaluate the organizational constraints based on the process model,
the current event log, and an organizational model. Due to the strict separation
of this BPM matter from SCI concerns, the support of organizational perspective
can be implemented independently of any communication infrastructure.

R6: Supervision of the Task Life Cycle. The task life cycle is explicitly
supported in the architecture, as the BPM Interface specifies respective methods,
e.g., claimTask. The implementation thereof is again not in the scope of the
architecture but must be implemented by connected WFMSs. If more advanced
life cycle models must be supported, the respective interfaces can be extended.
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R7: Network and Security Issues. When the security of blockchain-based
process execution is discussed, the protocol and its configuration must be consid-
ered [8]. Our architecture, however, does not promote a particular communica-
tion infrastructure. Instead, we outsource the implementation and solely assume
that an (irreversible) globally accepted order of all messages can be provided.
Hence, the security of our architecture is determined by the security of connected
protocols, and the discussion thereof is out of the scope of this paper.

In conclusion, the dpex implementation indicates that the requirements
regarding extensibility are addressed, as external systems can be integrated as
long as they can serve essential functionality defined in the BPM and Collabora-
tion Interface. The integration of existing WFMSs also allows for retaining their
functionality. By means of the use case, we demonstrate sophisticated support
of dpex with respect to the organizational perspective. The operational per-
spective is critical to implement because current WFMSs lack the functionality
to coordinate a one-time invocation of external services. This requires particular
consideration in future work. Due to the separation of SCI concerns, the security
issues must be discussed by means of the integrated protocol.

7 Discussion of Related Work

Blockchains provide a trustworthy infrastructure for inter-organizational pro-
cess execution [27]. Numerous approaches with varying focus have been pub-
lished, which have recently been analyzed within systematic literature reviews.
Viriyasitavat et al. provide a broad overview of the opportunities of integrat-
ing blockchains into the BPM domain [26], whereas Stiehle et al. instead focus
on the categorization and comparison of blockchain-based process execution
approaches [21]. Their studies show that existing approaches discuss the use
of different modeling languages such as BPMN process diagrams [16,23], BPMN
choreographies [17,27], YAWL [2], and Petri nets [7]. Also, declarative model-
ing paradigms have been investigated [18]. On the collaboration side, different
blockchain protocols are adapted, for example, Ethereum [16,22], Hyperledger
[20], or BFT blockchains using the PBFT framework for consensus building [7].
In terms of multiple process perspectives, the enforcement of organizational con-
straints is mainly supported through direct allocation [23] and role-based allo-
cation [4,17,27]. However, most approaches support compile-time binding only
instead of evaluating role assignments of possible participants to offer tasks in
work lists. During run-time, related work is focused on deferred allocation using
voting-based mechanisms [12,15]. Thereby, the important role of a profound
organizational model in capturing collaboration needs has not been discussed
yet. Also, time constraints have been considered in blockchain-based systems
[1,14,24] whilst relying on the timestamp of a particular block in the blockchain.

The approach of Alves et al. integrates a listener to the Camunda WFMS to
establish communication with a Hyperledger Fabric network [3]. Despite inte-
grating a WFMS, the approach lacks flexibility in terms of exchanging the
WFMS or blockchain protocol. Some approaches favor the integration of multi-
ple blockchains into inter-organizational process execution. The BlockME app-
roach of Falazi et al. [8] uses a multi-layer architecture to integrate a process
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engine independently from a certain blockchain configuration. Thereby, the pro-
cess model refers to particular smart contract functions that are automatically
invoked by a WFMS. Hence, instead of retaining prominent WFMS features,
they aim to implement particular blockchain tasks (operational perspective).
Thereby, their approach lacks flexibility in the selection of modeling languages.
Further, the approach of Adams et al. favors flexibility and is independent of any
specific WFMS or blockchain protocol [2]. However, their use case demonstrates
that they focus on a machine-to-machine integration via blockchain, where each
participant executes their local workflow additionally. In contrast, we favor a
global process model to enable prominent process execution features (cf. Sect. 2).
Ladleif et al. [13] consider cross-chain communication by design in their app-
roach. In contrast, we do not make assumptions on the collaboration layer, so
cross-chain communication is irrelevant in our architecture. Our focus is further
not to support specific protocol features, such as the establishment of channels
for confidentiality purposes but to retain traditional process execution features.
Even though the multi-chain approach of Corradini et al. [4] supports flexibility
in terms of the blockchain being connected, it is not a WFMS-based solution
as they instead provide a translator per blockchain protocol to derive specific
smart contracts that directly encode process semantics.

8 Conclusion and Future Work

Our architecture integrates existing BPM and secure communication infrastruc-
ture (SCI) into a decentralized process execution system. Top priorities comprise
the extensibility and retention of features of WFMSs, such as personalized work
lists. We provide an example implementation of the architecture, called dpex.
It respects the demanded separation of process-related and SCI concerns. The
dpex framework demonstrates an easy connection of WFMSs like Camunda to
trusted infrastructures such as blockchains. Arbitrary extensions can seamlessly
be deployed through the explicit definition of adapters, e.g., to evaluate orga-
nizational constraints. In contrast to related work that relies on blockchains,
e.g., to decide on process conformance on-chain or automate particular tasks as
smart contract functions, we instead use the blockchain as a trusted protocol to
decide event ordering. We discussed the opportunity to integrate non-blockchain-
based secure fault-tolerant algorithms. In future work, we investigate additional
process systems (Declare, jBPM ) and SCI systems (Hyperledger, BFT-SMaRt)
that serve the high-level interface at first glance. The first experiments show
promising results that will be provided on Git as soon as they are completed.
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Abstract. State-of-the-art approaches for managing Big Data pipelines
assume their anatomy is known by design and expressed through ad-
hoc Domain-Specific Languages (DSLs), with insufficient knowledge of
the dark data involved in the pipeline execution. Dark data is data that
organizations acquire during regular business activities but is not used
to derive insights or for decision-making. The recent literature on Big
Data processing agrees that a new breed of Big Data pipeline discov-
ery (BDPD) solutions can mitigate this issue by solely analyzing the
event log that keeps track of pipeline executions over time. Relying on
well-established process mining techniques, BDPD can reveal fact-based
insights into how data pipelines transpire and access dark data. However,
to date, a standard format to specify the concept of Big Data pipeline
execution in an event log does not exist, making it challenging to apply
process mining to achieve the BDPD task. To address this issue, in this
paper we formalize a universally applicable reference data model to con-
ceptualize the core properties and attributes of a data pipeline execution.
We provide an implementation of the model as an extension to the XES
interchange standard for event logs, demonstrate its practical applicabil-
ity in a use case involving a data pipeline for managing digital marketing
campaigns, and evaluate its effectiveness in uncovering dark data manip-
ulated during several pipeline executions.
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1 Introduction

In the current era of Big Data and Internet-of-Things (IoT), we are witnessing
the transformation of traditional working domains into new challenging cyber-
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physical environments (e.g., smart manufacturing) characterized by the availabil-
ity of a large variety of sensors that monitor the evolution of several real-world
objects of interest and produce a considerable amount of data. Nonetheless,
many data are stored for compliance purposes only but not turned into value,
thus becoming dark data. Gartner defines dark data as the information assets
organizations collect, process and store during regular business activities, but
generally fail to use for other purposes (e.g., analytics, business relationships
and direct monetizing).1 Examples range from server log files, which can give
clues related to the workers’ habits while executing their tasks, to geolocation
data that could reveal traffic patterns. Nowadays, storing and securing dark data
usually entails more expenses and risks than the potential return profit [10,30].

The recent literature on Big Data processing agrees that discovering and
interpreting the Big Data pipelines that run within the organization workflow is
essential to valorise dark data for insights and decision-making [8,25]. Big data
pipelines are composite steps for processing data with non-trivial properties,
referred to as the Vs of Big Data (e.g., volume, velocity, etc.) [22]. They: (i)
ingest raw data from disparate sources; (ii) process such data in the computing
continuum, which offers on-demand resource provisioning through a fluid ecosys-
tem integrating Cloud, Fog, and Edge technologies; and (iii) move it toward the
data consumers, which undertake further transformations, visualizations, etc.

State-of-the-art approaches for managing Big Data pipelines work assuming
their anatomy is known by design and expressed using one of the many available
domain-specific languages (DSLs) [19].

To tackle this issue, in the context of the recently funded EU H2020 Data-
Cloud project2, one of the main targets is to realize a new breed of Big Data
pipeline discovery (BDPD) solutions to infer the structure and behavior of a
data pipeline by solely analyzing the event log that keeps track of its past exe-
cutions. Relying on the similarity among the concepts of “data pipeline” and
“business process”, one of the project’s vision is to leverage and customize well-
established process mining techniques to reveal fact-based insights into how data
pipelines transpire and access dark data [4]. However, traditional event logs used
for process mining are limited in scope [2]. They include attributes tailored to
recording sequence-flow details of process execution (e.g., timestamp and com-
pletion of activities, etc.), thus neglecting any data- and technological-related
aspects needed to perform BDPD. In addition, to date, a standard format to
specify the concept of Big Data pipeline execution in an event log does not
exist, making it challenging to apply process mining techniques to achieve the
BDPD task. This leads to the following research questions:

– RQ1: Which attributes are required in an event log to keep track of data
pipeline executions and properly perform BDPD?

– RQ2: Which process mining techniques can be exploited to uncover and val-
orize dark data manipulated during data pipeline executions?

1 https://www.gartner.com/en/information-technology/glossary/dark-data.
2 https://cordis.europa.eu/project/id/101016835.
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– RQ3: Does process mining provide an effective way to perform BDPD and
uncover dark data in real-world data pipeline executions?

In answering these questions, in this paper, we: (i) formalize a universally
applicable reference data model to conceptualize the core properties of a data
pipeline execution; (ii) implement the model as an extension to the XES3 inter-
change standard for event logs; (iii) demonstrate its practical applicability in a
use case involving a real-world data pipeline for managing digital marketing cam-
paigns; and (iv) evaluate the effectiveness of (some) process mining techniques
in uncovering relevant dark data manipulated during pipeline executions.

The rest of the paper is organized as follows. Section 2 describes our research
methodology, based on design science principles. Section 3 presents the relevant
background on event logs and data pipelines, together with a concrete use case.
The reference data model, its underlying design concepts, and an accompanying
interchange format, are presented in Sect. 4. Section 5 demonstrates the practi-
cal applicability of the reference model in the use case. Section 6 evaluates the
effectiveness of applying process mining over the reference model to perform
BPDB and uncover dark data. Finally, Sect. 7 draws conclusions, discusses the
limitations of this work, and traces future work.

2 Research Methodology

Our research methodology is inspired to the Design Science approach described
by Johannesson and Perjons in [12]. The methodology is applied in five distinct
sequential phases: problem formulation and objectives, requirements definition,
design and development, demonstration and evaluation.
Problem Formulation and Objectives. In this phase, which is addressed in
Sect. 1, we first specify the research problem to be tackled, i.e., realizing a BDPD
solution to identify and take advantage of the dark data accessed during a data
pipeline execution. In Sect. 3, we justify its significance in the Big Data process-
ing field trough a motivating use case. Then, we elaborate on three research
questions, i.e., RQ1, RQ2 and RQ3, to guide our research toward defining an
artefact to solve the problem. A reference data model to specify a data pipeline
and its core properties, and its implementation as an extension to the XES stan-
dard for event logs, represent such an artefact, which opens the possibility of
applying process mining techniques to perform BDPD.
Requirements Definition. The second phase consists of eliciting the require-
ments for the outlined artefact. In Sect. 3, after providing the required back-
ground concepts on data pipelines and event logs, we discuss the main findings
of our previous work [19]. In [19], we analyzed the literature on Big Data pipeline
modeling to extract three requirements that guided us to formalize a novel DSL
(called DC-DSL) toward a standardized representation of the structure of a data
pipeline. However, while pipeline modeling through DSLs represents, by nature,

3 https://xes-standard.org/.
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a “subjective” and static view of reality, BDPD is “instance-driven”, i.e., it targets
extracting concrete pipeline execution data from event logs. In this direction, we
rely on the main concepts defined in DC-DSL and its requirements to build the
skeleton of our reference data model, and we augment it through the key process
mining notions of “event” and “trace”.
Design. Based on the analysis of the background and the requirements, in the
third phase we make design decisions explicit, discussing the reference data model
and describing its main features in Sect. 4. Moreover, we present in detail an
implementation of the model as an extension to the XES interchange standard
for event logs, which enables us to answer RQ1.
Demonstration. In the fourth phase, to answer RQ2, we demonstrate the prac-
tical applicability of the reference model in the use case. Specifically, we show
in Sect. 5 how the targeted use of process mining techniques can support uncov-
ering and understanding the dark data accessed during many executions of a
real-world data pipeline for managing digital marketing campaigns.
Evaluation. Finally, to answer RQ3, in Sect. 6 we perform a preliminary evalua-
tion involving 10 expert users from research institutions and companies engaged
in Big Data pipeline management activities. The aim is to assess the effective-
ness of applying process mining techniques over the reference model to untangle
the relevant dark data manipulated by the use case data pipeline.

3 Background

3.1 Process Mining and Event Logs

Process mining [1] is a family of data analysis techniques that enable decision-
makers to discover flowchart models from event data [5], compare expected and
actual behaviours [7], and enhance models. It focuses on the real execution of pro-
cesses, as reflected by the footprint of reality logged by the information systems
(ISs) of an organization. The starting point is an event log, which is analysed to
extract insights and recurrent patterns about how processes are executed. Event
logs consist of traces that each correspond to one process instance. Each trace
contains a sequence of events that occurred during the execution of the process
instance. Events are related to a particular step in a process with an activity
label, a timestamp, and a trace identifier.

To enable the exchange of event logs between different ISs, the process mining
community has developed an interchange standard that defines the structure and
general contents of event logs. Since 2016, the official IEEE standard for storing,
exchanging and analysing event logs is XES (eXtensible Event Stream) [3]. In
XES, event logs are organized in a three-level hierarchy of log, trace, and event
objects, with a minimal set of explicitly defined attributes on each of the levels.
The standard is designed to allow for additional attributes to extend its scope.
Some relevant extensions to XES were proposed to support communications [13],
privacy-preserving data transmission [24], and uncertain data management [21].
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3.2 Big Data Pipelines

The concept of Big Data pipeline can be traced back to 2012 [23], where data
pipelines are described as a “mechanism to decompose complex analyses of large
data sets into a series of simpler tasks”. Over the years, many definitions of a
data pipeline were provided. Among the most relevant, in [20], the authors refer
to a data pipeline as the “path through which Big Data is transmitted, stored,
processed and analyzed ”. In [18], a data pipeline is defined as “a complex chain
of interconnected activities from data generation through data reception, where
the output of one activity becomes the input of the next one”.

While the literature lacks a rigorous specification of the concept of data
pipeline, some common features that are related to it can be identified:

– A data pipeline consists of chains of processing elements that manipulate and
interact with data sets;

– The outcome of a processing element of a data pipeline will be the input of
the next element in the pipeline;

– Each processing element of a data pipeline interacts with data sets considered
as “big”, i.e., with at least one of the Vs dimensions that is verified to hold.

Looking at the above characteristics, it is evident that many similarities exist
between the concepts of “data pipeline” and “business process”. With the main
difference that any step of a data pipeline is thought to manipulate some data.
Conversely, processes include activities that do not necessarily interact with any
kind of data [1]. Nonetheless, since BDPD resembles the discovery of processes,
as both require an event log to enact the discovery task, it is worth employing
process mining techniques to support the development of novel BDPD solutions.
To achieve this objective, a reference model that formalizes the main properties of
a data pipeline and an extension of the XES standard for event logs is required to
capture the data and technological aspects related to a data pipeline execution.

3.3 Big Data Pipeline Specification Trough DSLs

The literature on Big Data processing has proposed several ad-hoc DSLs for
specifying the structure of a data pipeline in graphical format or as an XML
file [19]. DSLs are specification languages targeted to describe a specific appli-
cation domain. This is in contrast to a general-purpose language (GPL), which
is broadly applicable across domains. Compared to GPLs, DSLs cannot cover
all aspects of a given problem due to their limited scope. Still, they fill this gap
with improved expressiveness, offering better domain-specificity and significantly
improving collaboration between domain experts and developers [17].

In our previous work [19], we analyzed the literature on Big Data process-
ing to categorize the existing DSLs for modeling data pipelines based on their
expressiveness. We found that the majority of DSLs: (i) propose similar con-
structs having different semantics to specify a data pipeline; and (ii) are often
characterized by an ambiguous semantics, which can hardly be formalized and
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does not enable the application of any reasoning technique. Driven by this anal-
ysis, in [19] we derived three requirements to build a novel DSL that integrates
and formalizes the main concepts underlying the structure of a data pipeline:

1. The DSL must include a pipeline definition mechanism with a clear separation
between design and run-time aspects and not limited to a specific technology
stack, application domain or ad-hoc processing models;

2. The DSL must include a run-time support that considers pipelines as separate
units, rather than a single unit, for individual pipeline steps;

3. The DSL must include an enactment approach with run-time driven execution
and support for race-condition-free parallel branches.

The above requirements were realized through DC-DSL (DC stands for Data-
Cloud), which enables different stakeholders to create Big Data pipelines exploit-
ing containerization and orchestration technologies. These are required concepts
to allow data pipeline execution on the resources available in the Computing
Continuum. Since DC-DSL is event log agnostic, in Sect. 4, we show how we
used it to build the skeleton of our reference data model, which - in contrast -
will be aware of the key process mining concepts “event” and “trace”. In addition,
the reference model keeps track of many execution parameters used to monitor
a data pipeline execution. They are typically recorded by ISs in different data
sources and neglected by DC-DSL, thus becoming dark data.

3.4 Use Case

Fig. 1. DFG of the use case pipeline.

Let us consider the real-world case of
a Big Data pipeline targeting higher
mobile business revenues in smart mar-
keting campaigns. This use case is offered
by one of the small-medium enterprises
involved in the H2020 DataCloud project.
To discover the structure of the use
case pipeline, we relied on the interview-
driven methodology defined in our previ-
ous work [6], which allowed us to spec-
ify various simulation scenarios to frame
the boundaries of all possible pipeline
executions. Then, we generated a simu-
lated event log in the traditional XES
format using the Simio4 tool, obtaining
10,000 execution traces (the log is avail-
able for testing at: https://dx.doi.org/10.
5281/zenodo.7387553) compliant with the
simulation scenarios. In Fig. 1, it is shown
the Directly-Follow Graph (DFG)
4 https://www.simio.com/.
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representing the pipeline structure, discovered by feeding a process discovery
tool (we used Disco by Fluxicon5) with the simulated event log. The pipeline is
triggered when the system receives a request to model a new marketing cam-
paign or to report on how an already existing one is performing. In both cases,
the first two steps of the pipeline are querying the required data and applying
specific transformations to it. If the request is for a report, there is a need to
merge the queried data. On the other hand, for a model request, an algorithm
to compute it is launched, and the results are stored in dedicated databases.
Finally, the pipeline ends with either the report or the model being generated.
By applying traditional process mining techniques, only sequence-flow details of
the pipelines and related metrics can be obtained. This information can be used
to grasp insights on the workflow running behind the data pipeline (e.g., how
steps are sequenced, branching probabilities, potential bottlenecks, and other
issues in the process flow). While useful, they do not allow us to infer further
details from different perspectives, e.g., the flow of data accessed and manipu-
lated during pipeline execution, the technologies used to process the Big Data in
each pipeline step, etc. In a nutshell, there are relevant execution data that could
be easily captured by any logging system during pipeline execution, but are lost
during the analysis, thus becoming dark data. The first step to enable process
mining techniques accessing and elaborating such data is to capture them in the
event log, as shown in the next sections.

4 Reference Model and XES Extension for Event Logs

In this section, we present our reference data model to capture data pipeline
executions by analyzing its UML class diagram, which is shown in Fig. 2, and
explaining how it relates to the concept of event log. Then, Sect. 4.2 examines
how to extend the XES standard to capture the properties defined in the model.

4.1 Reference Data Model

We start by looking at the class Big Data Pipeline , which has an ID, a Name,
and a Communication Medium (e.g., a message queue) on which data flows.
Each Big Data Pipeline needs to have at least one Step by definition, and a
Step belongs to only one pipeline. As can be seen from its attributes, a Step has
an ID, a Name, and operates on a Continuum Layer (e.g., edge, fog or cloud)
and has a Type depending on the computed data transformation (e.g., it can be
a data consumer, a data producer, or both). Finally, a Step needs to have at least
a Data Source . A Data Source has an ID, a Name, a Type. The latter specifies
if it is used as input, output, or both, and can be characterized by how it relates
to the Vs of Big Data, e.g., by looking at its Volume. We specialized Data Source
by highlighting Data Streams which are data sources with a certain Velocity,
and we acknowledge that this class can be further specialized to include all the

5 https://fluxicon.com/disco/.

https://fluxicon.com/disco/


A Reference Data Model to Specify Event Logs for BDPD 45

Fig. 2. The UML class diagram for the reference data model.

different Vs that can be appropriated to the context in which the model will
be used. Finally, a Data Source needs to be used by at least one Step. A Step
is made up by at least one Step Phase , which is the core component of the
reference model. A Step Phase belongs to only one Step and has an ID, a Name,
an Outcome (either success or failure), and a Timestamp. We highlight four
potential step phases that are commonly used to describe the life cycle of the
steps of a data pipeline, Assigned, Deployed, Started and Completed. Still, we
acknowledge that this could vary depending on the context. A Step Phase taps at
least from one Technology , which has an ID, a Name, and an Operating System
(OS). We consider of interest only Technologies used by at least one Step Phase.
Detailed technological information can be expressed using the GPU , CPU ,
RAM , Storage and Network classes, which contain an ID and a series of
self-explanatory attributes related to the specific class. We consider of interest
only CPUs, GPUs, RAMs, Storages, and Networks that are related to at least
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Fig. 3. Extension of XES derived from the proposed reference model. The nested
attributes at the level of each Container attribute (e.g., Data Source or Big Data
Pipeline) are omitted to avoid overwhelming the diagram.

one Technology. Optionally, a Step Phase can be associated with Environment
Variables. They consist of simple pairs of Key and Value attributes, which can
be used to describe the Step Phase domain-specific properties. An Environment
Variable is of interest only if it is associated with at least one Step Phase. Finally,
we model an Execution Trace with its ID. Each Execution Trace needs to
contain at least one Step Phase, and each Step Phase is contained only in one
Execution Trace. We point out that Data Source and Environment Variable are
derived directly from DC-DSL, while Technology, and each class in relationship
with it, has been customized by interpreting the requirements details defined for
DC-DSL. It is worth noticing that while we based our reference model on some
of the core concepts of DC-DSL, its structure has been iteratively evaluated with
the domain experts of the business cases involved in the DataCloud project.

The main connection between the proposed UML class diagram and the
concept of event log is the tight relation between pipeline steps and business
process activities. Indeed, traditional business processes, whose executions are
responsible for generating event data, consist of activities, while data pipelines
contain a sequence of steps. Thus, a pipeline’s step can be seen as an activity that
performs some data transformation. We exploited this notion in the reference
model by associating each Step with the information about its data sources and
the computing layer (i.e., Cloud, Edge, or Fog) on which the transformation is
applied. Even if steps are the core elements of a data pipeline, we decided to
further split a single step into different phases. In this way, when it comes to run-
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Table 1. Attributes at the Event and Trace levels in the XES extension.

Attribute Level Key Type

Trace ID Trace ID
Event Step Phase ID string
Event Step Phase Name string
Event Outcame boolean
Event Timestamp Date
Event Step Container
Event Environment Variable Container
Trace Big Data Pipeline Container
Event Data Source Container
Event Technology Container
Event CPU Container
Event GPU Container
Event RAM Container
Event Storage Container
Event Network Container

time, information about when a step enters one of the phases of its lifecycle can
be exploited for analysis purposes. Hence, an event log following the proposed
model will have multiple entries for the same pipeline step, one for each of its
phases.

4.2 Extending XES

Figure 3 describes an extension of the XES standard able to represent Big Data
pipelines as formalized in the reference data model. As reported in the latest XES
Standard Definition, the concepts of log, trace, and event contain no information,
but they only define the structure of event data. Thus, information in an event
log should be stored in attributes. All attributes in XES have a string-based key.
Logs, traces, and events each contain an arbitrary number of attributes. There
are six types of elementary attributes, each defined by the type of data value they
represent, and two complex types: List and Container. These attributes hold
any number (may be empty) of child attributes. The value of a List/Container
attribute is derived from the values of its child attributes. Only in the case of
the List, child attributes are ordered and their keys need not be unique.

For this reason, except for Execution Trace and Step Phase classes that match
with the concept of Trace and Event in XES, we translated any other class
included in the UML diagram of the reference model in a Container attribute.
At the same time, we exploited the List attribute to represent relations between
classes. The child attributes of any reference model class have been represented
with one of the elementary attribute types.

In Table 1 we show the definition of the main attributes in the XES exten-
sion, at the Event and Trace levels. In Table 2, it is shown how we translated
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Table 2. List attributes in the XES extension to represent relations between classes.

Attribute Level Key Type

Event Environment Variables list[Environment Variable]
Event Technologies list[Technology](*)
Technology CPUs list[CPU](*)
Technology GPUs list[GPU](*)
Technology RAMs list[RAM](*)
Technology Storages list[Storage](*)
Technology Networks list[Network](*)
Event Step Step
Step Big Data Pipeline Big Data Pipeline
Step Data Sources list[Data Sources](*)

relationships between classes through lists at the levels of one of the container of
the classes participating in the relationship. The lists highlighted with (*) should
contain at least one item. Finally, we translated each attribute of the UML classes
into Attributes at the level of each respective Container. For the sake of space,
we do not show here all the details of the XES extension, whose specification
(obtained through the above considerations) is straightforward. Nonetheless, it
is worth noticing that its definition represents our answer to RQ1.

5 Demonstration

To tackle RQ2, in this section we discuss how process mining techniques can be
applied over our XES extension to: (i) get more detailed process-centric informa-
tion on the use case pipeline of Sect. 3.4; (ii) obtain data-centric insights about
its execution and untangle dark data accessed by the pipeline to generate new
potential business value.

First, the XES extension works when an IS is recording events at the step
phase level. This enables us to extract more insights into the executed steps of
the big data pipeline using traditional process discovery techniques. Indeed, by
applying one of the process discovery techniques available in [5] over the XES
extension, we can: (i) get the duration of individual step phases and more accu-
rate measures of the overall duration of steps; (ii) get more detailed information
about which step phases are causing bottlenecks or other performance issues;
(iii) have an idea of how the execution of pipeline steps is distributed on the
computing continuum; and (iv) understand how different step phases interleave.

For example, by analyzing the DFG in Fig. 1, we notice that sometimes after
the Transformation step there might be the need of installing supplementary
resources. The usage of the XES extension would allow traditional process min-
ing tools like Disco to get more detailed information about this issue, such as
understanding: (i) in which phase of the Transformation step these additional
resources are needed; (ii) how it relates to the outcome of the current step phase;
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(iii) in which continuum layer the associated computations are taking place, and
(iv) if the remote (hardware) resources are needed to consume or produce data
within the pipeline execution. Even more important, with a complete knowledge
of the resources employed in each step phase it may support a fast understand-
ing of the technological threshold that was exceeded during the Transformation
step, which led to the need of installing supplementary resources.

Second, when both the DC-DSL representation of a data pipeline and its
past executions recorded into an event log are available, we can apply tradi-
tional conformance checking techniques [7] to detect discrepancies (e.g., steps
missing in some pipeline execution or performed in a wrong order, etc.) between
the expected pipeline behavior and its observed executions. In addition, trace
alignment [14] can further support experts to associate a severity to such dis-
crepancies suggesting a repair strategy to fix them. For example, in the presence
of an event log represented through our XES extension, we can catch the exact
moment in the range of a step life-cycle where a deviation occurs. By looking at
the data pipeline model of Fig. 2, there could be execution traces in which the
“Query” step starts before the “Transformation” step but is completed after it,
generating a misalignment.

Third, to obtain further insights from the event log other than the traditional
sequence-flow based information and give value to the dark data involved in
many pipeline executions, we can leverage some recent process mining solutions
that exploit database (DB) theory to carry on analysis on the process behavior
recorded over a relational DB. A couple of approaches specifying DB schemas
fully compatible with the XES standard have been proposed to store log data
[9,29], and they can be easily extended to accommodate the additions provided
by our XES extension. Overall, our idea is to build patterns of SQL queries to
discover relations between the steps of a data pipeline that would be not made
explicit by relying on traditional process discovery techniques. In this direction,
we present some interesting query performed on a DB whose schema perfectly
matches the UML class diagram of the reference model in Fig. 2.

For example, to discover potential dark data sources, we could search for all
the data sources that appear in the log as the output of some steps but are never
used as input, as it is expressed in the following query (Query 1):

1 SELECT ds.name as DataSourceName
2 FROM DataSource ds
3 WHERE NOT EXISTS(
4 SELECT * FROM stepUsesDataSource suds
5 WHERE suds.dataSourceName = ds.name
6 AND (ds.type = ’Input ’ OR ds.type = ’Both’))

Similarly, we may be interested in knowing the amount of dark data that the
pipeline is producing on the cloud. Since dark data are known to be a potential
risk for organizations, having them on the cloud can increase the probability
of attackers that exploit them. To get an idea of this measure, we can run the
following query (Query 2):

1 SELECT ds.name as DataSourceName , ds.volume as DataSourceVolume
2 FROM Step s, DataSource ds , StepUsesDataSource suds
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3 WHERE s.continuumLayer = ’Cloud’ AND s.name = suds.stepName AND
4 ds.name = suds.dataSourceName
5 AND NOT EXISTS(
6 SELECT * FROM StepUsesDataSource sudsrc
7 WHERE sudsrc.dataSourceName = ds.name
8 AND (ds.type = ’Input’ OR ds.type = ’Both’))

Moreover, if we perform one of the queries available in the literature [26,27]
implementing process discovery over an event log stored as a relational DB, we
can translate the DFG of Fig. 1 in a DB view DFG(StepPhaseID1, StepPha-
seID2), in which each record describes pairs of subsequent step phases in the
DFG. Coming back to our use case pipeline, we can rely on such a view to
understand if the need to install supplementary resources is associated with the
outcome of the phases of the step Transformation. To this aim, we can run the
following query (Query 3), which is searching for the outcome of all the step
phases belonging to the step Transformation followed by a step phase belonging
to the step InstallSupplementaryResources :

1 SELECT sp1.name as StepPhaseName , sp1.outcome as
StepPhaseOutcome

2 FROM Step s1 , Step s2 , StepPhase sp1 , StepPhase sp2 ,
3 StepPhaseBelongsToStep spbts , DFG d
4 WHERE (d.stepPhaseID1 = sp1.ID
5 AND sp1.ID = spbts.StepPhaseID
6 AND spbts.StepID = s1.ID
7 AND s1.name = ’Transform ’)
8 AND (d.stepPhaseID2 = sp2.ID
9 AND sp2.ID = spbts.StepPhaseID

10 AND spbts.StepID = s2.ID
11 AND s2.name = ’InstallSupplementaryResources ’)

In a similar fashion we can obtain the resource threshold that is triggering
this issue, by looking at the technologies used by step phases belonging to the
step Transformation and followed by a step phase belonging to the step Install-
SupplementaryResources, as expressed in the following query (Query 4):

1 SELECT t.ID as TechnologyID , t.name as TechnologyName
2 FROM Technology t, StepPhaseUsesTechnology sputc ,
3 Step s1 , Step s2 , StepPhase sp1 , StepPhase sp2 ,
4 StepPhaseBelongsToStep spbts , DFG d
5 WHERE (d.stepPhaseID1 = sp1.ID
6 AND sp1.ID = spbts.StepPhaseID
7 AND spbts.StepID = s1.ID
8 AND s1.name = ’Transform ’)
9 AND (d.stepPhaseID2 = sp2.ID

10 AND sp2.ID = spbts.StepPhaseID
11 AND spbts.StepID = s2.ID
12 AND s2.name = ’InstallSupplementaryResources ’)
13 AND sp1.ID = sputc.StepPhaseID
14 AND t.ID = sputc.TechnologyID

Once we have the IDs and names of those technologies, we can fetch more
details about GPU, CPU, RAM, Storage or Network by performing simple
queries, which are omitted here for the sake of brevity.

Finally, in many cases, dark data derives from domain-dependent values that
are stored in the log but can not be exploited by general-purpose process discov-
ery techniques. To address this issue, we can structure generalized queries that
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can be instantiated on a domain basis to infer insights on those values which
would have not been used in a traditional setting. An example of such a query
(Query 5) is the one in which we fetch all the steps containing at least a step
phase with a specific pair of key and value between its environment variables:

1 SELECT ev.key as Key , ev.value as Value , s.name as StepName
2 FROM Step s, StepPhase sp, EnvironmentVariable ev,
3 StepPhaseBelongsToStep spbts ,
4 StepPhaseContainsEnvironmentVariable spcev
5 WHERE spbts.StepID = s.ID AND spbts.StepPhaseID = sp.ID
6 AND sp.ID = spcev.StepPhaseID AND spcev.

EnvironmentVariableID = ev.ID
7 AND ev.key = ’domain -specific -key’
8 AND ev.value = ’domain -specific -value ’

6 Preliminary Evaluation

To address RQ3, we performed a test involving 10 Big Data pipeline manage-
ment user experts. We aimed to understand if the use of targeted process mining
techniques enabled us to perform BDPD effectively over an event log expressed
through our XES extension. Specifically, starting from the event log employed
in the real-world use case of Sect. 3.4, suitably augmented to accommodate the
new concepts introduced in the XES extension, we presented to the users the
results of the application of process mining techniques over the event log, as
discussed in Sect. 5 (thus, related to process discovery, conformance checking
and querying mechanisms). For each suggested application of process mining,
we administered the users a questionnaire asking to rate: (i) the perceived effec-
tiveness of the adopted solution in performing BDPD and uncovering dark data,
and (ii) the complexity of extracting dark data from pipeline executions without
the support of process mining. Questions are rated with a 4-point average scale
structured as follows: 1 (“None”), 2 (“Low”), 3 (“Moderate”), 4 (“High”). Each
user was allowed to add textual feedback to explain a score better. The average
score for any question is reported in Table 3.

Table 3. Questionnaire results.

Process Mining
solution

Effectiveness in performing BDPD
and uncovering dark data (1–4)

Complexity of extracting
data without BDPD (1–4)

Process Discovery 3.4 3.4
Conformance Checking 3.8 3.2
Query 1 3 3
Query 2 3 3.6
Query 3 3.8 3.6
Query 4 3.6 3.6
Query 5 3.6 3.6

The majority of the users (70%) were selected from the business case partners
of the H2020 DataCloud project, which focus their business on managing big data
pipelines targeting reduced live streaming production costs of sports events,
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trustworthy eHealth patient data management, and analytics in Industry 4.0
manufacturing. The remaining 30% of users are academics engaged in research
activities related to data pipeline definition, deployment, and adaptation.

The questionnaire results clearly outline that: (i) process mining solutions
represent an effective means to perform BDPD towards data pipeline analysis
and dark data extraction, and (ii) it is extremely complex to obtain the same
findings shown in Sect. 5 by employing traditional Big Data processing solu-
tions. These conclusions are enforced by the fact that all the scores range from
3 to 4. It is worth noticing that, in their textual feedback, many users pointed
out that similar results to process discovery and querying mechanisms could
be obtained through an extensive analysis of the system logs recorded during
pipeline executions by the IS of a company, which are often scattered among
different data sources. The users also recognized this is a time-consuming and
error-prone activity requiring manual and trial-and-error testing over the logs.
On the other hand, the users confirmed that the same results obtained by apply-
ing Conformance Checking in Sect. 5 can not be straightforwardly emulated
using traditional Big Data processing techniques, unless ad-hoc programming
scripts are developed.

7 Concluding Remarks

In the era of Big Data, the application of process-oriented solutions to deal
with issues requiring data awareness is increasing [11,15,16]. In this context,
the analysis of Big Data pipelines and the realization of novel techniques for
efficiently managing their life-cycle is considered as a relevant research chal-
lenge in the field of Big Data processing. In this context, a BDPD solution that
provides a precise knowledge of the characteristics of the processing steps per-
formed during a pipeline execution (e.g., CPU usage, resource consumption, size
of the involved data, etc.) can be used for better scheduling the available cloud
resources, enabling smart load-balancing and memory management decisions
before the execution of a data pipeline. The discovery activity is also crucial to
interpret bottlenecks, inefficiencies and risks hidden behind the complexity of
data pipelines, which prevent or delay their proper enactment.

To realize this vision, in this paper we have formalized a universally applicable
reference data model to conceptualize the core concepts and properties of a Big
Data pipeline execution. We provided an implementation of the model as an
extension to the XES interchange standard for event logs and demonstrated its
practical applicability in a concrete use case data pipeline.

Our reference model can contribute to the Big Data pipeline field by providing
a common application-independent conceptual framework for capturing data
pipeline executions. Moreover, by achieving the objectives of this research, we
envision a relevant impact also for process mining future developments. Indeed,
differently from the existing process mining techniques, we aim at discovering
models of data pipelines that not only include the traditional sequence-flow
constructs, but that embed information about the performance of the observed



A Reference Data Model to Specify Event Logs for BDPD 53

pipelines and the data manipulated by any step of the pipelines. This result
would allow us to push forward the research on the discovery of data-aware and
object-aware business processes, which is currently at an early stage [28].

As an immediate future work, we aim to validate the model’s practical appli-
cability and the effectiveness of process mining to perform BDPD and uncover
dark data against the strong selection of complementary business cases involved
in the H2020 DataCloud project. This will enable us to mitigate the rather pre-
liminary evaluation presented in this paper, which limits the generalizability of
our findings on the effectiveness of process mining (cf. RQ3) only to the data
pipeline analyzed in the use case.

Acknowledgments. This work is supported by the H2020 project DataCloud (Grant
number 101016835), and the Sapienza project DISPIPE.
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Abstract. Collaborative work processes are widespread, and call for
sophisticated modelling techniques to guarantee that the in-focus process
is able to suitably handle all the relevant ways in which external, uncon-
trollable participants can influence the overall behaviour. In the presence
of external actors, one needs to distinguish the internal, controllable non-
determinism of the in-focus process from the uncontrollable nondeter-
minism of external participants. While collaborative processes have been
previously studied in the context of declarative processes, where speci-
fications distinguish how different sources of control interact, no study
along this line exists in the context of the DECLARE declarative process
modeling framework. To this end, we introduce “collaborative DECLARE”
(coDECLARE), where activities are assigned to the internal orchestrator
or to external participants, and constraints are partitioned into condi-
tions on how the external participants can interact with the in-focus
process, and conditions that must be guaranteed by the in-focus process
itself, framing the resulting specifications in style of assume-guarantee
(behavioral) contracts. We discuss the conceptual and explain how cen-
tral tasks such as that of DECLARE consistency and enactment have to
be revised for coDECLARE. Moreover, we show how the resulting tasks
can be encoded into corresponding realisability and reactive synthesis
tasks for LTL specifications on finite traces.

Keywords: declarative process modelling · collaborative processes ·
model analysis · reactive synthesis · LTL on finite traces

1 Introduction

If we consider the very core definition of what a business or work process is, we
see that collaboration is an essential aspect. In [22], a process is defined as:

“a collection of inter-related events, activities and decision points that
involve a number of actors and objects, and that collectively lead to an
outcome that is of value to at least one customer”.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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The definition highlights, in fact, that a process involves a number of actors, of
which at least one is external to the organization. This generalizes to multiple
external actors that may be involved in the process execution: from providers
furnishing input material, resources, and/or services to the organization, to cus-
tomers and other external stakeholders that are interested in the value produced
through the process.

Collaborative work processes are hence widespread. In this work, we consider
how collaboration is handled by taking the subjective perspective of one of inter-
acting parties, singling out the process orchestrated by the in-focus party and
how it relates to the behavior of other parties. Other approaches are obviously
possible: for example, collaboration can be globally captured in a choreography
model, from which local processes can be derived.

In the context of service interaction and execution, these aspects have been
tackled when formalizing and analyzing collaborative processes [1,5,46], and in
the context of realizability for multi-party choreographic processes, considering
that they must be enacted in a decentralized way through interaction of the
parties, which in turn call for ensuring that they locally have enough visibility
of the current state of affairs when required to perform some task [20,36]. More
recently, similar notions have been applied to BPMN collaborative processes,
sometimes indeed reflecting the two sources of nondeterminism [13], and some-
times instead blurring them [33]. Such a blurring can be distinctively seen in
widely employed Petri net encodings of BPMN [21,37], where radically differ-
ent constructs such as internal decisions, event-based gateways, and boundary
events are all captured as free choices in the Petri nets.

A flourishing line of research on this matter exists also for declarative pro-
cesses. Several approaches have brought forward formal models for collabora-
tive/distributed process specifications, with two main lines respectively focused
on Dynamic Condition Response (DCR) Graphs [31,32] and artifact-centric for-
malisms [4,23]. The common theme of these works is to ensure the overall correct
design and executability of distributed, collaborative processes that emerge from
the composition of local declarative components. Local processes are typically
composed under a cooperative assumption, where their internal non-determinism
related to the choices they take is aligned with that of the others.

In our approach, we consider a different setting, where collaboration is in a
way approached “cautiously”, considering that when the process of an in-focus
party interacts with external participants, those external participants enact their
own, at least not fully controllable independent processes. This interpretation
dates back to seminal contributions on open, reactive systems [30,42], where two
sources of non-determinism have to be considered. On the one hand, there is non-
determinism resolved by the choices internally taken by the in-focus process; on
the other hand, there is non-determinism arising from the external choices picked
by the other parties. While the first is within the scope of the local orchestration,
and hence can be resolved existentially, the second is uncontrollable, and thus
all possibilities have to be taken into account by the process.
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This delicate interplay is apparent by looking into de-facto process modelling
notations, such as BPMN. There, internal control-flow structures are paired with
corresponding structures dealing with external actors and events, leading to con-
structs such as message exchange, different types of unsolicited events, boundary
events attached to exception flows, and event-driven gateways. All such struc-
tures are used to indicate routes that are taken by the process not due to internal
decisions of its orchestrator, but based on which of the external events (from the
set of o available ones) occurs first.

Surprisingly, collaborative processes have never been studied in the con-
text of DECLARE, where constraints are in fact all combined together with-
out distinguishing how they interact with the different sources of control. In
fact, DECLARE [40,41] simply defines a process as a monolithic set of activities
equipped with a set of constraints composed in a conjunction. No distinction is
given based on which parties (or agents) control which actions. Similarly, con-
straints are not differentiated among those that define the context of execution
(e.g., indicating under which conditions external partners can interact with the
process), and those that capture the expected behavior of the in-focus process
(e.g., expressing what the process should do in response to external stimuli).

In this work, we close this gap by introducing collaborative DECLARE
(coDECLARE), where activities are assigned to the internal orchestrator or to
external participants, and constraints are partitioned into conditions capturing
assumptions on how the external participants can interact with the in-focus pro-
cess, and conditions that express guarantees provided by the in-focus process.
This reflects a peculiar characteristics when dealing with work processes or, more
in general, information systems, which makes them different from general reac-
tive systems where the environment is often assumed to be completely uncon-
trollable. In fact, when external stakeholders interact with a process enacted by a
single party, they freely decide which task to select next among the possible ones
made available to them. In this sense, the presence of external actors requires
the process to define the context of interaction, and then to suitably react to all
possible interactions within this context. On the one hand, the process defines the
assumptions under which its external parties can send messages/generate events
that have to be handled. On the other hand, external actors are uncontrollable,
thus calling the in-focus process to be able to guarantee a suitable management
of all possible situations within the space of possibilities defined by the context.

To handle these features, we resort to the long-standing literature on realiz-
ability and synthesis for temporal specifications, widely studied in AI and formal
methods, and we show how to lift it for defining coDECLARE and solve key tasks
related to correctness and enactment. Our main contributions are as follows:

1. We discuss why it is essential in this collaborative setting to distinguish
responsibility over activities and separate constraints into assumption and
guarantee constraints.

2. We define coDECLARE and discuss how central tasks such as that of DECLARE
consistency and enactment have to be redefined in the light of collaborative,
declarative processes.
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3. We show how consistency and enactment of coDECLARE specifications can
be reduced to realizability and synthesis for Linear Temporal Logic over finite
traces (LTLf) , for which very mature implementations exist [6,10,27,29,48,
50].

The paper is organized as follows. In Sect. 2 we review the necessary back-
ground. In Sect. 3 we introduce the framework of collaborative DECLARE.
Section 4 formally defines the consistency and enactment for coDECLARE,
whereas Sect. 5 shows how those can be effectively checked and computed using
the existing reactive synthesis techniques. Conclusions and future directions fol-
low.

2 A Bird-Eye-View on LTLf and DECLARE

We recall the necessary background on LTL on finite traces (LTLf), and how it
is used to formalize the DECLARE language.

2.1 LTLf

LTLf is a temporal logic to express properties of finite traces.

Definition 1 (Syntax of LTLf). Given a set Σ of proposition letters, a for-
mula φ of LTLf is defined as follows [18]:

φ := p | ¬p | φ ∨ φ | φ ∧ φ | Xφ | ˜Xφ | φUφ

where p ∈ Σ. Formulas of LTLf over the alphabet Σ are interpreted over finite
traces (or state sequences, or words), i.e., sequences in the set (2Σ)+. �

Intuitively, Xφ indicates strong next, postulating that there must exist a
next state in the trace, and φ must hold therein. Instead, ˜Xφ indicates weak
next, capturing that if a next state exists, then φ must hold therein. Hence, Xφ
evaluates to false in the last state of the trace, while ˜Xφ evaluates to true, both
regardless of φ. Formula φ1Uφ2 indicates instead until, capturing that later in
the trace (obviously, before the end of the trace) φ2 must hold, and in all the
states between the current one and the one where φ2 holds, φ1 must hold.

In the following, we will write general finite trace semantics to denote the
interpretation under these structures. Let σ = 〈σ0, . . . , σn−1〉 ∈ (2Σ)+ be a finite
trace. We define the length of σ as |σ| = n. With σ[i,j] (for some 0 ≤ i ≤ j < |σ|)
we denote the subinterval 〈σi, . . . , σj〉 of σ.

Definition 2 (LTLf satisfaction relation, model, language, equiva-
lence). Given an LTLf formula φ over Σ, the satisfaction relation of Σ by trace
σ ∈ (2Σ)+ at time 0 ≤ i < |σ|, denoted by σ, i |= φ, is inductively defined as:

• σ, i |= p iff p ∈ σi;
• σ, i |= ¬p iff p �∈ σi;
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• σ, i |= φ1 ∨ φ2 iff σ, i |= φ1 or σ, i |= φ2;
• σ, i |= φ1 ∧ φ2 iff σ, i |= φ1 and σ, i |= φ2;
• σ, i |= Xφ iff i + 1 < |σ| and σ, i + 1 |= φ;
• σ, i |= ˜Xφ iff either i + 1 = |σ| or σ, i + 1 |= φ;
• σ, i |= φ1Uφ2 iff there exists i ≤ j < |σ| such that σ, j |= φ2, and σ, k |= φ1 for

all k, with i ≤ k < j.

Table 1. DECLARE patterns together with their LTLf formalization

Pattern LTLf formalization

existence(p) F(p)

coexistence(p, q) F(p) ↔ F(q)

resp-existence(p, q) F(p) → F(q)

not-coexistence(p, q) ¬(F(p) ∧ F(q))

absence2(p) ¬F(p ∧ XF(p))

response(p, q1, . . . , qn) G(p → F(
n∨

i=1
qi))

alt-response(p, q) G(p → X((¬p)Uq))

chain-response(p, q) G(p → X(q))

precedence(p, q) (¬q)W (p)

alt-precedence(p, q) ((¬q)Wp) ∧ G(q → X̃((¬q)Wp))

chain-precedence(p, q) G(X(q) → p)

succession(p, q) G(p → F(q)) ∧ (¬q)W (p)

alt-succession(p, q) G(p → X((¬p)Uq)) ∧ ((¬q)Wp) ∧ G(q → X̃((¬q)Wp))

chain-succession(p, q) G(p ↔ X(q))

neg-succession(p, q) G(p → ¬F(q))

neg-chain-succession(p, q) G(p → X̃(¬q)) ∧ G(q → X̃(¬p))

choice(p, q) F(p)|F(q)
exc-choice(p, q) (F(p)|F(q)) ∧ ¬(F(p) ∧ F(q))

We say that σ is a model of φ (written as σ |= φ) iff σ, 0 |= φ. The language
(over finite trace) of φ, denoted by L(φ), is the set of traces σ ∈ (2Σ)+ such that
σ |= φ. We say that two formulas φ, ψ ∈ LTLf are equivalent iff L(φ) = L(ψ). �

As customary, we define the following abbreviations: Fφ = 	Uφ (eventually)
captures that φ holds at some moment in the future, Gφ = ¬F¬φ (globally)
captures that φ holds from the current state to the end of the trace, and φ1Wφ2 =
φ1Uφ2∨G¬φ2 weakens U by not necessarily requiring that φ2 becomes true. Also
notice that ˜Xφ = ¬X¬φ.

2.2 DECLARE

DECLARE is a framework [41] and a language [40] for the declarative specification
of processes, enjoying flexibility by design [44]. We refer to [39] for a thorough
treatment of declarative processes.

A DECLARE specification consists of a finite set of patterns used for con-
straining the allowed execution traces of the process. Each pattern is defined
over a set of (atomic) actions, and has a semantics based on LTLf. Table 1 recalls
the typical DECLARE patterns and their LTLf formalization.
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In the context of this work, we actually support arbitrary patterns in LTLf,
going beyond the patterns of Table 1. We therefore directly use LTLf formulas in
place of constraint patterns.

Definition 3 (DECLARE specification). A DECLARE specification is a pair
〈A, C〉, where A is a finite set of activities, and C is a finite set of LTLf formulas
over A, called constraints. �

DECLARE also comes with a graphical notation. We illustrate next a
DECLARE specification, which will be used throughout the entire paper.

Example 1. Consider the DECLARE specification from Fig. 1(a), shown in the
standard graphical notation associated to DECLARE. The specification is a frag-
ment of an order-to-cash process. The specification dictates that an order can be
paid or canceled at most once (constraint 0..1 on cancel and pay). Whenever
an order is paid, then the customer address has to be set at least once, wither
before or after the payment (resp-existence(pay,set)). Upon payment either ship-
ment or refund should eventually occur (response(pay,ship∨ refund)). In turn,
shipment and refund can only occur after payment (precedence(pay,ship) and
precedence(pay,refund)). Shipment is only possible if the address has been set
(precedence(pay,ship)), and the address cannot be updated anymore once ship-
ment occurs (neg-response(ship,set)). Finally, shipment and cancelation are
mutually exclusive (not-coexistence(cancel,ship)). �

Differently from arbitrary LTLf formulas, DECLARE assumes that every state
corresponds to the execution of one and only one activity, that is, that exactly
one proposition is true therein [16,25]. This leads to a semantics based on so-
called simple finite traces.

Definition 4 (Simple finite trace). A simple finite trace over A is a finite
trace σ = 〈σ0, . . . , σn〉 ∈ A+, such that for every i ∈ {0, . . . , |σ − 1|}, we have
|σi| = 1. �

Definition 5 (DECLAREmodel trace). Given a DECLARE specification D =
〈A, C〉, a simple trace σ over A is a model trace of D if σ |= ∧

ϕi∈C ϕi. �

We close by recalling that, without loss of generality, one can redefine the
notion of model trace by taking as input an arbitrary LTLf trace, proviso alter-
ing the DECLARE specification with an additional special formula forcing the
arbitrary trace to be simple.

Remark 1 ([24,39]). Given a DECLARE specification D = 〈A, C〉, to check
wether an arbitrary model trace σ over A is indeed a model trace of D we check
whether σ |= ψsimple(A)

∧

ϕi∈C ϕi, where for a set S of propositions we define
ψsimple(S) := G(

∨

p∈S p ∧ ∧

p�=q∈S ¬(p ∧ q)). �

3 Collaborative DECLARE

We now critically assess the notion of simple traces (Definition 4), and that of
DECLARE specifications (Definition 3), in the light of collaborative processes,
such as actually the one introduced in Example 1.
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Fig. 1. A graphical representation of an order handling process in DECLARE (a), then
refined in (b) as a coDECLARE specification. Rectangles denote actions, connectors
constraints. Customer action s/constraints are in orange, those of the seller in blue.
(Color figure online)

3.1 Executing a Collaborative Process

By inspecting Example 1, it is clear that the activities contained in the specifi-
cation cannot be all ascribed to a single locus of execution. Instead, the process
brings together two parties: a seller - responsible for orchestrating the order-to-
cash process, and a customer, representing the external participant. In this light,
the first important change we need to apply to the specification, is to actually
assign the different activities to one of the two parties.

Example 2. In the order-to-cash process of Fig. 1, activities set address and
pay are controlled by the customer, while cancel, ship, refund are controlled
by the seller. �

In case of multiple external parties, for the purpose of this paper we can
all model them as a single, external party, as it is typically done in the litera-
ture [34,43]. In fact, what matters is distinguishing the two different sources of
nondeterminism when choosing which activity to execute: the one of the orches-
trator, or that of external, uncontrollable actors. From now on, we refer to the
orchestrator as controller, and to the external parties as environment.

Since the environment is uncontrollable, capturing a process execution as
a simple trace (in the sense of Definition 4) is overly restrictive. Conceptually
speaking, in fact, the process specification is given to controller, and therefore
it is in the interest of controller to ensure that the resulting trace satisfies the
specification.

In fact, controller has to observe what environment has done so far, so as to
suitably react. For example, the seller may decide to behave differently depending
on whether the customer has paid and later cancelled or not. This calls for
moving from the notion of simple trace to that of process strategy for controller.

Definition 6 (Process strategy). Let AE and AC be two disjoint sets of
activities, respectively denoting the environment and the controller activities.
A process strategy is a function s : (E)+ → P that for every finite sequence
e = 〈e0, . . . , en〉 of activities chosen by the environment, determines the next
activity Pn = s(e) executed by the controller. �
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Notice that a process strategy respects the original DECLARE semantics of simple
traces, as it enables only one activity to be executed per state.

One may wonder why the process strategy does not use the whole partial
trace accumulated so far, including the activities of both the environment and
the controller, but instead merely focuses on previous activities executed by
environment. As we will see, more sophisticated notions of process strategies
will not be needed to solve the key tasks of collaborative processes.

3.2 Satisfying the Constraints of a Collaborative Process

Now that we have a notion of process strategy, we can imagine that the orches-
trator uses it to guarantee that the constraints of the DECLARE specification of
interest are indeed all satisfied when concluding the execution (that is, the strat-
egy yields, at completion time, a model trace). However, considering that the
environment is uncontrollable, it turns out that this is impossible even for very
trivial DECLARE specifications that assign at least one activity to environment.

Example 3. Consider the DECLARE specification of Fig. 1(a), with the activity
partitioning from Example 2. The seller cannot define a process strategy that
guarantees the satisfaction of all constraints, since the customer controls activ-
ities that are subject to unary constraints (0..1 on cancel and pay) or binary
constraints all related to the customer (resp-existence(pay,set)). Since the cus-
tomer is uncontrollable, they may issue two payments, or two cancelations, or
may pay without ever setting an address. �

Example 3 witnesses that we cannot monolithically consider all specification
constraints as being under the responsibility of the controller, while leaving envi-
ronment free to generate an arbitrary sequence of activities under their respon-
sibility. In fact, as stated in the introduction, external parties need to come with
some context on their freedom of choice. This is concretely reflected inside BPM
systems, which expose executable activities to the external parties, and define
how to handle external events, only under certain circumstances.

To reflect this requirement in our declarative setting, we give constrained
freedom to the environment, by partitioning the constraints into those that must
be respected by the environment to properly interact with the process, and those
that the controller has to satisfy. This reflects the paradigm of assume-guarantee
contracts [7]: under the assumption that the environment behaves in such a way
that their constraints are satisfied, the orchestrator is bound to guarantee the
satisfaction of their own constraints.

With this intuition in mind, we define collaborative DECLARE specifications.

Definition 7 (coDECLARE specification). A collaborative DECLARE
(coDECLARE) specification is a tuple D = 〈AE ,AC , CE , CC〉, where:

• AE is a finite set of environment activities;
• AC is a finite set of controller activities, with AE ∩ AC = ∅;
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• CE is a set of LTLf constraints over AE ∪ AC representing the environment
constraints;

• CC is a set of LTLf constraints over AE ∪ AC representing the controller
constraints;

We respectively call Da = 〈AE ∪AC , CE〉 and Dg = 〈AE ∪AC , CC〉 the assump-
tion and guarantee specifications of D. �

Example 4. We refine the DECLARE specification of Fig. 1(a), considering the
activity partitioning from Example 2, into the coDECLARE specification Dorder

of Fig. 1(b). The partitioning is done according to the following idea. To partic-
ipate to the order handling process, the customer has to commit to: (i) paying
and cancelling at most once, (ii) ensuring that an address is set upon pay-
ment, (iii) not updating the address nor cancelling once the seller has shipped
the order. At the same time, the seller commits to: (i) shipping only if the
customer sets an address and pays, (ii) refunding only if a previous customer
payment exists, (iii) ensuring that shipment or refund occur whenever the cus-
tomer pays, (iv) not shipping if the customer cancels the order. One can see
that the vast majority of constraints present in the original DECLARE specifica-
tions have been maintained and assigned either to the environment (customer)
or the controller (seller). The only exception is the not coexistence constraint
relating cancelation and shipment, which is now refined into two time-oriented
constraints, one assuming that the customer does not cancel after a seller’s ship-
ment (neg-response(ship, cancel)), and the other guaranteeing that the seller
does not ship after a customer’s cancelation ((neg-response(cancel, ship)). �

We can directly lift the notion of model trace (as per Definition 5) to the
case of coDECLARE. To do so, we formalize the intuition given so far: the trace
must be such that whenever it satisfies the assumption on the environment,
then it must satisfy the guarantee on the orchestrator. This implicitly means
that executions violating the assumption on the environment are all considered
model traces, as these are traces over which the environment cannot claim any
guarantee. This is in line with the notion of assume-guarantee contract [7], and
that of assume-guarantee synthesis [8,11,38].

Definition 8 (coDECLARE model trace). Given a coDECLARE specification
D = 〈AE ,AC , CE , CC〉, a simple trace σ over AE ∪ AC is a model trace of D if,
whenever it is a model trace for Da (in the sense of Definition 5), then it is also
a model trace for Dg (again in the sense of Definition 5). �

Example 5. Consider the coDECLARE specification Dorder of Fig. 1(b).
Four model traces for Dorder are 〈set, pay, ship〉, 〈pay, set, refund〉,
〈pay, set cancel refund〉, and 〈pay set ship cancel〉. They respectively denote
a good execution where the order is shipped, an execution where the seller decides
to refund for an internal problem, and an execution where the seller refunds due
to a customer cancellation, and one where no refund is given in spite of cancel-
lation since the order has been already shipped. The trace 〈pay set cancel〉 is
instead not a model trace, as the seller should refund. �
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The main open question now is: how can the orchestrator ensure that an
ongoing execution for a coDECLARE model eventually leads to a proper, model
trace? The challenge here is that, even if the environment is constrained by their
assumption specification, it still has a (constrained) freedom to decide which
environment activities are executed, and in which order. Hence, to be able to
properly execute the specification, the orchestrator must have a strategy (in the
sense of Definition 6) to guarantee that no matter how the environment behaves
within the space given by the assumption specification, then the execution is
progressed and finally stopped by satisfying the guarantee specification. This is
tackled in the next section.

4 Consistency and Enactment of coDECLARE

To tackle the problem of enactment of coDECLARE specifications, we start point-
ing out the striking similarity with the long-standing problem of synthesis from
declarative specification, which dates back to Church [12]. In summary, given a
declarative specification, one can define two distinct problems. The first concerns
verification, and is about checking the correctness of the specification, namely
whether the specification has a satisfying assignment (which, in the case of linear
temporal specifications, means a trace). A different problem is that of synthesis,
which deals with deriving a correct-by-construction program (in the shape, e.g.,
of a Mealy or Moore machine, I/O-transducer, or circuit) that realizes the specifi-
cation and makes it possible to execute it. Extensive research has been conducted
on different synthesis settings, considering in particular closed and open (also
called reactive) systems, starting from the seminal contributions by Harel, Pnueli
and Rosner [30,42]. In the reactive setting, using the same terminology adopted
here, the system (referred to as controller) interacts with an uncontrollable envi-
ronment, which, in turn, can affect the behavior of the controller. Reactive syn-
thesis is hence modeled as a two-player game between Controller, whose aim is
to satisfy the formula, and Environment, who tries to violate it. The objective of
the synthesis task is then to synthesize a program for Controller indicating which
actions the Controller should take to guarantee the satisfaction of the declarative
specification of interest, no matter what are the actions taken by Environment.
This problem was originally studied in [12] and solved in [9], and for LTL speci-
fications in particular it was shown to be 2EXPTIME-complete [43,45]. The high
theoretical complexity and practical infeasibility of the original approach, led to
a plethora of studies focused on settings more amenable to effective synthesis
algorithms, one of the most important being synthesis for LTLf- thus considering
finite traces [28].

In this section, we connect such long-standing literature with coDECLARE, in
particular defining consistency and (automatic) enactment for coDECLARE by
adapting to our setting the well-established notions of realizability and synthesis
from declarative specifications.
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4.1 Realizability over Simple Traces

We start by considering the realizability task [43] for LTLf formulas, in the setting
where executions correspond to simple traces (cf. Definition 4). Intuitively, given
an LTLf formula φ over two sets of controllable C and uncontrollable U variables
(s.t. C∩U = ∅), we have that φ is realizable if there exists a strategy for controller
that, no matter the choices made by the environment regarding the variables in
U to set true, chooses truth assignments to variables in C so that φ is satisfied.
Hereinafter, we talk about variables in the context of general definitions, and
activities in the context of coDECLARE and processes, and use AE and AC as
uncontrollable and controllable variables, respectively.

To adapt realizability to our setting, we use process strategies from Defi-
nition 6. Since realizability is usually tested using a two-player game between
the controller and environment, we postulate that such strategies are applied in
the strictly alternating way, and that the environment always starts first. These
assumptions will be clarified later.

Definition 9 (Realizability over simple traces). Let φ be an LTLf formula
over A. φ is realizable over simple finite traces iff there exists a process strategy s :
(U)+ → C such that, for any infinite sequence U = 〈U0,U1, . . .〉 ∈ (U)ω of actions
chosen by the environment, there exists k ∈ N such that simres(s,U)[0,k] |= φ.1
�

First and foremost, notice that the way the process strategy starts and com-
pletes is perfectly compatible with the notion of a business process. On the one
hand, every process instance starts because of an activity triggered by the envi-
ronment. On the other hand, the power to decide when an execution should be
stopped is of the controller: it is in fact the internal orchestration mechanism
that defines when a process instance reaches a final state. We now comment on
strict alternation. First, the fact that every step comes with just a single chosen
activity is in line with the notion of simple trace. Second, imposing alternation
does not incur in any loss of generality, as we can equip both actors with a no-op
activity whose purpose is simply to relinquish control back to the other actor.
In our running example (cf. 1(b)), this is for example useful for controller to
wait that the customer sets their address when the customer indeed triggers a
payment without a prior execution of set.

4.2 Consistency and Orchestration

To ensure that a coDECLARE specification is consistent, we need to ensure that
controller can define a strategy that yields a model trace – as per Definition 8.
Considering Definition 10, we thus get the following.

1 Here, simres(s,U) = 〈U0, s(〈U0〉),U1, s(〈U0,U1〉), . . .〉 is the state sequence resulting
from the strict alternation between the choices made by the environment and those
made by the strategy s.
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Definition 10 (Consistency).
A coDECLARE specification D = 〈AE ,AC , CE , CC〉 is consistent if the LTLf

formula
∧

ϕi∈CE ϕi → ∧

ψj∈CC ψj is realizable over simple finite traces. �

A process strategy witnessing consistency can be effectively seen as an orches-
tration mechanism for controller: it defines a specific behaviour for controller
ensuring that, whenever environment behaves in accordance to the assumption
specification, the resulting reactions yield a simple trace satisfying the guaran-
tee specification. Obviously, for a consistent specification, many different process
strategyes may exist, resulting in different orchestration mechanisms for the con-
troller. We show this in our running example.

Example 6. Consider the coDECLARE specification Dorder from Fig. 1(b). Mul-
tiple process strategies exist for the seller. We show two. The first is an always
refund strategy:

• The seller simply generates a no-op, unless the customer pays.
• As soon as the customer pays, the seller immediately reacts by refunding.

The second is a ship as soon as possible strategy:

• The seller simply generates a no-op, unless the customer pays.
• If the customer pays, the seller checks whether the customer has already set

an address. If so, then the seller immediately ships. If not, then the seller waits
for further activities executed by the seller. In particular, since the customer
operates under the assumption that an address must eventually be set:

– if the customer sets the address, the seller immediately ships afterwards;
– if the customer cancels and only later sets the address, the seller reacts

to the cancelation by refunding.

Obviously, many other process strategies exist. For example, ship as soon as pos-
sible may be turned into a more cautious strategy where, instead of immediately
shipping whenever there are the conditions for doing so, seller waits for a while
to see whether customer intends to cancel. �

Example 6 may show that some of the process strategies for the controller
(such as the always refund strategy) are unintended. This should not be seen
as a technical limitation of our approach, but rather as the same issue of typ-
ical under-specification problems arising in standard DECLARE, a well-known
problem that actually pervades declarative modelling languages in general. In
fact, additional constraints could be added to cut off some unintended process
strategies for the controller, as discussed next.

Example 7. Consider Example 6. We may want to ensure that the seller can-
not use always refund as an orchestration mechanism. A possible way to do
so would be to constrain that the seller only refunds upon an explicit cance-
lation of the customer, in particular when this is triggered after a payment.
This could be done by adding to the guarantee specification a further constraint
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resp-existence(refund, cancel). Interestingly, in every possible execution strat-
egy for seller, this constraint will be interpreted as the more restrictive constraint
precedence(cancel, refund); in fact, since cancel is under the control of the cus-
tomer, the seller can only guarantee to satisfy resp-existence(refund, cancel) by
first waiting that the customer indeed cancels, as refunding before a cancellation
may lead to a violation of the constraint (if the customer decides not to cancel,
which they can legitimately do). �

5 Encoding into LTLf Realizability

In this section, we show how coDECLARE consistency can be checked using the
standard decision procedure from the literature on LTLf realizability [19], also
using the same technique to extract actual process strategies for orchestration.

To do so, we have to resolve a mismatch between the definition of realizability
over simple traces (in the sense of Definition 10), and the general notion of LTLf
realizability. The mismatches are that in LTLf realizability: a there is no simple
trace semantics, and thus strategies are deciding on sequences of sets of actions;
b strict alternation is not required and there is no need to secure exclusive control
of only one player over a state in the game runs.

Definition 11 (LTLf strategy, realizability [19]). Given sets C and U as in
the previous section, a strategy is a function s : (2U )+ → 2C . An LTLf formula
φ over U ∪ C is realizable if there is a strategy s s.t. for every infinite sequence
U = 〈U0,U1, . . .〉 ∈ (2U )ω, there exists k ∈ N s.t. res(s,U)[0,k] |= φ, where
res(s,U) = 〈U0∪s(〈U0〉),U1∪s(〈U0,U1〉), . . .〉 is the trace resulting from reacting
to U according to s. �

Given an LTLf formula φ, the decision procedure for checking realizability
of φ performs the following steps [19]. First, build a non-deterministic finite
automaton § for φ and determinise it. Then, play a reachability game using §
as the arena so as to check whether the process can reach a final state of the
automaton (see [34] for more details on the actual procedure for this step). If
this is the case, then φ is realizable, otherwise it is not.

Notice that the first step, in the worst case, takes double exponential time: §
has at most exponentially many states [19] and the standard subset construction
algorithm for determinization of § will require potentially lead to exponential
blow-up in the number of states of the resulting deterministic automaton. The
reachability game can be solved in polynomial time in the size of automaton [14]
and thus does not affect the overall complexity. Notice also that if φ is shown to
be realizable, then a strategy s can be extracted [34]. In practice, using various
heuristics, the first step can be computed efficiently for DECLARE [15,47].

An important step towards reducing the consistency check (and in turn syn-
thesis of process strategies for orchestration) to realizability (and synthesis) of
LTLf over finite traces is in enforcing the assumptions made in Sect. 4 on the
two-player game used for realizability checking. To this end, we define the fol-
lowing auxiliary LTLf formulas, making sure that (i) the game of the play is a
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simple trace; (ii) the environment plays at all even states; (iii) the controller
plays at all odd states. The formulas are as follows:

ψenv(U) :=
∨

u∈U
u ∧ G(

∨

u∈U
u → (

∧

u�=u′∈U
¬(u ∧ u′) ∧ ˜X(

∧

u∈U
¬u ∧ ˜X

∨

u∈U
u)))

ψcon(C) :=
∧

c∈C
¬c ∧ G(

∧

c∈C
¬c → ˜X(

∨

c∈C
c ∧

∧

c �=c′∈C
¬(c ∧ c′) ∧ ˜X

∧

c∈C
¬c)))

We use here the weak next (i.e., ˜X) operator to ensure that the two-player game
used for checking the realizability of these formulas can stop at any iteration.

The following theorem from [26] shows how we can recast the realizability
technique discussed above to the case if coDECLARE specifications.

Theorem 1 ([26]). Let D = 〈AE ,AC , CE , CC〉 be a coDECLARE specification.
It holds that D is consistent iff the LTLf formula ψsimple(AE ∪AC)∧ψcon(AC)∧
((ψenv(AE) ∧ CE) → CC) is realizable. �

Tool Support. The formula from Theorem 1 can be given as input to the realiz-
ability algorithm discussed above. This makes it possible to use any off-the-shelf
tool for LTLf synthesis for the purpose of coDECLARE consistency and orches-
tration. This paves the way towards a direct implementation of our approach. In
fact, since the introduction of the LTLf reactive synthesis problem [19], several
optimized tools have been developed for solving this problem. Among all, we
mention the Syft [51] and the Cynthia tools [17]. LTLf reactive synthesis is an
active area of research: this is witnessed also by the organization of an annual
competition (SYNTCOMP [34,35]). We thus expect that the practical efficiency
of LTLf synthesis tools reflect also to coDECLARE enactment.

6 Conclusions

We have introduced a novel framework to capture collaborative, declarative pro-
cesses specified in DECLARE, where the process orchestrator (i.e., the controller)
must be able to suitably handle the interaction with uncontrollable external
parties (i.e., the environment). We have described how this framework, called
coDECLARE, can be naturally framed in an assume-guarantee style, where the
following behavioral contract is stipulated by the controller and environment:
under the assumption that the environment behaves according to an assumption
DECLARE specification, the controller ensures to react by satisfying a guarantee
DECLARE specification. We have shown, both foundationally and in terms of
algorithmic support, how this framework can be connected to the well-studied
framework of realizability and synthesis for LTLf specifications.

The natural, next step is to leverage this connection and provide a proof-
of-concept implementation for consistency checking and process strategy gen-
eration for orchestration in coDECLARE, calling different back-end LTLf real-
izability/synthesis tools. We are also studying that when the LTLf formulas of
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interest have the shape of DECLARE patterns, better complexity bounds for
solving these problems can be obtained [26]. We also foresee three interesting
foundational lines of research starting from the basis provided here. The first
concerns the definition of variants of consistency/orchestration for coDECLARE,
in the case where the overall specification turns out to be unrealizeable. To this
end, so-called best-effort strategies have been introduced [2]. However, while in
our setting assume-guarantee specifications can be treated by constructing an
implication formula, this is not true anymore in the case of best-effort strategies,
and more sophisticated notions of synthesis under assumption have to be stud-
ied [3]. The second line concerns the actual process strategies generated from
a coDECLARE specification. As discussed in the paper, each strategy defines a
particular way for controller to ensure that whenever the environment behaves
according to the assumption specification, then the guarantee specification is
satisfied. In a BPM context, it would be definitely of interest to lift synthesis to
a more general orchestration mechanism, where all possible strategies are com-
bined, allowing the controller to decide at runtime, step-by-step, which specific
strategy to follow. This is akin to maximally permissive strategies [49], but novel
research is needed to represent them by natively dealing with concurrency and
other typical control-flow patterns. A last line is to consider different notions
of collaboration when dealing with DECLARE specifications. A significant set-
ting, which departs from the one tackled here, is that where collaboration is
approached in a choreographic way, observing interaction from an external point
of view, and considering all the interacting parties are equally standing. This was
partly studied in some seminal works [39, Chapter 8], [40], but not further devel-
oped so far.
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Abstract. Choreographic models express coordination between busi-
ness roles, in contrast to standard process models that merge local control
flow and communication between parties. A choreography is realizable,
also known as endpoint projectable, if the independent behaviour of each
role in composition with other roles, only behaves exactly in the same way
as described in the choreography. We introduce a novel choreographic
language expressing safety and liveness properties, incorporating multi-
perspective constraints in communication flows, data, and time. This
language builds upon recent developments in declarative choreographies
using the Dynamic Condition Response (DCR) graph formalism and
extends it to accommodate data and time. The interaction between mul-
tiple dimensions can render models unrealizable, so we determine the
conditions required for realizability through causal relationships within
multi-perspective declarative choreographies. This way, realizable chore-
ographies are guaranteed freedom of conflicts in the message exchanges
that otherwise can lead to deadlocks.
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1 Introduction

The modelling and implementation of cross-organizational business processes
introduce additional complexity compared to intra-organizational processes, and
each organization needs to agree on a protocol defining the ordering of message
exchanges. Choreographies provide a way to describe how participants coordinate
their interactions in a cross-organizational business process from a global vantage
point, by making interactions and not actions the basic building blocks. In this
way, choreographies can be viewed as a type of contract between two or more
organizations [22], which makes sure that every participant agrees on the protocol
for exchanging messages.

However, despite this apparent advantage, choreographies have not reached
the same level of adoption as the use of collaboration diagrams, where each
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participant is modelled individually. In this work, we will focus on studying 3
limitations of classical choreographies as defined in the BPMN choreography
language [22]: adequacy, expressiveness and realizability. First, BPMN, chore-
ographies are imperative: they define an explicit control flow that might not be
the most adequate for all types of interaction protocols, e.g. if flexibility in the
order of execution is wanted or if one indeed wants to specify a contract, where
declarative rules are often more common. Second, protocols in distributed sys-
tems often depend both on data and time, but as also pointed out in [23], the
BPMN choreography language specification is vague about dependencies on tim-
ing constraints, which means that one can not immediately use the notation for
formal reasoning about timed systems. Indeed, we are not aware of any formalisa-
tion of BPMN choreographies that takes time and data into account. Finally, the
real value of choreographies is their realizability. The protocol described by the
global view should be implementable as communicating endpoint processes [20].
As also described in [22], realizability requires some additional constraints on the
control flow, making sure that an endpoint is not expected to perform a decision
based on non-available data.

In earlier work [16] we presented how to use the declarative Dynamic Con-
dition Response (DCR) graphs [13] formalism as a choreography language by
using interactions as labels instead of actions, thereby addressing the adequacy
limitation of BPMN Choreographies for flexible processes or the specification
of contracts. We also provided sound and effectively computable criteria for the
realizability of DCR Choreographies. Choosing DCR is not incidental: out of
the existing declarative notations (e.g. Declare), DCR is a notation supported
by industries, with multiple design and simulation tools, the notation has been
employed in major industrial case management systems used in the public sector
in Denmark, Australia and Japan [12].

Figure 1 illustrates DCR choreographies with a simple contract between a
Buyer and a Seller that we will use as a running example. It contains three
interactions: 1) Request (Buyer asks Seller for a quote), 2) Quote (Seller sends a
quote to Buyer), 3) Decide (Buyer announces a decision to Seller). Figure 1 also
specifies 4 rules: Rule 1 is modelled with two response relations (blue arrows)
from Request to Quote and Decision. They define commitments (the interactions
must happen after Quote is executed). Rule 2 is modelled by a condition relation
(orange arrow) from Request to Decide. Rule 3 is modelled by a milestone relation
(purple arrow) from Quote to Decide, which means that if Quote is currently
pending, i.e. required to be executed, then Decide cannot be executed. Finally,
rule 4 is modelled by an inclusion relation (green arrow) from Request to Quote
and an exclusion relation (red arrow) from Decide to Quote and by making
Quote initially excluded. This way, Quote can only be executed if it has been
included after the execution of Request and not subsequently excluded due to an
execution product of executing Decide. Note that the declarative notation allows
for expressing the rules instead of the flows respecting the rules. In particular,
the model allows the flexibility that the Buyer asks several times before Seller
responds by sending a Quote, that the Buyer can ask again after having received
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a quote, and that the Seller can also send more than one Quote before the Buyer
decides.

However, in a realistic system, the Buyer has a time limit and won’t wait
indefinitely for a response. Once the time-out is reached, the Seller can no longer
give a quote. Additionally, the Buyer communicates the requested product to
the Seller, and their decision depends on the quote received from the Seller and
certain decision logic based on the Buyer’s locally specified maximum acceptable
quote. These aspects cannot be expressed in our earlier versions of declarative
choreographies [16], but become expressible in this contribution.

Our main contribution is to add language expressiveness to DCR chore-
ographies so they can express message payloads and data and time constraints
by using timed DCR graphs with data introduced in [15]. The extension of
DCR graphs with time generalises the condition relation to allowing modelling
of delays and the response relation to allow modelling deadlines. As we will
see in the running example, timers can be modelled by combining delays and
deadlines1.

Fig. 1. A declarative DCR choreography for a Buyer Seller protocol.

Figure 2 shows a first attempt at extending the running example to include
a timeout on the Quote interaction, a local input activity allowing the Buyer to
define which product is requesting, and a data decision that depends on a local
maximum value at the Buyer. The timeout is modelled by a delayed condition
and a response with a deadline from Request to a new activity TimeOut, local
to Buyer and that excludes both the Quote and the Decision interactions if it is
executed. The combination of a delay and a deadline with the same period (7 d2),

1 For simplicity, we will not consider explicit dates in expressions, however, this is
supported in the process engine available for free academic use at dcrsolutions.net.

2 specified as P7D in the ISO 8601 standard.

https://dcrsolutions.net
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means that TimeOut acts as a timer executed exactly 7 d after the last execution
of Request. The maximum accepted Quote is represented by a local data input
activity Maximum at the Buyer. This attempt is however not realizable. The
Seller has no way of knowing that the TimeOut timer action is executed since it
is executed locally by the Buyer. Making the TimeOut action local to the Seller
just moves the problem to the Buyer, which has then no way of knowing that
the timer action has been executed and the Decide action should be excluded.
The solution is to make the TimeOut timer action an interaction, which means
that the execution of the timer is sent to the Seller. With this change, the
choreography can be proven to be realizable.

To illustrate how the data dependencies come into play with respect to realiz-
ability, consider a protocol where the Seller is cheating and sends a Quote which
is one Euro less than the maximum computed by an expression referring to the
input value by the data activity Maximum. Again, this choreography will not be
realizable, since expressions will not be allowed to refer to non-local activities.

Our second contribution is an updated set of criteria to determine whether
declarative choreographies with data and time constraints are realizable. This
requires us to revise the original Definitions of projectability in [16] and extend
for the causal dependencies created by local computations and the evaluation of
guards. Concretely, we add additional constraints, guaranteeing that only locally
available data is used in expressions. In our last contribution, we showcase
that endpoint projection of realizable choreographies behave bisimilarly to DCR
choreographies with Time and Data.

Fig. 2. Timed Buyer Seller DCR Choreography with Data.

Paper Outline: In Sect. 2 we introduce mixed timed DCR Choreographies with
data. In Sect. 3 we provide criteria for realizability, a definition of how to project
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a choreography to endpoints and a proof of semantic correspondence, as well
as implementation considerations. Section 4 summarizes related work. Finally,
Sect. 5 concludes.

2 Mixed Timed DCR Choreographies with Data

A timed DCR graph with data [15] is a labelled, directed multigraph together
with a marking defining the state of the graph. The nodes of the graph represent
labelled events/actions and the edges represent relations that either constrain
the execution of an event or define an effect on another event of the execution of
an event. We assume a set ExpE of computational expressions, and BExpE ⊂ ExpE
the subset of boolean expressions over E. V denotes the set of all possible values.
Finally, we will let ω denote the natural numbers including zero, let ∞ = ω∪{ω},
i.e. the natural numbers including zero and the value infinity, let A ⇁ B denote
the partial functions from A to B and let Pf (E) denote the set of all finite
subsets of the set E. Timed DCR graphs with data are defined as follows.

Definition 1. A timed DCR Graph with data G is given by the tuple
(E,L,D,M, �, →•, •→,→�,→+,→%) where:

1. E is a finite set of events,
2. L is the set of labels,
3. D : E → ExpE � {?} is the data function,
4. l : E → L is a labelling function between events and labels,
5. M = (Ex,Re, In,Va) ∈

(
(E ⇁ ω) × (E ⇁ ∞) × Pf (E) × (E ⇁ V )

)
is the

timed marking with data,
6. →• ⊆ E × ω × BExpE × E, is the guarded timed condition relation,
7. •→ ⊆ E × ∞ × BExpE × E, is the guarded timed response relation,
8. →�,→+,→% ⊆ E×BExpE×E are the guarded milestone, include and exclude

relations respectively.

If D(e) = ?, we say that the event is an input action otherwise it is a compu-
tation.

The marking M = (Ex,Re, In,Va) consists of three functions and a set of
events, which define the state of the process. The function Ex records for each
event the time since it was last Executed. The function Re records the deadline
for when a pending Response event is required to happen (if it is included).
The set In records the currently Included events. Finally, the Value function
Va : E ⇁ V assigns the current value of an event, if defined. We require that
if Ex(e) is defined then Va(e) is defined. Let [[d]]M be the partial evaluation
relation of expressions d ∈ ExpE relative to the marking M . We assume that for
every event e ∈ E there is a corresponding expression e ∈ ExpE that evaluates to
the value Va(e).

We define Mixed Timed DCR Choreographies with Data as Timed DCR graphs
with data where labels can be interactions or actions. Assume a fixed set of
action names A, ranged over by a, b, . . ., and a fixed set of participant roles R,
ranged over by r, r′, r1, r2, . . .. We define interactions and actions as follows.
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Definition 2. An interaction is a triple (a, r → r′), in which the action a ∈ A is
initiated by the role r ∈ R and received by the role r′ ∈ R\{r}, i.e. a role distinct
from r. We denote by IA the set of all interactions over action names A. A local
input action and internal action with the label a for role r is written as ?(a, r) and
(a, r) respectively. We denote by InpA the set of all local input and internal actions
over action names A. Moreover, we define Initiator(·) (respectively Receivers(·)
and Participants(·)) as the function returning roles from an interaction, local
input or internal action, where:

Initiator((a, r → r′)) = Initiator(?(a, r)) = Initiator((a, r)) = r

Receivers((a, r → r′)) = {r′} Receivers(?(a, r)) = Receivers((a, r)) = ∅
Participants(φ) = {Initiator(φ)} ∪ Receivers(φ) for φ ∈ IA ∪ InpA

Sometimes we refer to internal actions as computations. We are now ready to
define Mixed Timed DCR Choreographies with Data.

Definition 3. A triple (G,A,R) is a Mixed Timed DCR Choreography with
Data when G is a timed DCR graph with data with labels L ⊆ IA ∪ InpA, and
for any event e, D(e) =? if and only if l(e) =?(a, r) for some a and r.

Figure 2 shows a timed DCR Choreography with data with six events represented
by boxes. Interactions show the initiator’s role is at the top and the receiver’s
role is at the bottom. Input actions are denoted by boxes with a flipped top
right corner. There are two input actions: Car (for specifying the desired car for
a quote) and Maximum (for the maximum acceptable quote). Computations are
marked by a “=” sign, accompanied by an expression. There are three computa-
tions: Request (with the expression Car, that takes the value of the input action
Car), Decision (with the expression if (Quote < Maximum) then “accept" else
“reject"), and Quote (with the expression if (Request = “Toyota′′) then 50000
else 100000).

Whenever a computation e is executed in a graph with marking M , the value
of computing the expression D(e) will be assigned to the event by updating the
value function Va in the marking such that Va′(e) = [[D(e)]]M . An input action
will be assigned a data value provided as input when it is executed.

The relations define the effects of events execution and they constrain the
executions of the process described by a DCR graph. Generally any guarded

relation
[g]→ only applies if g evaluates to true. A condition relation e→•de

′ means
that e is a condition for e′, i.e. if e is included, then e must have been executed
at least d time steps ago for e′ to be enabled for execution. A response relation
e•→ke′ means that whenever e is executed, e′ becomes a pending response with
deadline k ∈ ∞. During process execution, a pending event with a deadline
k must either be executed within k time steps, be made not pending by the
no-response relation explained next, or be permanently excluded. Note that if
k = ω then the event e′ must eventually be executed, and in this case, we
often simply omit the deadline k. A milestone relation e→�e′ means that if e
is included, it must not be pending for e′ to be enabled for execution. We refer
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to e as a milestone for e′. Finally, an inclusion (respectively exclusion) relation
e→+e′ (respectively e→%e′) means that if e is executed, then e′ is included in
(respectively excluded from) the marking. An example of a guarded exclusion
relation can be seen from the Decision event to the Request event. The guard,
[decision = “accept”] means that only if the expression in the Decision event
evaluates to accept the event Request is excluded.

To define the semantics of a timed DCR graph with data we first define when
events are enabled and time can be advanced.

Notation 4 When f : X → Y is a (possibly partial) function, we write f [x �→ y]
for the function f ′ : X → Y which is identical to f , except f ′(x) = y. We apply
this notation also to sets, taking f [x �→ y | P (x, y)] to be the function f ′ which
is identical to f except that f ′(x) = y for all x, y satisfying the given predicate
P (x, y). Finally, we let f(x) = ⊥ denote that function f is undefined for x.

Definition 5 (Event and time step enabling). Let G be a timed DCR graph
with data containing the set of events E and markings M = (Ex,Re, In,Va). An
event e ∈ E is enabled with value v for the marking M , writing enabled(M, (e, v))
iff:

1. e ∈ In,

2. ∀e′ ∈ In. e′ [g]
→•ke ∧ [[g]]M = tt =⇒ k ≤ Ex(e′), and

3. ∀e′ ∈ In. e′ [g]
→�e ∧ [[g]]M = tt =⇒ Re(e′)is undefined.

4. ∀e′ ∈ E.e
[g]

→+e′ ∧ [[g]]M ′ = tt =⇒ ¬(Re(e′) < 0)
5. v = [[D(e)]]M , if D(e) �= ?.
6. M ′ = (Ex,Re, In,Va[e �→ v]), if D(e) �= ? and M ′ = M , otherwise

For n ∈ ω we say that the time step n is enabled, written enabled(M,n), if
∀e ∈ In.(Re(e) = k =⇒ n ≤ k).

Basically, for an event e to be enabled it (1) must be included, (2) whenever e
has a condition with a guard evaluated to true in the current marking from an
included event e′ with delay k, then e′ was executed at least k time steps ago,
(3) No included e′, with a milestone relation to e with a guard that evaluates
to true in the current marking, is pending, (4) If a pending event is included,
the deadline cannot be passed 3, and (5) For a computation e, the value v is the
result of computing the expression D(e) in the marking M and otherwise the
value v is any value provided by the environment. Finally, a time step n denotes
that time advances n steps and can only happen if all included pending events
have a deadline greater or equal to n. We now proceed to define event effects.

Definition 6. Let G be a timed DCR graph with data and a marking M =
(Ex,Re, In,Va). The effect of executing an enabled event e with value v is the

3 Note that this differs from the original definition of timed DCR Graphs.
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marking M · e = (Ex′,Re′, In′,Va′) where:
Ex′

=Ex[e �→ 0]

Re′
=Re[e �→ ⊥][e

′ �→ k | ∃k
′
. e

[g]•→k′ e′ ∧ [[g]]M′ = tt ∧ k = min{k
′ | e

[g]•→k′e′ ∧ [[g]]M′ = tt}]

In′
=In \ ({e

′ ∈ E | e
[g]

→%e
′
.[[g]]M′ = tt} ∪ {e

′ | e
[g]

→+e
′
.[[g]]M′ = tt})

Va′
=Va[e �→ v],

M
′
=(Ex,Re, In,Va′

)

The effect of executing an enabled time step n ∈ ω in the marking M is the
marking M · e = (Ex⊕n,Re�n, In,Va) where (Ex⊕n)(e) = Ex(e)+n if Ex(e) is
defined and undefined otherwise, and (Re� n)(e) = Re(e) − n if Re(e) is defined
and undefined otherwise.

The result of executing an enabled event e with value v is a new marking
where the time since the last execution of the event e is set to 0 and the value
is set to v. The response status of e is first set to be non-pending, and then all
events e′ with a response relation where the guard g evaluates to true is set to
pending with the deadline being the minimal deadline of such a response relation.
Finally, all events e′ with an exclude relation where the guard g evaluates to true
is set to excluded, and then all events e′ with an include relation where the guard
g evaluates to true and is set to included. The execution of a time step of length
n increases the time since the last execution of all events by n and decreases the
deadline on responses by n.

3 Timed DCR Processes with Data and Realizability

Here we provide sufficient and effectively computable criteria for the realizabil-
ity of timed DCR Choreographies with data as a synchronous composition of
timed DCR endpoint processes with data and prove operational correspondence.
Finally, we comment on how synchronous composition can be justified by using
distributed locking to ensure that two conflicting interactions cannot interfere.

We first characterise when the execution of an event in a choreography may
influence, i.e. change the marking or enabledness of, another event. To this end,
we define the notion of direct dependency.

Definition 7. Let G be a timed DCR graph with data and let e, e′ ∈ E be events
in G. Then there is a direct dependency e′ � e from e′ to e iff either one of the
following conditions is true:

1. e′ = e,
2. e′(→• ∪ •→ ∪ →+ ∪ →% ∪ →�)e,
3. ∃e′′. e′(→+ ∪ →%)e′′(→• ∪ →�)e,
4. ∃e′′. e′•→e′′→�e.

That is, e′ � e iff either (1) e and e′ is the same event, (2) there is a relation from
e′ to e, (3) e′ includes or excludes an event which is itself a condition/milestone
for e, or (4) e′ has a response to a milestone for e.

The following proposition states that an event e must be directly dependent
on any event e′ whose execution may change the marking or enabledness of e.
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Proposition 8. Let G be a DCR graph with marking M = (Ex,Re, In). Suppose
e′ ∈ enabled(G), and let G′ = execute(G, e′) and M ′ = (Ex′,Re′, In′) be the
marking of G′. The relation e′ � e holds if either of the following holds:

1. e ∈ enabled(G) �⇔ e ∈ enabled(G′),
2. e ∈ Ex �⇔ e ∈ Ex′,
3. e ∈ Re �⇔ e ∈ Re′,
4. e ∈ In �⇔ e ∈ In′.

Proposition 8 implies that the relation e′ � e is a sufficient but not necessary
criterion for whether the execution of e′ affects the state or enabledness of e′.
For example, in a graph with only two events, e and f , and a single relation
between them, e→•f , then e � f (as per Definition 7(2)). However, executing e
does not change the status of f in terms of whether it is enabled or marked.

We now formally define timed DCR endpoint processes with data.

Definition 9. A tuple (G,A,R, r) is a timed DCR endpoint process with data
for role r ∈ R, participants R and actions A, if G is a timed DCR graph with
data and the labels L of G are of the form (?a@r′, r), (!a@r′, r), (?a, r) or a for
a ∈ A and r′ ∈ R\{r}:

– (?a@r′, r) is an input action from role r′ with action label a,
– (!a@r′, r) is an output action to role r′ with action label a,
– (?a, r) is a local input action with the action label a.

Moreover, we define projections on interactions as:

(a, r → r′)|r′ = (?a@r, r′) (a, r → r′)|r = (!a@r′, r),

and for local actions as:

?(a, r)|r = (?a, r) (a, r)|r = a.

Finally, we say Initiator((?a@r, r′)) = Initiator((!a@r′, r)) = Initiator((?a, r)) =
Initiator(a) = r.

Intuitively, we will obtain the endpoint process for a participant r by keeping
(a) events labelled with interactions involving r, as well as (b) the direct depen-
dencies of the events for which r is the initiator. We then change the interactions
to endpoint input or output actions. In order for the interactions to make sense
as actions for the endpoint process at r, the role r must be involved in the direct
dependencies of the events for which r is the initiator. Moreover, data expres-
sions associated with events (or guards on relations between such events) that
are either local events for r or interactions where r is the initiator must only
refer to the values of events that are either local for r or interaction for which r
is involved. We formalize this as follows.

Definition 10 (Realizability). Let C = (G,A,R) be a DCR choreography
and � the labelling function of G, and recall the definitions of Initiator() and
Participants() in Def. 2. C is realizable iff
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1. for all e, if e′ � e then Initiator(�(e)) ∈ Participants(�(e′)),
2. if D(e) ∈ ExpE then ∀e′ ∈ D(e).Initiator(�(e)) ∈ Participants(�(e′)),
3. if g is a guard on a relation between events e, e′ and r a role which is the

initiator for one of the events and a participant of the other, then ∀e′′ ∈ g.r ∈
Participants(�(e′′)),

Since the direct dependency relation is a local property between events connected
by a path of length at most two relations, the 1st realizability criterion can be
checked in linear time in the number of events. The second criterion can be
checked at most at a quadratic time on the number of events.

Example 11. We find that the choreography in Fig. 2 is not realizable, as the
event Timeout is a direct dependency for Quote, but Seller, being the initiator
of Quote, is not among the participants of Timeout. This violates condition 1 of
Def. 10. The solution to making the choreography realizable is to change Timeout
to an interaction with Seller as a receiver.

We now define the projection of a timed DCR choreography (G,A,R) with data
to an endpoint process for a given role r ∈ R.

Definition 12 (DCR endpoint projection). Let (G,A,R) be a timed DCR
Choreography with data, where G = (E,D,M,L, �,→•, •→,→�,→+,→%). For
any r ∈ R, we define

δ = {e ∈ E | Initiator(l(e)) = r} and E′ = {e ∈ E | Receivers(l(e)) = {r}},

Then the endpoint projection of G for role r is the DCR graph

G|r = (E|δ ∪ E′,D|r,M |r, L|δ, �|δ,→•|δ, •→|δ,→�|δ,→+|δ,→%|δ)

where:

1. E|δ = {e ∈ E | ∃e′ ∈ δ. e � e′},
2. D|r(e) = D(e) if e ∈ E|δ\E′

3. D|r(e) = e, if e ∈ E′

4. M |r = (Ex|r,Re|δ, In|δ ∪ E′\(E|δ\In|δ)) where:
(a) Ex|r(e) = Ex(e), if e ∈ E|δ ∪ E′

(b) Re|δ(e) = Re(e), if e ∈ E|δ
(c) In|δ =

(
In ∩ ((→• δ) ∪ (→� δ) ∪ δ)

)
∪

(
E|δ \ ((→•δ) ∪ (→�δ) ∪ δ)

)
.

(d) Va|r = Va|r, if e ∈ E|δ ∪ E′

5. �|r(e) = �(e)|r,
6. L|δ = img(�)
7. →|δ = → ∩

(
(→ δ) × δ

)
for →∈ {→•,→�}

8. •→|δ = •→ ∩
(
((•→→�δ) × (→�δ)) ∪ ((•→δ) × δ)

)

9. →|δ = → ∩(((→ →•δ) × (→•δ)) ∪ ((→ →�δ) × (→�δ)) ∪ ((→ δ) × δ)) for
→∈ {→+,→%}
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Two sources of complexity for these rules are that events are included in the
endpoint for different reasons and that some events change their computational
expression, which was not an issue in the work on DCR Choreographies without
data [16]. Condition 1 makes sure that we include all events in the endpoint, that
have a direct dependency on an event where r is initiator. In addition to these
events, the endpoint will also contain the events E′ where r is a recipient but
do not have a direct dependency on any event where r is an initiator. Condition
2 states that all events where r is initiator keep their expression (or status as
local input), while Condition 3 states that all events where r is receiver will
get an expression which is simply the event itself. This is because the value
will be received as a message and assigned to the event. Condition 4 describes
how markings are defined for the events included in the endpoint. We keep the
execution status and value assignment for all events. For events that have direct
dependency relation to an event where r is the initiator, we keep the response
status. This means that for events where r is the recipient but the event is not
a direct dependency on any event where r is the initiator, the endpoint does
not record its pending status. The inclusion status is complex: Here we keep
the inclusion status for events if r is the initiator, or the event is a condition or
milestone for an event where r is the initiator. We include all other events that
are either direct dependencies on an event where r is the initiator or r is the
receiver, but not direct dependencies.

Example 13 The endpoints projecting the choreography in Fig. 2 corrected to
make the timeout action an interaction are shown in Fig. 3.

3.1 Correctness of Realizability

In this section, we prove the correctness of endpoint projections provided in the
previous section. First we define a labelled event transition system with time,
data and responses for a timed DCR graph with data.

Definition 14 (Transition semantics). LetG = (E,D,M,→•, •→,→�,→+,
→%, L, �)be a timed DCR graph with data. The Labelled Event Transition System
with Data and Responses (LETSDR) for G is defined as

T (G) = (M,M,Ed, L, �,→, ρ),

where the marking M of the DCR graph G is the initial state, Ed = E × V
is the set of pairs of events and data values, L is the set of labels, � is the
labelling function, →⊆ M × (Ed ∪ ω) × M is the transition relation, defined by
(M ′, φ,M ′′) ∈→ iff enabled(M ′, φ) , M ′′ = execute(M ′, φ). Finally, M = {M ′ |
M →∗ M ′}, the set of states, is the markings reachable from the initial marking
M by execution of events or time steps, and finally ρ is the timed response
function defined on the states of the transition system by ρ(M ′) = {(e, k) | e ∈
In ∧ Re(e) = k}, if M ′ = (Ex,Re, In, V ).

We define the accepting runs of a timed DCR graph as follows.
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Fig. 3. Endpoint projections for Buyer and Seller in Example 11

Definition 15 (Accepting runs). Let G be a timed DCR graph with data with
events E. Let ᾱ be an infinite transition sequence M = M0

α1−→ M1
α2−→ · · · of

length k ∈ ∞ with Mi = (Exi, Rei, Ini). We say that ᾱ is an accepting run iff

1. For all i ≤ k and all e ∈ E, if (e, ω) ∈ ρ(Mi) then for some j > i we have
αj = (e, d, v) for some d ∈ ExpE � {?} or (e, ω) �∈ ρ(Mj)

2. ᾱ contains infinitely many time steps, i.e. there exists infinitely many indices
i such that αi = ni for some ni ∈ ω.

The condition 1 captures that if an event at some intermediate marking is
included and pending and required eventually to happen, i.e. with deadline ω, it
will eventually be executed or no longer pending with deadline ω and included.
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This is the acceptance criteria for un-timed DCR graphs. The condition 2 cap-
tures that an accepting run is non-Zeno, i.e. time must keep progressing. As a
consequence, only infinite traces are accepting in timed DCR graphs, but an
accepting trace may contain only finitely many non-time steps.

Definition 16 (Trace). A trace t of a graph G with initial marking M is an
infinite sequence α1, α2, α3, · · · such that there exists an accepting run M

α1−→
M1

α2−→ M2
α3−→ · · · . We write traces(G) for the set of all possible traces in G.

We say that two labelled Event Transition Systems with Data and Responses
T and T ′ are isomorphic, written T ≡ T ′ if there is an isomorphism between the
sets of states preserving and respecting transitions and the response function.
Since the definition of accepting runs only depends on the included pending
responses in the markings of the graphs and the events and time steps being
executed during a run, it is easy to see that if two DCR graphs have isomorphic
transition systems with responses then they also have the same languages.

Proposition 17. Let G and G′ be DCR graphs. If T (G) ≡ T (G′) then
traces(G) = traces(G′).

Lemma 18. Let (G,A,R) be a DCR choreography, let r ∈ R be a role of R,
and let (G|r, A|r, R, r) be the projection of that choreography to r. If (G,A,R) is
realizable then every label in G|r is an interaction with r as a participant.

If an event is shared between two endpoints, then it must be the case that
they share the same initiator.

Lemma 19. Let C = (G,A,R) be a realizable DCR choreography, r, r′ ∈ R be
roles of R, and (G|r, A|r, R, r) and (G|r′ , A|r′ , R, r′) be the projections of C to r
and r′. If e ∈ E ∩E′, where E and E′ are the events of G|r and G|r′ respectively,
then Initiator(�(e)) = Initiator(�(e′)).

We now define the synchronous composition of a finite set of DCR endpoints.
Intuitively, an event e is enabled in the synchronous composition, if it is enabled
in all of the endpoints in which it occurs. The execution of an event is then
defined simply by executing the event in all of the components it occurs. Finally,
the label is the interaction obtained by taking the union of receivers.

Definition 20 (Synchronous composition of DCR endpoints). For R =
{r1, . . . , rn} and DCR endpoints Pi = (Gi, Ai, R, ri) for i ∈ {1, .., n} we define
the synchronous parallel composition as P = Πi∈{1,..,n}Pi as:

– E =
⋃

i ∈ {1, .., n}Ei, where Ei is the events of Gi.
– e ∈ enabled(P ) iff e ∈ Ei =⇒ e ∈ enabled(Gi) for all i ∈ {1, .., n}.
– execute(P, e) = Πi∈{1,..,n}P ′

i , if e ∈ enabled(P ) and Pi = (G′
i, Ai, R, ri) and

G′
i = execute(Gi, e), if e ∈ Ei and P ′

i = Pi otherwise.
– �P (e) = (a, r → R′) if e ∈ Ei =⇒ �i(e) = (a, r → R′

i) and R′ =
⋃

i ∈ I,
where I = {i ∈ {1, . . . , n} | e ∈ Ei}.
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– ρP (P ′) =
⋃

i∈{1,...,n} Rei ∩ Ini if P ′ = Πi∈{1,..,n}P ′
i , P ′

i = (G′
i, Ai, R, ri) and

the marking of G′
i is (Exi,Rei, Ini).

We now define the LETSDR for P by T (P ) = (P, P,E, L, �P ,→P , ρP ), where
(P ′, e, P ′′) ∈→P if e ∈ enabled(P ′) and P ′′ = execute(P ′, e), and P = {P ′ |
P →∗ P ′}.

The following theorem establishes the key property, that the synchronous
composition of the endpoints yields a transition system with responses isomor-
phic to the transition system for the choreography.

Theorem 21. Let C = (G,A,R) be a realizable DCR choreography, R =
{r1, . . . , rn} and Pi = (Gi, Ai, R, ri) for i ∈ {1, . . . , n} the DCR endpoints result-
ing from endpoint projection of C. Then T (C) ≡ T (Πi∈{1,..,n}Pi).

Proof. (Sketch) The proof follows the same approach as the proof of Thm.5.1
in [14] where a bisimulation is constructed between the original graph (in this
case the choreography) and the network of the synchronous parallel composition
of projections.

We note that the isomorphism by Proposition 17 implies that the language of
the choreography is the same as the language of the composition of the endpoints.

3.2 Implementing Synchronous Communication

The correspondence between the behaviour of the choreography and the
behaviour of the synchronous composition proven in the previous section is only
useful if we can implement synchronous composition. A way to do this is to use a
distributed locking scheme: Firstly, we assume a fixed order relation given on the
events in the choreography. Then, before execution of an event e in an endpoint
process, the process can request to lock all events that have direct dependencies
to e or that e has a direct dependency to - and if it is a send event, also the cor-
responding receiving event and its direct dependencies or dependants are locked.
Here it is important that the requests for locks are done in the order given for
events. If all locks are successfully obtained, the event e is executed. Any event
that may change marking as a result of the execution is already locked - and
no event in another endpoint process that can change the marking of any of the
events can be executed at the same time (since it would then have obtained its
locks at the same time). After execution and updating the marking, all locks are
released. Note that deadlocks can not occur because of the global ordering of
locks.

As for BPMN choreographies, the timings of events will be approximate,
since timing constraints cross between different participants. For instance, the
timeout event executed by the Buyer in our running example will only take effect
at the Sender endpoint when the message has been received, thereby excluding
the Quote event at a time after the timeout.

As for traditional choreographies, the correspondence of behaviour guaran-
tees, that if the choreography is deadlock and livelock free, then the network of
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endpoints is also deadlock and livelock free. The timing constraints introduce
possibilities of timelocks [14], i.e. where a deadline for an event is sooner than
allowed by a delay to the event. If data domains are kept finite, DCR graphs
map to finite Büchi-automata for which the absence of deadlocks, livelocks and
timelocks can be proven [14,21].

4 Related Work

The related work covers two major areas: model-driven engineering and analy-
sis & verification of distributed systems. On the former, the work by Fdhila et
al. [8] proposed techniques to generate endpoints from BPMN choreographies,
where realizability is defined as a set of control-flow conditions without data or
timing constraints. BPMN choreographies have been extended in [17] to support
shared data objects such as those present in a blockchain. Similar imperative
choreographies were extended in [19] with data primitives, but not endpoint
projections. [5] presents a choreographic model based on the Klaim calculus [2]
where communication is done via distributed tuple spaces, thus allowing both
data and control-flow constraints. On the latter, [7] presents an encoding of
the session π calculus into a calculus of linear temporal constraints allowing
for richer communication patterns including communication flows, timing con-
straints and contextual information. In [3] an extension of session types to model
asynchrony in timed protocols is proposed. The new Choral language [10] imple-
ments choreographic programming with new abstractions where choreographies
are objects. Earlier than this, time extensions of the conversation calculus [6]
were presented in [18] but these did not consider endpoint realizability. In a
similar trend, imperative choreographies have been applied to synthesise correct
distributed implementations where endpoints synchronise via handshakes of cor-
relation data [9]. It is important to mention that in all the works cited (1) the
guarantees for communication are expressed in terms of safety properties, thus
liveness is not considered, and (2) the constructs for continuation are defined
in terms of imperative flows, contrasting to continuations based on may/must
relations such as those existing in DCR graphs. DCR choreographies have been
used to monitor change requests in blockchains [4]. As our work presents an
orthogonal extension to the control flow relations used in [16], we believe that
monitors such as that in [4] will benefit from an additional expressive power
where data and time constraints can be expressed.

5 Concluding Remarks and Related Work

We presented the first declarative choreography language taking control flow,
time and data into account, providing criteria for realizability as communicating
endpoint processes that considers multi-perspective constraints.

The assumed communication model is synchronous. If asynchronous commu-
nication is required, we will need an extension of the execution semantics with
message queues, and it is left for future work. Other aspects for future work
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involve studying the understandability of the approach with real users, in a sim-
ilar way that we have done with DCR graphs [1]. We have implemented a proto-
type tool able to analyze DCR choreographies and generate the projections and
endpoints, showcasing the implementability of the approach [11]. A limitation
of the approach is the inability to capture multi-instance subprocesses. A solu-
tion is to extend the notion of interaction with session initiation primitives [20],
so each endpoint shares a fresh CaseId at each instance. We leave these exten-
sions for future work. Finally, we would like to explore code generation from
choreographies, as well as the generation of microservice architectures.
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Abstract. Interaction models, such as BPMN choreography diagrams,
enable the coordination of interactions between organizations within a
process choreography. Since choreography participants typically do not
share a central data store, data flow must be considered during design to
ensure that each participant has sufficient data to continue a conversa-
tion. However, current choreography modeling languages lack a concise
notation and execution semantics for data exchange. This paper refines
the data flow specifications of choreography diagrams using supplemen-
tal models. Furthermore, the execution semantics for data exchange is
formally defined by data-enhanced interaction Petri nets. The extended
semantics enable the analysis of data awareness and data consistency at
design time.

Keywords: Process choreographies · Interaction Petri nets · Data flow

1 Introduction

In a networked economy, the exchange of goods and services between organi-
zations is key to success. To ensure effective collaboration, the interactions of
the organizations’ internal processes must be carefully designed, e.g., in process
choreographies. Since choreography participants typically do not share a central
data store, interorganizational data flow must be considered to ensure that each
participant has sufficient data to advance the conversation. While interaction
models such as BPMN choreography diagrams [15] allow us to define interaction
behavior from a global perspective, current choreography modeling languages
lack concise notation and execution semantics for data exchange. As a result,
it is not possible to verify at design time that message senders are aware of
the required data and that participants affected by global decisions have a con-
sistent view of the data driving those decisions. This paper aims to improve
data modeling support for process choreographies by refining the specification
of exchanged data for choreography diagrams. A formal execution semantics for
data exchange is provided by mapping supplemented choreography diagrams to
interaction Petri nets extended with a data perspective. The mapping provides
a foundation for a data-aware formal analysis and verification of choreographies
at design time.
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The remainder of the paper is organized as follows: Sect. 2 outlines the fun-
damentals of process choreographies and interaction Petri nets, followed by a
motivating example in Sect. 3. Section 4 introduces the refined data flow specifi-
cations and formal execution semantics for data exchange as the main contribu-
tions of this paper. Next, Sect. 5 discusses the presented approach, and Sect. 6
gives a brief overview of related work. Finally, Sect. 7 summarizes the results of
this work.

2 Preliminaries

As a foundation for this work, this section outlines the basic concepts and formal
principles of process choreographies in Sect. 2.1 and interaction Petri nets in
Sect. 2.2.

2.1 Process Choreographies

Process choreographies define the possible interaction sequences between busi-
ness actors (i.e., choreography participants) that collaborate to achieve a goal [5].
Each choreography participant is associated with a role. An execution of a chore-
ography is referred to as a conversation. Definition 1 specifies the main concepts
of process choreographies.

Definition 1. (Process Choreography). A process choreography is defined by a
tuple C = (N,SF,R,M,G, grd, init, resp,msg), where:

– N ⊆ T × G × E is a finite, non-empty set of nodes including choreography
tasks T , gateways G, and events E,

– E can be partitioned into disjoint sets of start events Es and end events Ee,
– G can be partitioned into disjoint sets of event-based gateway splits Gs

e, exclu-
sive gateway splits Gs

×, exclusive gateway joins Gj
×, parallel gateway splits

Gs
+, and parallel gateway joins Gj

+,
– SF ⊆ N × N is a finite, non-empty set of sequence flows,
– R is a finite, non-empty set of participant roles,
– M is a finite set of messages,
– G is a finite set of guards,
– grd : Gs

× × N → G assigns a guard to a sequence flow,
– init : T → R assigns the initiating role to a choreography task,
– resp : T → R assigns the respondent role to a choreography task, and
– msg : T → (M × M) ∪ M ∪ {∅} assigns messages to a choreography task.

BPMN 2.0 introduces choreography diagrams as an interaction modeling lan-
guage for process choreographies [15]. Unlike BPMN collaboration diagrams,
choreography diagrams abstract from process-internal details and focus only on
interorganizational behavior. Choreography diagrams represent interactions as
choreography tasks, hereafter referred to as tasks. Each task is associated with
an initiator (white badge) and a respondent (gray badge). Optionally, an ini-
tial message (white envelope) and a response message (gray envelope) can be
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specified. A task with a response message is considered a two-way interaction
involving a request from the initiator and a response from the respondent.

Similar to BPMN collaboration diagrams, sequence flow arcs specify order
dependencies between tasks. In addition, gateways allow the specification of
exclusive and parallel behavior. Sequence flow arcs originating from an exclusive
gateway can be associated with a guard that specifies the condition for continuing
along that path. Note that all participants affected by the decision must have
the same view of the data on which the decision is based [15]. In contrast to
process orchestrations, choreographies do not assume a central data store, as
each participant typically maintains its data locally. Data can only be exchanged
via messages [12]. An example of a choreography diagram is depicted in Fig. 1.

2.2 Interaction Petri Nets

Models facilitate development and the exchange of ideas among experts, yet
precise semantics are essential for their implementation and analysis. In busi-
ness process modeling, Petri nets are widely used to provide concise execution
semantics [7]. Petri nets consist of places and transitions connected by directed
arcs. Places may contain tokens. If all places connected with an incoming arc
contain tokens, a transition can be fired to consume tokens from the incoming
places and produce tokens in the outgoing places. A distribution of tokens to
places is referred to as a marking [1]. Decker et al. introduce Interaction Petri
Nets (IPN) as an extension of Petri nets for describing interaction models [5].
IPNs represent each interaction by a single transition labeled with the initiator,
the respondent, and a description of the message. The additional information
allows reasoning about enforceability aspects of an interaction model [4]. A fir-
ing sequence of transitions represents a conversation. Based on definitions from
the literature [5,10], we define interaction Petri nets as follows:

Definition 2. (Interaction Petri net). An interaction Petri net is defined by a
tuple I = (P, T, F,R, init, resp,m0), where

– P is a finite set of places,
– T is a finite set of transitions, which can be partitioned into disjoint sets of

interactions TI , events TE, and silent transitions TS,
– F ⊆ (P × T ) ∪ (T × P ) is a finite set of arcs,
– R is a finite set of roles,
– init : TI → R assigns an initiating role to an interaction transition,
– resp : TI → R assigns a respondent to an interaction transition, and
– m0 : P → N assigns the initial number of tokens to each place, thus specifying

an initial marking for the net.

3 Motivating Example

To illustrate the need for concise data semantics for choreographies, in this
section we present an example choreography inspired by the shipment of goods
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Fig. 1. Choreography diagram describing the international transport of goods by ship
between a consignee and a supplier, considering customs.

by sea to a European Union member state. The choreography diagram shown
in Fig. 1 illustrates the key steps, including the consignee ordering goods from a
supplier, the supplier sending the container of goods to the destination port via
a carrier, and customs inspecting the import of the goods. For each order, the
supplier requests the import permit from the consignee, which must be issued
by customs before the container is handed over to the carrier. Upon arrival, the
consignee can access the container using the bill of lading issued by the carrier.
If the import permit requires further checks, the consignee must first apply for
customs clearance. If customs rejects the import, the container must be returned.
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When data is not considered, the choreography diagram meets the local
enforceability requirements [4]. However, considering data exchange raises
enforceability concerns. In particular, after the order is confirmed by the sup-
plier, the subsequent steps require the supplier to forward the bill of lading
and the consignee to provide the import permit. Both documents, however, are
issued by the carrier or customs respectively and are sent only in subsequent
tasks, resulting in a deadlock. In addition, the BPMN 2.0 standard requires that
participants affected by an exclusive gateway must share the same view of the
data on which the decision is based on [15]. After the container arrived, the port
has not received the import permit and therefore is unaware of whether a return
shipment must be expected. Therefore, the design of the choreography raises
concerns about data exchange regarding:

– Data awareness: Is the sender of a message aware of the required data?
– Data consistency: Do participants have the same view of the exchanged data?
– Data dependencies: What dependencies exist between the exchanged data?

Since erroneous data flow may not be obvious in complex choreographies,
precise specifications and semantics for interorganizational data exchange are
required to enable the analysis of process choreographies with data at design
time.

4 Execution Semantics for Choreographies with Data

Specifying and analyzing interorganizational data flow requires extending the
execution semantics and refining the notion of choreography diagrams. In the fol-
lowing, Sect. 4.1 introduces supplementary models for specifying data exchange
in choreography diagrams. In addition, Sect. 4.2 presents data-enhanced inter-
action Petri nets as a formal basis for defining execution semantics for data
exchange. Finally, Sect. 4.3 proposes a mapping of supplemented choreography
diagrams to data-enhanced interaction Petri nets to define execution semantics
for choreography diagrams with data specifications.

4.1 Data Exchange Specifications for Choreography Diagrams

Choreography diagrams allow only limited specification of data exchange. Mes-
sage elements can be assigned labels to describe the content of the message, but
no clear semantics are provided for the labels, which can lead to different inter-
pretations of the behavior. In this section, we refine choreography diagrams by
introducing more concise data exchange specifications for message elements. To
remain compliant with the BPMN standard, the notation of the choreography
diagrams is not adapted, which facilitates modeling with existing tools. Instead,
the specification is composed of supplemental models that, in addition to the
choreography diagram, define the behavior and relations between the exchanged
data. The additional models consist of a shared data model and distributed object
lifecycle models. Both types of models and their relationship to choreography
diagrams are described below.
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Fig. 2. A shared data model defining the message types and their relations for messages
exchanged in the exemplary shipping choreography.

Shared Data Model. A shared data model is used to globally specify the types
of messages exchanged in a choreography. Each class represents one message
type. An instance of a class, referred to as a message object, is considered a unit
of data, such as a document, that can be exchanged via a message associated with
the corresponding class. While messages can also refer to physical items, such
as a container or cargo, message objects refer only to a virtual representation
of these items. Consequently, when a message is sent, the message object is not
lost to the sender, but both the sender and receiver are aware of the message
object.

Definition 3. (Shared Data Model). A shared data model is defined by a tuple
D = (C,R,mult), where:

– C is a non-empty, finite set of classes,
– R ⊆ {(c1, c2) | c1, c2 ∈ C ∧ c1 �= c2} is a symmetric relation of classes,
– mult : R → {(1, 1), (1, n), (n, 1), (n,m)} assigns a multiplicity to a relation.

Similar to the approach proposed by Meyer et al. [12], the data model is
shared by all participants so that each participant has the same understanding
of the types of messages that can be exchanged. Figure 2 illustrates a shared data
model for the exemplary shipping choreography. To reference the message types
in the choreography diagram, the message elements of tasks can be annotated
with the label of the class, as illustrated in Fig. 1.

As stated in Definition 3, the shared data model also defines relations with
multiplicities between classes. To limit complexity, we consider only one-to-
one (1, 1), many-to-one (n, 1), and many-to-many (n,m) relations, where it is
expected that m and n can be zero. Relations can constrain the creation of
message objects by implying dependencies. For example, according to Fig. 2, an
‘Import Permit’ cannot exist without an existing ‘Order’ due to their many-
to-one relation: mult((ImportPermit,Order)) = (n, 1). Therefore, an ‘Import
Permit’ object can only be instantiated if an ‘Order’ object already exists, which
limits the possible behavior of the choreography. Accordingly, ‘Container’ and
‘Bill of Lading’ message objects must be created simultaneously to ensure the
one-to-one relation. Many-to-many relations do not affect the creation of mes-
sage objects, since it is expected that the objects can exist individually, given
the assumption that n and m can be zero.
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Distributed Object Lifecycle. During a conversation, message objects can
be created or their contents changed. Similar to data states of data objects in
BPMN process diagrams [15], we use message states, hereinafter referred to as
states, to reflect the content of a message object. A state provides an abstract
view of the content of a message object that is relevant to the business case
under consideration. For example, an ‘Order’ message object can be in the states
‘created’, ‘confirmed’, ‘completed’, or ‘canceled’. The mapping between states
and actual attribute values is beyond the scope of this paper. Given a class
c ∈ C, Sc denotes the set of possible states that a message object of c can be in.
We refer to a message object of class c ∈ C in a particular state s ∈ Sc by the
notion c[s]. Each class is considered to have at least one state.

To describe the possible states and allowed state transitions for a class in a
choreography, we introduce distributed object lifecycles. As stated in Definition 4,
distributed object lifecycles extend object lifecycles by specifying which role can
perform which state transitions, since in choreographies message objects may be
manipulated by different participants. For example, a consignee can create an
‘Order’ message object in the state ‘created’ but only the supplier can change
the state to ‘confirmed’ as illustrated in Fig. 3. Each state is represented by a
label in a circle, and allowed state transitions are represented by directed arcs
associated with roles that can perform the transition. In addition to defining state
transitions, distributed object lifecycles also constrain message object creation,
since objects can only be created in initial states associated with an ingoing arc
without an originating state. Furthermore, only roles associated with an initial
state can create new message objects in the corresponding state. Similar to the
shared data model, distributed object lifecycles are available to all participants.

Definition 4. (Distributed Object Lifecycle). Let S be the universe of all possi-
ble states, a distributed object lifecycle of a class c ∈ C is a finite state machine
defined by a tuple Lc = (Sc, S

i
c, δc, R, role), where:

– Sc ⊆ S is a non-empty, finite set of states associated with c,
– Si

c ⊆ Sc is a non-empty, finite set of initial states,
– δc ⊆ Sc × Sc is a finite set of state transitions,
– R is a non-empty, finite set of roles, and
– role : Si

c ∪ δc → R assigns a role to an initial state or a state transition.

A message object can only be in one state for one participant at a time. It is
assumed that if multiple participants are aware of a message object in the same
state, these participants have the same view of its content. However, it should
be noted that creating or modifying message objects is a local operation. Only
when a message object is sent via a task, the respondent will receive the message
object in the corresponding state. As a result, participants may have different
views of a message object during a conversation.

States can also serve as constraints on interactions, since some interactions
may require a message object to be sent in a particular state. To incorporate
the constraints into choreography diagrams, states can be added to the class
specifications of the messages using the notion c[s] mentioned above. If a task
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Fig. 3. A distributed object lifecycle that describes the allowed state transitions for
message objects of the ‘Order’ class during a conversation. Annotations on arcs specify
the roles that can perform the transitions.

accepts a message object in multiple states, all allowed states can be listed
following the notion c[s1|...|sn]. Therefore, considering Fig. 1, the response of
the task ‘register import of goods’ allows the sending of an ‘Import Permit’
message object in the state ‘accepted’ or ‘check required’. The constraint implies
further that the sender of the message must be aware of the message object in
a corresponding state. If no state is specified, all possible states are accepted.

Furthermore, states can be used as guards for paths that follow exclusive
gateways, as shown in Fig. 1. Thus, given a choreography C, a guard is expected
to specify a message object in an appropriate state required to continue with
the associated path: G ⊆ C × S. For exclusive gateways, it is essential that all
participants affected by the gateway have the same view of the data on which
the decision is based. The identification of affected participants is discussed in
more detail in Sect. 4.3.

The supplemental models introduced in this section can be used to specify
exchanged data and data dependencies. However, to ensure that a choreography
maintains data awareness and data consistency at design time, concise execution

es
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Fig. 4. Data-enhanced interaction Petri net depicting an excerpt of the shipping chore-
ography including the start event and a two-way choreography task.
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semantics are required. The next section introduces an extension to interaction
Petri nets, providing a formal basis to define execution semantics for the data
exchange specifications.

4.2 Data-Enhanced Interaction Petri Nets

The formal representation of data exchange in choreographies requires the exten-
sion of IPNs with additional elements. The extended net, referred to as data-
enhanced interaction Petri net, is defined as follows:

Definition 5. (Data-enhanced Interaction Petri Net). A data-enhanced inter-
action Petri net is defined by a tuple I ′ = (P ′, T ′, F ′, RF,R, init, resp,m0),
where

– P ′ is a finite set of places that can be partitioned into disjoint sets of control
flow places P , message places PM , and message initialization places PMI ,

– T ′ is a finite set of transitions that can be partitioned into disjoint sets of inter-
actions TI , events TE, silent control flow transitions TS, and silent message
modification transitions TM ,

– F ′ ⊆ (P ′ × T ′) ∪ (T ′ × P ′) is a finite set of arcs that can be partitioned into
sequence flow arcs F and message flow arcs FM ,

– RF ⊆ PM × TI is a finite set of reset arcs, and
– (P, TI ∪ TE ∪ TS , F,R, init, resp,m0) is an interaction Petri net.

The extension supports the representation of message objects using addi-
tional message places PM . Each message place is dedicated to a participant
and a message object in a particular state. A token in a message object place
indicates that the corresponding participant is aware of the message object. To
limit the creation of message objects, initialization places PMI are introduced.
Additional silent transitions TM allow local creation and modification of mes-
sage objects according to the message flow arcs FM . Message flow arcs can also
connect message places with interaction transitions to specify data exchange.

In addition, reset arcs RF are introduced, which set the number of tokens at
all associated places to zero once the corresponding transition fires. Reset arcs
do not constrain the firing of transitions. Thus, transitions can be fired even if
they are connected to an empty place by a reset arc [1]. In the model, reset arcs
are depicted with double arrowheads.

An example of a data-enhanced IPN is shown in Fig. 4. Similar to [10], the
notion of interaction transitions is adapted to the contemporary notion of chore-
ography tasks. The initiator of a task is indicated by a white badge and the
respondent by a gray badge.

4.3 From Choreographies to Data-Enhanced Interaction Petri Nets

To define the execution semantics for data exchange in choreographies, we map
choreography diagrams, supplemented with a shared data model and distributed
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data object lifecycles, to data-enhanced interaction Petri nets. The mapping
requires preprocessing the choreography diagram so that each task containing
a response message is split into two tasks connected by a sequence flow arc.
The result is semantically equivalent, with the first task representing the ini-
tial message and the second task representing the response. Consequently, after
preprocessing, each task is associated with only one or zero message elements.
We define the auxiliary function obj : T → 2(C×S) to map each task to the
corresponding class and states of the allowed message objects, as specified by
the message element labels.

Hence, given a process choreography C = (N,SF,R,M,G, grd,
init, resp,msg), a shared data model D = (C,R,mult), and a distributed object
lifecycle Lc = (Sc, S

i
c, δc, R, role) for each class c ∈ C, the models can be mapped

to a data-enhanced interaction Petri net I ′ = (P ′, T ′, F ′, RF,R, init, resp,m0)
to represent the execution semantics as follows:

The set of roles R is taken from the choreography diagram. Correspondingly,
the functions init and resp map the same roles for an interaction transition
TI as for the corresponding interaction T in the choreography. The mapping
of the control flow semantics essentially follows the mappings provided in [5,
10]. However, unlike their mappings, multiple transitions are created for tasks
that allow sending message objects in different states, since each transition is
intended to transfer only one message object in one state, as depicted in Fig. 5.
Since the additional transitions represent alternative executions of the same
task with the same initiator and respondent, the extension does not affect local
enforceability constraints. The set of silent transitions TS is divided into disjoint
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Fig. 5. Excerpt from a data-enhanced interaction Petri net representing the shipping
example, illustrating the creation and sending of an ‘Import Permit’ message object in
one of the allowed states using a predefined marking.
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sets of exclusive gateways T× and parallel gateways T+. The mapping of the
control flow to transitions and places is defined as follows:

P = {psource, psink} ∪ {p(n1,n2) | (n1, n2) ∈ SF ∧ n1 /∈ Gs
e}

TE = {te | e ∈ E}
TI = {ti | i ∈ T ∧ obj(i) = ∅} ∪ {t(i,c,s) | i ∈ T ∧ (c, s) ∈ obj(i)}
T× = {t(g,n) | g ∈ Gs

× ∧ (g, n) ∈ SF} ∪ {t(n,g) | g ∈ Gj
× ∧ (n, g) ∈ SF}

T+ = {tg | g ∈ Gs
+ ∪ Gj

+}
m0 = {[psource]}

The mapping adds a source and a sink place that represent the start and end
of a conversation. Only the source place contains a token in the initial marking.
In addition, transitions and places are connected by arcs, enforcing the semantics
of sequence flows and gateways:

F = {(psource, te) | e ∈ Es} ∪ {(te, psink) | e ∈ Ee} ∪
{(p(n1,n2), tn2) | (n1, n2) ∈ SF ∧ n1 /∈ Gs

e ∧
(n2 ∈ (Ee ∪ Gs

+ ∪ Gj
+) ∨ (n2 ∈ T ∧ obj(n2) = ∅))} ∪

{(p(n,i), t(i,c,s)) | (n, i) ∈ SF ∧ n /∈ Gs
e ∧ i ∈ T ∧ (c, s) ∈ obj(i)} ∪

{(tn1 , p(n1,n2)) | (n1, n2) ∈ SF ∧ (n1 ∈ (Es ∪ Gs
+ ∪ Gj

+) ∨
(n1 ∈ T ∧ obj(n1) = ∅))} ∪

{(t(i,c,s), p(i,n)) | (i, n) ∈ SF ∧ i ∈ T ∧ (c, s) ∈ obj(i)} ∪
{(p(n1,g), t(g,n2)) | (n1, g) ∈ SF ∧ (g, n2) ∈ SF ∧ g ∈ Gs

×} ∪
{(t(g,n), p(g,n)) | (g, n) ∈ SF ∧ g ∈ Gs

×} ∪
{(p(n,g), t(n,g)) | (n, g) ∈ SF ∧ g ∈ Gj

×} ∪
{(t(n1,g), p(g,n2)) | (n1, g) ∈ SF ∧ (g, n2) ∈ SF ∧ g ∈ Gj

×} ∪
{(p(n1,g), tn2) | (n1, g) ∈ SF ∧ (g, n2) ∈ SF ∧ g ∈ Gs

e}

In the following, the mapping is extended with message places to incorporate
data semantics. For each class in the shared data model, an initialization place
PMI is added to ensure that only one instance of a message object is created
during conversation. In addition, message places are introduced for each class
and state combination for each participant:

PMI = {pc | c ∈ C}
PM = {p(r,c,s) | r ∈ R ∧ c ∈ C ∧ s ∈ Sc}

Silent transitions are introduced to create and modify message objects and
their state. The creation of message objects may be subject to constraints due to



Execution Semantics for Process Choreographies with Data 101

Containerinit

BillOfLadinginit

Container

BillOfLading

(a) One-to-One

ImportPermitinit ImportPermit

Order

(b) Many-to-One

Fig. 6. Creation of message objects in data-enhanced interaction Petri nets considering
different multiplicity constraints.

relations as specified in Sect. 4.1. Hence, the mapping enforces these constraints
by following the rules depicted in Fig. 6. The rules ensure that for one-to-one
relations, the message objects are created at the same time, and for many-to-
one relations, the related message object must exist for creation, as illustrated in
Fig. 5 for the creation of an ‘Import Permit’ message object. For this purpose, two
auxiliary functions are introduced. rel(1,1) : C → 2C associates each class with
a set of classes that have one-to-one relations to the given class, including the
given class itself, while also considering transitive relations. Correspondingly, we
define a function rel(n,1) : C → 2C which returns a set of classes having a many-
to-one relation to the given class, so that ∀c1, c2 ∈ C : c1 ∈ rel(n,1)(c2) ⇐⇒
mult((c1, c2)) = (n, 1).

Classes with a one-to-many relation to the given class may have multiple
states. Hence, multiple transitions are required to create a message object. Given
a class c ∈ C, we define the set of all class and state combinations having a many-
to-one relation to c or to a class having a one-to-one relation with c as follows:

CS(n,1)
c = {(c′, s) | ∃c′′ ∈ rel(1,1)(c) : c′ ∈ rel(n,1)(c′′) ∧ s ∈ Sc′}

Since a class can only be in a single state for a participant, we define the set of
relation dependencies including sets of all possible combinations of classes and
states having a corresponding many-to-one relation to c as follows:

RDc = {CS | CS ⊆ CS(n,1)
c ∧ ∀(c′, s′) ∈ CS(n,1)

c : ∃!s ∈ Sc′ : (c′, s) ∈ CS}

Hence, the manipulation of message objects is represented by a set of silent
message modification transitions TM :

TM = {t(r,C′,RD,s) | c ∈ C ∧ C′ = rel(1,1)(c) ∧ RD ∈ RDc ∧ s ∈ Si
c ∧ r = role(s)} ∪

{t(r,c,s1,s2) | c ∈ C ∧ (s1, s2) ∈ δc ∧ r = role((s1, s2))}

The additional nodes need to be connected with arcs to represent the respec-
tive creation and state change behaviors. The set of message flow arcs FM can
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be partitioned into disjoint sets of message object manipulation arcs FO
M , inter-

action dependency arcs F I
M , and exclusive gateway dependency arcs F×

M . The
set of message object manipulation arcs FO

M connects message places PM and
initialization places PMI with message modification transitions TM according to
the shared data model and distributed object lifecycles:

FO
M = {(te, pc) | e ∈ Es ∧ c ∈ C} ∪

{(pc, t(r,C′,RD,s)) | c ∈ C ∧ C′ = rel(1,1)(c) ∧ RD ∈ RDc ∧ s ∈ Si
c

∧ r = role(s)} ∪
{(t(r,C′,RD,s), p(r,c,s)) | c ∈ C ∧ C′ = rel(1,1)(c) ∧ RD ∈ RDc ∧ s ∈ Si

c ∧
r = role(s)} ∪

{(p(r,c,s), t(r,C′,RD,s′)) | RD ∈ RDc ∧ c, c′ ∈ C ∧ C′ = rel(1,1)(c
′) ∧ c /∈ C′ ∧

(c, s) ∈ RD ∧ s′ ∈ Si
c′ ∧ r = role(s′)} ∪

{(t(r,C′,RD,s′), p(r,c,s)) | RD ∈ RCc ∧ c, c′ ∈ C ∧ C′ = rel(1,1)(c
′) ∧ c /∈ C′ ∧

(c, s) ∈ RD ∧ s′ ∈ Si
c′ ∧ r = role(s′)} ∪

{(p(r,c,s1), t(r,c,s1,s2)) | c ∈ C ∧ (s1, s2) ∈ δc ∧ r = role((s1, s2))} ∪
{(t(r,c,s1,s2), p(r,c,s2)) | c ∈ C ∧ (s1, s2) ∈ δc ∧ r = role((s1, s2))}

Furthermore, message places are associated with interaction transitions to
represent the data transfer. For this purpose, each interaction transition must
read (i.e., consume and produce) the token from a message place of the task
initiator with the appropriate class and state to ensure that the initiator is aware
of the data to be sent as defined in F I

M . Thus, if a message sender is unaware of
the required data during a conversation, the transition cannot fire. In the other
case, when the transition is fired, a token is produced in the appropriate message
place of the receiver. In addition, reset arcs RF are added to reset any message
place of the same class as the exchanged message object on the receiver side to
prevent participants from having message objects of the same class in multiple
states, as depicted in Fig. 4 and Fig. 5.

F I
M = {(p(r,c,s), t(i,c,s)) | i ∈ T ∧ r = init(i) ∧ (c, s) ∈ obj(i)} ∪

{(t(i,c,s), p(r,c,s)) | i ∈ T ∧ r ∈ {init(i), resp(i)} ∧ (c, s) ∈ obj(i)}
RF = {(p(r,c,s), t(i,c,s′)) | i ∈ T ∧ r = resp(i) ∧ (c, s′) ∈ obj(i) ∧ s ∈ Sc}

Finally, according to the semantics of exclusive gateways, it must be ensured
that all affected participants have the same view of the data on which the deci-
sion is based [15]. To enforce semantics in a data-enhanced IPN, silent transitions
representing the decision are required to read the appropriate message places of
all affected participants, as illustrated in Fig. 7. Inconsistencies in the partici-
pants’ data would result in transitions associated with the gateway not being
able to fire, thus ensuring data consistency for a firing sequence.
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(a) Choreography diagram (b) Data-enhanced interaction Petri net
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Fig. 7. Exclusive gateway deciding on subsequent path based on state of the import
permit (I.P.) represented as choreography diagram (a) and data-enhanced interaction
Petri net (b).

To narrow down the affected participants for a decision, we refer to the
concept of single-entry single-exit (SESE) regions [8]. A SESE region includes
all elements on a path between an exclusive gateway split and an exclusive
gateway join or end event, with all paths originating from the split leading to
either a join or end events. In the case of a loop, all paths but one may lead
back to the initial split. Hence, given the example in Fig. 1, since not all paths
originating from the exclusive gateway split lead to an exclusive gateway join,
the SESE region extends until the end of the choreography. We argue that all
participants involved in tasks in a SESE region started by an exclusive split can
be considered affected, since execution within the region depends on the initial
decision. The behavior after the SESE region is independent of the decision and
can be neglected. Therefore, we define the auxiliary function sese× : Gs

× → 2R,
which returns the set of participants involved in tasks in a SESE region started
by a given exclusive split.

F ×
M ={(p(r,c,s), t(g,n)) | g ∈ Gs

× ∧ (g, n) ∈ SF ∧ r ∈ sese×(g) ∧ (c, s) = grd((g, n))} ∪
{(t(g,n), p(r,c,s)) | g ∈ Gs

× ∧ (g, n) ∈ SF ∧ r ∈ sese×(g) ∧ (c, s) = grd((g, n))}

Consequently, the mapping inherently enforces that each sender must be
aware of the message objects to be sent and that decisions can only be made if
the affected participants are aware of the corresponding message object in a con-
sistent state. In addition, dependencies within and between message objects are
reflected according to the specifications of the shared data model and distributed
object lifecycles. Thus, the approach provides a foundation for specifying and
analyzing data exchange in process choreographies.
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5 Discussion

In the following, the limitations of the presented extension are discussed. First,
message objects and states provide only an abstract view of the exchanged data
to focus on the aspects relevant to the business case. While this allows a con-
ceptual design of the data exchange, the mapping between states and actual
attribute values requires further research. Furthermore, while the supplementary
models allow the definition of dependencies for data specified in choreography
diagrams, the approach relies on the consistency between all involved models.
Therefore, the development of techniques to automatically verify the consistency
between these models can facilitate the design. In addition, the extension does
not support multi-instance tasks, messages, or participants. The impact of multi-
instance behavior on the semantics of data exchange remains to be explored.
Although intermediate events are not supported, their inclusion requires only
minor extensions, which are not considered due to space limitations.

The presented extension serves as a foundation for the analysis of data
exchange in choreographies. Although the detection and classification of data
exchange errors is beyond the scope of this work, potential errors may already
be revealed by detecting deadlocks in the possible firing sequences [2]. Since the
execution semantics require the initiator of a task to be aware of the message
object to be sent, data awareness can be addressed in this way. Correspondingly,
exclusive gateway splits can only be executed if the participants have a consis-
tent view of the data, which addresses the data consistency concern. However,
since message places may still contain tokens after a conversation terminated,
a classical soundness analysis is not applicable to the presented approach [1].
Nevertheless, the extension provides a more concise specification of the data
exchange in choreographies, allowing a more in-depth analysis of the message
flow.

6 Related Work

While formal execution semantics for interaction models already exist in the liter-
ature, most work focuses on the ordering of interactions. Decker et al. defines the
execution semantics for the interaction-centric modeling language Let’s Dance
using π-calculus [6]. In addition, interaction Petri nets, introduced in [5], describe
the behavior of iBPMN choreographies. Najem et al. provide a mapping of chore-
ography diagrams to colored Petri nets, which allows detecting deadlocks in the
control flow of choreographies [13]. Furthermore, Corradini et al. use a Backus
Normal Form syntax to check the conformance between BPMN 2.0 choreogra-
phy and collaboration diagrams [3]. However, these works neglect the role of
data. Based on interaction Petri nets, our work aims to extend the execution
semantics of choreographies with a data perspective.

The data exchange between processes in a choreography is investigated by
Meyer et al. [12]. The authors introduce a model-driven approach to enable an
automated data exchange in choreographies using a global data model. While
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a mapping between local and global data allows reasoning about data depen-
dencies, data awareness is not addressed. Knuplesch et al. extend the notion of
BPMN choreography diagrams with virtual data objects as variables for routing
conditions [10]. The authors combine interaction Petri nets and workflow nets
with data. However, data dependencies are not considered. Furthermore, Nikaj
et al. propose a RESTful representation for choreography diagrams [14]. Since
participants must be aware of URLs to invoke them, the approach takes data
awareness into account. Nevertheless, data dependencies are neglected.

The decoupling of message and data flow is discussed by Hahn et al. [9]. The
authors introduce a middleware to coordinate the propagation of changes to
shared data objects used in the local processes of collaborating participants. In
contrast to our work, the approach relies on interconnection models and requires
insight into the local data flow of the participants. Finally, Köpke et al. propose
an approach to model the data flow of interorganizational process models start-
ing from a global process model assuming a central data store [11]. In a second
step, the data flow is then distributed among the participants. Due to the ini-
tial holistic view, the correctness of the data flow can be ensured with existing
techniques. However, unlike our work, the approach requires detailed insight into
the organization-internal process behavior of participants, which may complicate
collaboration with untrusted organizations.

7 Conclusion

This paper proposes a novel way to describe data exchange in BPMN choreog-
raphy diagrams by using a shared data model and distributed object lifecycles
as supplemental models to define data relations and behavior. In addition, we
extended interaction Petri nets with a data perspective to provide a formal
basis for defining the execution semantics of data exchange in choreographies.
Finally, a mapping of supplemented choreography diagrams to data-enhanced
interaction Petri nets is provided, allowing the analysis of the data flow of chore-
ography diagrams. The approach addresses the need for more concise semantics
for data exchange to identify data-related flaws in interaction behavior at design
time.

For future research, we plan to develop tools to facilitate the modeling and
analysis of data exchange in choreographies, as well as a method for verifying
the consistency of local and global data flow given a local process model. In
addition, we plan to extend our mapping to support multi-instance behavior
and more complex relations among message objects, and aim to uncover pat-
terns and antipatterns in interorganizational data exchange. Despite the poten-
tial extensions, our proposal already allows for a more precise specification of
data exchange for choreographies.

Acknowledgement. Funded by the Deutsche Forschungsgemeinschaft (DFG, Ger-
man Research Foundation) - 450612067
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Abstract. Large language models are deep learning models with a large
number of parameters. The models made noticeable progress on a large
number of tasks, and as a consequence allowing them to serve as valu-
able and versatile tools for a diverse range of applications. Their capa-
bilities also offer opportunities for business process management, how-
ever, these opportunities have not yet been systematically investigated.
In this paper, we address this research problem by foregrounding vari-
ous management tasks of the BPM lifecycle. We investigate six research
directions highlighting problems that need to be addressed when using
large language models, including usage guidelines for practitioners.
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Generative Pre-Trained Transformer · Deep learning · Research
Challenges

1 Introduction

Recent releases of applications building on Large Language Model (LLM) have
been quickly adopted by large circle of users. ChatGPT stands out with reaching
100 million users in 2 months [31]. The key factor explaining this fast uptake is
their general applicability making them a general-purpose technology. Also many
tasks in research can be approached with LLM applications, include finding peer
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reviewers, evaluating manuscripts and grants, improving prose in manuscripts,
and summarizing texts [32]. For this reason, some argue that LLM – especially
conversational LLM – are a “game-changer for science” [6].

Much of the current discussion of applications like ChatGPT is concerned
with the question how good it works now and in the future. We believe that this
question needs to be approached with a clearly defined task in mind. Starting
with a task focus will move the discussion away from funny or disturbing errors
and biases [31] towards how the collaboration between human experts and LLM
applications can be organized. Furthermore, this bears the chance to learn about
specific categories of failures, which eventually will help to refine the technology
in a systematic way.

In this paper, we address the research challenge of how LLM applications can
be integrated at different stages of business process management. To this end,
we refer to the BPM lifecycle [8] and its various management tasks [13]. Our
research approach is exploratory in a sense that we developed strategies of how
LLM applications can be integrated in specific BPM tasks. We observe various
promising usage scenarios and identify challenges for future research.

The paper is structured as follows. Section 2 discusses the essential concepts
of Deep Learning (DL) and LLM in relation to Business Process Management
(BPM) practises. In Sect. 3 we identify and discuss LLM applications within
BPM and along the different BPM lifecycle phases. Based on these applications,
Sect. 4 describes six core research directions ranging from how LLM change the
dynamics and execution of BPM projects, to data sets, and benchmarks spe-
cific to BPM. Section 5 identifies challenges when using LLM. Furthermore, we
provide an outlook on how LLM might evolve in the future.

2 Background

The advent of LLM applications paves the way towards a plethora of new BPM-
related applications. So far, BPM has adopted natural language processing [1],
artificial intelligence [7], and knowledge graphs [14] to support various applica-
tion scenarios. In this section, we discuss the foundations of DL (Sect. 2.1) and
LLMs (Sect. 2.2). In this way, we aim to clarify their specific capabilities.

2.1 Deep Learning

Recent LLM applications build on machine learning and deep learning models,
such as recurrent neural networks (RNNs) and transformer networks. Machine
Learning (ML) studies algorithms that are “capable of learning to improve their
performance of a task on the basis of their own previous experience” [15]. In
essence, ML techniques use either supervised learning, unsupervised learning, or
reinforcement learning as a paradigm. Several of them are relevant for LLM.

In supervised learning, the ML algorithm receives as an input a collection
of pairs, where one pair consists of features representing a concept, along with
a label. Importantly, this label is task specific and encodes what the algorithm
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should learn about the concepts. Such labels can be, for instance, spam and no
spam for a spam classifier, or bounding boxes with annotations for an image.
There are two cases of supervised learning that are relevant for LLM: few-shot
and zero-shot learning. Few-shot learning is when a ML algorithm adapts to
a new situation with little amount of labelled data, and zero-shot learning is
when the algorithm can do this with no labelled data at all. For example, a
language model can be provided with a few input-output pairs, and the model
can inverse the mapping function without any parameter changes. In unsuper-
vised learning, the algorithm only receives a feature tensor of a concept as an
input and the desired output is unknown. The algorithm then finds structural
properties of the concepts present in the feature tensor. A typical application
is dimensionality reduction, for instance using auto-encoders. In reinforcement
learning, the algorithm receives a feature tensor of a concept as an input for
which an output is produced, which is then evaluated through rewards. The
algorithm then uses this feedback to improve its parameters. ChatGPT uses a
form of reinforcement learning known as deep reinforcement learning to improve
its language generation capabilities, in particular, “Learning to summarize from
human feedback” [29]. ChatGPT is fine-tuned using a reward signal that assesses
the quality of its generated responses, with the goal of maximizing the reward
signal over time. The model’s ability to learn from the reward signal allows it to
generate increasingly relevant and coherent responses.

Deep learning (DL) is a ML method based on Neural Networks (NN). In gen-
eral, they are NNs with many layers stacked on top each other, which enables
them to learn multiple layers of representations [10]. Importantly, these repre-
sentations can be learned without supervision. Networks with only one hidden
layer are called shallow. Deep networks are able to handle more complex prob-
lems compared to shallow networks. Combined with the availability of large
amounts of data, improvements on how to speed up the optimization, and pow-
erful computing resources, enables them to be trained effectively. In the context
of natural language processing, deep learning has been particularly effective in
tasks such as machine translation, sentiment analysis, and named entity recog-
nition. The ability of deep learning to learn multiple layers of representations
from input data has proven to be particularly powerful for these tasks. This is
because natural language processing involves dealing with sequences of words
and characters, and the relationships between these sequences are often com-
plex and multi-layered. The use of large amounts of labeled training data and
powerful computational resources has enabled deep learning models to achieve
state-of-the-art results in many Natural Language Processing (NLP) tasks. For
example, the transformer architecture, introduced in the paper “Attention is All
You Need” by Vaswani et al. [33] has become the standard architecture for many
NLP tasks, including language translation and language modeling.

In recent years, BPM research has integrated the capabilities of deep learning
to a large extent for process prediction. For an overview, see [16]. There are also
recent applications for automatic process discovery [28], for generating process
models from hand-written sketches [27], and for anomaly detection [17].
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2.2 Large Language Models

LLM are DL models trained on vast amounts of text data to perform various
natural language processing tasks. These models, which typically range from
hundreds of millions to billions of parameters, are designed to capture the com-
plexities and nuances of human language. The largest models, such as GPT-1
and GPT-3, are capable of generating human-like text, answering questions,
translating languages, and computer code. The training process of these models
involves processing massive amounts of text data, which is used to learn pat-
terns and relationships between words and phrases. These models then use this
information to predict the likelihood of a given token, or sequence of tokens,
in a specific context. This allows them to generate coherent and contextually
relevant text or perform other language-related tasks. The rise of large language
models has resulted in significant advancements in the field of NLP, and they
are widely used in various applications, including chatbots, virtual assistants,
and text generation systems. One of their strengths is their ability to perform
few-shot and zero-shot learning with prompt-based learning [11].

In 2018, Radford et al. introduced GPT-1 (also sometimes called simply
GPT) in their paper on ”Improving language understanding by generative pre-
training” [23]. Generative Pre-trained Transformer (GPT)-1 refers to the largest
model the authors have trained (110 million parameters). In the paper, the
authors studied the ability of transformer networks trained in two phases for
language understanding. In the first phase, they trained a transformer net-
work to predict the next token given a set of tokens that appeared before (also
called unsupervised pre-training, generative pre-training, or in statistics auto-
regressive). In the second phase, the transformer networks was fine tuned on
tasks with supervised learning (also called discriminative fine-tuning). In sum-
mary, their major finding is that combining task agnostic unsupervised learning
in the first phase, then using this model in a second phase with supervised learn-
ing for fine tuning on tasks can lead to performance gains - from 1.5% on textual
entailment to 8.9% on commonsense reasoning.

In 2019, Radford et al. introduced GPT-2 in their paper “Language Models
are Unsupervised Multitask Learners” [24]. Again, GPT-2 refers to the largest
model they have trained. GPT-2 is hence a scaled up version of GPT-1 in model
size (1.5 billion parameters), and also in training data size. In particular, GPT-
2 has roughly more than ten times the number of parameters than GPT-1,
and is trained on roughly more than ten times the amount of training data.
They report two major findings. First, the unsupervised GPT-2 can outperform
language models that are trained on task specific data set, without these data
sets being in the training data set of GPT-2. Second, GPT-2 seems to learn
tasks (for example question answering) from unlabeled text data. In both cases,
however, the performance did not reach the state-of-the-art. In summary, their
major finding is that LLMs can learn tasks without the need to train them on
these tasks, given that they have sufficient unlabeled training data.

In 2020, Brown et al. introduced GPT-3 with the paper “Language Models
are Few-Shot Learners” [5]. Unlike the above two cases, GPT-3 refers to all



LLModels for BPM: Opportunities and Challenges 111

the models the authors have trained, i.e. it refers to a family of models. The
largest model the authors have trained is GPT-3 175B, a model with 175 billion
parameters. In their paper, the authors showed that language models like GPT-
3 can learn tasks with only a few examples, hence the title includes “few-shot
learners”. The authors demonstrated this ability by fine-tuning GPT-3 on various
tasks, including question answering and language translation, using only a small
number of examples.

In 2023, OpenAI introduced GPT-4 [21]. Contrary to previous versions of
GPT, this version is a multimodal model as it can process text and images as
an input to produce text. This model is a major step forward as it improves
on numerous benchmarks; however, it suffers from reliability issues, a limited
context window, and inability to learn from experience like previous GPT mod-
els. This release, however, diverges from previous GPT models as OpenAI is
secretive about “the architecture (including model size), hardware, training com-
pute, dataset construction, training method, or similar”. We only know about the
model that it is a transformer style-model, pre-trained on predicting the next
token on publicly available and not disclosed licensed data, and then fine-tuned
with Reinforcement Learning from Human Feedback (RLHF). Notwithstanding
this departure, the authors include in their report findings on predicting model
scalability. They in particular report on predicting the loss as a function of com-
pute, and the mean log pass rate (a measure on how many code sample pass a
unit test) as a function of compute given a training methodology. In both cases,
they find that they could predict the respective measure with high accuracy
based on data generated with significantly less compute (1.000 to 10.000 less).
They also find the inverse scaling price for a task, meaning that the performance
on a task first decreases as a function of model size and then increases after a
particular model size.

OpenAI introduced a conversational LLM called ChatGPT in 2022, which
builds upon their GPT LLM series [19]. As a model, the first version of ChatGPT
was based on GPT-3.5 and is an InstructGPT sibling. GPT-3.5 is a GPT-3.0
model trained on a training data set that contains text and software code up
to the fourth quarter of 2021 [18]. InstructGPT was introduced in “Training
language models to follow instructions with human feedback ” [22], and is a GPT-
3 model fine tuned with supervised learning in the first step, and in the second
step with reinforcement learning from human feedback [29]. ChatGPT is hence a
GPT-3.5 model fine tuned for conversational interaction with the user. In other
words, the user interacts with the model via sequence of text (the conversation)
to accomplish a task. For example, we can copy and paste a text into ChatGPT’s
input field and ask it to summarize it. We can even be more specific, we can say
that the summary should be 10 sentences long and be written in a preferred style.
Importantly, if we are unhappy with the result we can ask ChatGPT to refine
its own summary without copying and pasting the text it should summarize. At
the moment of this writing, ChatGPT can be used with GPT-4 as the backend
LLM.
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There are also other large language models. In 2022, Zhang et al. introduced
Open Pre-trained Transformer (OPT) with the paper “OPT: Open Pre-trained
Transformer Language Models” [34]. The main contribution of that paper is
that it makes all artifacts including the nine models available for interested
researchers. These models are GPT-3 class models in parameter size and per-
formance. Another open LLM is BigScience Large Open-science Open-access
Multilingual Language Model (BLOOM) (176 billion parameters), which was
developed in the BigScience Workshop [26].

2.3 Uptake of Large Language Models

Above, we briefly discuss LLMs, where we focus particularly on the GPT model
family as these are the most popular LLMs, we hypothesise. It is important
to recognize the transition from GPT-3 to GPT-4, as it brought a massive
increase on a variety of benchmarks, in particular on academic and professional
exams [21]. These performance increases in NLP tasks are a result of natural
language understanding and have, as we argue, massive implications for what
can be automated – the automation frontier. This frontier is arguably shifted
further when natural language understanding is combined with plugin software
components. In fact, at the time of writing, the company behind GPT is experi-
menting with ChatGPT plugins. Among the currently offered plugins are Klarna,
Wolfram, the integration with vector data bases for information retrieval, and
an embedded code interpreter for Python [20]. This has an impact on Robotics
Process Automation (RPA), and more broadly on business process automation
including Business Process Management Systems (BPMSs), and more generally
on how work is carried out.

3 Large Language Models and the BPM Lifecycle

In this section we identify some of many possible applications of LLM within
BPM. We systematically explore these applications along the phases of the
BPM lifecycle, namely identification, discovery, analysis, redesign, implemen-
tation, and monitoring [8]. In this way, we complement recent efforts to build
an overarching inventory of LLM applications, such as in other fields like data
mining1. As mentioned in the first sentence, we identify some applications, our
list of applications is by no means complete. The list serves as a starting point,
and needs to be refined as more experience is gained with this technology.

3.1 Identification

The BPM lifecycle starts from Identification. Normally, at this stage there is not
much structured process knowledge available in the company, and relevant infor-
mation has to be extracted from heterogeneous internal documentation. This is
1 See for example the OpenAI Cookbook GitHub repository, which provides code

examples for the OpenAI API.

https://github.com/openai/openai-cookbook
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exactly where LLM shine as they can quickly scan and summarize large vol-
umes of text, highlighting important documents or directly outputting required
information.

Identifying Processes from Documentation. The idea is to give LLM all rele-
vant documentation existing in the organization as input. This can include legal
documents, job descriptions, advertisements, internal knowledge bases and hand-
books. The LLM is then tasked to identify which processes are taking place in
the organization. It can be further instructed to classify the input documents
according to processes they describe. Multimodal LLM can improve the results
even further as charts, presentations and photos can also directly be used as
information sources.

Process Selection. LLM can be further asked to assess strategic importance of
processes based on, e.g. number and types of documents that refer to them as
well as extract this information from process descriptions. If given access to
information systems supporting the process or other KPIs, LLM can also assess
process health. Finally, assessing feasibility is also theoretically achievable as
long as necessary information, e.g. recent technology reports, is given as input
as well. Based on these criteria, LLM can prioritize the processes for further
improvement.

3.2 Discovery

The second stage of BPM lifecycle is Process Discovery. At this stage one or a
combination of process discovery methods is selected to produce process models.
When one speaks of automated process discovery, one usually means process
mining – a technique of extracting process models and other relevant data out
of event logs left by information systems supporting the execution of a process.
However, with LLM also other discovery techniques can benefit from (at least
partial) automation.

Process Discovery from Documentation. Apart from process mining, documenta-
tion analysis is an established process discovery method. In this method, process
analyst uses the information found in heterogeneous sources such as internal doc-
umentation, job advertisements, handbooks, etc. Searching in these documents
might require a lot of time and effort. LLM are extremely suitable for this task
as they can summarize high volumes of text in a concise and structured way.
More precisely, they can output process descriptions in desired format (plain
text, numbered lists, etc.). One can also specify the level of detail, as to whether
the output should include only the activities and events or also resources and
additional information. Finally, as some LLM are also capable of working with
structured document formats such as XML, in fact even BPMN models can be
produced automatically.
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Process Discovery from Communication Logs. Another information source that
can be used in evidence-based discovery is communicaiton logs, i.e. e-mails and
chats between process participants: internal employees but also external partners
and customers. LLM can extract patterns from these communication logs, which
can be seen as various steps in a process. Then, they can similarly produce
process descriptions or models.

Interview Chat Bot. Possible applications of LLM in process discovery can also
go beyond evidence-based discovery. Another common discovery method are
interviews with domain experts. In these interviews, process analyst asks ques-
tions about the process and produces a process model based on several inter-
views. Typically, several separate interviews with different domain experts are
required to produce the first version of process model. Afterwards, additional
rounds of interviews are conducted in order to get and incorporate feedback and
to perform validation. In the worst case, domain experts might have conflicting
perceptions of the process, then resolving such conflicts becomes a very difficult
and time-consuming task for both process analyst and domain experts.

LLM can solve parts of this problem by providing a chat bot interface for
domain experts. In this way, the domain experts answer questions in the chat.
This can bring a lot of advantages. First, the domain experts do not have to
allocate lengthy time slots for interviews but instead talk with the chat bot at
desired pace. Second, the feedback loop gets shorter as LLM can produce process
models directly after or even during the conversation with the domain expert and
also do updates to the model, thus validation can happen simultaneously with
model creation. Finally, the benefits will only grow if multiple domain experts
interact with the chat bot simultaneously (and independently) but the chat bot
can use all of this input in the conversations. The latter option is, however, more
difficult to implement.

Combined Process Discovery. All process discovery methods have their advan-
tages and drawbacks. Often, a combination of these methods is used to achieve
best results. However, this combination is limited by the resources that are allo-
cated for process discovery task. Discovery methods presented above give valu-
able output yet requiring much less resources. Thus, it is possible to apply more
of them simultaneously for even better result. The combination of these meth-
ods can be used in addition to traditional process mining or “manual” process
discovery, which will provide the richest insights. While it could happen that the
results of different methods have some inconsistencies that will have to be fixed,
also fixing them can be done in (semi-)automated manner.

Process Model Querying. As LLM seem to “understand” process models serialized
as XML, they can be used to answer some questions about the model. This can be
very useful for quality assurance. First of all, it can be used for checking syntactic
quality. While there are tools out there that can do it already, and with much
less overhead, it is still convenient to have this feature in LLM because LLM, in
contrast to other methods, may be able to check other quality aspects as well. For
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instance, it can also check semantic quality. Indeed, process analyst can give LLM
both interview transcript and a process model as input and LLM can check both
validity and completeness based on this interview. It must be noted, of course,
that this will only work under the assumption that the interview transcript has
these features of validity and completeness. Another way of checking semantic
quality of the model would be via process simulation, e.g. to explicitly ask LLM
whether the given process model could have produced a given execution sequence
or to ask LLM to give possible execution sequences that can be generated by
the model. LLM are known to be able to simulate Linux shell, for instance,
thus they might be also able to simutale a BPMS execution engine as long as
enough input is provided. Finally, LLM can also (at least so some extent) check
pragmatic quality of the models as long as some definition of guidelines, e.g.
7PMG is provided as input as well. It must be also noted that LLM can not only
spot these quality issues but also suggest fixes.

3.3 Analysis

The next stage is Process Analysis. At this stage, the discovered processes are
analyzed to find problems and bottlenecks. While this is a cognitively loaded
task, LLM can be used to help human analysts in some regard.

Issue Discovery. If an issue exists in a process, chances are high somebody has
already complained about it. Depending on the company, product, and process
it can be the customer, partner or an employee and it can happen on different
platforms, including social media, support service or internal communication
tools. LLM are good at summarizing large volumes of unstructured text as well
as finding patterns, and this capability can be used for this task. It is as easy as
just scraping the text from these platforms and giving it as input to the LLM
with a simple prompt like “find all things customers have complained about”.

Issue Spotting. After an issue in the process is found, the next step is to spot the
part of the process that creates this issue. In some cases, it can be a difficult task,
especially in a complex process. The idea here is to give LLM all process models
(or models of the relevant process in case it is known that only one process causes
the issue and it is known exactly which process) and the spotted problems. The
task of LLM is, by analyzing task names and descriptions to make suggestions
which tasks may be responsible for the issue. In advanced cases, LLM might
be even capable of suggesting some fixes. It might be something as simple as
suggesting to automate some manual task that takes too long but it also might
be some more complex process redesign suggestion as long as LLM is given
redesign methods as additional input or is trained on redesign methods as well.

3.4 Redesign

The fourth phase of the BPM lifecycle is Process Redesign. In this stage, process
improvement suggestions are developed based on discovered issues and general
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process improvement methods. These suggestions are evaluated, and a to-be
process model is developed at the end of this stage.

Business Process Improvement. An obvious yet very promising use case is to just
ask LLM to redesign the process. As already mentioned, simple issues arising
from just one activity can be fixed by the LLM. However, it does not stop there
and is theoretically only depending on the quality of the input given to the LLM.
Indeed, if it is given exhaustive information about the process (detailed process
model as well as description of the process or tasks) as well as detailed description
of some redesign method (or it is trained on some redesign methods), redesigning
the business process is as simple as just telling the LLM to apply the method on
the process. This can, however, be improved even further. First, the description
of the issues discovered in the previous phase can be given as additional input
to guide process redesign to fix those first. Second, LLM can be instructed to
apply different redesign methods and to give separate lists of suggestions given
by each of them so the analyst can then select the best options. Moreover, LLM
itself can be asked to choose the best suggestions and motivate its choice. It
must be noted, of course, that this will only work if sufficient input is given.
For instance, for inward-looking redesign methods, the methods themselves as
long as detailed process information is required. For outward-looking methods,
in addition to that, there should be enough outside information and/or a way
for LLM to properly communicate with the outside world.

3.5 Implementation

The next phase of the BPM lifecycle is Process Implementation. It covers organi-
zational and technical changes required to change the way of working of process
participants as well as IT support for the to-be process.

BPMN Model Explanations with Plain Text. As mentioned, LLM can work with
BPMN models serialized in XML. We have already discussed how LLM can
manipulate process models in order to increase quality as well as suggest or
incorporate redesign ideas. To close the circle, LLM can produce textual expla-
nations of BPMN models. What is more interesting, one can control the level
of detail as well. So, depending on the target audience, LLM can produce tex-
tual overview but also detailed descriptions of the models. It can transform it
into requirements for software developers if enough details are contained in the
BPMN model itself.

BPMN Model Chatbot. Building on top of the previous use case, model descrip-
tion can be also tailored to every specific user. This way, given a model or –
better – model repository with additional documentation, LLM can prepare spe-
cific descriptions for, e.g. process owner but also for individual participants for
which all specific tasks they are responsible for are also described and explained
in detail. Furthermore, in this use case one can add interaction between the user
and LLM. This way, user may ask clarifications for parts he did not understand
or generally ask for more details as long as some guidance is required.
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Process Orchestrator. LLMs can be accessed via APIs and at the same time
can access APIs themselves, opening a huge variety of opportunities. While the
former means it can be used for automated tasks and be called by the orchestra-
tor, the latter means that it could theoretically be an orchestrator itself: given
executable process model and additional constraints as context as well as the
required instance data as input, it can theoretically execute a process by call-
ing other APIs and assigning tasks in a more flexible way than a traditional
orchestrator.

3.6 Monitoring

The last phase of the BPM lifecycle is Process Monitoring. At this stage, already
implemented processes are executed, and their performance is monitored. The
observations collected in this phase are used for operational management as well
as serve as input for further iterations of the lifecycle.

Process Dashboard Chatbot. Dashboards are a powerful tool that provides
overview of the most important KPIs of a process on a single screen. How-
ever, the ultimate goal of them is to tell the viewer whether the status of the
process is good or not, and the numbers and colors are mostly used as an inter-
mediary medium. LLM can take away this intermediate step and allow the user
to directly know the status of the processes.

4 Research Directions

In this section we propose the research directions. We categorize the research
directions into three groups. The first group studies the use of LLM, and their
applications, in practice. This includes the use within BPM projects in companies
or as part of an Information System (IS) (Sect. 4.1), the development of usage
guidelines for practitioners and researchers (Sect. 4.2), and also the derivation of
BPM tasks (Sect. 4.3) and their corresponding data sets (Sect. 4.4). The second
group studies how LLM an be combined with existing BPM tools, and more
generally BPM technologies, to increase user experience (Sect. 4.5). Crucially,
this group draws from findings in the first group. The third and final group
develops large language models specifically for business process management,
so these models can understand the context and language of business processes
and support various tasks, such as process discovery, monitoring, analysis, and
optimization (Sect. 4.6). Again, this group builds upon the findings of the first
group.

4.1 The Use of Large Language Models in BPM Practice

The first research direction studies the use of LLM in practice. One major ques-
tion to answer is for which tasks LLM can be used. In Sect. 3, we present a list
of tasks for which LLM can be used. However, this list might not be complete,
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in addition some of the tasks might turn out to be of little use. Tied to this
is the question what tasks will bring, and ultimately bring the most value for
an organization. The next big question is the relation between a task and the
model properties needed to achieve a pre-defined value. One question here is
which tasks can be achieved with already existing models. Another question to
study is whether we always need the largest, and hence most accurate model,
for each task. We hypothesize that this might not be the case. Finally, and
most importantly, the next big question to answer is how LLM will change how
work is carried out within BPM projects, and within processes that are actively
managed. We for example hypothesize that conversational LLMs might take the
spot of the duck in the famous duck approach2. This question is a socio-technical
systems question, and we hence strongly believe that the BPM community, and
the information systems community more broadly, is especially well equipped to
contribute to this question.

4.2 Usage Guidelines for Researchers and Practitioners

The second research direction builds usage guidelines for BPM researchers and
practitioners. One question such guidelines have to answer is given an organiza-
tional context, the lifecycle phase, and the process context of a task, suggest a
LLM to achieve an expected value. In addition, such guidelines systematically
collect best practices for creating prompts. For example, for the BPM lifecycle
phase process implementation, and monitoring and controlling, a company might
consider using a LLM within a managed process. Let us assume this company
is a bank and wants to automate the task of replying to customer inquiries with
LLM. Then this guideline proposes for the process implementation a specific
LLM, with the number of parameters it has, gives examples on how to create a
prompt template, fill the template with customer background information, and
finally on how to integrate the customer inquiry within the prompt template.
For process monitoring and controlling, the guidelines might propose a differ-
ent model for analyzing different inquiry clusters as the lifecycle phase context
is different. As an example, consider here that the LLM first categorizes each
inquiry into a positive and negative sentiment, and then lists for both the top
five inquiry reasons. This research direction builds upon the first research direc-
tion, as first research direction, among others, determines the tasks for which
LLM can be used in principle.

4.3 Creation, Release, and Maintenance of Task Variants Specific
to BPM

This research direction builds and maintains two different task lists. The first
list maps general NLP tasks to tasks within BPM. As an example, consider
the general NLP task of text summarizing. Within BPM, text summarizing can
relate to summarizing a set of process descriptions or task descriptions. We can
2 Rubber duck debugging.

https://en.wikipedia.org/wiki/Rubber_duck_debugging
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think of this list as a one to many mapping between NLP tasks on the one hand,
and BPM tasks on the other. The second list enumerates tasks that are unique
to BPM. This research direction uses the findings from the directions presented
in Sect. 4.1 and Sect. 4.2.

4.4 Creation, Release, and Maintenance of Data Sets
and Benchmarks

Public data sets and benchmarks are crucial for the progress of LLM in
research as they allow researchers to measure progress. In addition, they are
also important for practitioners as they define data set properties (such as meta-
information) they are likely to need themselves when they fine tune a model.
As a result, data sets and benchmarks need to be properly aligned with the
automation needs of BPM. Blagec et al. argue similarly as we, but for the clin-
ical profession [3]. In their study, they analyzed 450 NLP data sets and found
that “AI benchmarks of direct clinical relevance are scarce and fail to cover most
work activities that clinicians want to see addressed”. A research direction for the
BPM community is hence to do the same for BPM. One question worth studying
is whether existing NLP data sets and benchmarks are of relevance to BPM, for
example, if they cover the activities of BPM researchers and practitioners. This
research direction builds upon the research direction in Sect. 4.3.

4.5 LLM and BPM Artifacts

This research direction studies the interplay of LLM, BPM artifacts, and BPM
tasks. The goal is to understand which artifacts are necessary for LLM, and their
multimodal successors, to create useful outputs. It can hence be understood as
a special case of prompt engineering, which we might call multimodal prompt
engineering for BPM. This is an important research direction as the output
quality of a LLM depends heavily on the context quality and quantity it is
given. In other words, the more context, and the higher the quality of each
context, the higher the output quality of the LLM. For this reason, we believe
that it should be considered its own research direction. As an example, consider
again the customer inquiry process from above. In this case, we can imagine
that the context of the LLM depends on the inquiry. In one case, the customer
might include an image in the inquiry. Or think of the redesign phase of the
inquiry process. During this phase, artifacts are created, for example drawings
of processes on a board, comments to these processes in a word processor, and
remarks on data availability and access in an audio file. This information might
be useful when we ask – a possibly different – LLM why a customer inquiry on
current special offers cannot yet be answered. The reason here might be that
a central system which stores special offers does not yet exist. This research
direction builds upon the directions presented in Sect. 4.1 and Sect. 4.2.
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4.6 Development and Release of Large Language Modelss
for Business Process Management

This research directions studies how LLM are build for BPM tasks, all previously
discussed research direction are the foundation for this direction. The goal of
the research direction is to build LLM that are attuned to the specific challenges
and requirements of BPM, compared to general-purpose language models. This
includes specialized models in the sense of exclusive for, and also general-purpose
language models that are fine-tuned on the BPM domain. An important aspect
of this direction is to open source the created LLM, as is done for OPT [34]. This
is important for researchers can use this model in their studies, and practice as
companies can use these models free of charge for their use cases.

5 Discussion

In this section we discuss the challenges of LLM, the power of combination and
inflated expectations, and end with an outlook and future work.

Challenges and Risks. The use of LLM entails opportunities and challenges.
For example, they can help to understand difficult research, but they also carry
over deficiencies (including factual errors) in the training data set to the texts
they generate [32]. In a systematic study of these errors, Borji analyzes errors
of ChatGPT and categorizes them – the author further outlines and discusses
the risks, limitations and societal implication of such models3 [4]. The failure
categories identified by the author include reasoning, factual, math, and coding.
A similar deficiencies study was done in [2], but these authors focus on LLM in
general. A news feature in Nature discusses these and the risks of using LLM [9].
One consequence for education might be that essays as an assignment should be
re-considered [30].

Besides these LLM specific challenges, there are also more general challenges,
some may call these general challenges risks. Two of these risks are data privacy
and security concerns. If for example a company uses a LLM from a third party
which also hosts it, then one can never be certain that the input to the LLM,
text, images, or tabular data which includes financial company data or specifics
about the IT infrastructure for example, is never shown to a third party. The
input might be seen by multiple parties in such a case, if we consider a data
pipeline with quality control than two parties might just be the data annotators
– one who does the first labelling and the second who does quality control.

The Power of Combination and Managing Expectations. The major innovation
of ChatGPT was not the introduction of a new technology, but the combination
of already existing ones and an easy to use user-interface [12]. This effect of com-
bination extends beyond LLM, NLP, or ML innovations. For example, OpenAI is
currently experimenting with integrating ChatGPT with software plugins, which
3 See the ChatGPT failure archive (GitHub) for an up-to-date list.

https://github.com/giuven95/chatgpt-failures
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might even in the short run lead to a software marketplace for their platform4.
For this reason, we suggest and advocate in our research directions above to
study and build these combinations with existing BPM technologies, instead of
solely focusing on developing new ones. In this paper, we have so far made the
case for the opportunities LLM realize, shortly discussed their shortcomings, and
pointed out how important it is to combine technologies within a field, and across
field boundaries. However, we also stress here how important it is to manage,
maybe even overshooting, expectations driven by this very recent developments.
For example, the speculation about the possible capabilities on the successor of
GPT-3 were driven up by the hype to a point where “people are begging to be
dissapointed” [12].

Outlook and Future Work. LLM are used, and will be used in commercial prod-
ucts with huge amounts of users. We speculate that this will have an effect
on research, as funding agencies might increase the amount of grants for this
research field. An ever increasing user base that interacts with LLM (directly or
indirectly) is therefore, in our view, inevitable. For future work, we plan to work
on developing research directions that are beyond the scope of this paper. We
expect that LLM will have an effect on how work is carried out (see Sect. 2.3 and
Sect. 4.1). But this may have far greater impacts than what we cover here, for
example on the BPM capabilities, which are strategy, governance, information
technology, people, and culture [25].

6 Conclusion

LLMs have made significant progress in a wide array of tasks, and importantly
also progress on ease of use, which makes them promising a universal tool. In
this paper, we use exploratory research method to study possible applications
of LLMs in BPM. We use the BPM lifecycle to propose applications of LLMs to
showcase the impact these models might have for practical use. We also present
six research directions for studying and building LLMs within BPM. Besides
these opportunities, we also highlight challenges, and more specifically risks, in
adopting LLMs. Importantly, we include in our discussion the importance of
combination and managing expectations.
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Abstract. Predictive process monitoring (PPM) offers multiple benefits
for enterprises, e.g., the early planning of resources. The success of PPM-
based actions depends on the prediction quality and the explainability of
the prediction results. Both, prediction quality and explainability, can be
influenced by unseen behavior, i.e., events that have not been observed
in the training data so far. Unseen behavior can be caused by, for exam-
ple, concept drift. Existing approaches are concerned with strategies on
how to update the prediction model if unseen behavior occurs. What has
not been investigated so far, is the question how unseen behavior itself
can be predicted, comparable to approaches from machine learning such
as zero-shot learning. Zero-shot learning predicts new classes in case of
unavailable training data by exploiting context information. This work
follows this idea and proposes an approach to predict unseen process
behavior, i.e., unseen event labels, based on process event streams by
exploiting compliance constraints as context information. This is reason-
able as compliance constraints change frequently and are often the cause
for concept drift. The approach employs state transition systems as pre-
diction models in order to explain the effects of predicting unseen behav-
ior. The approach also provides update strategies as the event stream
evolves. All algorithms are prototypically implemented and tested on an
artificial as well as real-world data set.

Keywords: Predictive Process Monitoring · Unseen Behavior ·
Context Information · Compliance Constraints

1 Introduction

Predictive Process Monitoring (PPM) aims at predicting relevant target values
based on an event log such as the next event label to occur [16] as well as the
remaining time [24] or the outcome [23] of process instances. In general, PPM
provides great prospects for decision support in almost any application domain.
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Especially in advanced application domains such as manufacturing, logistics,
and healthcare, PPM is confronted with the problem of unseen behavior, i.e.,
behavior that has not been observed in the event log so far and hence is not
available for the training phase of PPM. Unseen behavior might be caused by
concept drift as well as by incomplete or infrequent process executions [13,14,20].
Unseen behavior in PPM results in two challenges: i) when and how to update the
prediction model at the presence of unseen behavior [4,14,18,20], and ii) how to
predict unseen behavior. ii) can be compared to zero-shot learning in Machine
Learning (cf. [27]) where classes can be predicted also in case of unavailable
training data by exploiting context information.

In this work, we follow up on the idea of zero-shot learning for unseen behav-
ior in PPM, i.e., we investigate how context data can be exploited to enable the
prediction of unseen behavior, i.e., unseen next event labels. The exploitation
of context information for improving the prediction quality and the explain-
ability of the prediction results has been investigated for different sources of
context data such as text [25], expert feedback [5], and sensor data [21]. How-
ever, none of the existing approaches has exploited context data for predicting
unseen behavior. The idea of exploiting context data is somehow similar to the
idea of using a-priori knowledge to be “leveraged for improving the predictive
power of a predictive process monitoring technique” [8]. The difference is that a-
priori knowledge can be considered context data, but not necessarily vice versa.
More precisely, context data is not necessarily available in an a-priori way, but
emerges and changes during runtime.

In this work, we opt for exploiting one source of context data as a starting
point, i.e., compliance constraints. The reason is that compliance constraints
are prevalent in almost any application domain and are often themselves the
cause for concept drift which, in turn, constitutes a source for unseen behavior.
Compliance constraints usually emerge from regulatory documents and can be
subject to frequent changes [10], i.e., have to be constantly monitored them-
selves. Consider a process for the transportation of delicate foods which needs
to obey to multiple regulations. If a change in one of those regulations happens,
new compliance constraints can come into effect, e.g., If the temperature in the
container exceeds 10◦ during transportation, these goods must be destroyed.
Since this is a newly imposed constraint, the associated event(s) corresponding
to the destruction of goods have not been observed in the underlying event log
and are hence not included in the training phase, causing unseen behavior in the
test phase. The idea is to integrate information from the compliance constraint
into the prediction model. This way we do not have to wait until we observe the
new process behaviour caused by this constraint, e.g., the event(s) reflecting an
activity related to goods destruction. Compliance constraints can therefore be
seen as “promising” context to enable the prediction of unseen behavior, resulting
in the overarching research question of this work:

How to exploit context information on compliance constraints to predict
unseen process behavior, i.e., unseen next event labels?

The input of the approach comprises a process event log and a set of compli-
ance constraints that apply to the underlying process. Furthermore, we consider
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that the process event log can be incomplete in terms of observations, i.e., not
every event label that is conceivable based on the set of constraints has been
observed so far. This corresponds to epistemic uncertainty as typically referenced
in the machine learning community, cf., e.g., [11,26]. By incorporating knowledge
on compliance constraints we do not have to wait until we observe the behavior
enforced by them and update the prediction model when we have observed it.
We can already anticipate unseen behavior based on, e.g., data attributes, e.g.,
in the food transportation example the temperature exceeding 10 degrees. After
the unseen behavior has been observed our approach uses appropriate update
strategies to further enhance the prediction quality.

The presented approach comprises an offline component that augments a
state transition system with contextual information from compliance constraints.
The augmented transition system is then used for prediction with an event
stream in the online component. The approach is evaluated based on synthetic
and real-world event logs without and with existing update strategies. More-
over, the augmented transition system is compared to deep learning methods
with either a single LSTM layer [14] or a Process Transformer [3].

The remainder of this paper is structured as follows. Section 2 outlines the
problem statement, Sect. 3 presents the next event label prediction approach
using constraint context information. The approach is evaluated in Sect. 4,
related work is discussed in Sect. 5 before the paper concludes in Sect. 6.

2 Problem Statement and Preliminaries

Next event label prediction takes an event log (training data) and an event
stream (test data) as input and predicts based on the event log the next event
label for the ongoing process instance observed in the event stream. The event
log contains events which origin from different cases, each case represented by a
trace. An event can have multiple attributes, e.g., an event label, a timestamp,
a life cycle transition, data values, or resources that were involved during the
execution. In the following running example, we abstract from this representa-
tion by just depicting a trace as sequence of event labels and their number of
occurrences.

Example: Assume a scenario with event log L = [< A,B,E >100, < A,C >100]
as training data where the number in the superscript denotes the frequency of the
trace occurrence, and event stream S as test data, i.e., S =< A1, A2, B1, C2 >
where the subscript reflects the case id. For S, existing prediction models would
result in predicting E for case 1 and no prediction for case 2.

In this paper we aim to predict the next event label for an evolving event
stream based on an event log and a set of compliance constraints as additional
context information. A compliance constraint c is defined as a triplet (p, s, r)
consisting of a non-empty predecessor event p, a possibly empty successor event
s and r specifying the relation between p and s. This definition is deliberately
kept independent from any formalism such as linear temporal logic, in order to
show the general applicability of the approach.
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Example (ctd.): Assume that in the scenario described above, the following
two constraints are imposed on the process execution due to, e.g., newly arising
or updated regulations:

c1 : “D directly follows C”
c2 : “Y eventually follows B”

Constraints c1 and c2 can be formalized as c1 = ({C}, {D},
{directly follows}) and c2 = ({B}, {Y }, {eventually follows}). The directly fol-
lows relation means that whenever C occurs, D must occur next without other
events in between. The eventually follows relation implies that whenever B occurs,
Y must occur afterwards [12].

For the running example, existing next event label prediction without con-
sidering the constraint information, cannot predict events D and Y since they
have not been observed in L. Only approaches considering updates can incorpo-
rate this information if at some time it is observed in the stream. By integrating
compliance constraints c1 and c2 into the prediction model, we gain knowledge
about those additional events in advance allowing for their prediction.

Example (ctd.): Including the additional knowledge contributed by constraints
c1 and c2 into next event label prediction, we envision the prediction of E or Y
for case 1 and the prediction of D for case 2.

The presented approach will be capable of predicting unseen events that stem
from constraints without requiring updating the prediction model. However, as
soon as unseen behavior emerging from sources other than constraints is observed
in the stream, this information is included via updates, as well.

Example (ctd.): Assume that event stream S evolves in the following steps.
Then existing approaches and the envisioned approach including constraints
yield the prediction results summarized in Table 1 without updating the predic-
tion models. We can see that existing approaches do not yield any predictions if
the trace length exceeds the longest observed trace which is the case for any of
the streams in Table 1. This might give the prediction with constraint informa-
tion an edge, at least until prediction models are updated. We will investigate
the “sweet spot” between the effort and gain of including constraint information
into the prediction, in connection with update strategies, in Sect. 4.

Table 1. Prediction results with evolving event stream; –: no prediction

Event stream Existing approaches Including constraints

S =< A1, A2, B1, C2, E1 > case 1: – ; case 2: – case 1: Y ; case 2: D
S =< A1, A2, B1, C2, E1, D2 > case 1: – ; case 2: – case 1: Y ; case 2: –
S =< A1, A2, B1, C2, E1, D2, Y1 > case 1: – ; case 2: – case 1: – ; case 2: –
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In order to consider that unseen behavior is predicted, we aim at predicting
not only the next event labels, but also how certain we are for the upcoming
event label.

In the paper, we assume that we are in a violation free setting, meaning
that the event log L never violated the set of compliance constraints C we con-
sider with unseen behavior, but violations of other compliance constraints are
in principle possible. In the case of the event stream, we only include cases that
do not contain violations of compliance constraints when updating the predic-
tion model. Moreover, we consider that we have observed the predecessor of a
constraint. That in turn means that a chaining of constraints, i.e., “B follows
A” and “C follows B”, may not occur as we would lack the predecessor event
B. Furthermore, the assumption is made that there are no overlaps in control-
flow constraints, i.e., “B directly/eventually follows A” and at the same time “X
directly/eventually follows A” cannot occur without further knowledge. Further
knowledge means in this case that certain conditions on data attributes need
to hold, e.g., “If the credit amount is greater than 10.000e, “perform detailed
check” must happen after “request received”, otherwise “perform normal check”
must happen after “request received”. In this work, we only consider control-flow
constraints without any further information (e.g., data attributes), but it will
be taken into account in future work.

3 Next Event Label Prediction Approach

In order to address the problem as outlined in Sect. 2, we follow the basic idea
of predictive process monitoring approaches by initially training a prediction
model in an offline component and carrying out the prediction and update of
the prediction model in an online component. For the offline component the input
consists of an event log L and a set of compliance constraints C. The output
is a prediction model trained based on information from L combined with the
external knowledge based on C. The online component takes an event stream S
and the set of compliance constraints C as input and delivers the prediction of the
next event label with corresponding probability. In order to foster explainability
the user is informed whether the prediction was made solely based on L or
based on which compliance constraint in C. Moreover, several update strategies
allowing to cope with concept drifts induced by changes in the underlying process
models are integrated into the online component.

As prediction model we opt for transition systems as introduced in [1,19].
Both papers focus on remaining time prediction and the latter incorporates
regression models based on data attributes and allows for activity sequence
prediction as well. Transition systems are selected because we are facing the
challenges of i) frequent changes causing unseen behavior and ii) explainability.
Considering i) compared to, e.g., deep-learning models, transition systems with
appropriate abstractions can be constructed at low computational costs allowing
for incorporating changes as soon as they occur without waiting hours or days
for retraining the prediction model. For ii) transition systems are a white box
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model and allow for different explainability options, i.e., we can easily convey
prediction results to users and, e.g., distinguish between predictions that are
made solely based on the given event log or predictions that were made based
on a particular constraint in combination with the probabilities attached to the
prediction result.

3.1 Creating the Prediction Model – Offline Component

For the offline component, at first, an annotated transition system based on event
log L is constructed analogously to [1,19] and later on augmented with constraint
information. A transition system TS constructed based on event log L consists
of a set of states S, a set of event labels E and a set of transitions T . A transition
t is a triplet (s1, e, s2) determining how one state s1 is conveyed into another
state s2 via an event e. Events and states can be represented through different
representation functions. An example for an event representation function is
the function that maps an event onto its event label. An example for a state
representation function is the function that maps a partial trace onto its sequence
of event labels.

Figure 1 depicts the transition system TS for the running example as intro-
duced in Sect. 2 where the parts of TS generated based on the event log L
are depicted in black. The partial traces created from the traces in L are
< A >,< A,B >,< A,B,E >,< A,C >. As illustrated in Fig. 1 in the case of
i) representing states as sequences of partial traces, i.e., mapping each partial
trace onto the event labels while taking the order into account, the set of states
S consists of exactly those traces. In the case of ii) representation as last event,
i.e., mapping each partial trace onto the label of the last event, the states are
given as A,B,C and E. Note that artificial empty start states <> and ().

Fig. 1. Augmented Annotated Transition Systems for the Running Example

States can be further annotated with all possible next states, and each of them
is associated with a probability from the prior state to them. The probability of
each outgoing state is calculated using a measurement function. An annotated
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transition system ATS is then a transition system TS together with an event
and state representation as well as a measurement function [1]. As measurement
function for the TS constructed based on event log L we consider the function
calculating the probability based on relative occurrences of the transitions within
the log file. For instance, the probability from state < A > to state < A,B > in
the running example in Fig. 1 is the quotient of the number of visits from < A >
to < A,B > and the number of total visits from state < A > to its all possible
next states. So in this case, the probability from state < A > to state < A,B >
is 0.5, as < A,B > has been observed 100 times in the event log and < A,C >
occurs in 100 cases.

For further details on transition systems, state and event representations, as
well as measurement functions, we refer the reader to [1,19].

In order to incorporate constraint information, the basic annotated transition
system ATS calculated based on event log L is augmented based on information
from the set of compliance constraints C. The result is denoted as Augmented
Annotated Transition System AATS and is constructed based on Algorithm 1.
The algorithm works independently from the chosen state and event representa-
tions.

Algorithm 1. Annotated Transition System Augmentation Algorithm
Input: ATS = annotated transition system based on an event log, C = set of constraints, one

constraint c corresponds to a triple (predecessor, successor, relation)
Output: AATS = augmented annotated transition system

1: for each eventually follows constraint c in C do
2: if c.predecessor and c.successor have been observed in ATS then c was already observed,

do no augmentation for constraint
3: end if
4: if only c.predecessor has been observed in ATS then add c.successor to every state which

contains c.predecessor; extend beyond constraints if the state with further events
5: end if
6: if c.predecessor has not been observed but c.successor has been observed in ATS then there

must be an error or violation in the log for constraint
7: end if
8: end for
9: for each directly follows constraint c in C do

10: if c.predecessor and c.successor have been observed in ATS then c was already observed,
do no augmentation for constraint

11: end if
12: if only c.predecessor has been observed in ATS then add c.successor to every state which

ends with c.predecessor; extend beyond constraints if the state with further events
13: end if
14: if c.predecessor has not been observed but c.successor has been observed in ATS then there

must be an error or violation in the log for constraint
15: end if
16: end for

In Algorithm 1, we take as input the basic annotated transition system ATS
and a set of compliance constraints C. In order to avoid violation after aug-
mentation, the basic ATS is augmented with eventually follows constraints first
(see line 1). For example, if an additional constraint c3 : “F directly follows E”
is introduced for the running example in Sect. 2, then < A,B,E > is extended
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with F . However, the eventually follows constraint c2 : “Y eventually follows B”
will generate a violated trace < A,B,E, Y, F > on top of < A,B,E, F >. Next,
the basic ATS is augmented with the eventually follows constraint based on
three scenarios. For scenario 1 (line 2 and line 3), if both events are observed in
ATS then no augmentation is conducted. The main scenario this paper focuses
on is described from line 4 to line 5, in which the predecessor has been observed
in ATS while the successor is unseen at the moment. For eventually follows
augmentation, the successor should be added to the end of each state in which
the predecessor is included. We represent this augmented state as a constraint
state as it is directly constructed from a constraint. When an additional state is
added to the basic transition system, the count of the corresponding transition
from the initial state to the additional state is increased by 1. If the initial state
which contains the predecessor of the constraint has further events, then those
events need to be added after the constraint state. Line 6 and line 7 indicate
a violation scenario if the successor is observed before the predecessor in the
log. The augmentation process for directly follows constraints is similar to the
eventually follows one except for the second scenario from line 12 to line 13. In
this case, only states which end up with the predecessor of the constraint are
augmented with the successor of the constraint. We again extend the constraint
state with following events if the initial state has further events.

After constraint augmentation as described in Algorithm 1, additional states
and transitions are appended on top of the basic ATS. This leads to an update of
annotations constructed in ATS before. Here we use the same measurement func-
tion as for ATS to calculate the probability of relative occurrences for states from
the basic transition system and additional states from the augmented transition
system. For example, the probability from state < A,C > to state < A,C,D >
in the running example as depicted in Fig. 1 is 1 since there is only one transition
from < A,C > to < A,C,D > which is augmented from the constraint.

In Fig. 1, the transitions and states that are inserted based on constraint
information are depicted in green and orange depending on which constraint
was used to create the state.

3.2 Next Event Label Prediction – Online Component

The online component serves two purposes, i.e., predicting the next event label
and constantly updating and improving the existing prediction model based on
event stream S. In the phase of online prediction, the AATS constructed from
the offline phase is applied to incoming traces from the event stream to predict
the next event labels with their associated probabilities. The next event label
with the highest probability is selected from the set of possible events. Note
here, if the next event label is predicted based on information from compliance
constraints, then the corresponding constraint information is provided, as well.
This enables our approach to explain whether the prediction is based on the
event log or the set of constraints. There could also be multiple next event labels
possible for a partial trace with the same probability. In this case, the AATS will
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predict all possible next event labels with again the probabilities and constraints
if available.

As we use occurrence frequencies as measurement function for calculating
probabilities from one state to another, consequently, updating the prediction
model constantly as event stream evolves is needed. Here, the updating mecha-
nism can be either triggered based on i) the event stream S or by ii) changes in
the constraint set C. For i), the following scenarios are possible: a) only labels
that were already observed in the log and constraint set are in the stream, i.e., no
new/additional states and transitions need to be created and only the probabil-
ities need to be recalculated; b) new labels are observed resulting in the need for
a full retraining of the model, i.e., both ATS creation and constraint augmenta-
tion need to be conducted again. That means the initial ATS is updated based
on new states and transitions, then the constraint augmentation according to
Algorithm 1 is applied to the updated ATS. For ii) we need to recalculate only
the augmentation part based on the initial ATS that is constructed from the
event log L, i.e., perform Algorithm1 with the newly updated set of compliance
constraints. Combinations of i) and ii) are also conceivable.

4 Evaluation

The approach is prototypically implemented and available at https://www.cs.
cit.tum.de/bpm/software/. To evaluate the approach a synthetic event log1 gen-
erated using the Cloud Process Execution Engine2 (CPEE) [15] and a well-
established real-life event log, the Helpdesk event log3, are used. As to the best
of our knowledge, this approach is the first to aim at predicting unseen behavior
resulting from constraints, we consider the following four comparisons, i) ATS
vs. AATS without updates, ii) ATS vs. AATS with updates, iii) AATS vs. a
deep-learning model without updates, and iv) AATS vs. a deep-learning model
with updates. The first comparison aims at illustrating the advantage of taking
constraint information into account. The second comparison shall demonstrate
that the updating strategy for the AATS was chosen correctly, and the third
comparison shall provide insights on how well a basic technique like the AATS
performs against sophisticated prediction models. The last comparison seeks to
highlight the benefits of our proposed approach against existing approaches in
dealing with unseen behavior, i.e., updating prediction models when considering
unseen event labels or new sequences. Given that the prediction of the next event
label is a multi-class classification problem, we choose accuracy, precision, recall,
and the f1-score as metrics. The accuracy measures the proportion of correct
predictions to the total number of predictions made. The f1-score is the har-
monic mean of precision (or positive predictive value) and recall (or sensitivity),
where precision determines the exactness of the model, and recall measures the
model’s completeness [3].
1 https://www.cs.cit.tum.de/bpm/data/.
2 https://cpee.org, last access: 2023-03-21.
3 https://data.4tu.nl/articles/_/12675977/1.

https://www.cs.cit.tum.de/bpm/software/
https://www.cs.cit.tum.de/bpm/software/
https://www.cs.cit.tum.de/bpm/data/
https://cpee.org
https://data.4tu.nl/articles/_/12675977/1
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4.1 Data Sets

All data sets consist of an event log L containing only the predecessor events
of the compliance constraints, i.e., the successor events are still unseen, the set
of compliance constraints C and a test set representing the event stream S.
The latter contains full information, i.e., also the unseen event labels for the
constraints in set C.

Synthetic Data. In order to meet our violation-free assumption (cf. Sect. 2),
we generate a process model with decision and parallel gateways as shown
in Fig. 2. The training set contains 200 cases among which 4 different activ-
ities A,B,C,D are executed. Then one directly follows constraint: c1 =
({D}, {E}, {directly follows}) and two eventually follows constraints: c2 =
({B}, {X}, {eventually follows}), c3 = ({C}, {Y }, {eventually follows}) are
imposed on the process model. This is reasonable since constraints might change
over time and these changes should be integrated into the process model as soon
as possible. As our paper aims to address partially seen cases, thus, all prede-
cessors of constraints (i.e., B,C,D) are already observed in the training set,
while the successors of them (denoted in green and orange boxes in Fig. 2) (i.e.,
E,X, Y ) remain unseen in the historic event log. However, those unseen activ-
ities from the set of constraints could occur in stream data as time goes by.
Therefore, the test set with 200 cases is generated based on the whole process
model with unseen activities E,X, Y additionally.

Fig. 2. Process model for synthetic data set

Helpdesk Dataset. The Helpdesk event log reflects a process to resolve tickets
that are raised by users. The data set contains 21348 events with 14 distinct
activities distributed among 4580 cases. The average case length of all process
instances is 4.66, while the maximal value is up to 15. In addition to the event log,
a set of constraints is needed. As this data set does not include any information
about compliance constraints, we artificially create a directly follows constraint
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c1 = ({Resolve ticket}, {Closed}, {directly follows}) based on the analysis of
the log file. To align with our assumption, all events with event label “Closed”
are removed from the log file to keep the successor of the constraint unseen. The
training set consists of all events without “Closed”, while the test set is the same
as the original log file with “Closed”.

4.2 ATS vs. AATS Without Updates

To demonstrate the benefits of leveraging additional information from compli-
ance constraints, we compare experimental results between traditional ATS and
our envisioned approach without updates. The test results based on the Syn-
thetic and Helpdesk data set are provided in Table 2.

In general, our approach performs better than ATS in terms of all metrics in
both data sets. In particular, a significant improvement can be observed for the
synthetic data set. This is because the prediction model for ATS is solely trained
based on the historic event log in which unseen activities like E,X, Y have never
been observed. Thus, the prediction model is unable to deal with these unknown
situations in online prediction without updating accordingly. However, our app-
roach has considered unseen process behavior originated from the constraint set
in the training phase already. This enables AATS to cope with unseen cases even
without updating strategies. For the Helpdesk data set, the overall predictive
quality for both approaches is not as expected. Considering that the compliance
constraint c1 = ({Resolve ticket}, {Closed}, {directly follows}) is artificially
created to test the presented approach. There are many violated cases against
constraint c1 in the test set. In this case, without updating the model during
predictions hinders the possibility for both two models to capture those “vio-
lated” cases caused by the introduction of the artificially generated constraint.
The slight improvement for AATS compared to ATS in this data set can be
attributed to the limited information (i.e., only one directly follows constraint
with “Closed” as an unseen event label) we can obtain from constraints.

Table 2. Results ATS vs. AATS (no updates)

Data set Approach Accuracy F1-score Precision Recall

Synthetic ATS 0.250 0.249 0.313 0.250
AATS 0.815 0.810 0.897 0.815

Helpdesk ATS 0.432 0.345 0.363 0.432
AATS 0.450 0.344 0.567 0.450

4.3 ATS vs. AATS with Updates

We assume that both approaches are capable of updating the prediction models
if unseen behavior is observed in the event stream (cf. results in Table 3).
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Compared to Sect. 4.2, if ATS is embedded with updating strategies during
prediction, it outperforms our approach especially for the Synthetic data set.
This is explainable since our approach strives to cover all possible variants of
enriching the event log with additional information from constraints. Given that
we use the probability of relative occurrences as the measurement function, the
increase in the total amount of possible transitions for one state to another
results in a decrease in the probability of the appropriate transition. Moreover,
AATS does not undergo updates as ATS did because the test set lacks unseen
event labels for AATS to update after the augmentation of constraints. Instead,
it only updates the probability for each transition of the evolving stream. For the
Helpdesk data set, the performances of both approaches with updating strategies
are significantly improved compared to the results in Table 2. Since the test set
contains lots of violated cases and unseen behavior (i.e., “Closed”) for ATS, it is
hard to tell the source of it’s improvement. By contrast, the better performance
of AATS is owing to updating on those violations as we have incorporated the
unseen event label into model training.

Table 3. Results ATS vs. AATS (with updates)

Data set Approach Accuracy F1-score Precision Recall

Synthetic ATS 0.865 0.867 0.934 0.865
AATS 0.816 0.812 0.898 0.816

Helpdesk ATS 0.705 0.670 0.748 0.705
AATS 0.705 0.670 0.745 0.705

4.4 AATS vs. Deep-Learning Model Without Updates

Approaches using transition systems and deep-learning-based models without
updating mechanisms are compared to provide insights into model selections in
predictive process monitoring. Here we adopt Process Transformer proposed by
[3] as the prediction model. The reason is that the Process Transformer uses the
self-attention mechanism to reason over long-range dependencies and is able to
process inputs in parallel [3]. We use the default hyperparameter configurations
and enrich the training set with unseen event labels from the set of constraints.
Then the prediction model (i.e., Process Transformer) is trained based on the
enriched data set with all possible variations regarding constraints we considered.
The test results are provided in Table 4.

For Synthetic data set, AATS performs better than the deep-learning-based
approach. However, the latter outperforms AATS considerably on Helpdesk data
set. This could be attributed to the type of constraints we considered. Two even-
tually follows constraints imposed on the Synthetic data set result in an enriched
training set with plenty of variations, e.g., < A,C, Y,B,X >, while most of the
augmented samples are incorrect cases that will not occur in the event stream
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(i.e., the test set only contains traces < A,B,C,X, Y > and < A,C,B,X, Y >).
Note that AATS covers all these variations as well, but with the count of 1 for
each variation regardless of the data size, whereas the deep-learning-based app-
roach does augmentations for each individual trace if the partially seen criteria
is satisfied. Thus, there are lots of incorrectly enriched cases in the training set.
Conversely, the Helpdesk data set only considers one directly follows constraint,
thus, no misleading samples are generated based on this constraint.

Table 4. Results DL vs. AATS (no updates)

Data set Approach Accuracy F1-score Precision Recall

Synthetic DL 0.732 0.714 0.729 0.732
AATS 0.815 0.810 0.897 0.815

Helpdesk DL 0.844 0.812 0.796 0.844
AATS 0.450 0.344 0.567 0.450

4.5 AATS vs. Deep-Learning Model with Updates

To shed light on the effectiveness of the proposed approach, we conduct experi-
ments comparing AATS and existing approaches in dealing with unseen process
behavior, i.e., updating deep-learning models on demand. We choose the most
comparable deep-learning-based approach proposed in [14] with a single LSTM
layer. Following the experimental settings as stated in [14], we expand the Syn-
thetic data set to include 1000 cases, of which 10% are allocated as a training
set, and the remaining 90% are assigned to the test set. This means 100 cases
are selected from the training set as we described in Sect. 4.1, and 900 cases are
generated based on the process model with compliance constraints. The same
training-test splitting is applied to Helpdesk data set as well. Moreover, the
timestamp in the test set of the Synthetic data needs to be adapted to simu-
late an online setting as mentioned in [14], i.e., daily prediction. Experimental
results are summarized in Table 5. Different update strategies provided in [14]
are denoted as S0 (do not update), S1 (update on new activities), S2 (update on
new sequences) and S3 (update every day). Time spent for each update strategy
is represented as hours:minutes:seconds.

For both two data sets, AATS underperforms the deep-learning approach
with updating strategies like S3 (update every day). By contrast, in terms of
computational time, deep-learning approaches with updating mechanisms can
take hours and even days to update prediction models when coping with rela-
tively large data sets (e.g., Helpdesk data set).

Findings: To sum up, AATS performs better than ATS if no updates are
conducted during online prediction. When considering updates, ATS can learn
from the proper incoming traces under the violation-free assumption directly.
This leads to a better predictive performance than AATS as it cannot handle
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Table 5. Results DL vs. AATS (with updates)

Data set Approach Accuracy F1-score Precision Recall Time

Synthetic S0 0.403 0.401 0.498 0.403 00:00:01
S1 0.688 0.638 0.697 0.688 00:00:02
S2 0.403 0.401 0.498 0.403 00:00:01
S3 0.829 0.828 0.899 0.829 00:00:47
AATS 0.813 0.809 0.896 0.813 00:00:02

Helpdesk S0 0.275 0.274 0.460 0.275 00:00:20
S1 0.657 0.652 0.659 0.657 00:04:46
S2 0.778 0.756 0.741 0.778 09:36:10
S3 0.776 0.755 0.742 0.776 28:42:32
AATS 0.703 0.671 0.735 0.703 00:06:53

the reduction of the augmented transition system appropriately. In light of pre-
diction model selections, deep-learning models demonstrate superior prediction
quality compared to transition systems if eventually follows constraints are aug-
mented properly. Nevertheless, it is computationally expensive for deep-learning-
based approaches when considering update mechanisms. We discuss options for
improvement in Sect. 6.

5 Related Work

This paper addresses research questions at the intersection of the i) exploitation
of (external) context information and ii) handling of unseen behavior in predic-
tive process monitoring. For i) [2,6,17] present a taxonomy for process context
information, differentiating its origin into internal/intrinsic (within the log) and
external (outside the log) context data. [25] distinguish between structured and
unstructured context information, stating that “the majority of the works on
context-aware predictive business process monitoring relies on structured context
data created by the information system itself like process performance metrics.” .
[7] discover context-aware prediction models based on internal context data. [22]
include internal, textual data as unstructured context data to predict the out-
come of a running case. By contrast, [28] provide an approach for remaining time
prediction by considering sentiments triggered by news (external context data).
[5] propose an approach to identify context information for performance indi-
cator prediction based on expert and domain knowledge. [21] exploit (external)
sensor streams for predicting and explaining concept drift. The only approach
exploiting information on compliance constraints in predictive process monitor-
ing is [8] by ranking predictions based on their compliance with imposed con-
straints. However, the predictions are still based on observed behavior, i.e., they
do not consider unseen behavior yet. Only few approaches envision strategies to
cope with unseen behavior (ii). [4,20] elaborate update strategies for prediction
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models. Incremental learning for predicting the outcome of a process instance
has been applied by [9,13]. [18] use incremental learning for predicting the next
activity. In [14], we conclude that an “ “update on demand” strategy yields the
best results in terms of balancing prediction quality and performance.” . These
approaches do not predict unseen behavior themselves as advocated in this work,
but can be combined in order to deal with the evolving event stream.

6 Conclusion

This paper provides an approach to exploit contextual information from a set
of compliance constraints C for predicting unseen behavior in the training data,
i.e., in the event logs. For this, we augment state transition systems with the con-
straint information and use them as prediction model. A first insight is that for
violation-free logs, i.e., logs that respect the compliance constraints we consid-
ered, the prediction quality is higher for the prediction with context information.
When updating the models without context information with unseen behavior,
the prediction quality converges to similar values. An interesting insight is that
we drop the assumption of violation-free event logs, the prediction quality of
the augmented prediction model might not exceed the quality of the prediction
models without augmentation. Conversely, an unexpectedly low prediction qual-
ity of the approach with compliance constraint information can be interpreted
as an indicator that the underlying logs contain violations, contributed by, for
example, interleaving. Interleaving occurs if the directly follows semantic of a
constraint is “broken” by executing an activity from another parallel branch. In
these situations, the approach can also be used as a mechanism to detect possible
compliance violations.

Discussion: We can understand the assumptions made in Sect. 2 as current
limitations of the approach. At first, we only consider directly follows and even-
tually follows semantics of the constraints. However, compliance constraints can
be more expressive, e.g., restricting the resource perspective via a separation of
duty constraint. Second, we assume violation-free logs which might not be the
case for real-world logs. In this case, prediction quality lower than expected can
indicate compliance violations. Another limitation refers to the measurement
function that is used for calculating the probabilities in the augmented state
transition system. In this work, it uses occurrence frequencies. In future work,
additional information can be exploited such as remaining time or data values
from the event log to weigh probabilities differently. Third, we do not explicitly
consider changes in constraint set C, though the presented approach is able to
deal with such changes if they are under the partially seen scenario by re-running
the augmentation algorithm.

Future work aims at exploiting compliance constraints referring to process
perspectives, e.g., data attributes, beyond control flow when predicting next
event labels. We will also test different abstraction functions, cf. [1]. Moreover,
prediction goals such as remaining time will be added to the approach. Future
work will also feature experiments with different update strategies in case of
constraint set updates.



142 Q. Chen et al.

Acknowledgements. This work is funded by the Deutsche Forschungsgemeinschaft
(DFG, German Research Foundation) – project number 277991500.

References

1. van der Aalst, W.M.P., Schonenberg, M.H., Song, M.: Time prediction based on
process mining. Inf. Syst. 36(2), 450–475 (2011). https://doi.org/10.1016/j.is.2010.
09.001

2. Brunk, J., Stierle, M., Papke, L., Revoredo, K., Matzner, M., Becker, J.: Cause vs.
effect in context-sensitive prediction of business process instances. Inf. Syst. 95,
101635 (2021). https://doi.org/10.1016/j.is.2020.101635

3. Bukhsh, Z.A., Saeed, A., Dijkman, R.M.: Processtransformer: predictive busi-
ness process monitoring with transformer network. CoRR abs/2104.00721 (2021).
https://arxiv.org/abs/2104.00721

4. Chamorro, A.E.M., Nepomuceno-Chamorro, I.A., Resinas, M., Ruiz-Cortés, A.:
Updating prediction models for predictive process monitoring. In: Advanced Infor-
mation Systems Engineering, pp. 304–318 (2022). https://doi.org/10.1007/978-3-
031-07472-1_18

5. Chamorro, A.E.M., Revoredo, K., Resinas, M., del-Río-Ortega, A., Santoro, F.M.,
Ruiz-Cortés, A.: Context-aware process performance indicator prediction. IEEE
Access 8, 222050–222063 (2020). https://doi.org/10.1109/ACCESS.2020.3044670

6. Ehrendorfer, M., Mangler, J., Rinderle-Ma, S.: Assessing the impact of context
data on process outcomes during runtime. In: Hacid, H., Kao, O., Mecella, M.,
Moha, N., Paik, H. (eds.) ICSOC 2021. LNCS, vol. 13121, pp. 3–18. Springer,
Cham (2021). https://doi.org/10.1007/978-3-030-91431-8_1

7. Folino, F., Guarascio, M., Pontieri, L.: Discovering context-aware models for pre-
dicting business process performances. In: Meersman, R., et al. (eds.) OTM 2012.
LNCS, vol. 7565, pp. 287–304. Springer, Heidelberg (2012). https://doi.org/10.
1007/978-3-642-33606-5_18

8. Di Francescomarino, C., Ghidini, C., Maggi, F.M., Petrucci, G., Yeshchenko, A.:
An eye into the future: leveraging a-priori knowledge in predictive business process
monitoring. In: Carmona, J., Engels, G., Kumar, A. (eds.) BPM 2017. LNCS, vol.
10445, pp. 252–268. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-
65000-5_15

9. Francescomarino, C.D., Ghidini, C., Maggi, F.M., Rizzi, W., Persia, C.D.: Incre-
mental predictive process monitoring: How to deal with the variability of real
environments. CoRR abs/1804.03967 (2018). http://arxiv.org/abs/1804.03967

10. Hashmi, M., Governatori, G., Lam, H.-P., Wynn, M.T.: Are we done with business
process compliance: state of the art and challenges ahead. Knowl. Inf. Syst. 57(1),
79–133 (2018). https://doi.org/10.1007/s10115-017-1142-1

11. Hüllermeier, E., Waegeman, W.: Aleatoric and epistemic uncertainty in machine
learning: an introduction to concepts and methods. Mach. Learn. 110(3), 457–506
(2021). https://doi.org/10.1007/s10994-021-05946-3

12. Ly, L.T., Maggi, F.M., Montali, M., Rinderle-Ma, S., van der Aalst, W.M.P.:
Compliance monitoring in business processes: functionalities, application, and tool-
support. Inf. Syst. 54, 209–234 (2015). https://doi.org/10.1016/j.is.2015.02.007

13. Maisenbacher, M., Weidlich, M.: Handling concept drift in predictive process mon-
itoring. In: IEEE International Conference on Services Computing, pp. 1–8 (2017).
https://doi.org/10.1109/SCC.2017.10

https://doi.org/10.1016/j.is.2010.09.001
https://doi.org/10.1016/j.is.2010.09.001
https://doi.org/10.1016/j.is.2020.101635
https://arxiv.org/abs/2104.00721
https://doi.org/10.1007/978-3-031-07472-1_18
https://doi.org/10.1007/978-3-031-07472-1_18
https://doi.org/10.1109/ACCESS.2020.3044670
https://doi.org/10.1007/978-3-030-91431-8_1
https://doi.org/10.1007/978-3-642-33606-5_18
https://doi.org/10.1007/978-3-642-33606-5_18
https://doi.org/10.1007/978-3-319-65000-5_15
https://doi.org/10.1007/978-3-319-65000-5_15
http://arxiv.org/abs/1804.03967
https://doi.org/10.1007/s10115-017-1142-1
https://doi.org/10.1007/s10994-021-05946-3
https://doi.org/10.1016/j.is.2015.02.007
https://doi.org/10.1109/SCC.2017.10


Predicting Unseen Process Behavior 143

14. Mangat, A.S., Rinderle-Ma, S.: Next-activity prediction for non-stationary pro-
cesses with unseen data variability. In: Almeida, J.P.A., Karastoyanova, D., Guiz-
zardi, G., Montali, M., Maggi, F.M., Fonseca, C.M. (eds.) EDOC 2022. LNCS, vol.
13585, pp. 145–161. Springer, Cham (2022). https://doi.org/10.1007/978-3-031-
17604-3_9

15. Mangler, J., Rinderle-Ma, S.: Cloud process execution engine: architecture and
interfaces (2022). https://doi.org/10.48550/ARXIV.2208.12214

16. Márquez-Chamorro, A.E., Resinas, M., Ruiz-Cortés, A.: Predictive monitoring of
business processes: a survey. IEEE Trans. Serv. Comput. 11(6), 962–977 (2018).
https://doi.org/10.1109/TSC.2017.2772256

17. Park, G., Benzin, J., van der Aalst, W.M.P.: Detecting context-aware deviations
in process executions. In: Di Ciccio, C., Dijkman, R., del Río Ortega, A., Rinderle-
Ma, S. (eds.) BPM 2022. LNBIP, pp. 190–206. Springer, Cham (2022). https://
doi.org/10.1007/978-3-031-16171-1_12

18. Pauwels, S., Calders, T.: Incremental predictive process monitoring: the next activ-
ity case. In: Polyvyanyy, A., Wynn, M.T., Van Looy, A., Reichert, M. (eds.) BPM
2021. LNCS, vol. 12875, pp. 123–140. Springer, Cham (2021). https://doi.org/10.
1007/978-3-030-85469-0_10

19. Polato, M., Sperduti, A., Burattin, A., Leoni, M.: Time and activity sequence
prediction of business process instances. Computing 100(9), 1005–1031 (2018).
https://doi.org/10.1007/s00607-018-0593-x

20. Rizzi, W., Di Francescomarino, C., Ghidini, C., Maggi, F.M.: How do I update
my model? On the resilience of Predictive Process Monitoring models to change.
Knowl. Inf. Syst. (9), 1–32 (2022). https://doi.org/10.1007/s10115-022-01666-9

21. Stertz, F., Rinderle-Ma, S., Mangler, J.: Analyzing process concept drifts based
on sensor event streams during runtime. In: Fahland, D., Ghidini, C., Becker, J.,
Dumas, M. (eds.) BPM 2020. LNCS, vol. 12168, pp. 202–219. Springer, Cham
(2020). https://doi.org/10.1007/978-3-030-58666-9_12

22. Teinemaa, I., Dumas, M., Maggi, F.M., Di Francescomarino, C.: Predictive business
process monitoring with structured and unstructured data. In: La Rosa, M., Loos,
P., Pastor, O. (eds.) BPM 2016. LNCS, vol. 9850, pp. 401–417. Springer, Cham
(2016). https://doi.org/10.1007/978-3-319-45348-4_23

23. Teinemaa, I., Dumas, M., Rosa, M.L., Maggi, F.M.: Outcome-oriented predictive
process monitoring: review and benchmark. ACM Trans. Knowl. Discov. Data
13(2), 17:1-17:57 (2019). https://doi.org/10.1145/3301300

24. Verenich, I., Dumas, M., Rosa, M.L., Maggi, F.M., Teinemaa, I.: Survey and cross-
benchmark comparison of remaining time prediction methods in business process
monitoring. ACM Trans. Intell. Syst. Technol. 10(4), 34:1-34:34 (2019). https://
doi.org/10.1145/3331449

25. Weinzierl, S., Revoredo, K.C., Matzner, M.: Predictive business process monitor-
ingwith context information from documents. In: 27th European Conference on
Information Systems - Information Systems for a Sharing Society, ECIS 2019,
Stockholm and Uppsala, Sweden, June 8–14, 2019 (2019). https://aisel.aisnet.org/
ecis2019_rip/59

26. Weytjens, H., Weerdt, J.D.: Learning uncertainty with artificial neural networks
for predictive process monitoring. Appl. Soft Comput. 109134 (2022). https://doi.
org/10.1016/j.asoc.2022.109134

https://doi.org/10.1007/978-3-031-17604-3_9
https://doi.org/10.1007/978-3-031-17604-3_9
https://doi.org/10.48550/ARXIV.2208.12214
https://doi.org/10.1109/TSC.2017.2772256
https://doi.org/10.1007/978-3-031-16171-1_12
https://doi.org/10.1007/978-3-031-16171-1_12
https://doi.org/10.1007/978-3-030-85469-0_10
https://doi.org/10.1007/978-3-030-85469-0_10
https://doi.org/10.1007/s00607-018-0593-x
https://doi.org/10.1007/s10115-022-01666-9
https://doi.org/10.1007/978-3-030-58666-9_12
https://doi.org/10.1007/978-3-319-45348-4_23
https://doi.org/10.1145/3301300
https://doi.org/10.1145/3331449
https://doi.org/10.1145/3331449
https://aisel.aisnet.org/ecis2019_rip/59
https://aisel.aisnet.org/ecis2019_rip/59
https://doi.org/10.1016/j.asoc.2022.109134
https://doi.org/10.1016/j.asoc.2022.109134


144 Q. Chen et al.

27. Xian, Y., Lampert, C.H., Schiele, B., Akata, Z.: Zero-shot learning - a comprehen-
sive evaluation of the good, the bad and the ugly. IEEE Trans. Pattern Anal. Mach.
Intell. 41(9), 2251–2265 (2019). https://doi.org/10.1109/TPAMI.2018.2857768

28. Yeshchenko, A., Durier, F., Revoredo, K., Mendling, J., Santoro, F.: Context-
aware predictive process monitoring: the impact of news sentiment. In: Panetto,
H., Debruyne, C., Proper, H.A., Ardagna, C.A., Roman, D., Meersman, R. (eds.)
OTM 2018. LNCS, vol. 11229, pp. 586–603. Springer, Cham (2018). https://doi.
org/10.1007/978-3-030-02610-3_33

https://doi.org/10.1109/TPAMI.2018.2857768
https://doi.org/10.1007/978-3-030-02610-3_33
https://doi.org/10.1007/978-3-030-02610-3_33


The Interplay Between High-Level
Problems and the Process Instances

that Give Rise to Them

Bianka Bakullari1(B) , Jules van Thoor2, Dirk Fahland2 ,
and Wil M. P. van der Aalst1

1 RWTH Aachen University, Aachen, Germany
{bianka.bakullari,wvdaalst}@pads.rwth-aachen.de

2 Eindhoven University of Technology, Eindhoven, The Netherlands
d.fahland@tue.nl

Abstract. Business processes may face a variety of problems due to
the number of tasks that need to be handled within short time peri-
ods, resources’ workload and working patterns, as well as bottlenecks.
These problems may arise locally and be short-lived, but as the process
is forced to operate outside its standard capacity, the effect on the under-
lying process instances can be costly. We use the term high-level behav-
ior to cover all process behavior which can not be captured in terms of
the individual process instances. The natural question arises as to how
the characteristics of cases relate to the high-level behavior they give
rise to. In this work, we first show how to detect and correlate obser-
vations of high-level problems, as well as determine the corresponding
(non-)participating cases. Then we show how to assess the connection
between any case-level characteristic and any given detected sequence of
high-level problems. Applying our method on the event data of a real
loan application process revealed which specific combinations of delays,
batching and busy resources at which particular parts of the process cor-
relate with an application’s duration and chance of a positive outcome.

Keywords: batch · workload · throughput time · outcome

1 Introduction

1.1 Motivation

Process mining techniques analyze event data stored in information systems
in order to get insights of real business processes [1]. Organizations strive to
improve their running processes by reducing cost and waste, improving resource
utilization and customer satisfaction, and so on. Many Key Performance Indi-
cators (KPIs) describe the process in terms of the individual process instances
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Fig. 1. An illustration of the approach: On the left, a sketch of the performance spec-
trum [5] showing process instances running through segments (a, b), (b, c) and (c, d).
At each segment, several event pairs give rise to various patterns: high entering load at
(a, b) (top cloud), batching at (b, c) (middle cloud), and high work handover ratio at
(c, d) (bottom cloud). The cases which are involved in this pattern sequence are con-
sidered as “participating" w.r.t. that sequence. Given a case-level property, we analyze
how its value changes when comparing these cases (e.g., the process outcome of the
participating red case is negative) to the cases which visited the same locations where
the pattern emerged (here (a, b), (b, c), and (c, d)), but did not give rise to such pattern.

(also called cases), e.g., by referring to the average time it takes for a case to
complete the process (the throughput time), the average accumulated cost or
positive outcome rate. Process instances, however, do not run in isolation. From
this viewpoint, cases that are simultaneously active in a process resemble cars
moving along traffic. Cars can cause traffic jams which, in turn, cause delays
and accidents. Similarly, cases may overload the process and the workers, lead-
ing to congestion and delays. Moreover, when attending to multiple active cases,
resources may execute work in batches which, in turn, also influences the manner
in which process traffic moves forward. We refer to this kind of emergent pro-
cess behavior, which is not detectable at the level of the individual instances, as
high-level behavior. This behavior is dynamic; that is, it may arise locally and be
short-lived, but it can have an influence on the process runs of the cases active
at that time. Nevertheless, similar to traffic jams, there is always a specific set of
cases involved whenever such behavior emerges. On one hand, the characteristics
of a case may aggravate the emergence of high-level behavior, e.g., a demand-
ing case can block resources for longer time periods. On the other hand, the
outcome of a case can also be affected by high-level behavior occurring through-
out its run, e.g., a case may not receive the necessary attention if by chance it
enters the process in a busy period. There is obviously an interplay between the
high-level behavior that arises in the process and the cases which give rise to
it. Our method explores this interplay by detecting which patterns of high-level
behavior emerge surprisingly often from specific case types. The advantage of
possessing this knowledge can be manifold. Depending on the case property at
hand, one can adjust the process for specific types of cases in order to avoid
undesired but expected high-level problems, or one can make a better online
prediction of the progress of a case given its involvement in specific patterns of
high-level behavior.
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1.2 Example

Suppose that the red lines in Fig. 1 describe the process run of a case which exe-
cutes activities 〈a, b, c, d〉. Assume that, in this process, it is unusual to observe
four cases entering segment (a, b) simultaneously in a short time frame (the lines
within the top yellow cloud). Moreover, multiple cases including the red case exe-
cute activities b and c very close to each other with a very similar waiting time
in-between (the lines within the middle blue cloud). Later in the process, four
cases traverse segment (c, d) in a short time frame (the lines within the bottom
violet cloud) and work is handed over from four resources (four different colors
encircling the c events) to only two resources (only green and orange encircling
the four d events). Assuming that this work handover ratio is unusually high,
we can claim that in this example, the red case is involved in three patterns at
three different process segments it traverses: high enter load at (a, b), batching
at (b, c) and high work handover ratio at (c, d). Now suppose that the red case
turns out to have a negative outcome in the process (see the red case’s minus
sign and positioning in the right side of Fig. 1). The question arises whether par-
ticipating in this specific sequence of high-level patterns increases or decreases
the likelihood of a negative outcome in the process. In this study, we evaluate
whether a particular type of cases is disproportionately represented within the
case set that generates a specific episode of high-level behavior. When such a
situation occurs, we consider the connection between that specific episode and
case property as a valuable insight into the behavior of the process.

1.3 Approach

As shown in the previous example, diverse types of high-level patterns can emerge
at different locations and times within the process. To be able to compute how
strongly cases’ participation in high-level behavior correlates with any particu-
lar case characteristic, we first need to define what high-level behavior may look
like (the clouds in Fig. 1). In this work, we introduce different types of high-level
behavior at the segment level that relate to load (enter and exit rates), resource
busyness (handover ratio and workload), and working patterns (batches and
delays). We use the idea introduced in previous work [2] and conceptualize each
outlier observation of such behavior using high-level events. It is worth empha-
sizing that multiple concurrently active cases can give rise to various forms of
high-level behavior. This behavior can refer not only to process traffic and work-
load but also e.g., compliance with regulations which guide how the process
should be executed given any particular set of active cases. Within this work, we
outline high-level behavior that is specifically related to congestion as it is com-
monly observed across different process domains. The method could, however, be
easily extended to any other type of high-level problem that arises from a set of
cases that pass through a process segment in close time proximity. Given a high-
level event, we determine what qualifies a case as “(non-)participating” (where
to assign each case w.r.t. the sets depicted as circles in the right side of Fig. 1).
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Any two high-level events with sufficient overlap in time, location and under-
lying case sets are assumed to be correlated, leading this way to sequences of
subsequently connected high-level events (such as the sequence consisting of the
three clouds in Fig. 1). A case participates in such a high-level path whenever its
events are involved in each high-level event comprising the path. In Fig. 1, these
are the cases whose black lines are caught up in all three clouds, such as the red
case. In order to investigate the correlation between a case-level characteristic
and a case’s participation in a given high-level path, we compare the participat-
ing cases only to those cases which visit the same locations in the process where
the high-level behavior was observed. In the example from Fig. 1, these would
be segments (a, b), (b, c), and (c, d) in this order. Hence, in this work, we define
the “non-participating” cases to be those case which are not participating, but
could have participated from a control-flow perspective.

2 Related Work

Many of the recently developed process mining techniques acknowledge that the
progress of cases in a process is influenced by the coexistence of other cases with
which they must share process capacities. In [3], the authors aim to improve the
rate of positive outcomes in the process. They propose appropriate interventions
on changeable case aspects after having identified which treatments have a high
causal effect on which case types. This idea is taken further in [4] where the
appropriate time for applying a given time reducing intervention on a running
case is determined. This decision is based on the causal effect of the intervention
which, in turn, includes the number of active cases as an additional feature in
the learning process. Results in [15] show that the prediction of case delay at a
certain activity is improved when the model is either a transition system whose
state space is extended with system load information, or the model is based on
queueing theory. The method proposed in [13] shows how information regard-
ing workload and resource availability can be extracted from raw event data
and encoded into congestion graphs. From these congestion graphs, congestion-
related features can be extracted which are then used for predicting the time
until next activity. Inter-case dependencies are also acknowledged in [14] where
the current case prediction also factors in the predictions of the cases coexisting
with the current one. All these approaches acknowledge that process instances
do not run in isolation and as such, integrating dedicated features which capture
congestion to train time prediction models improves their accuracy. While many
of the high-level patterns we analyze in this work relate to process congestion,
we do not encode our observations as additional features describing our run-
ning cases for prediction purposes. Instead, each sequence of recurring outlier
observations represents an explicit variant of high-level behavior which is a trait
of the process itself. We then look back into the “low-level” cases which were
part of these observations to reason on whether a specific case type is over- or
underrepresented in this group.

The performance spectrum [6] clearly showed that processes—even within
the same segment—exhibit non-stationary behavior which is not observable
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under aggregation. The emerging patterns can reveal batching behavior [8] which
can have an influence on performance. In [9], the authors use visual analytics
techniques based on the performance spectrum to demonstrate how errors in
remaining time prediction are reduced when information on batching behav-
ior is encoded in the learning process. Our method conceptualizes many of the
patterns that can be seen in the performance spectrum—including batching—
through dedicated events, which can then be mined for further automated anal-
ysis.

Several recent methods have been developed which analyze how resources
handle tasks from concurrently active cases within a process. In [16], the authors
provide insights into how resources prioritize their work by employing specific
queueing disciplines when processing individual tasks. In [10], the authors detail
the detection of batching behavior not only at the level of individual tasks but
also across several linked activities. Moreover, the approach outlined in [11]
considers various batch behaviors concerned with multiple perspectives such as
activities, resources, and data perspectives as well as allowing for batch detection
even when batching is temporarily interrupted. In [18], the authors introduce an
enhanced resource profiling technique that considers not only the executed activ-
ities, but also the context (duration, case attributes) as well as multitasking. In
our work, we incorporate the resource dimension within the high-level events
that describe outlier observations concerning batching and workload in specific
process segments. However, these observations are local and temporary and their
emergence becomes relevant only in relation to the types of cases involved.

In [7], the authors introduce the concept of contextual association, wherein
a group of cases exclusively exhibits concept drift whenever a shared object is
subject to a change. In our work, cases which give rise to high-level behavior
are contextually associated due to their shared location and time in which the
behavior is observed. In this scenario, the term “context" solely represents the
coordinate of a temporary observation in the process.

The idea of conceptualizing outlier behavior related to load and delays as
events themselves was first introduced in [17]. In that work, the emerging system-
level events from a Baggage Handling System (BHS) were connected based on
time and place proximity. The resulting cascades revealed how undesired system-
level behavior arose and propagated throughout the BHS. Similar work extending
this idea was done in [19] where DBSCAN is used to find frequent sequences of
anomalies arising at the system-level.

The method we propose in this paper fits in the high-level event mining
framework we introduced in [2]. Each high-level event consists of the type of
behavior detected, the entity involved and the time of detection. In this work,
we extend the types of high-level events that can be observed at the segment-
level and propose a more refined way of correlating them. Ultimately, we take a
look at the underlying process instances and explore whether associations exist.
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3 Preliminaries

Definition 1 (Power set, Sequence, Suffix). Given a set A, P(A) is the
power set of A and A∗ are the finite sequences over A. For any s, s′ ∈ A∗, we
say s′ = 〈a′

1, ..., a
′
m〉 is a suffix of s = 〈a1, ..., an〉 (denoted s′ � s) if and only if

there is some i ∈ {0, ..., n−m} such that for j = 1, ...,m it holds that a′
j = ai+j.

Definition 2 (Events, Event log). Uev is the universe of events and Act ,
Case, Res are the sets of activity names, case identifiers and resource names,
respectively. T is the totally ordered set of timestamps. L = (E,Attr , π) is an
event log where E ⊆ Uev is a finite set of events, {act , case, res, time} ⊆ Attr is a
set of attribute names and π ∈ E ×Attr �→ Val a (partial) function that assigns
each event e a value π(e, att) or is undefined (written π(e, att)=⊥). For any
e ∈ E, π(e, act) ∈ Act , π(e, case) ∈ Case, π(e, res) ∈ Res, and π(e, time) ∈ T .

For any attribute att ∈ Attr , we write att(e) instead of π(e, att) when the event
log is clear from the context. Moreover, we assume that any two events of the
same case never have identical timestamps.

Definition 3 (Traces, Steps, Segments). The cases of an event log L =
(E,Attr , π) are cases(L) = {case(e) | e ∈ E}. For any case c ∈ cases(L) with
corresponding event set Ec = {e ∈ E | case(e) = c}, the trace of c is the sequence
σ(c) = 〈e1, ..., e|Ec|〉 ∈ E∗

c containing all events from Ec ordered by time, i.e.,
∀1≤i<j≤|Ec| time(ei) < time(ej). A step is a pair of directly following events in
a case in L. More precisely, the steps of L are steps(L) = {(e, e′) ∈ E × E |
∃c∈cases(L) σ(c) = 〈..., e, e′, ...〉}. Moreover, we define S(L) = {(act(e), act(e′)) |
(e, e′) ∈ steps(L)} as the segments of L.

A step is a pair of events which happened directly after each other in the same
case. A segment is a pair of activities that directly follow each other in the log.

Definition 4 (Framing, Time Windows). A framing is a function
φ ∈ T → N mapping timestamps to numbers such that ∀t1,t2∈T t1 < t2 ⇒ φ(t1) ≤
φ(t2). Each w ∈ rng(φ) represents time window −→w = [wstart , wend ], where
wstart = min{t ∈ T | φ(t) = w} and wend = max{t ∈ T | φ(t) = w}.
Given an event log L = (E,Attr , π) and a framing φ, set WL,φ = {w ∈ N |
min{φ(time(e)) | e ∈ E} ≤ w ≤ max{φ(time(e)) | e ∈ E}} contains all time
windows of L w.r.t. framing φ. Note that for any e ∈ E, φ(time(e)) = w whenever
e occurred within −→w .

4 Method

4.1 Detecting High-Level Behavior Using High-Level Events

The example in Sec. 1.2 illustrated three important components which comprise
high-level behavior: the type of behavior observed, the location in the process
where it emerges and the time aspect related to it. We call each pair of location
and time information a coordinate.
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Definition 5 (Coordinates). Given log L = (E, attr , π) and window set WL,φ

w.r.t framing φ, let W 2
L,φ = {(w1, w2) ∈ WL,φ | w1 ≤ w2}. The set CO(L, φ) =

S(L)×(WL,φ ∪W 2
L,φ) contains the coordinates of log L w.r.t. φ. Each coordinate

co = (s, θ) ∈ CO(L, φ) refers to a position in space (segment s) and time (window
if θ ∈ WL,φ and window pair if θ ∈ W 2

L,φ).
Each outlier observation we considered in Sec. 1.2 emerged from a specific set

of steps. Which steps were involved in the observation depended on the type of
behavior we were looking for. For instance, the steps in the first cloud in Fig. 1
represent the incoming load at segment (a, b) within a particular time window.
Next, we conceptualize the colored clouds and the steps that are involved in
them using high-level features. Each high-level feature consists of its type and a
pattern. One can think of the type being the color of the cloud and the pattern
being the function which determines which subset of steps occurring in a given
coordinate may give rise to that type of feature.
Definition 6 (Pattern, Feature type). Given a log L = (E, attr , π) and
framing φ, a pattern is a (partial) function ρL,φ ∈ CO(L, φ) �→ P(E × E) × R

which assigns a set of event pairs and a number to each coordinate of L and φ. A
high-level feature w.r.t. L and φ is a pair hlf = (type, ρL,φ) where type ∈ Utype

is a feature type from the universe Utype of feature types and ρL,φ is its pattern.
In the remainder, given log L and framing φ, we write ρtypeL,φ to refer to the pattern
of the high-level feature of type type.

In this work, we consider feature types enter , exit , workload , handover , batch,
and delay . For each of these feature types, we now show how their patterns are
determined. Let co = (s, w) ∈ S(L)×WL,φ be a coordinate from log L with time
windows from framing φ. Let Is = {(e, e′) ∈ steps(L) | (act(e), act(e′)) = s} be
the event pairs (steps) that traverse segment s in the process and let Iw = {e ∈
E | time(e) ∈ −→w } be the events that occur within time window w. Feature
type enter is concerned with the steps that enter segment s during −→w and thus
ρenterL,φ (co) = (Ienter , val) where Ienter = {(e, e′) ∈ Is | e ∈ Iw} and val = |Ienter |.
Feature type exit is concerned with the steps that exit segment s during −→w and
thus ρexitL,φ (co) = (Iexit , val) where Iexit = {(e, e′) ∈ Is | e′ ∈ Iw} and val = |Iexit |.
Feature type workload is concerned with the steps that exit segment s dur-
ing −→w for which it is the same resource executing both activities of s. Thus,
ρworkload

L,φ (co) = (Iwld , val) where Iwld = {(e, e′) ∈ Is | e′ ∈ Iw ∧ res(e) = res(e′)}
and val = |Iwld |. Conversely, feature type handover is concerned with the steps
that exit segment s during −→w for which there were two different resources
executing the activities of s (and so real work handover took place). Hence,
ρhandoverL,φ (co) = (Ihdo , val) where Ihdo = {(e, e′) ∈ Is | e′ ∈ Iw ∧res(e) �= res(e′)}
and val = |Ihdo |.

The time aspect of steps which are handled in batches refers to two time win-
dows. Let (w,w′) ∈ W 2

L,φ be a pair of time windows and let co = (s, (w,w′)) ∈
S(L) × W 2

L,φ be a coordinate. Let Iw,w′ = {(e, e′) ∈ steps(L) | time(e) ∈
−→w ∧ time(e′) ∈ −→

w′} be the set of event pairs (steps) where the first event occurs
during w and the second event occurs during w′. Feature type batch is con-
cerned with the steps that enter segment s during −→w and exit s during

−→
w′.
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Thus, ρbatchL,φ (co) = (Is ∩ Iw,w′ , |Is ∩ Iw,w′ |). Given a window distance δ ∈ N, the
delay w.r.t. to δ is concerned with the steps that together experience a similar
delay which is at least δ. I.e., ρdelayL,φ (co) = (Idelay , val) where val = |Idelay | and
Idelay = Is ∩ Iw,w′ if w′ − w ≥ δ and ∅ otherwise.

Definition 7 (High-level event). Let L be an event log, φ a framing and
Type ⊆ Utype a set of feature types. Let thr ∈ Type × S(L) → R be a func-
tion assigning a threshold to any type-segment pair. We observe high-level event
h = (type, co) ∈ Type × CO(L, φ) with co = (s, θ) if and only if ρtypeL,φ (co) =
(Itype , val) and val ≥ thr(type, s). Moreover, we call C(h) ⊆ cases(L) the cases
of h and for any c ∈ cases(L), it holds that c ∈ C(h) if and only if there exists a
step (e, e′) ∈ Itype with case(e) = c. The set HL,φ,Type,thr contains all high-level
events observed w.r.t. L, φ, Type, and thresholds from thr .

For any of the six feature types described above, a high-level event of type type is
observed at coordinate co if and only if the number of event pairs that comprise
the pattern related to type at that coordinate is higher than a given threshold.
Note that we propose the threshold to be determined based on both the feature
type and the segment. For instance, for any segment s, one observes a high-level
event of type exit at coordinate (s, w) whenever the number of steps leaving s
during w is above the pth percentile of all numbers of steps which leave s in any
given window throughout the process.

In the remainder of this work, we fix L, φ, Type and thr and set
H = HL,φ,Type,thr .

4.2 Connecting High-Level Events

The various high-level events observed throughout the process are not inde-
pendent of each other. As each high-level event relates to a time and place of
occurrence, one can reason about time and space proximity. Moreover, many of
the steps in the patterns that give rise to them may belong to the same cases.
It seems natural to connect the three high-level events of types enter, batch and
handover observed in Fig. 1 into a single episode of high-level behavior. That
is because going from one high-level event to the next, one can notice that the
cases involved have high overlap (1), and the first high-level event “stops” at the
same place (2) and at the same time period (3) where the second one “begins”.
We use the terms case overlap, location overlap, and time overlap to refer to
these connection criteria and we introduce them formally in this section.

Definition 8 (Start Spread, End Spread). Let h = (type, co) ∈ H be a
high-level event and let ρtypeL,φ (co) = (Itype , val). We refer to time period

start(h) = [min{time(e) | (e, e′) ∈ Itype},max{time(e) | {(e, e′) ∈ Itype}]
as the start spread of h. Similarly, we refer to

end(h) = [min{time(e′) | (e, e′) ∈ Itype},max{time(e′) | {(e, e′) ∈ Itype}]
as the end spread of h.
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Fig. 2. For λ = 0.5, each figure shows an example where one overlap criterion from
Def. 9 is not satisfied. In the left figure, high-level events (enter , ((a, b), w2)) and
(handover , ((b, c), w2) have no time overlap. In the middle figure, (exit , ((a, b), w2))
and (handover , ((b, c), w3) have no sufficient case overlap. In the right figure,
(enter , ((a, b), w1)) and (batch, ((c, d), (w2, w3))) have no location overlap.

In other words, given a high-level event related to segment (a, b), the start spread
covers the time period between the first and the last executions of a from the
steps in the corresponding pattern. Similarly, the end spread covers the time
period between the first and the last executions of b from those same steps.

Definition 9 (Overlap, Propagation). Let h = (type, co), h′ = (type ′, co′) ∈
H be two high-level events with co = (s, θ) and co′ = (s′, θ′). Given some λ ∈
[0, 1], we say pair (h, h′) has case overlap w.r.t. λ (denoted h

case�λ h′) if and only
if |C(h1)∩C(h2)|

|C(h1)∪C(h2)| ≥ λ. We say pair (h, h′) has location overlap (denoted h
loc� h′)

if and only if s = (a, b), s′ = (a′, b′) and b = a′. Moreover, we say pair (h, h′)
has time overlap (denoted h

time� h′) if and only if either end(h1) ⊆ start(h2)
or start(h2) ⊆ end(h1). Ultimately, we say there is propagation from h to h′

w.r.t. λ (denoted h �λ h′) if and only if the pair (h, h′) has case overlap w.r.t.
λ, location overlap and time overlap. More precisely:

∀h,h′∈H h �λ h′ ⇔ h
case�λ h′ ∧ h

loc� h′ ∧ h
time� h′.

Two high-level events have time overlap whenever the end spread of the first
one is contained in the start spread of the second one or the other way around.
Figure 2 depicts examples of high-level event pairs that satisfy two of the overlap
criteria, but not the third one.

Whenever a pair of high-level events are close in time and space and their
cases overlap sufficiently, we assume that their observations are correlated and
we say that the first high-level event propagates to the second one. Subsequent
pairs of high-level events for which propagation occurs can lead to sequences
which we call high-level episodes.

Definition 10 (High-level episode). Given high-level event set H and some
case overlap threshold λ, any sequence of high-level events ε = 〈h1, ..., hn〉 ∈ H∗

creates a high-level episode if and only if ∀1≤i<n hi �λ hi+1 and
⋂

h∈ε C(h) ≥ λ.
The set E(H, λ) contains all such high-level episodes.
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In order to reason about recurring behavior, we abstract from the time com-
ponent describing the high-level event and focus instead only on the type and
location of the corresponding observation (the high-level activity). Moreover,
we lift this concept to episodes and call the projection of an episode onto its
high-level activities a high-level path.

Definition 11 (High-level path). Let H be a set of high-level events and λ ∈
[0, 1]. For any h = (type, co) ∈ H with co = (s, θ), the high-level activity of
h is h↑ = (type, s). For any episode ε = 〈h1, ..., hn〉 ∈ E(H, λ), the sequence
ε↑ = 〈h1↑, ..., hn↑〉 is its corresponding high-level path. Multiset P (H, λ) = [ε↑ |
ε ∈ E(H, λ)] contains all such high-level paths.

Note that while each episode is unique because the high-level events are unique,
the high-level paths may be recurring for different episodes. It is for these recur-
ring paths that we want to investigate the correlation with the properties of the
cases involved.

4.3 Case Participation in High-Level Behavior

The participating cases of a given high-level path are those which are involved
in all high-level events of an episode that executes the corresponding path. The
non-participating cases are those which are not participating, but which traverse
the process segments underlying the path throughout their process run.

Definition 12 ((Non-)participating cases). Given high-level event set H
and case overlap threshold λ, let p = 〈h1, ..., hn〉 ∈ P (H, λ) be a high-level path
and for each i ∈ {1, .., n − 1}, let si = (ai, ai+1) be the segment where the high-
level event hi was observed. The participating cases of p are Cp = {c ∈ cases(L) |
∃ε∈E(H,λ) ε↑ = p ∧ c ∈ ⋂

h∈ε C(h)}. The non-participating cases of p are Cp =
{c ∈ cases(L) \Cp | σ(c) = 〈e1, ..., ek〉 ∧ 〈a1, a2, ..., an〉 � 〈act(e1), ..., act(ek)〉}.
To measure the correlation of a case-level attribute and a high-level path, the set
of cases Cp∪Cp is additionally partitioned according to the chosen case attribute
value (see Table 1). The correlation is then computed using the χ2 test of inde-
pendence on these two partitions. The χ2 test measures the difference between
the observed and expected frequencies for each combination of the values of
two categorical variables. The null hypothesis states that there is no relation-
ship between case participation in a given high-level path and the chosen case
attribute. We consider the correlation as being statistically significant, and thus
reject the null hypothesis, if the corresponding p-value of the result is smaller
than 0.05.

5 Evaluation

To evaluate our method, we used the BPI Challenge 2017 log1, which corresponds
to a loan application process performed in a financial institution. Each case in
1 https://data.4tu.nl/articles/dataset/BPI_Challenge_2017/12696884.

https://data.4tu.nl/articles/dataset/BPI_Challenge_2017/12696884
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Table 1. Given some high-level path p, the participating and non-participating case
sets Cp and Cp are further split based on the chosen categorical attribute values (here:
category 1 and category 2). The correlation between the attribute and the high-level
path is computed using the χ2 test of independence on the row partition (the chosen
case-level attribute) and on the column partition ((non-)participation in the high-level
path).

Case-level attribute Participating Cp Non-participating Cp

category 1 n1 n2

category 2 n3 n4

n1 + n3 = |Cp| n2 + n4 = |Cp|

this event log is an application. The applications can result in being successful
or unsuccessful. Moreover, the duration of applications varies from less than 10 d
to over 30 d. In this section, we analyze which sequences of high-level activities
are strongly associated with the case attributes outcome and throughput time.
In the following, we briefly describe the event log, the setup of our experiments
and some general statistics over the detected high-level events. Afterwards, we
comment on some of the high-level paths which showed a statistically significant
correlation with the outcome and the throughput time of cases. The method
together with the evaluation script is available as a Python implementation2.

5.1 The BPI Challenge 2017 Event Log

The Application log of the BPIC 2017 contains a total of 31509 applications
from January 2016 to February 2017. The general control-flow of an applica-
tion can be described as follows: first, a request for a loan is made. Then, the
submitted application is assessed. If a credit offer can be made, the bank com-
poses the offer and sends it to the customer. Some time later, a bank employee
calls the customer to remind them about the offer and answer any possible
questions. The customer sends all necessary documents to the bank which in
turn has to validate them. If the documents are incomplete, the customer is
informed by a bank employee that that they have to resend the documents. If
the documents are complete, the bank either composes another offer, or it makes
the ultimate decision to either accept or deny the application. The activities of
this process are divided into three categories: Application State Changes (pre-
ceded by A_), Offer State Changes (preceded by O_), and Workflow Events
(preceded by W_). The workflow events additionally contain lifecycle infor-
mation (e.g. schedule, start, suspend, resume, complete, ate_abort/withdraw).
As the steps where cases move from one state of a workflow event to another
make up for a significant amount of waiting time and rework in the process,
we classify workflow related activities using both the event type and its lifecy-
cle information. This results in activities like W_Call after offers|SUSPEND or
W_Call after offers|RESUME.

2 https://github.com/biankabakullari/hlem-framework.

https://github.com/biankabakullari/hlem-framework
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Table 2. The total number of observed high-level events in the loan application log. For
each feature type, one can see the absolute and relative number of high-level events of
that type, the number of distinct segments where those high-level events were observed
and the segment where they were observed most often.

feature type # hle (%) # distinct
segments

most frequent segment

workload 1103 (20,82 %) 36 (W_Call incomplete files|schedule,
W_Call incomplete files|start)

handover 214 (4,04%) 10 (W_Call incomplete files|suspend,
W_Call incomplete files|resume)

enter 1394 (26,31%) 43 (A_Create Application,
A_Submitted)

exit 1377 (25,99%) 43 (A_Create Application,
A_Submitted)

batch 1048 (19,78%) 11 (W_Call after offers|suspend,
W_Call after offers|ate_abort)

delay 162 (3,06%) 5 (W_Validate application|suspend,
W_Validate application|resume)

5.2 Experimental Setting and General Statistics

Before applying our method on the event log, we projected the traces onto the 43
most frequent segments. We split the time scope of the event data onto 398 win-
dows, each corresponding to exactly one day. We evaluated the patterns related
to feature types enter, exit, workload, handover, batch and delay throughout the
entire coordinate space. Moreover, for workload and handover, we only consid-
ered human resources. Here, it means that we removed User_1 which was a
system resource, and considered only real employees of the bank (User_2 to
User_149). Each observation counted as a high-level event whenever the mea-
sured number in the corresponding pattern was at least as high as the 90th
percentile of all the values obtained for that same type-segment pair. For delays,
we chose a δ based on the 70th percentile of the days it takes to traverse a par-
ticular segment. This resulted in a total of 5298 high-level events. Table 2 shows
the absolute and relative frequencies of high-level events for each feature type,
together with the number of distinct segments where that type of high-level
events was observed. One can notice how the activities related to application
files being incomplete (W_Call incomplete files), the communication with the
customers (W_Call after offers) and the application validation (W_Validate
application) are most often subject to high-level behavior.

We connected the high-level events into episodes using a case overlap thresh-
old of λ = 0.5. This generated 102060 episodes, which corresponded to 68538
distinct high-level paths. For these paths, we investigated the correlation with
the outcome and throughput time of cases.
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5.3 Outcome: Success Rate

The success rate refers to the number of times an application results in a positive
outcome (customer accepts an offer and the loan is granted) divided by the total
number of applications. In our event log, a successful case translates into its trace
containing activity A_Pending. In total, 17228 (54.85%) cases are successful and
the other 12183 (45.15%) cases are unsuccessful. The latter are the cases where
the loan is either denied by the bank or cancelled by the customer.

Fig. 3. The participating (Cp) and non-participating (Cp) cases of the high-level
path p = 〈(exit , (a, b)), (enter , (b, c))〉 where a = A_Complete, b = W_Call after
offers|SUSPEND, and c = W_Call after offers|RESUME. This path was observed 14
times in the event log. Here, χ2 ≈ 4, 55 and p = 0, 0329.

Fig. 4. The participating (Cp) and non-participating (Cp) cases of the high-level path
p = 〈(batch, (a, b)), (workload , (b, a))〉 where a = W_Validate application|SUSPEND
and b = W_Validate application|RESUME. This path was observed 10 times in the
event log. Here, χ2 ≈ 7, 48 and p = 0, 0063.

Next, we show four frequent high-level paths which showed a statistically
significant correlation with the case success rate. For the two possible outcomes
of success, a significant correlation is observed whenever χ2 ≥ 3.841.

The path in Fig. 3 shows that the success rate is lower for the cases which in
large groups simultaneously go from having completed the application into the
part where the bank initiates communication with them. Moreover, it seems that
for many cases in the process, the activities W_Validate application and W_Call
incomplete files are first suspended, then resumed and afterwards suspended
again. Suspending after resuming seems to be associated with high resource
workload (both paths in Fig. 4 and 5). This high workload is preceded by batch-
ing behavior (Fig. 4) and high work handover ratio (Fig. 5). Participation in both
these high-level paths seems to also be negatively associated with the case suc-
cess rate. Additionally, cases whose validation is resumed in batches with a long
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waiting time after the suspension (Fig. 6) seem to also show lower success rates
than the cases whose validation is suspended and then later resumed with a
shorter period in-between.

Fig. 5. The participating (Cp) and non-participating (Cp) cases of the high-level
path p = 〈(handover , (a, b)), (workload , (b, a))〉 where a = W_Call incomplete
files|SUSPEND and b = W_Call incomplete files|RESUME. This path was observed
16 times in the event log. Here, χ2 ≈ 27, 54 and p ≈ 1, 53 · 10−7.

Fig. 6. The participating (Cp) and non-participating (Cp) cases of the high-level
path p = 〈(delay , (a, b))〉 where a = W_Validate application|SUSPEND and b =
W_Validate application|RESUME. This path was observed 66 times in the event log.
Here, χ2 ≈ 13, 28 and p = 0, 0002676.

5.4 Throughput Time

The throughput time of a case is the time elapsed between the case’s first and
last event. According to [12], one can notice clear trends in the progress among
the applications which take between 10–30 days to complete, and the applica-
tions which finish faster or pass the 30 d mark. We use these throughput time
categories to analyze the influence of our high-level paths on case duration. In
total, 7454 (23,73%) cases finish in less than 10 d, 12963 (41,27%) cases take
between 10 and 30 d, and 10994 (35,00%) cases spend longer than 30 d in the
process.

Next, we show three high-level paths which showed a strong association with
the case throughput time. While it is unsurprising that high-level problems delay
the progress of cases, our analysis reveals more detailed insights into what type of
subsequent problems emerging at which process segments show particularly high
association with the case duration. For the three throughput time categories, a
significant correlation is observed whenever χ2 ≥ 5.991.
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Similarly to Fig. 3, the path in Fig. 7 shows that the cases which simulta-
neously transition from having completed the application into a part where the
bank attempts to communicate with them in batches, also suffer longer through-
put times. One can notice that there are more cases that pass the 30 d’ mark and
less cases that finish in under 10 d from the group of participating cases than
from the group of non-participating cases. Moreover, having overloaded employ-
ees taking care of the communication process with the customers (the path in
Fig. 8) also correlates with longer case throughput times (especially as the ratio
of cases finishing in under 10 d decreases). The path in Fig. 9 covers the scenario
when a case is validated, an offer is returned, but then the validating process
has to be suspended. It seems that for the cases which experience batching and
high workload in this process part, the throughput time worsens.

Fig. 7. The participating (Cp) and non-participating (Cp) cases of the high-level
path p = 〈(exit , (a, b)), (batch, (b, c))〉 where a = A_Complete, b = W_Call after
offers|SUSPEND, and c = W_Call after offers|RESUME. This path was observed 15
times in the event log. Here, χ2 ≈ 33, 61 and p ≈ 5, 04 · 10−8.

Fig. 8. The participating (Cp) and non-participating (Cp) cases of the high-level path
p = 〈(workload , (a, b)), (workload , (b, c)), (workload , (c, d))〉 where a = W_Call after
offers|SCHEDULE, b = W_Call after offers|START, c = A_Complete, and d =
W_Call after offers|SUSPEND. This path was observed 15 times in the event log.
Here, χ2 ≈ 15, 47 and p = 0, 000437.

To conclude, we noticed that participation in high-level behavior was nega-
tively associated with both outcome and throughput time as the participating
cases showed lower success rates and higher throughput times compared to the
non-participating cases.
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Fig. 9. The participating (Cp) and non-participating (Cp) cases of the high-level path
p = 〈(exit , (a, b)), (workload , (b, c))〉 where a = A_Validating, b = O_Returned, and
c = W_Validate application|SUSPEND. This path was observed 14 times in the event
log. Here, χ2 ≈ 13, 40 and p ≈ 0, 000123.

6 Conclusion

In this work, we aimed to explore the interplay between high-level problems
in the process and the process instances which underlie them. These problems
were related to observations of high loads, busy resources, batching behavior and
delays in particular locations in the process throughout different points in time.
We conceptualized each single outlier observation as a high-level event and we
connected these high-level events into episodes whenever they were close enough
in time, space, and when the cases giving rise to them were similar. For a given
sequence of (outlier) observations, we wanted to investigate whether the cases
that participate in that high-level behavior differ significantly from the cases
which do not. For the comparison to be as meaningful as possible, the control
group contained only the cases which were similar to the participating cases from
a control-flow perspective. Our experiments showed that for the loan application
process, there were several examples of high-level behavior at particular segments
which were negatively associated with the case outcome (loan application success
rate) and throughput time.

While the same method can be applied w.r.t. any process property at the
case-level, the discovered significance in the connection between the emerging
process behavior and the process instances underlying it is bidirectional. In
future work, one could explore the cause-effect relationship behind these cor-
relations. For intrinsic case properties (e.g., credit score of applicant), one could
argue that it is the property itself which triggers certain kinds of high-level
behavior. For extrinsic case properties (such as throughput time, or assigned
resource for a specific task), a cause-effect discussion needs to consider the time
when that property’s value was set and when the high-level behavior emerged.
Moreover, we cannot exclude the presence of confounding variables, that is, pro-
cess aspects which influence both case participation and the case characteristic
considered.

A further improvement to the method could be in the automatic segment
selection. The experiments showed that some particular activities are run subse-
quently in an automatic way, so that reasoning about e.g., delays or work han-
dover for these activity pairs makes less sense. Moreover, one could extend the
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method with a way of evaluating and ordering the detected high-level behavior
by how surprising or interesting it is for the process at hand. Lastly, this method
could be integrated in an interactive tool where the user selects the case property
as well as high-level feature types and as a result, a list of most significant and
interesting high-level behaviors w.r.t. that property is shown.
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1 Introduction

Sustainability, in its broadest sense, is the ability to meet the needs of the present
without compromising the ability of future generations to satisfy their own needs
[31]. Organizations have become aware of the need to achieve information tech-
nology (IT)-enabled business processes that are successful concerning their econ-
omy and ecological and social impact. The challenge is, therefore, about how
sustainability performance indicators can be considered in managing an organi-
zation’s processes to warrant the establishment of “the Sustainable Enterprise”
[9]. Green BPM concerns business process management with dedicated consid-
eration for environmental consequences [13], adding a sustainability dimension
to the classical dimensions: cost, quality, time, and flexibility.

A powerful tool in BPM for the analysis and optimization of existing busi-
ness processes is automated process discovery, an essential process mining task
[2], from where the understanding of the processes of an organization begins.
Process discovery takes as input an event log, usually built from data extracted
from the actual execution of support systems. It outputs a business process
model capturing the behavior seen in the log. This behavior is mainly focused
on the control-flow perspective of the business process. Still, it can be extended
with other perspectives: the organizational or resource perspective, the data
perspective, and the time perspective.

Due to the heterogeneous nature of process discovery methods, its compara-
tive evaluation provides evidence of its usefulness in different contexts, accord-
ing to its performance and the quality of the resulting business process model,
using classical measures such as fitness, precision, f-score, soundness, complex-
ity (size, structuredness, and control-flow complexity) and generalization. In [7],
the authors define an open-source benchmark framework for process discovery
methods and use it for comparing seven implementations of representative meth-
ods: α$, Inductive Miner (IM), Evolutionary Tree Miner (ETM), Fodina (FO),
Structured Heuristic Miner 6.0 (S-HM6), Split Miner (SM), and Hybrid ILP
Miner (HILP). The authors used two heterogeneous datasets: a collection of
real-life event logs publicly available at the 4TU Centre for Research data and
proprietary logs from several companies worldwide. The comparison covers nine
quality metrics focused on performance and quality, as mentioned before.

Within the context of automated process discovery, sustainability adds a
new indicator: energy efficiency, which should also be considered a first-class
citizen to support the decision-making process in process discovery problems.
To analyze the potential impact that process discovery methods can have on
energy consumption, this paper extends the work in [7], evaluating the energy
consumption of selected discovery methods using publicly available datasets.
We included the automated process discovery methods IM, ETM, FO, S-HM6,
SM, and HILP with default parameters based on the original benchmark. These
methods were applied to all the public logs from the Business Process Intelli-
gence Challenge (BPIC) (2012–2015, 2017) and the RTFMP and SEPSIS logs.
The empirical study was conducted using the FEETINGS framework [22] and a
hardware measuring device to obtain realistic consumption values. The expected
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contribution is to raise more awareness among the developers of process discovery
methods about the energy impact of their solutions beyond the more traditional
well-known measures.

The rest of the paper is structured as follows. In Sect. 2, we introduce the
background and discuss related work on sustainability. In Sect. 3, we present the
evaluation we carried out, including the process efficiency measures and results
obtained. In Sect. 4, we present the discussion of results and findings. Finally, in
Sect. 5, we provide conclusions and an outline of future work.

2 Background and Related Work

2.1 Green BPM

For organizations dealing with BPM, the orientation toward more sustainable
processes that use resources more efficiently is considered Green BPM. The sys-
tematic literature review in [13] concluded that Green BPM research has mainly
focused on the capability areas for process modeling, deployment, optimization,
and management, following a similar evolution as the BPM discipline. Early
BPM research focused on the traditional business process lifecycle, with the
modeling capability area as the first citizen (i.e., extending modeling notations,
adapting modeling notations, and adding patterns), with much attention paid to
frameworks consisting of formulas and standards to measure and control emis-
sions or energy in business processes. To facilitate successful Green BPM, orga-
nizational capability areas (i.e., culture, structure) should also be considered as
important [13]. In [15], the authors highlight the contribution of ICTs to busi-
ness processes to reduce CO2 emissions and provide them with applications and
services to manage their energy resources efficiently and control the environmen-
tal impact of their process activities. In our previous work, a BPMS-Game is
proposed [24], gamification is applied to business process management systems
(BPMS) to improve their sustainability, engaging users to be more environmen-
tally friendly in their daily work.

Green BPM has therefore been focused on the environmental dimension,
which is also the focus of this work. More specifically, we are interested in how
supporting BPM technologies must be evaluated from an environmental per-
spective to support a more Green-IN-friendly business process, which means the
business process is green. It contrasts with the other perspective (Green-By),
which tackles how the business process can generate value from a green per-
spective. More specifically, we tackle the undeniable influence that supporting
software can have on energy consumption, a growing research field in the last
few years [12]. BPM-supporting software can have a significant energy consump-
tion impact, especially considering those which could require a large amount of
energy to operate, e.g., those based on artificial intelligence algorithms [30]. Pro-
cess mining evaluation from an energy perspective is a representative example
of this, as tackled in the following subsection.
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2.2 Green Process Mining

Most related work about process mining and sustainability can be categorized
under the “BY” perspective. In [4], the authors propose a framework based on
process mining techniques and a genetic algorithm to promote the pursuit of cir-
cular manufacturing strategies by identifying the disassembly sequence, which
is more energy-effective. A framework based on machine learning and process
mining techniques is proposed in [14] to automatically generate simulation mod-
els for smart factories. An agile operations management (AOM) system is the
target in [18] to respond to problems for green factories. In [19], a data-driven
methodology that exploits data integration, process mining, and analytics to
identify bottlenecks is proposed.

From the “IN” perspective, some design principles that data scientists can
apply to reduce the footprint of data mining are identified in [29]. Five princi-
ples are proposed based on reducing and reusing operations, data, models, and
sharing data, models, and skills. Empirical evaluation of some of these principles
was also conducted using a software tool that estimates energy consumption
based on the usage of computational resources. We aim to raise awareness about
this crucial field and advocate using hardware measuring instruments to support
decisions with accurate consumption data. In [21], nine process mining critical
success factors are also identified, which could serve as a reference to conduct
empirical studies to evaluate their energy impact.

The notion of “Green Data Science” (GDS) is introduced in [1] due to the
possible “pollution” which can be caused by data science. In this context, data
can be analyzed from four angles: fairness, confidentiality, accuracy, and trans-
parency. As an example, “green challenges” in process mining are discussed by
considering processes and event data, such as: taking into account fairness to
avoid undesirable forms of discrimination; anonymization and de-identification
of the event data (confidentiality); to address quality problems of the data to
improve their accuracy; to support the provenance of event data (transparency).

As stated in [26], software programmers have little experience with soft-
ware energy consumption. Similarly, developers of state-of-the-art process min-
ing methods do not consider energy efficiency, as the focus is on the traditional
quality metrics (accuracy, generalization, etc.). Green metrics should also be con-
sidered in the evaluation of these methods. Therefore, it is necessary to continue
working in the “IN” perspective identifying aspects or factors that can impact
the “greenability” of process mining techniques with supporting evidence.

2.3 Automated Process Discovery Benchmark

In [7], the authors defined an open-source benchmark for the comparative eval-
uation of automated process discovery methods. The benchmark defines unified
settings using public datasets and evaluation metrics, allowing a reproducible
and consistent empirical comparison of methods.

The benchmark defined nine accuracy and complexity metrics for the evalu-
ation. Within the accuracy metrics, the authors measure recall (a.k.a. fitness),
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i.e., the degree to which every trace in the log can be aligned (with a small
number of errors) with a trace produced by the model; precision which mea-
sures the ability of a model to generate only the behavior found in the log;
and they combine them into a single measure known as F-score, which is the
harmonic mean of the two measurements. The authors also measure general-
ization, which refers to the ability of models to generate traces that are not
present in the log, but the business process can produce that under observation.
They used k-fold cross-validation for measuring generalization with a value of k
= 3 for performance reasons. For measuring complexity, i.e., how difficult it is
to understand a model, the authors used three measures: size, i.e., number of
nodes; Control-Flow Complexity (CFC), i.e., the amount of branching caused
by gateways in the model; and structuredness, i.e., the percentage of nodes
located directly inside a block-structured single-entry single-exit fragment. The
authors also assess soundness reporting whether the model violates one of the
three soundness criteria: option to complete, proper completion, and no dead
transitions. Finally, the evaluation also considers the execution time.

The evaluation is performed using two datasets: a collection of real-life event
logs publicly available at the 4TU Centre for Research Data, conformed by logs
from different domains and complexities, including BPI Challenge (BPIC) logs,
the Road Traffic Fines Management Process (RTFMP) log, and the SEPSIS
Cases log; and a second dataset composed of twelve proprietary and heteroge-
neous logs from several organizations. This last dataset is not available for future
uses of the benchmark.

The authors selected seven implementations of representative methods to
evaluate, which are summarized in Table 1:

1. α$ [16]. An extension of the well-known α algorithm [3], which can discover
invisible tasks involved in non-free-choice constructs.

2. Inductive Miner (IM) [20]. It is focused on providing a behaviorally correct
(sound) process tree by repeatedly splitting the event log into sub-logs.

3. Evolutionary Tree Miner (ETM) [11]. It is focused on providing a process tree
applying genetic algorithms based on preferences concerning fitness, precision,
generalization, and complexity.

4. Fodina (FO) [10]. It is based on the well-known Heuristics Miner [32] (an
improvement of the α miner) but more robust to noisy data.

5. Structured Heuristic Miner 6.0 (S-HM6) [6]. It is also an improvement of the
Heuristics Miner algorithm to separate the objective of producing accurate
models and ensuring their structuredness and soundness.

6. Split Miner (SM) [5]. It is focused on producing simple process models with
low branching complexity and consistently high and balanced fitness, preci-
sion, and generalization.

7. Hybrid ILP Miner (HILP) [34]. It is an improvement of the Integer Linear
Programming (ILP) miner [33] based on varying the number of variables used
for solving the ILP problem.

As a general result, the authors concluded that no method outperforms all
others across all metrics. IM, ETM, and SM showed to be the most effective
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Table 1. Summary of selected discovery methods (from [7])

Method Model Language Semantic Constructs

α$ [16] Petri Nets AND/XOR/Loop

Inductive Miner [20] Process Trees AND/XOR/OR/Loop

Evolutionary Tree Miner [11] Process Trees AND/XOR/OR/Loop

Fodina [10] BPMN AND/XOR/Loop

Structured Heuristic Miner 6.0 [6] BPMN AND/XOR/Loop

Split Miner [5] BPMN AND/XOR/Loop

Hybrid ILP Miner [34] Petri Nets AND/XOR/Loop

methods in terms of the simplicity of the resulting models and values of fitness,
precision, and F-score. Nevertheless, there is a common weakness, which is their
inability to handle large-scale real-life logs. For the execution time, SM outper-
formed all the other methods: it was the fastest discovery method 23 times out of
24. In contrast, ETM was the slowest method, reaching a timeout of four hours
for 22 logs. The authors also performed a second evaluation to analyze how each
discovery method could improve its output using hyperparameter optimization.
In this case, results showed that FO and S-HM6 could also perform very well,
though at the expense of long execution times (up to 24 h for some logs) and
powerful computational resources. Due to the extremely-long execution times,
it was prohibitive to hyper-parameter optimize the α$ and ETM methods.

3 Evaluation

In this section, we present the evaluation we have carried out regarding the
energy efficiency of the PM algorithms. We describe the setup, methodology,
and benchmark extension with corresponding evaluation metrics and results.

3.1 SetUp and Methodology

The PM algorithms’ energy efficiency was evaluated using FEETINGS (Frame-
work for Energy Efficiency Testing to Improve eNvironmental Goals of the Soft-
ware) [22]. FEETINGS provides conceptual, methodological, and technological
components to rigorously measure the energy consumption of running software.

From a methodological perspective, we have followed GSMP (Green Software
Measurement Process) [23], which is available as an electronic process guide1.
GSMP is a specialized approach for measuring software energy consumption to
ensure accurate capture, analysis, and interpretation of software energy con-
sumption data. GSMP involves seven phases, starting from the definition of

1 https://alarcos.esi.uclm.es/feetings/.

https://alarcos.esi.uclm.es/feetings/
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the requirements and software entity to be evaluated, followed by the measure-
ment environment configuration and preparation, the collection of the energy
consumption data, and the data analysis and reporting.

From the technical side (see Fig. 1), a hardware measuring instrument was
used to obtain more accurate and realistic energy consumption data, as com-
pared to software estimators, which is named EET (Energy Efficiency Tester).
EET captures consumption data through its connections to the PC’s power sup-
ply (DUT: Device Under Test) with a sampling frequency of 100 Hz. Besides
obtaining the PC’s total energy consumption, EET can also capture the energy
consumption of different components (processor, graphic card, hard drive disk,
and monitor). The environment is completed with the ELLIOT software tool to
visualize and analyze the energy consumption results captured by EET.

Fig. 1. FEETINGS technological environment

The characteristics of the DUT which was used to conduct this study are:

– Monitor: Falkon Q2702S 27” 2K
– Motherboard: Asus Prime B460-Plus.
– Processor: i7 10700 2,9 GHz
– RAM: 4 modules of 32 GB DDR4 Kingston 2666MHz CL16
– Graphics card: Zotac Gaming GeForce RTX 3060 12 GB GDDR6
– Hard Disk: Kingston SSD A400 - 480GB SATA
– Power supply Energy: PS901SX 900W
– OS: Windows 11 Pro

3.2 Benchmark Extension

Concerning the test cases specification, we used the benchmark code provided
by the authors of [7]. Since we want to measure the energy consumption of the
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method precisely, the code was slightly modified to include the calls to auto-
matically start and stop the energy measuring device (EET). It allowed us to
circumscribe the measurement to the algorithm execution and leave outside the
rest: the benchmark measures preparation and calculation, the preparation and
saving of the result, etc.

As presented in Sect. 2, the evaluation metrics used in the benchmark to
evaluate the process discovery methods were the classical measures of resulting
models, such as fitness, precision, f-score, soundness, complexity, generalization,
and execution time. Since the authors in [7] already provide definitions, results,
and discussion regarding these measures, we will not dive into them here. Fol-
lowing the main objective of this work, we extended the benchmark evaluation
metrics with the HDD, Processor, and DUT total energy consumption to eval-
uate the energy efficiency perspective. As the benchmark can be invoked to
measure all or selected measures over several or selected event logs, we invoked
the benchmark using only the execution time measure for the algorithm, ten
times for each algorithm, providing the average execution time. We also include
the execution time presented in the paper for each algorithm for reference.

We evaluated six of the seven representative methods of the original bench-
mark. The algorithm a$ was discarded in our study, as it showed scalability
issues in the original benchmark with several logs. It was also confirmed in our
initial evaluation to select the algorithms to be evaluated. We evaluated the
methods with default parameters. We did not include the hyper-parameter eval-
uation since that analysis focuses on evaluating possible improvements for the
classical measures on resulting models, so we left it for future work. Regarding
the logs used as input, we included all the public logs from the Business Process
Intelligence Challenge (BPIC) from 2012 to 2015 and 2017 and the RTFMP and
SEPSIS logs. Table 2 presents the descriptive statistics of such logs from [7].

Table 2. Descriptive statistics of public logs from [7]

Log Total Dist Total Dist Tr.length

Name traces traces (%) events events Min Avg Max

BPIC12 13,087 33.4 262,200 36 3 20 175

BPIC13cp 1,487 12.3 6,600 7 1 4 35

BPIC13inc 7,554 20.0 65,533 13 1 9 123

BPIC14f 41,353 36.1 369,485 9 3 9 167

BPIC151f 902 32.7 21,656 70 5 24 50

BPIC152f 681 61.7 24,678 82 4 36 63

BPIC153f 1,369 60.3 43,786 62 4 32 54

BPIC154f 860 52.4 29,403 65 5 34 54

BPIC155f 975 45.7 30,030 74 4 31 61

BPIC17f 21,861 40.1 714,198 41 11 33 113

RTFMP 150,370 0.2 561,470 11 2 4 20

SEPSIS 1,050 80.6 15,214 16 3 14 185
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In summary, 72 test cases were defined for the evaluation, corresponding to
executing the algorithms (S-HM, SM, IM, FO, ETM, and HILP) on the 12 logs.
Each test case was executed ten times to get more reliable energy consumption
data from the measuring device (EET), and the average value was used. This
number of repetitions is chosen because it is considered enough according to the
characteristics of this study and of the algorithms evaluated, whose execution
times are much longer than other typical energy efficiency evaluation studies. In
addition, it is essential to highlight that a hardware device has been used that
obtains 100 samples (instant power values) per second, producing; as a result, a
great number of values per test case.

3.3 Results

In Table 3, we present the results of the execution, i.e., the energy consump-
tion results for each log and method, including the HDD, Processor, and DUT
consumption values and the execution time. As mentioned, we include the bench-
mark execution time as a reference. However, we do not include the rest of the
measures since they focus on the resulting model generated by the method.
Our execution results also confirm the general benchmark results: the SM is the
fastest algorithm for all logs. Conversely, ETM presents longer execution times
in half of the logs, and HILP presents the longest time of all executions and time
out in two logs. In Fig. 2 we present the energy consumption by method for each
log. The DUT consumption by log values for all logs is shown in Fig. 3.

Regarding the consumption values, in most cases, the methods with higher
execution times also had higher consumption, usually due to the high correla-
tion between energy consumption and execution time. However, there are specific
cases in which the consumption was higher than others but with fewer execu-
tion times, namely FO for BPIC155f, BPIC152f, BPIC151f, IM for BPIC152f,
BPIC153f, S-HM6 for BPIC151f, SEPSIS, SM for BPIC151f, BPIC12, ETM for
BPIC151f, BPIC125f, BPIC17 and HILP for SEPSIS. The log BPIC151f requires,
in all cases except in FO and HILP methods, less time but higher consumption,
which denotes that the characteristics of the log make it perform worse from an
energy efficiency point of view.

In this regard, it is essential to note that time is a very influential variable
in the total energy consumption equation (Energy = Power * Time). However,
as can also be seen in our results, it cannot be used as the only consumption
indicator. In fact, a common misconception is that simply reducing runtime will
reduce energy consumption [28] [25]. An example of this, as indicated in [27],
is that such a reduction in time may lead to an increase in CPU cycles which
could increase the equation’s power (P) value.

If we specifically analyze the energy performance of the methods by logs, the
results show that BPIC17 is the log with the worst results for the methods ETM,
FO, IM, and SM, being BPIC12 the worst log case for S-HM and BPIC153f for
HILP. On the contrary, BPIC13CP is the log with the best consumption results
for all the methods. Furthermore, ETM has the higher consumption results for
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Table 3. Default parameters evaluation results for the BPIC logs extending [7]

Log Discovery Consumption (J) Exec. Exec.
Method HDD Proc. DUT Time Time p.

BPIC12 S-HM6 2032,50 6664,83 43853,27 365,2315 227,80
SM 4,56 14,45 42,61 0,5793 0,58
IM 37,18 110,56 730,12 4,5613 6,60
FO 45,75 141,85 820,23 7,1124 9,66
ETM 5854,18 103454,20 194147,95 3601,94 14400,00
HILP 9148,19 23124,06 112696,88 958,72 772,20

BPIC13cp S-HM6 1,13 13,57 43,41 0,37 130,00
SM 0,22 1,25 2,36 0,07 0,03
IM 1,24 8,13 43,10 0,41 0,10
FO 1,08 6,65 33,13 0,35 0,06
ETM 548,43 1634,75 6183,93 45,14 14400,00
HILP 2,32 6,70 18,02 0,25 0,10

BPIC13inc S-HM6 3,73 27,64 114,11 1,11 0,80
SM 1,00 3,84 12,00 0,23 0,23
IM 5,77 24,37 138,06 1,20 1,00
FO 6,43 28,67 149,28 1,35 1,41
ETM 4503,39 11155,79 55222,26 519,98 14400,00
HILP 7,92 34,04 94,71 0,83 2,50

BPIC14f S-HM6 82,29 356,80 1749,58 17,16 147,40
SM 3,06 13,75 36,74 0,64 0,59
IM 17,22 65,59 465,58 3,57 3,40
FO 90,22 376,52 1484,50 18,79 27,73
ETM 16121,78 63220,56 220415,74 3658,23 14400,00
HILP 374,92 1226,27 5329,13 37,94 7,30

BPIC151f S-HM6 699,75 4985,36 20983,52 148,05 128,10
SM 1,66 15,76 30,73 0,34 0,48
IM 5,06 45,84 163,55 1,04 0,60
FO 3,74 31,25 100,84 0,78 1,02
ETM 406,77 4275,43 12287,66 81,24 14400,00
HILP 2179,33 4421,29 25171,22 168,43 4,40

BPIC152f S-HM6 1179,93 6398,74 30199,53 234,71 163,20
SM 1,78 13,37 29,49 0,35 0,25
IM 7,63 77,18 264,47 1,48 0,70
FO 5,48 46,39 162,01 1,06 0,61
ETM 543,22 4908,19 14587,60 106,29 14400,00
HILP – – – – –

BPIC153f S-HM6 778,63 4422,73 20465,30 147,54 139,90
SM 2,01 11,08 32,56 0,38 0,36
IM 17,07 130,63 555,92 3,19 1,30
FO 6,35 44,90 156,16 1,19 0,89
ETM 957,25 9485,02 28776,58 185,95 14400,00
HILP 28160,63 636963,75 1616191,01 10230,77 1062,90

BPIC154f S-HM6 865,11 4849,50 21969,83 157,78 136,90
SM 1,88 12,01 25,68 0,34 0,25
IM 7,85 59,34 210,56 1,39 0,70
FO 5,19 33,48 122,66 0,92 0,50
ETM 527,27 5497,04 16048,24 105,85 14400,00
HILP 2523,08 18390,39 66830,13 396,91 14,70

BPIC155f S-HM6 871,58 4373,47 20644,36 150,00 141,90
SM 2,23 13,97 32,07 0,37 0,27
IM 9,36 65,85 256,92 1,51 1,50
FO 6,32 41,44 149,47 1,02 0,56
ETM 490,64 5012,13 14971,74 96,65 14400,00
HILP – – – – –

BPIC17f S-HM6 57,72 305,48 1165,02 9,73 143,20
SM 10,32 40,01 159,58 2,04 2,53
IM 74,51 306,55 1401,85 10,53 13,30
FO 309,22 898,89 2712,05 28,92 64,33
ETM 17772,54 65937,14 242578,92 3619,62 14400,00
HILP 2030,01 23124,90 74161,70 458,45 384,50

RTFMP S-HM6 1140,77 4832,90 30923,02 248,80 262,70
SM 4,15 10,70 72,27 0,95 1,25
IM 36,96 192,85 1170,91 8,18 10,90
FO 16,33 71,93 443,50 3,58 2,57
ETM 4867,04 46715,78 142435,03 958,86 14400,00
HILP 19,46 120,04 461,99 4,38 3,50

SEPSIS S-HM6 1152,79 7545,75 37204,38 246,58 242,70
SM 0,54 1,42 6,25 0,13 0,05
IM 2,58 20,14 83,44 0,57 0,40
FO 2,10 15,23 65,92 0,48 0,17
ETM 548,63 3594,88 11785,93 109,32 14400,00
HILP 13,69 322,82 750,39 3,33 1,60
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half the logs and HILP and S-HM6 for three logs each. SM is the best method
for all logs concerning energy consumption.

It is also interesting how the consumption results can increase depending on
the applied method on a specific log. Namely, a relative percentage variation
of the energy consumption from the best to the worst method is observed, as
shown in Table 4. These results also illustrate the high variation between the
performance of the methods depending on the log. The correlation between log
size (events, traces), distribution of traces and events (DT(%), DE), time, and
DUT consumption variables were also analyzed. Given the non-normal distri-

Fig. 2. Consumption by method

Fig. 3. Consumption by log
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bution of the values of these variables, the Spearman correlation coefficient was
used, concluding that there is a significant correlation between the execution
time of this study and the execution time of the benchmark and also between
consumption and the number of events, but not in the number of traces.

4 Discussion

Considering the results from the energy efficiency perspective, the ETM and
HILP methods present the worst results, followed by the S-HM6. Conversely, the
SM method has the best results for all logs. Therefore, if the target is focused only
on the consumption perspective, practitioners should avoid the first methods and
consider the most environmentally-friendly option.

Table 4. Best and worst consumption by log

Log Rel. Inc. (%) Worst cons. (J) Best cons. (J)

SEPSIS 595270,08 37204,38 6,25

BPIC12 55639,40 194147,95 42,61

BPIC152f 102406,00 30199,53 29,49

BPIC154f 260241,94 66830,13 25,68

BPIC151f 81910,90 25171,22 30,73

BPIC155f 64372,81 20644,36 32,07

BPIC153f 1956276,87 636963,75 32,56

RTFMP 197087,35 142435,03 72,27

BPIC14 599933.97 220415,74 36,74

BPIC13CP 262030,93 6183,93 2,36

BPIC17 152010,85 242578,92 159,58

BPIC13I 460185,50 55222,26 12,00

However, energy efficiency and other process mining evaluation measures
should be considered, as illustrated in this study. The number of events in the
log is one of the characteristics which can affect the energy consumption of the
method. Other factors, such as the number and percentage of distinct traces, also
deserve further investigation, as discussed in [8]. The synthetic or real nature of
the logs can be another determining factor, given that, as shown in the original
benchmark, IM, ETM, and SM, which performed very well in accuracy evalu-
ation, can fail when challenged with large-scale unfiltered real-life events logs.
As pointed out in [21], among the success factors of process mining, data and
event log quality could most affect energy consumption. Consequently, specific
empirical studies to challenge existing methods with real logs and evaluate the
log quality could enrich decision-making when selecting methods.
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On the other hand, the accuracy results of the discovered models are vital
indicators for selecting the most appropriate method. Considering energy con-
sumption as an additional key indicator beyond execution time, a suitable trade-
off must be made. Therefore, it should be analyzed whether the differences
between the methods used concerning their accuracy are worthwhile from an
energy point of view. The original benchmark results [7] evidenced significant
differences in the discovered models, being the best-performing methods in accu-
racy IM, ETM, and SM, along with consistently performing very well in fitness
(IM), precision (ETM, SM), F-score (SM), complexity (IM, ETM, SM) and exe-
cution time (SM). However, the issue that can arise in this context is, is a 0.01
improvement in fitness worth, for example, a 10 % increase in energy consump-
tion in return? As shown in [17], in which the energy impact of changing the
optimization method of an ML model based on logistic regression is analyzed,
an improvement in accuracy of 0.016 percent required double the energy to run.

Hyperparameter optimization is another factor that should not be ignored.
As evidenced by the benchmark results, the performance of the methods could
be improved, and energy consumption could also be evaluated in such a context.

Finally, to transfer knowledge, we must provide guidelines and good practices.
For example, in [29], some principles of Green Data Mining that data scientists
can apply to reduce this footprint. In this way, developers can make the best
decisions, considering energy efficiency as an essential factor.

5 Conclusions

This paper presents an extension of the automated process discovery bench-
mark [7] that includes measures for the energy efficiency perspective adding the
sustainability dimension to the evaluation of process discovery algorithms. We
used the framework FEETINGS from the methodological side and the hardware
instrument tester EET, which allowed us to measure the consumption energy of
the selected process discovery algorithms, presented in Sect. 3.

Neither energy efficiency nor other process mining evaluation measures
should be considered in isolation, e.g., it could be necessary to evaluate whether
an improvement in the accuracy of the discovery method is worthwhile from an
energy point of view. Further studies are also needed to delve into the aspects
that affect energy efficiency, such as the number of events in the log, the number
and percentage of distinct traces, and the synthetic or real nature of the logs.

As more organizations are concerned about having sustainable development
that helps take care of the environment and ecological effects, being aware of
the energy consumption of algorithms, programs, and systems in general, but of
automated process discovery in particular, is of utmost importance. We believe
energy efficiency should also be considered a first-citizen measure to support
decision-making in process discovery problems.
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Abstract. Simulation is a powerful tool to explore and analyze business
processes and their potential improvements. Recorded event data allow
for the generation of data-driven simulation models using process min-
ing. The accuracy of existing approaches, however, remains a challenge.
Various efforts are being made to improve the quality of the used data
and techniques, such as extracting detailed resource performance. One
of the least addressed challenges is the initial state of the simulation run.
Starting from a steady state has been considered in simulation in other
fields. In current process simulation approaches, the executions mostly
start from an empty state. This assumption leads to initialization bias,
or the startup problem, which has an impact on the early results and
limits the types of analysis that can be performed. In this paper, we
propose an approach to estimate a steady state of simulation models,
which enables the generation of more realistic simulation results. The
evaluation using real-world and synthetic event data shows the require-
ments for and advantages of starting from representative steady states
in process simulations.

Keywords: process mining · data-driven simulation · event logs ·
steady-state simulation · discrete event simulation

1 Introduction

Process mining analyzes event data to provide insights into the processes, such
as running process models and their conformance and performance behavior.
Simulation models are used to generate future results and outcomes for pro-
cesses. The insights provided by process mining can be used to simulate how
the processes will continue and what the impact of the changes will be [1]. The
captured events including the process instances, performed actions, and their
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timestamps, in event data, are the starting point for forming data-driven simu-
lation models. Simulation models should be able to reproduce the same outputs
as the input event data. However, due to various challenges such as data qual-
ity, models cannot fully capture the complexity of the real world, e.g., external
factors and resource behaviors.

One of the open challenges is the starting point of process simulation models.
Current data-driven process simulation approaches mostly start from an empty
state. As a result, if they manage to reach a steady state, it takes time, i.e.,
a warm-up period is required while simulating. The assumption of an empty
state at the start of the simulation can prevent accurate results from being
obtained. In particular, simulation may never reach a steady state in the case
of an unstable process with the incorrect start point. When analyzing event
data of processes, one typically considers only complete cases. If the period in
which event data are collected is of the same order of magnitude as the average
flow time (e.g., months), then this creates a misleadingly low load. However, it
is also difficult to use incomplete cases. Therefore, it is important to estimate
a representative steady state and start simulating from this point. Short-term
simulation and the accuracy of simulation results share common aspects, such as
loading a representative initial state and starting simulation from a non-trivial
initial state [14].

In this paper, we propose an approach to estimate steady states of processes
using their event logs, which can be loaded into the simulation as the starting
point. The simulation engine is considered a black box, since the focus is on
the illustration of the effect and necessity of having steady states in process
simulation models. We follow three main objectives while designing the approach:
(1) practical components of the approach should be general, not specific to any
simulation engine but applicable to common data-driven simulation approaches,
(2) the time patterns in event data should be captured while discovering steady
states, as there might not be a real steady state, e.g., concept drift, and (3)
practical component of the approach must be efficient since simulation results
might ultimately converge toward the same state as one that starts from a cold
start. We evaluated our approach in estimating steady states of processes for
simulation purposes using both real and synthetic logs.

Throughout the paper, a state of a process is an event log at a specific point
in time, including the events that started before but were not finished by that
time. A start state of a simulation is the state from which the execution will
start. A steady state is a state of a process that shows the common behavior
of the process w.r.t. different aspects, e.g., the number of cases in the process.
warm-up period refers to the period of time that a simulation started from a cold
start needs to reach a steady state of the process. The start state of a simulation
can be an empty state (also referred to as a cold start) or a given (discovered
using event data) state.

The remainder of the paper is as follows. The related work is introduced in
Sect. 2. We elaborate on the motivation using the running example in Sect. 3.
Preliminaries are introduced in Sect. 4. We explain the approach in Sect. 5 and
evaluate it in Sect. 6. Section 7 concludes this work.
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2 Related Work

Simulation of operational processes used to be a complex task for an expert due
to the design of the process model, estimating the parameters, and providing
simulation configurations [15]. The increasing availability of data and advances
in process mining have led to semi-automatic approaches, where parts of the
simulation model and parameters are mined and others are based on the user’s
input [1], e.g., [13]. This is the current setting in most academic and commercial
tools, e.g., Celonis1.

Most research efforts are currently focused on improving simulation quality,
which still struggles to represent reality enough to be widely applicable. There
are interactive approaches, such as [10], that propose using multiple metrics,
such as stochastic conformance checking, to measure the quality of simulation
results more accurately. Recent work, such as [6], focuses on the resource aspect
to generate a more accurate simulation by considering multitasking and resource
profiles. Another example is considering factors such as activities and external
delays in generating simulation models [3]. Techniques such as those described in
[2] employ hyper-parameterization to iteratively search for the set of parameters
w.r.t. more accurate simulation results. In [11], a survey of data-driven simulation
approaches in process mining w.r.t. user information and insights from event
data has been performed. It includes a review of current data-driven simulation
approaches in process mining, their challenges, and their limitations.

Aside from the current focuses and challenges in data-driven simulation
approaches in process mining, steady states and starting points of simulations
are still open questions. For simulations, it is known that the ideal starting state
must be close to the steady state [7]. In [9], a survey of steady-state approaches
for the queuing system is proposed, where the focus is on statistical analysis
rather than data-driven approaches. Tail management is the default solution
for the warm-up issue, as it is general and simple. Most research efforts have
been focused on determining the length of the initial transient [5]. Determining
the warm-up period is also one of the most common techniques in simulations
for reaching a steady state of a system [8]. The general categorization of these
methods is graphical, statistical, and heuristic. For instance, one of the most
commonly used techniques to graphically specify the warm-up period is Welch’s
Method [7]. The presented approach in [12], which is based on time series analy-
sis, is also a sample of statistical analysis methods for determining the warm-up
period. An example of a heuristic technique is [4], where the rule is “truncate a
series of measurements until the first of the series is neither the maximum nor
the minimum of the remaining sets”. However, these approaches do not rely on
a system’s historical data.

There are approaches to use steady states in specific fields (e.g., [16]), but
they are also dependent on domain knowledge. The proposed techniques for esti-
mating the steady state in general-purpose simulations are generally not based
on system data and neither consider the specific attributes, e.g., case attributes

1
https://www.celonis.com.

https://www.celonis.com
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Fig. 1. Running example (a) and the number of cases in the process (b).

in the process context. The concept of starting business process simulation in
its current state for short-term simulation has been proposed in [14]. In this
setting, the current state is provided by the information system used. In [14],
YAWL provides this state, and simulation is used to do a “fast forward” in time.
In conclusion, process simulation approaches have mostly either not explicitly
considered the steady-state situation or have not used event logs. Our practical
components for a steady-state start can also be used for current state start and
are less restrictive.

3 Running Example

Consider the simple example of the registration process in an emergency room
department (Fig. 1 (a)). Patients arrive and proceed to the registration desk,
where they queue until a staff member is free to process their case. The nurse
evaluates the severity and registers them, and indicates their next steps. In this
example, a patient (case) can be in three locations, either being processed in an
activity, traveling between activities or queuing if no nurse (resource) is free.

Before we start modifying the simulation to explore changes, we first sim-
ulate the as-is situation to verify that our model correctly reflects reality. We
compare the simulation results by looking at the number of cases in the pro-
cess, hence the number of patients in the emergency arrival room. Figure 1(b)
shows the real numbers over time, compared to a cold start simulation, and a
tail-managed simulation, i.e., the initial simulation results are not considered
(warm-up period). A simulation starts in an empty state with no patients. As
patients are generated, the simulation fills up over time and eventually might
reach equilibrium. The issue is that a hospital is never empty. This initial warm-
up phase biases the simulation toward wrong conclusions. The ideal solution
would be to start with the correct number of patients. The state-of-the-art solu-
tion is tail management; a longer simulation where the beginning is discarded.
However, the discarded part represents misspent time and simulation resources.
Furthermore, tail management raises the issue of determining the length of the
warm-up period and how to estimate the cut position [8].
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4 Preliminaries

In this section, we introduce process mining concepts, define an event log, and
continue by elaborating on the simulation concepts used in this paper.

Process Mining. The executed activities for specific process instances at a specific
point in time are the events that are captured in the form of event logs in the
context of process mining. These events are recorded with associated information
in an event log.

Table 1. A part of the running example event log.
Event Case Patient Activity Resource Time

871 34 John Arrival N/A 11:42

872 78 Alex Registration Nessa 12:50

873 34 John Registration Max 12:55

874 90 Tim Arrival N/A 12:50

875 78 Alex Departure N/A 12:58

Table 1 is the hospital event
log for the running exam-
ple with attributes Case ID,
Patient Name, Activity,
Resource, and Activity Comple-
tion Time. Each row represents
a unique event, and the columns
contain the associated informa-
tion. We define the used form of event log in Sect. 5.

State. The state of a process is determined by variables that describe it at a
precise moment in time. We use event logs with a timestamp to describe the
state of a process. If there are no events in the state, it is an empty state. The
current state of a process is defined as the events that have begun but have not
yet been completed in the current moment of time. In the running example, the
state of the process at time t=12:00 includes two events with Event IDs, 872 and
873, where these two events and their corresponding attributes started before
time t and have not finished by that time. In Sect. 5, we define states formally
in Definition 2.

Fig. 2. Different simulation phases for an exam-
ple process.

Simulation. The simulation
engine is considered to receive a
state and produce another state,
i.e., given an event log, generat-
ing another event log. A simula-
tion execution (called simulation
run) can be seen as a sequence
of states beginning at a starting
state, where the rules of the sim-
ulation engine define the succes-
sion of states. The starting state
usually is an empty state (the sim-
ulation is then called a cold start
simulation).

Simulations can reach such a steady state since the model remains fixed. In
some cases, simulations of real-world processes do not reach a steady state due to
internal and external factors, e.g., concept drift or human involvement. However,
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the steady state of a simulation is a useful indicator of the process’s behavior.
Figure 2 depicts simulation phases over time in relation to the process’s real
state. In an ideal situation, the simulation will eventually reach a steady state,
however, in some cases, this may never happen.

Real Log Simulation Model

Engine

Simulated Log

Log Completer

Completed Log

Steady State
Estimator

Steady State

State Loader

Fig. 3. The overview of the presented approach, including three main steps (top). The
highlighted part (bottom) indicates the common components in data-driven simulation
approaches.

5 Approach

A high-level overview of our approach is presented in Fig. 3. The selected part
(bottom) illustrates the common path in data-driven simulations of processes.
The process model and process aspects, e.g., resource schedules, are extracted
from the event log. The simulation model is then generated (designed) on the
basis of the provided insights and gets executed using a simulation engine, and
the generated event logs are captured. The simulated event logs are compared
with the original event log to indicate the accuracy of the simulation. This can
be done iteratively to find the parameters as proposed in [2]. To make our app-
roach for estimating a steady state of simulation models generic, we consider the
simulation engine and highlighted part in Fig. 3 to be regarded as data-driven
approaches in both academic and industrial tools.

Given an event log to create the simulation model, we first discover the miss-
ing attributes (1). Then, we use time-stratified sampling to create an event log
that approximates a steady state (2). Finally, we use our state loader component
(3), which allows us to load any event log into a simulation as a start state, to
start the simulation from a steady state, see Fig. 3 (top).

Approach Settings and Assumption. Note that the simulation approach and the
engine are considered black boxes. This allows us to adjust the approach for the
general setting and make it applicable to the existing data-driven simulations in
process mining. We only assume the simulation contains start and end times-
tamps. In our approach, we distinguish between the real queuing time, i.e., cases
waiting due to a lack of resources, and the traveling time between two activities.
Section 5.1 goes into more detail.
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5.1 Event Log Completion

For an accurate steady-state estimation, we need a complete input event log with
event attributes. Event logs, on the other hand, are limited in size and prone
to errors and missing data. We use simulation models to complete an event
log. The mined simulation model can be used in two ways. First, it specifies
which attributes must be completed, i.e., which attributes in the simulation are
relevant. Second, the simulation model can be used to quickly complete existing
event logs. Every attribute in the simulation is based on either a situation-
independent function (such as sampling from a probability distribution) or a
situation-dependent function (e.g., queuing time depending on the number of
cases queuing). For completion, we reused the situation-independent functions.
The situation-dependent functions imply that the simulation model creation has
completed the log, which we will also reuse. Table 2 demonstrates the event log
completion provided by two methods for our running example.

Table 2. The preprocessed sample event log of the running example, which is completed
with the traveling and queuing time.

Event ... start Travel Queue Processing End

... ... ... ... ... ... ...

872 ... 11:35 11:37 11:45 12:20 12:50

873 ... 11:37 11:42 11:52 12:40 12:55

874 ... 12:50 12:50 12:50 12:50 12:50

... ... ... ... ... ...

For our hospital example, the given event log only contained one timestamp,
complete timestamps. As our simulation distinguishes travel time, queue time,
and processing time (e.g., domain knowledge and user input), those attributes
need to be completed, so the position of cases can be identified for creating a
steady state. The simulation provides probability distributions for travel and
processing times (situation-independent), and assumes that the start time of
an event is the end time of the previous case event. Queue time (situation-
dependent) can be inferred as the remaining time. Through the reuse of the
simulation model, we thus complete our event log, as shown in Table 2.

Definition 1. (Completed Event Log) Let E be the universe of event iden-
tifiers, N be the universe of attribute names, and V be the universe of
attribute values. L = (E,N, f) is a completed event log, where E ⊆ E, N =
{cid, act, travel, queue, processing, start, end} ⊆ N , and f : E × N → V is a
function that retrieves values of event attributes. We denote L as the universe
of event logs. For an event e ∈ E and attribute n ∈ N , f(e, n) = ⊥, if attribute
n is undefined for event e.

In our case, a completed event log includes travel time, processing time,
queuing time, start time, and end time, Definition 1. Note that more attributes,
if presented in the event log, such as age of patients, treatments, or resources,
can also be included in the set of attributes.
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5.2 Steady-State Estimation

In this section, we elaborate on our novel approach for estimating a steady state
of processes using their event logs for simulation purposes. We first define the
state notation and later apply the designed steps to estimate steady states. The
input is assumed to be the completed event log which notably contains start
and end timestamps. The state of a process describes the process at a precise
moment in time, i.e., given an event log describing the execution over time of a
process, the state at any moment in time is the slice of the event log with events
currently in the process (Definition 2).

Completed Log

Restricted Log

State 1 State ... State n

Sample 1 Sample ... Sample n

Shifted 1 Shifted ... Shifted n

Steady State

Estimation

w(1) w(...) w(n)

Selected States
1

2

3

4

5

6

Fig. 4. The overview of steps inside the steady state estimation step.

Definition 2. (State) Let T ∈ R
+ ∪ {0} be the set of timestamps and

L = (E,N, f) be a completed event log. The state at time t ∈ T is the sub-
event-log with events active at time t, i.e., Lt = (Et, N, ft), where Et = {e ∈
E|f(e, start) ≤ t ≤ f(e, end)} and ∀e∈Et

∀n∈Nft(e, n) = f(e, n).

The state of the process at time t = 12 : 00 in Table 2 includes events 872 and
873. Six main steps are defined for estimating a steady state from an event log.
The steps for estimating a steady state from a completed event log are shown in
Fig. 4, along with their relationships and dependencies.

Step 1 - Log Restriction. The first step is for the user to limit the input event
log to be used for approximation. Only relevant parts should be considered,
and an unnecessarily long event log should be avoided for efficiency. This log
restriction is presented using Definition 3.
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Definition 3. (Log Restriction) Let L = (E,N, f) be a completed event log
and [tstart, tend] ∈ T be a time duration. The restricted event log is L′ =
(E′, N, f ′), where E′ = {e ∈ E|f(e, start) ≥ tstart ∧ tend ≥ f(e, end)}) and
∀e∈Et

∀n∈Nf ′(e, n) = f(e, n).

In the hospital example, having event logs from the last 10 years. The target
steady-state approximation is a steady state of the recent hospital process. How-
ever, the hospital has evolved over time, older data might represent the hospital
when it was a different process. The user thereby provides his estimate of which
part of the recorded data is relevant through a time window parameter. If all
the data is relevant, smaller subsets can be used for efficiency nonetheless. Here,
we use the last three months, [23 May-23 July]. Note that the need to perform
these steps is determined by the duration of the event log and the user domain
knowledge.

Step 2 - State Selection. Given that we have restricted the event log to parts
relevant to the current process, we further restrict it to the states relevant to the
simulation starting time, as presented in Definition 5. This allows us to account
for the potential patterns in the process. Definition 4 is used to return a set of
simulation timestamps in which the states are selected.

Definition 4. (Simulation Timestamps) Let [tstart, tend] be a time duration,
where tstart and tend ∈ T , tsim ∈ T be the simulation start timestamp, and
δ ∈ T be the duration of a pattern. Function tp ∈ T × T × T × T → P (T )
returns the set of simulation timestamps such that tp(tstart, tend, tsim, δ) = {t ∈
T |∃m∈N t = tsim + m.δ ∧ tstart ≤ t ≤ tend}
Definition 5. (State Selection) Let L′ be a restricted event log in time dura-
tion [tstart, tend] ∈ T , tsim ∈ T be the simulation start timestamp, δ ∈ T
be the duration of a pattern. L′

t is a selected state at time t ∈ TP , where
TP = tp(tstart, tend, tsim, δ). We denote ST =

⋃
t∈TP L′

t to be the set of the
selected states.

For instance, in the running example, consider that the simulation starts at
12:00 on Monday, July 24, and there is a weekly pattern within our previously
selected range of 3 months. The number and types of patients highly depend
on the time and weekday (proportionally more emergencies at night, alcohol
intoxication on the weekend, etc.). Mondays at noon are more similar to Mondays
at noon in different weeks than other moments. We therefore set a δ = 1 week
parameter. If no pattern is observed, all moments are equally relevant, and any
random δ can be used.

Step 3 - Recency Weight. The relevance of the selected relevant states to
the process’s steady state is not equal. As the process evolves over time, older
states may be less informative than current ones. A recency weight function
that assigns a timestamp a relevance score based on how recently it occurred
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in relation to the simulation start time is provided for the user as an estimate.
This step is considered to give the user the option to increase the influence of
the process’ more recent states on the simulation.

An estimate in the form of a recency weight function assigns an importance
score to a timestamp based on its recency relative to the simulation start time.
Based on that, we derive a weight function in Definition 6 for states (normalized
to sum to 1), which determines their impact on the average.

Definition 6. (Recency Weight) Let r ∈ T → [0, 1] be the time recency weight
function that assigns a weight score depending on the distance to simulation start
time tsim, i.e., r(tsim − t) ∈ [0, 1], and TP be the set of simulation timestamps.
For any t ∈ TP , w(L, t) = r(tsim − t)/

∑
t′∈TP r(tsim − t′) is the normalized

state weight.

In the running example, we observe a slow and steady increase in the number
of patients. While the data from previous months is still relevant, the data from
this month should have more impact. For the state Lt, function r((tsim − t)) =
1/((tsim − t).weeks + (tend − tstart).weeks), tsim is the start of the simulation,
δ.weeks returns the number of weeks in a duration, and tstart, tend are the start
and end of the restricted event log. As a result, Monday, July 17, has a normalized
weight of 0.11; Monday, July 10, has a normalized weight of 0.10; and so on until
Monday, May 23, has a normalized weight of 0.06.

Step 4 - Weighted Sampled State. With the selected states and their impor-
tance, we can now build a representative average by sampling the states. We bias
the sampling by assigning a weight to each event in a state as the selection prob-
ability using Definition 7.

Definition 7. (Weighted Sampled State) Let Lt = (Et, N, ft) be a selected
state, w be the state weight recency function, and ρ : 2E −→ 2E be a function
that randomly selects a subset of events, i.e., given E1 ⊆ Et, ρ(E1) ⊆ E1, where
each event has probability w(Lt) of getting selected. The weighted sample of Lt

is Ls
t = (ρ(Et), N, fs), where ∀e∈ρ(Et)∀n∈Nfs(e, n) = f(e, n).

In the example hospital, with the previously defined weight, around 11% of
events from Monday, July 17, 12:00 will be selected, and 6% of events from
Monday, May 23, 12:00.

Step 5 - Sample Shifting. The selected events from the different states do
not form a state together, since they originate from different times. To build
one consistent state, we first shift their positions at the simulation start time
to be the same w.r.t. the sampled moment. Definition 8 is designed to shift the
samples.

Definition 8. (Sample Shifting) Let tsim ∈ T be the simulation start time
and Ls

t = (Es, N, fs) be the sampled state. The shifted sampled state to the
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start of simulation is Ls
t−→tsim = (Es, N, f tsim

s ) such that for the two attributes
start, end ∈ N ,∀e∈Es

f tsim
s (e, start) = (tsim − fs(e, start)) + fs(e, start) and

f tsim
s (e, end) = (tsim−fs(e, end))+fs(e, end), for n /∈ {start, end}, f tsim

s (e, n) =
f(e, n).

In our example, Table 2, assume event 872 was selected within the state on
July 17 at 12:00 w.r.t. this state, and the patient was queuing for another 20 min.
We shift the timestamps so that the event has now started queuing on July 24
at 11:45 and will do so until July 24 at 12:20.

Step 6 - Sample Merging. We finally merge the samples into a new state
using Definition 9.

Definition 9. (Sample Merging) Let TP be the set of simulation timestamps.
LS =

⋃
t∈TP Ls

t−→tsim is the set of merged states.

In Definition 9, by merging the states, the tuple of merged events, attributes,
and functions of the states is created. For our running example, we created an
event log that is also a state, since all events are active at simulation time.
This event log is an average representation of Monday 12:00 from the last three
months, with a stronger influence from recent data.

5.3 State Loader

The final step loads a state as the starting state of the simulation. We omit
details, as this step depends strongly on the simulator. The intuition is that since
our events are all complete, we know their position w.r.t. the start timestamp at
each moment. For example, event 872 from Table 2 for a simulation starting at
12:00 should be loaded into its activity with 20 min remaining. This can be done
by reusing the functions the simulation engine uses to advance cases through the
system.

6 Evaluation

To evaluate our approach, we designed a framework to compare the simulation
results in three different settings. The goal of the evaluation is to assess the
ability of our approach to capture the accurate steady states of processes using
both real and synthetic event logs, as well as the use of such an estimation
as a simulation starting point. We simulate the three scenarios for each event
log, starting from a cold start, using tail management, and starting from the
estimated steady state. The results enable us to compare and demonstrate the
impact of our approach in practice. Furthermore, we discuss and illustrate the
various situations in which steady-state estimation is applicable and should be
considered. As discussed in Sect. 5, the simulation engine and the quality of
the simulation results are not the focus of the evaluation. Owing to privacy
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considerations, the public sharing of both the data and the implemented codes
within commercial tools are limited. Nonetheless, the evaluation details of the
presented datasets, including performance metrics, are reported in the evaluation
section.

Evaluated Event Logs. The simulation models of the two real-world event logs
were created and validated jointly by process analysts and the companies. We
reuse them to show that our steady-state start presents a significant improve-
ment due to the slow convergence of the process in one situation, and that the
simulation with a steady state is not necessary given the process characteristics
in the other one. Our synthetic hospital model is designed to show a different
use case, instability, i.e., the incoming cases exceed the capacities of the process.
In this case, a steady-state start is an improvement and the only viable solution.

Fig. 5. The comparisons of the simulated number of cases in the process for the medical
company.

The number of cases in the process is the primary metric used to represent
simulations. We detail whether other metrics, such as case throughput time, are
affected in the various data sets. The longer the case throughput time, the more
effective the use of steady-state estimation is expected to be. If the throughput
time is short, the simulation with a cold start also reaches the steady state
quickly, and the tail-management strategies appear plausible.

6.1 Real-World Event Log

We tested our method on two real-world event logs with different characteristics,
such as different throughput time of cases within the process. Because of privacy
concerns, the event logs have been anonymized.

Medical Company Event Log. The throughput time for a single case in the
medical company process is around 24 days. The process has a high case load
(10000-12000 cases at all times). Most of the time is spent traveling in between
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activities, time that can be attributed to waiting for external processes (e.g.,
waiting for customer payment). Furthermore, the process is very stable, with a
consistent case load throughout the years. Figure 5 shows the results for the real
medical invoice process.

Cold start simulation performs poorly under these conditions. Due to the high
case load and long throughput times, the simulation converges slowly toward a
stable result. It takes 60 simulated days for the cold start simulation to stabilize.
The tail-managed simulation must thus simulate 60 additional days to eliminate
the warm-up phase. Also, the required warm-up time is only obvious in hindsight.
The common tail-managed simulation uses a warm-up time of 20%, which proves
insufficient. Our approach shows a striking improvement. Due to the stability of
the process, almost no warm-up is required. The simulation is immediately in a
state that is representative of the real process. Since a majority of the throughput
time of cases is spent traveling between activities in the process, results of the
simulation other than process load are not impacted (for example, throughput
time), all simulations deliver the same results.

Sensitivity Analysis with 95 Confidence Interval and 50 Repetitions. Each sim-
ulation was performed 50 times. We compute the 95 confidence interval for each
moment by taking the 50 computed values for cases in the system. For each
simulation, we plot the lower and upper bounds as shown in Fig. 6. Because of
the small size of the confidence interval in relation to the scale, the lower and
upper bounds are mostly indistinguishable. The simulations remain consistent,
and the current state start and steady-state start outperform the cold and tail
simulations significantly. Even the worst steady or current simulation outper-
forms cold and tail simulations. Furthermore, the nontrivial state start adds
17.37 s of overhead. Event log completion, on the other hand, only needs to be
done once and can be reused for all simulations. 3.14 s is the worst overhead for
a nontrivial state start after completion.

Fig. 6. A sample lower and upper bounds for one of the simulations.

Car Production Event Log. Figure 7 shows the results for a car production
company. The event log has a short duration (three months), and the process
has a throughput time of 2 h. As such, the initial state loaded into the simulation
is processed after 2 h. In such cases, a steady-state start is not required, but the
improvement can be seen by starting from a more realistic state compared to
the real process.
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6.2 Running Example Event Log

We deliberately designed our running example process to have different charac-
teristics as a showcase. The process has a lower case load and short throughput
times (a few hours). However, the process is unstable. The amount of patients
slightly exceeds the capacities of the hospital’s registration process, resulting in
a slowly increasing queue. Patients spend the majority of their time queuing.

Fig. 7. The number of cases in the car production process w.r.t. three designed simu-
lation strategies.

Fig. 8. The number of patients (cases) in
the running example (hospital example)
and three designed simulation strategies.

Fig. 9. The throughout time of cases
in the running example (hospital exam-
ple) process w.r.t. three designed sim-
ulation strategies.

Figure 8 depicts the results for our hospital example. The cold start simu-
lation starts in an unrealistically empty state. It never reaches the real data
because of the existing concept drift. Because the simulation starting from the
cold start will be inaccurate, the tail-managed simulation will be inefficient in
terms of providing more accurate simulation results. As such, it also never reaches
the real process load. Our steady-state estimation is a significant improvement.
Our simulation starts close to the real process and remains an improvement at
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all times. Figure 9 graphs the throughput time, i.e., how long it takes patients
to complete the process. As this value depends on the queue time, and hence
the process load, the same problem with cold start simulation can be observed,
and the same improvement can be observed with steady-state start. All metrics
that do not depend on process load remained identical for all simulations.

In such scenarios, the cold start simulation is the worst case. By extension,
tail-managed simulation cannot solve this. Since the cold start simulation never
stops warming up, no amount of cut-off will improve the result. This problem
is solved by using a steady-state start. However, in our example, due to the
process’s instability, the approximated starting point is not as good as in the
previous examples. Yet, it remains vastly superior to an empty start. Our steady-
state start simulation is an accurate representation of the process. These results
extend to other metrics. Because patients spend the majority of their time queu-
ing, the number of patients correlates with the throughput time, resulting in the
same issues for cold start and tail-managed simulation.

In order to assess the performance of our approach in practice, we ran the
workflow several times. All simulations took approximately 30 s. The steady-
state estimation module takes about 2 s on average, and the state loading module
takes about 0.1 s.

Fig. 10. The comparison of simulation results for three starting points in what-if anal-
ysis scenarios for the running example (hospital).

What-If Simulation. So far, we replicated the real data, and steady-state start
reduced warm-up time. For what-if simulations, our approach does not aim to
minimize warm-up, but make it a valuable part of the simulation instead. In a
cold start simulation, the warm-up indicates the states the system goes through
from an empty state until stabilization. Unless the system is actually regularly
empty, this is irrelevant. In a what-if simulation (the simulation is modified to
represent a change in the system), starting from an estimation of the new steady
state would optimize convergence. However, when starting from the steady-state
approximation of the current process, warm-up represents the transitory period
that changes create until a new equilibrium is found.

In our example, the hospital aims to stop the increase in queues. They assign
one additional nurse to registration, who assists patients in between activities.
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The simulations for this situation are shown in Fig. 10. Although cold start
simulation happens to converge quicker than steady-state start simulation, the
latter indicates that the changes would need two weeks to break down backlog
and reach the new equilibrium.

6.3 Discussion

Our goal was to demonstrate the significance of the starting point in process
simulations and propose a method to estimate it using event logs. This step in
the process simulation is either ignored, i.e., assumed to begin from an empty
state, or in practice employs a tail management strategy, i.e., simulating from
a cold start and disregarding the considered duration as a warm-up period.
Patterns are one of the crucial pieces of information that should be represented
in the simulation models and be reproducible, as they affect the extraction of
steady states. In the case of our running example, a few example patterns are
as follows. On the weekend, there are more cases of alcohol intoxication. In
the winter, there are more flu cases. During the night, the proportion of severe
cases is higher. We considered the existence of patterns in our approach by state
selection to sample states. This allows us to include patterns in our steady states.

Our results show that simulating from steady states is effective, especially
when the process has a long throughput time as well as scenarios with a long con-
vergence time (high case load). We showed that the warm-up period for one of the
event logs would be 60 days of simulation to reach the steady state. For unstable
simulations (with no convergence), we are not aware of other general purpose
solutions. Our work is most similar to [14], in which the simulation begins from
the current state. Steady state includes more general process behavior because
it is sampled across the process rather than just the current moment, e.g., the
current state can be an anomaly in the process.

Estimating process states as a part of our approach is practical in different use
cases. Instead of having a lot of time-dependent parameters in the simulation,
chaining simulation models by using the end state of one simulation as the
start state of the next is one of the effective scenarios. The difference is that
only one method is required, and then any time-related change can easily be
expressed. This method also scales beautifully; new elements in the simulation
will be directly expressible in time.

Example of Mixed Models Using Steady States. There are other scenarios in
which the extracted steady states are effective. Consider an x-ray machine break-
down, creating an increasing queue. There are two potential replacements, one
available quickly but slowly, and one available in two weeks but efficiently. The
current simulation cannot compare these two solutions, as it can only simulate
them as if they have always existed. Our steady state can then be used to simu-
late what would happen if we started from there. However, by chaining models,
we can start from the steady state, simulate the problem scenario, and then
explore the different solution scenarios. As an alternative, suppose we discover
through process mining that the first and second Mondays of each month are less
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efficient. Adding parameters to every resource and arrival rate is cumbersome,
but we can very easily chain together simulations to express this.

7 Conclusion

In this paper, we proposed an approach for estimating the steady state start
point for the simulation of processes. The steady state estimator is innovative
and efficient in the context of data-driven process simulation. The approach is
designed to be independent of the simulator. The evaluation shows that it is
efficient, as it scales only with the number of sampled moments, and the number
of cases in the system. We extended it to include weights, for concept drift, as
well as a curated selection of existing patterns. Since the event log is directly
sampled, anything represented in the log is already included in the steady state.
The idea of using non-trivial starting states still holds much untapped potential.
As data collection, process mining and simulation models evolves and improve,
starting from the steady or current state will open more efficient and diverse
analysis potential.

References

1. van der Aalst, W.M.P.: Process mining and simulation: a match made in heaven!
In: Computer Simulation Conference, pp. 1–12. ACM Press (2018)
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Abstract. Process mining has shown that it provides valuable insights
in terms of uncovering bottlenecks and inefficiencies in processes or iden-
tifying tasks for automation. However, process mining techniques expect
structured input data that is at a high (business) level of abstraction.
Recently, the benefits of process mining for unstructured data which is
at a much lower level of abstraction have been demonstrated, e.g., for
IoT data or time series data. It can be expected that the demand for
methods efficiently processing these kinds of data for process mining
will continuously increase. Hence, in this paper, we present an approach
that allows the translation of video data into higher-level, discrete event
data, thus enabling existing process mining techniques to work on data
tracked in videos. Particularly, we used a combination of object tracking,
spatio-temporal action detection, and techniques for raising the abstrac-
tion level of events. The evaluation results show that meaningful event
logs can be extracted from an unlabeled video dataset, validating both
the implementation and the feasibility of our approach.

Keywords: Process mining · Event log extraction · Unstructured
data · Activity recognition

1 Introduction

Process mining (PM) strives to discover, monitor, and improve processes by
extracting knowledge from structured event logs typically sourced from core
information systems (e.g., ERP systems) [1]. However, for many processes (e.g.,
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highly manual processes), structured data is not available, resulting in blind
spots that are not covered by traditional PM approaches. Consequently, PM
often does not deliver a full, end-to-end process analysis, but only insights into
digitized parts of processes. However, process-related behavior may also be cap-
tured by various types of unstructured data, i.e., data that is not organized in a
pre-defined manner, or at least no data scheme that is directly applicable for PM
purposes. Video cameras are an especially promising source of process-related
unstructured data because (1) video cameras are inexpensive and easy to set
up and (2) a high amount of diverse information can be extracted from video
recordings using modern computer vision techniques.

First approaches concerned with the analysis of video data for PM have been
proposed, which were used to examine structured processes from highly specific
contexts in logistics and production, recorded in laboratory settings [11,14]. In
reality, however, processes are often chaotic and unstructured, due to irrational
actors or unpredictable internal and external disorders. To the best of our knowl-
edge, no existing approach offers a solution to analyze these rather chaotic and
unstructured processes using video data. Therefore, we present a novel, end-
to-end analytics pipeline for performing PM using video data, that enables the
video-based analysis of unstructured processes with the help of systematic event
abstraction and event log processing. By evaluating our pipeline on videos cap-
turing the daily activities of fattening pigs, we employ a chaotic process with
a limited set of known activities. This allows us to perform a technical evalua-
tion of activities but also allows for the incorporation of feedback from domain
experts (i.e., agricultural scientists) to confirm the validity of our automatically
mined insights.

The paper is structured as follows. First, we introduce our end-to-end ana-
lytics pipeline for PM on video data (Sect. 2). Then, we introduce our imple-
mentation of this pipeline (Sect. 3) and our use case (Sect. 4), and report the
evaluation of our pipeline including the implementation and application to real-
world data (Sect. 5). Finally, we outline related work (Sect. 6) and conclude
our research and discuss its limitations as well as potential avenues for future
research (Sec. 7).

2 Process Analytics Pipeline

This section presents our analytics pipeline for PM for video data, which con-
sists of six steps, as depicted in Fig. 1. The main objective of this pipeline is
the discovery of process models from unstructured data, specifically video data.
The pipeline enables the identification of structure in terms of a process model
from unstructured data, facilitating the detection and explanation of bottle-
necks, anomalies, and causalities. In order to apply the pipeline, an analysis goal
or problem statement must be defined, which significantly influences the method
selection and parameters for each step of the pipeline. The design of the pipeline
is based on the pipeline originally presented in [17]. Compared to this pipeline,
the proposed approach was extended by (1) renaming of the preprocessing steps
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Fig. 1. Process analytics pipeline for process mining on video data (based on [12,17])

to better reflect the tasks related to Dataset Preparation and Object Tracking,
(2) refinement of the activity recognition step into the three separate steps of
Activity Recogniton, Event Abstraction, and Case Correlation, and (3) removal
of the step mine domain specific knowledge and the refinement loop. Addition-
ally, this paper contains details on how to select appropriate methods for each
pipeline step, a full implementation of the analytics pipeline, and the evaluation
of the approach in a real-world use case.

A critical and necessary requirement of the pipeline is the extraction of events
with timestamps from unstructured data. Events are defined as any relevant
observations related to a process and do not need to be linked to a specific
process activity at the outset. Without the notion of events with timestamps,
the pipeline cannot generate any meaningful results.

2.1 Dataset Preparation

In the first step of the pipeline, a raw video dataset is processed in order to
transform it into a unified format. The challenges of unifying video data are to
bridge the gap between different resolutions as well as frame rates that arise
from using different cameras or recording devices and to combine contiguous
recordings that are split across multiple video files.

First, relevant video segments are selected based on the analysis goal. The
relevancy of video segments depends on factors such as the presence of specific
objects or activities, or on their context. For instance, if the goal is to analyze
the performance of a process in a specific part of the day, only video recordings
from that part of the day are relevant. Once the relevant segments have been
identified, they are resampled to a common frame rate and their resolution is
scaled down to reduce the computational load. Furthermore, the degree of res-
olution reduction depends on the detail required by subsequent pipeline steps,
which, in turn, depends on the analysis goal. It is important to reduce the reso-
lution in a controlled manner, as otherwise this could result in the loss of utility
of the video segments.

2.2 Object Tracking

In the second step of the pipeline, relevant objects are detected and tracked
within the selected video segments. Objects are relevant to the analysis if they
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Table 1. Exemplary inputs and outputs of spatio-temporal action detection

Frame Bounding Box Track ID Activities

. . . . . . . . . . . .

13759 [261, 314, 453, 432] 1 {A: 0.601, B: 0.102}
13791 [274, 315, 566, 410] 1 {A: 0.629}
13823 [314, 295, 638, 399] 1 {A: 0.489, C: 0.222}
13855 [459, 248, 696, 374] 1 {A: 0.699, C: 0.217}
. . . . . . . . . . . .

are related to the observed process, which are typically the actors performing the
process activities. The objective of this step is to extract context information
for subsequent steps. Specifically, the bounding boxes of relevant objects are
required as input for Activity Recognition, and the movement trajectories for
Event Abstraction as well as Case Correlation. The quality of object tracking
significantly influences the quality of the subsequent steps.

A tracking-by-detection approach is used for Object Tracking, which consists
of separate object detection and tracking models [19]. Tracking-by-detection is
a suitable approach for this pipeline step, because it has state-of-the-art quality,
and only the object detection model needs to be customized for different use
cases. Deep learning models, which have been pre-trained on large and hetero-
geneous image datasets, can be adapted for object detection in order to detect
customized objects with few labeled examples, even if these objects were not con-
tained in the original training dataset [26]. Object Tracking outputs the bounding
boxes of relevant objects in all frames of the selected videos, as well as movement
trajectories that identify these objects throughout video segments with tracking
IDs.

2.3 Activity Recognition

In the third pipeline step, low-level events are extracted from the selected videos
using deep learning. Specifically, a spatio-temporal action detection technique [8]
is used, which can detect multiple actions performed concurrently by multiple
objects in the same video. Since this is a supervised learning task, a dataset of
videos labeled with actions related to the analysis goal must be manually cre-
ated to train the deep learning model. To simplify the subsequent step of Event
Abstraction, the training dataset is labeled with actions that directly correspond
to the activities of the analyzed process.

An excerpt of inputs and outputs of this pipeline step is listed in Table 1.
Inputs for the detector include the previously detected bounding boxes and track-
ing IDs of relevant objects for each frame. The trained model then analyzes
segments of the videos at a fixed interval of frames to detect the activities per-
formed by each object. As seen in the Activities column, multiple activities are
detected with varying confidence scores for each object and frame, rather than
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Fig. 2. Abstraction from low-level events to high-level activity instances

single specific activities, which needs to be addressed in the following pipeline
step. In summary, Activity Recognition outputs a list of low-level events, each
referring to the activities that were observed for an object at a specific time.

2.4 Event Abstraction

In the next step of the pipeline, the low-level events from Activity Recognition
are abstracted to high-level events and finally correlated with activity instances
(see Fig. 2). Activity Recognition generates multiple, fine-granular events for each
observed activity. However, PM algorithms expect abstract, high-level events
that denote only the status of the activity, such as the start and end times
of execution. Because the activity classes used for Activity Recognition directly
correspond to the activities of the analyzed process, conceptual abstraction of
low-level events is not required. Rather, the low-level events need to be aggre-
gated temporally to high-level events corresponding to entire activity instances.
Consequently, Event Abstraction is done in two steps: first, in order to reduce
local noise caused by imperfectly detected activities, a moving average is applied
across the confidence scores assigned to the activities of each object, which
removes implausibly short or sudden changes of the detected activities. An appro-
priate size for the moving average window needs to be determined based on the
typical duration of relevant process activities, in an effort to avoid removing
short activities unintentionally, while simultaneously removing as much noise as
possible. After noise reduction, if multiple activities are detected for the same
object within the same low-level event, the activity with the highest score is
selected. Second, the noise-reduced events are abstracted to high-level events by
aggregating repeated observations of the same activity in the sequence of events
for each object. Occurrences of activities, i.e., activity instances, can then be
identified through the contextualization of high-level events into the realm of a
specific process [12,32]. For this purpose, we assume that a one-to-one mapping
can be constructed from high-level events to activity instances, and directly treat
the high-level events as activity instances. The output of Event Abstraction is a
log of high-level activity instances, which we consider as an event log without a
case allocation.
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2.5 Case Correlation

The objective of the fifth pipeline step is to organize the activity instances iden-
tified from Event Abstraction into cases. Case correlation is a pivotal step of
the pipeline since the cases are interpreted as process instances, which implicitly
define the process that will be discovered. Case correlation can be approached
in three distinct ways: (1) in certain scenarios, case identifiers may be provided
externally, either explicitly (e.g., through manual annotations) or implicitly (e.g.,
one case per video file, as in [11]). (2) Depending on the analysis goal, case
correlation can also be performed using information extracted in the previous
steps together with domain-specific assumptions. For instance, if the analyzed
process is characterized by well-defined start as well as end activities and each
process instance is executed by precisely one object, the sequence of activities
for each object can be split into cases that run from each start activity to the
first following end activity [14]. (3) When domain-specific assumptions are inad-
equate to construct cases that align with the analysis goal, advanced algorithmic
techniques for case correlation, such as those described in [7], can be applied.
Nevertheless, knowledge about the analyzed process is still required to choose an
algorithm with appropriate properties, such as support for loops or parallelisms
inside cases. The output of this step is an event log suitable for PM.

2.6 Process Mining

The final step of the pipeline addresses the application of PM algorithms for
process discovery or conformance checking. Usually, PM techniques are designed
for structured processes with a limited set of process variants [6], and may not
provide satisfying results when directly applied to event logs of unstructured pro-
cesses. For instance, the application of process discovery algorithms on event logs
of unstructured processes will commonly result in either highly overgeneralized
or complex process models, which allow little insights into the process.

To address this issue, we divide the event log of an unstructured process into
multiple, more structured sub-logs of similar process variants using trace cluster-
ing [31]. For trace clustering approaches, it is essential to define features related
to the event log, which are then used to cluster the event log of interest. The
way the features are defined and selected significantly impacts how the event log
is split into clusters. Trace clustering divides an event log into multiple indepen-
dent sub-logs, and PM techniques are then applied to each sub-log separately,
enabling more accurate capturing of the underlying structure of an unstructured
process, and providing more valuable insights than an unclustered log.

3 Implementation

We implemented a framework that consists of modular components, each corre-
sponding to one step of the analytics pipeline as described in Sect. 2. For each
module, users can select an appropriate method out of a set of methods. These
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methods are implemented in a generalized way and are not limited to a spe-
cific use case. Our implementation is available on GitHub1. In the following, the
implemented methods are described for each module.

Dataset Preparation. In order to combine video sequences split into multiple
files, rescale video resolution and resample video frame rate, we use FFmpeg2.
To filter out areas of content not relevant to the analysis, we provide an option
for using a static mask.

Object Tracking. We integrated interfaces for YOLOv7 [28] and Detec-
tron2 [30] as object detectors. ByteTrack [33] and OC-SORT [4] were imple-
mented as detection-based trackers. Labelme [27] is used to create training
datasets for object detection. In addition, we implemented filters to address
common issues in object detection such as low confidence, strongly overlapping,
and implausibly small bounding boxes.

Activity Recognition. We employ MMAction2 [21] and SlowFast [8] for spatio-
temporal action detection. To allow integration of custom training datasets, we
added a feature in a labeling tool [2] that allows transferring training datasets
into the format of the Atomic Visual Actions (AVA) dataset [9].

Event Abstraction. For event abstraction, we implemented the temporal
aggregation technique as described in Sect. 2.4.

Case Correlation. We offer three options for case correlation: (1) tracking
ID-based correlation to construct one case for each object for a complete video
sequence (e.g., a day), (2) temporal segmentation-based correlation to construct
multiple cases for each object based on the time of day, and (3) correlation
based on pre-defined start/end activities (see Sect. 2.5). In the third option,
further filters can be applied, for example, to require multiple repeats of the
end activity before a case terminates or define the length of a start activity
instance. If required, the interfaces of the Case Correlation module also support
the application of advanced case correlation techniques.

Process Mining. We implemented multiple case-level features, which can be
extracted from an event log, and used as input for trace clustering using the
algorithms provided by scikit-learn [23]. In particular, we use a combination of
standard scaling, principal component analysis (PCA), and k-means clustering.
We use the heuristic miner [29] and inductive miner infrequent [15] algorithms
for process discovery and token-based replay for conformance checking, both
provided by pm4py [3]. Moreover, we also support the export of event logs for
use by external PM tools such as Disco3.

1 https://github.com/arvidle/video-process-mining-public.
2 https://ffmpeg.org/.
3 https://fluxicon.com/disco/.

https://github.com/arvidle/video-process-mining-public
https://ffmpeg.org/
https://fluxicon.com/disco/
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4 Use Case

We applied the analytics pipeline to a real-world video dataset of surveillance
recordings from a conventional pig farming environment. The benefits of the use
case are as follows: (1) the behavior of pigs is limited to a few activities, which
significantly simplifies activity recognition compared to recognition of human
activities in smart homes or smart factories. (2) Pig behavior is well-researched,
and the knowledge on pig behavior can be used to verify the analysis results.
Finally, (3) no privacy concerns need to be considered. In the future, however,
we plan to transfer the pipeline to more complex use cases.
The behavior of fattening pigs is generally limited to resting (lying, sitting,
and standing), locomotion (moving, and investigating their surroundings), feed-
ing/drinking, defecating, and playing with toys [35]. Fattening pigs in particular
spend between 60–85% of the day lying [35]. Pigs autonomously divide their
pens into functional areas associated with specific activities [22]. For instance,
defecation is typically done in a small (partially) sheltered area, e.g., near walls
or in a corner, which is located opposite to the feeding area.
Previously, video-based research of pig behavior was done manually, i.e., a person
observed the behavior of pigs. The goal of our data analysis was to automatically
monitor common behavioral patterns and evaluate the division of the pigpens
into functional areas.
We recorded video material of a pigpen with eleven pigs at a resolution of
1920× 1080 pixels and 18.75 FPS from 6:00 a.m. to 6:00 p.m. over a period
of four weeks. To reduce processing times, the video files of five consecutive days
were sampled from the complete dataset. For each of those days, the full record-
ings were selected as relevant, to capture behaviors throughout the whole day,
and the video files were consolidated into one preprocessed video for each day.
For this particular use case and analysis goal, video resolution was reduced to
854× 480 pixels, significantly reducing processing times while keeping sufficient
visual detail.
Although numerous approaches exist to extract behavioral information from
surveillance video of pigpens [5], these approaches are limited to the detection
of isolated activities and not a process composed of several activities. Therefore,
our approach has the novel potential to explain the influences and causalities of
activities in this context.

5 Evaluation

This section summarizes the evaluation of all steps from Event Abstraction to
Process Mining for our use case. After detecting activities in the selected videos,
we used the procedure shown in Fig. 3 to evaluate our approach. To validate
the result stability, we applied conformance checking, while the meaningfulness
of the extracted event logs and process models was confirmed by discussing the
results of our analysis with domain experts. By synthesizing the findings from
these separate evaluations, we can show that our approach is able to extract
meaningful, PM-compliant event logs.
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Fig. 3. Procedure to evaluate our analytics pipeline.

5.1 Pre-Processing

First, activities needed to be detected in the selected videos by conducting the
first three steps of the analytics pipeline. A training dataset for object detection
was created by sampling a total of 614 frames from the complete dataset, and
pigs were labeled with bounding boxes in each frame. This training dataset was
used to train a pre-trained YOLOv7 model, which was used in combination
with the ByteTrack algorithm to track the pigs in the selected videos. Then, the
relevant activities requiring labeling for Activity Recognition were determined by
interviewing a domain expert. This included the following eight activities: lying,
sitting, standing, moving, investigating, feeding, defecating and playing. Behavior
that could not be described by one of these activity classes was categorized to the
class other. A total of 9240 of these activities were sampled from the complete
dataset and manually annotated, and then used to train a pre-trained SlowFast
4× 16 model, which was used to detect the pigs’ activities in the selected videos.

Preparing the labeled training datasets for the object detection and spatio-
temporal action detection models proved to be the most labor-intensive man-
ual tasks required to instantiate the analytics pipeline. Additionally, apply-
ing the trained deep learning models to the selected videos was the most
computationally-intensive task in the analysis. On average, the object detec-
tor recognized 10.6 of 11 pigs per frame, and the pigs were tracked for 18 min
before being lost by the tracker. The SlowFast model reported a validation mean
average precision (mAP) of 0.7365, which was considered significant to continue
the analysis.
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5.2 Event Log Preparation

An event log was prepared from the detected activities and used to evaluate
both result stability and event log meaningfulness. The same event log was used
for both steps of the evaluation.

We used a moving average window size of 20 low-level events for the noise
reduction in Event Abstraction, which is shorter than the duration of common
pig activities, but sufficiently long to reduce local noise. Then, we applied the
Case Correlation based on specific start/end activities separately for each pig
(identified by its respective tracking ID), with lying being both the start and
end activity. Thus, the process starts with a pig standing up and ends with the
pig lying back down. Feature vectors were extracted from each case consisting
of activity counts, total duration per activity, case duration, and directly-follows
relations. Then, we scaled the feature vectors and reduced them using PCA.

Fig. 4. Aggregated conformance measures by number of clusters for two different pro-
cess discovery algorithms

5.3 Result Stability

We assessed the stability of our approach with conformance checking. In particu-
lar, we evaluated if our approach was able to repeatably produce PM-compliant
event logs. Generally, PM methods assume that all events and cases of an event
log refer to the same notion of abstract tasks of the same process [1]. By parti-
tioning the extracted event log into two distinct sub-logs (i.e., a training sub-log
used for process discovery, and a validation sub-log to evaluate the discovered
process models with conformance checking) conformance checking can be used
to evaluate whether events with the same activity refer to the same notion of
abstract steps in a process across the complete event log. If this assumption is
not fulfilled, process discovery and conformance checking cannot produce reliable
results. Instead, analysis results and quality measures would vary unpredictably
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between multiple executions of the analytics pipeline on the same dataset and
different partitionings of the same event log. Conversely, if quality measures are
stable, it is demonstrated that the pipeline reliably extracts PM-compliant event
logs.
To ensure replicability, 10-fold cross-validation was applied for splitting, which
itself was repeated 10 times, resulting in a total of 100 runs (see (i) in Fig. 3).
For each run, first, the cases of the training sub-log were clustered with k-means
(ii). The cases of the validation sub-log were then assigned to the same clusters
(iii), and a separate process model was discovered for each cluster of the training
sub-log (iv). Fitness, precision, F1-score, and simplicity were then calculated for
each cluster, using the cases of the validation sub-log assigned to the clusters
accordingly (v). Quality measures for the complete event log were constructed
by combining the measures of each cluster using a harmonic mean weighted by
the number of cases in each cluster, which were then averaged over all runs. This
evaluation scheme was repeated with different cluster configurations of k-means
and using both the heuristic miner and inductive miner infrequent algorithms,
for which the results are summarized in Fig. 4. Fitness, precision, and the F1-
score were largely stable across runs with the same parameters, and their aver-
age values are acceptable considering that the analyzed process was inherently
unstructured. As expected, model simplicity correlates with the number of clus-
ters. For five or more clusters, the heuristic miner outperformed the inductive
miner in F1-score, precision, and simplicity. In summary, the evaluation of result
stability shows that the pipeline repeatably extracts activities and cases that are
similar over the complete event log, and organizes the cases into behaviorally
homogeneous clusters.

5.4 Result Meaningfulness

The approach was further evaluated by analyzing whether the extracted activi-
ties, cases, and clusters were meaningful with respect to the existing knowledge
in the domain (of agriculture). This was evaluated by comparing the event log
and process models extracted for one exemplary run of the analytics pipeline
with domain knowledge (i.e., confirming the results through domain experts).
We organized the resulting event log of this run into 15 clusters.
First, we analyzed the temporal and spatial distribution of the activities. The
relative duration of the detected activities (see Fig. 5a) matches the expected
ranges. For instance, 75% of all activities are lying, which is within the expected
range of 60–85%, and the occurrence of feeding (13%) is largely similar to the
analysis conducted in [2]. The spatial distribution of activities associated with
the three functional areas (lying, feeding and defecating) is shown in Fig. 5b. The
positions of these three activities reflect three largely separate clusters. Feeding
was correctly detected among the feeding area, and defecating was localized in
one corner of the pigpen and separated from the lying area. A manual inspection
of the selected videos confirmed that these clusters match the actual functional
areas commonly used by pigs.
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Fig. 5. Spatial and temporal distribution of detected activities

We then evaluated the cases and clusters of the event log, specifically if each
cluster contained a set of similar cases of a specific behavioral pattern. The
occurrences of activities in two clusters are shown in Fig. 6. Usually, two to four
specific activities could define over 90% of all the events in a cluster. For instance,
the cluster that was mostly composed of moving, feeding and investigating con-
tained a behavioral pattern that connects these three activities. This implies
that the clusters contain specific behavioral patterns. To analyze if the behav-
ioral patterns are meaningful, a process model was discovered for each cluster
using Disco. For instance, Fig. 7a shows an excerpt from the process model of
a cluster mostly containing moving, standing, and investigating. In this pattern,
pigs start with moving to a location, and then investigate their surroundings
with intermittent standing pauses, which is indicated by a loop between these
two activities. In the model of the cluster that contains 82% of all observations
of pigs defecating (Fig. 7b), a loop exists between defecating and investigating
(i.e., they are often executed in sequence). This order of activities corresponds
to current domain knowledge on pig behavior, as pigs are known to typically
investigate their surroundings before and after defecation.

The findings of our analytics pipeline were discussed with two domain experts
from agricultural science, who confirmed that the extracted event log and behav-
ioral patterns were meaningful with respect to the knowledge in the domain.

5.5 Reproducibility and Data Availability

Due to copyright restrictions, we are unable to publish the full recorded video
dataset. However, we provide the detected bounding boxes of objects, track-
ing information, and the recognized activities for the videos (see [18]) allowing
reproducibility. This also includes the training datasets for object detection and
spatio-temporal action detection as well as the trained deep learning models.
Also, the implementation includes the extracted event log, scripts to prepare the
event log from the recognized activities and reproduce the results, as well as all
process models discovered for the evaluation of event log meaningfulness.
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Fig. 6. Occurrence of activities in two clusters.

Fig. 7. Excerpts from process models for two clusters generated using Disco

6 Related Work

In recent years, there has been a growing interest in exploring unstructured data
for PM. Thus, many approaches have been proposed for various types of data
sources. For instance, Janssen et al. [10] proposed an approach to extract event
logs from smart home/IoT motion sensor data. The log of sensor activations
is divided into sequential sections, which are clustered into patterns of similar
sensor activation sequences. Then, the clusters are mapped to activities, and
the activities are grouped into cases by assuming that cases are started and
ended by specific sensors. Process discovery is applied to the extracted event log
to discover models of human daily routines. Rebmann et al. [25] presented an
approach to PM using time series sourced from motion sensors worn by workers.
The time series are segmented into fixed-width sub-series, and supervised activity
recognition is performed for each sub-series. If an activity cannot be classified
from just sensor data, image data is used for disambiguation. An event log
is constructed from the recognized activities and used for process discovery.
Koschmider et al. [13] proposed an abstract method to extract event logs from
general time series data. Similarly to Janssen et al. [10], time series are split into
sub-series, similar sub-series are identified using clustering, and the resulting
clusters are then mapped to process activities.
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In contrast, research on PM specifically using video data is still at an early
stage, with the few identified approaches published very recently (i.e., since
2020). Lepsien et al. [17] designed an abstract pipeline for PM on video data.
The pipeline outlines the steps from dataset preparation to event log construc-
tion and the application of PM to this event log. The steps of the pipeline
include the extraction of relevant video data, object and activity recognition, and
process discovery. The pipeline also includes the explicit extraction of domain-
specific knowledge and a refinement step. The contribution is limited to the
abstract approach, and neither an implementation nor evaluation of the steps
after pre-processing is provided. Knoch et al. [11] presented an unsupervised
approach to process discovery from video recordings of manual assembly tasks.
Process activities are recognized in the video recordings from overhead cameras
mounted at specially designed assembly workstations by (1) tracking workers’
hands throughout videos, (2) clustering hand trajectories and (3) assigning the
trajectory clusters to work steps using the location of assembly parts on the
workstation. As the clusters are directly assigned to pre-defined work steps, this
approach is unable to discover activities not known a priori. Kratsch et al. [14]
presented a reference architecture for PM on video data, outlining the steps from
raw video data to event logs. They described a selection of different computer
vision techniques that can be applied to extract information from video data,
and provided guidance on choosing appropriate techniques for specific video PM
use cases. The correlation of activity instances to cases is not included in the
architecture but needs to be done externally. Further, the authors point out the
limitation that their prototypical implementation and evaluation took place in
a rather structured process context, and evaluation of more complex (i.e., less
structured and more chaotic) processes would be beneficial.

7 Conclusion

In this paper, we presented a pipeline for extracting PM-compliant event logs
and process models from unstructured video data. Structure is imposed into this
unstructured data step by step, by extracting low-level events from the prepro-
cessed video dataset using spatio-temporal action detection, and raising these
events to a higher abstraction level using event abstraction, case correlation,
trace clustering, and finally process discovery. We demonstrated the efficiency
of our approach by implementing a modular framework that can easily be con-
figured for application on video datasets from different domains and applying
the implementation to surveillance footage of fattening pigs. The evaluation indi-
cates that our approach extracts meaningful event logs in a reproducible manner.
A review of related literature shows that, to the best of our knowledge, our ana-
lytics pipeline is the first fully validated approach that addresses the challenging
task of analyzing an unstructured process through unstructured video data.

While evaluating our approach, we identified several limitations that need
to be addressed in the future. Firstly, the requirement of supervised activity
recognition to pre-define the activities to be detected may hinder the analysis of
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processes where limited information is available before the analysis. This could
be addressed by integrating unsupervised activity recognition into the pipeline,
which would also require advanced event abstraction algorithms capable of con-
ceptually abstracting low-level to high-level activities [32]. Secondly, the evalua-
tion confirmed that the pipeline can successfully be instantiated for a real-world
application and produces stable and meaningful results, but the benefits added
for end users were not quantified. We plan to evaluate the benefits added with
user studies. Thirdly, expertise in deep learning is required to prepare the models
required for Object Tracking and Activity Recognition. In the future, we plan to
provide an interface to simplify the labeling of datasets and training of the deep
learning models. Fourthly, while the evaluation confirmed the general efficiency
and validity of our approach, the evaluation on a single use case does not enable
conclusions about the generalization of our approach. To address this, a refer-
ence dataset and evaluation scheme would be beneficial. However, compiling a
dataset that is large and heterogeneous enough for this purpose is highly time-
consuming. This could be solved by synthetic evaluation data, which has already
been proposed for other types of unstructured data in PM [34]. Fifthly, the cur-
rent implementation is limited to settings where all process activities are visi-
ble from a single camera perspective (i.e., are executed in a single, constrained
area) and actors can be tracked without interruption. A solution addressing
this limitation would require the implementation of multi-camera tracking or
object re-identification [14] to handle actors moving between areas observed by
different camera perspectives, and improved event abstraction and case corre-
lation techniques. Finally, the current methods implemented for Case Correla-
tion limit the approach to actor-centric processes (objects performing activities).
Implementing advanced case correlation methods would enable the analysis of
processes that can be characterized with the more general notion of subjects
performing activities on objects. Further possibilities to extend the applicability
of the pipeline include privacy-preserving analysis techniques to address regu-
latory limitations [14,20], and techniques to propagate uncertainty (e.g., from
Activity Recognition) through the pipeline (e.g., [16,24]) to quantify the result
confidence.

In conclusion, our work provides a promising approach to integrating unstruc-
tured data sources into PM pipelines.
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14. Kratsch, W., König, F., Röglinger, M.: Shedding light on blind spots - developing
a reference architecture to leverage video data for process mining. Decis. Support
Syst. 158, 113794 (2022). https://doi.org/10.1016/j.dss.2022.113794

15. Leemans, S.J.J., Fahland, D., van der Aalst, W.M.P.: Discovering block-structured
process models from event logs containing infrequent behaviour. In: Lohmann, N.,
Song, M., Wohed, P. (eds.) BPM 2013. LNBIP, vol. 171, pp. 66–78. Springer, Cham
(2014). https://doi.org/10.1007/978-3-319-06257-0 6

16. Lepsien, A.: Quantifying uncertainty for explainable process mining. In: Proceed-
ings of the 13th International Workshop on Enterprise Modeling and Information
Systems Architectures (EMISA 2023). CEUR Workshop Proceedings, vol. 3397.
CEUR-WS.org, Stockholm, Sweden (May 2023). https://ceur-ws.org/Vol-3397/

17. Lepsien, A., Bosselmann, J., Melfsen, A., Koschmider, A.: Process mining on video
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Abstract. Recently, the idea of applying process data analysis over rela-
tional databases (DBs) has been investigated in the process mining field
resulting into different DB schemas that can be used to effectively store
process data coming from Process-Aware Information Systems (PAISs).
However, although SQL queries are particularly suitable to check declar-
ative rules over traces stored in a DB, a deep analysis of how the exist-
ing instruments for SQL-based process mining can be effectively used for
process analysis tasks based on declarative process modeling languages is
still missing. In this paper, we present a full-fledged framework based on
SQL queries over relational DBs for different declarative process mining
use cases, i.e., process discovery, conformance checking, and query check-
ing. The framework is used to benchmark different SQL-based solutions
for declarative process mining, using synthetic and real-life event logs,
with the aim of exploring their strengths and weaknesses.
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1 Introduction

The process data recorded by Process-Aware Information Systems (PAISs) is
usually stored in multiple and often heterogeneous relational databases (DBs).
Several efforts have been done, in the past, in order to solve the data integration
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problem [4], but also in order to store and query process data in relational DBs
in an effective and efficient manner [13,31].

In recent years, the process mining community has investigated how DB
theory methods can be used to carry on process analysis on the process behavior
recorded in a relational DB. Different DB schemas have been developed [13,31],
which are suitable to effectively store process data into a DB.

SQL queries are particularly suitable for process mining based on declarative
languages (such as Declare [23], DPIL [33], or DCR Graphs [16]) since it is
possible to build a 1-to-1 mapping between the SQL queries and the temporal
rules that need to be checked over traces stored in a DB. Although some works
have already investigated how to discover Declare rules from a DB using SQL
queries [27–29], a full-fledged framework to support the event log storage in a
DB and the execution of queries that can be used to support the entire spectrum
of declarative process mining use cases is still missing.

In this exploratory paper, we introduce such a framework and we use it
to provide a deep analysis of strengths and weaknesses of different SQL-based
solutions for declarative process mining. The framework is readily available1

for researchers and practitioners that need to analyze process data stored in
relational DBs.

The paper is structured as follows. Section 2 presents the research problem.
Section 3 discusses related work. Section 4 introduces the proposed framework,
and discusses the DB schemas and the SQL queries supported. In Sect. 5, the
framework is used to benchmark different SQL-based solutions for declarative
process mining using synthetic and real-life logs. Section 6 concludes the paper
and spells out directions for future work.

2 Research Problem

In this paper, we present an SQL-based framework for declarative process mining
and use it to benchmark different SQL-based solutions for declarative process
mining. Through the framework, we answer the following research questions:

– RQ1: What is the most efficient DB schema in terms of required disk space
and population time?

– RQ2: What is the most efficient DB schema in terms of query execution
time?

– RQ3: How does the query execution time vary for datasets with different
characteristics?

– RQ4: How does the query execution time vary for different types of queries?

RQ1 and RQ2 aim at understanding which one of the DB schemas exist-
ing in the literature has the highest performance in terms of population time,
required disk space, and query execution time. To answer these research ques-
tions, we also test how some improvements over the existing schemas can increase

1 https://github.com/francxx96/XEStoDB.

https://github.com/francxx96/XEStoDB
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the DB performance. To answer RQ3, we show how the query execution time
varies using synthetic logs with different characteristics. The query execution
time measured for answering RQ2 and RQ3 concerns the discovery task. RQ4
investigates, instead, the query execution time needed to run all the different
types of queries provided in the proposed framework.

3 Related Work

The literature on declarative process mining covers a wide range of process
mining use cases [21]. In this paper, we solve standard process mining tasks like
process discovery (cf. [27,28]), conformance checking (cf. [3]), and query checking
(cf. [26]), and we extend them with novel types of analysis that can be easily
tackled using queries like instance-spanning process analysis [1], metric temporal
rule discovery and checking [20], and local rule checking (i.e., the verification of
rules in specific time intervals).

An approach for process discovery similar to the SQL-based one used in this
paper is presented in [27,28]. Here, a sub-set of the standard Declare [24] tem-
plates (i.e., parameterized temporal rules) is used to define SQL queries that
can be used to discover Declare models. Further investigation [29] led to the
introduction of a set of queries for the discovery of Multi-Perspective Declare
(MP-Declare). Other techniques (that are not based on SQL) for performing
declarative process mining are available in state-of-the art process mining toolk-
its like RuM [2] and Declare4Py [8]. However, in order to use these tools for
process analysis, the source data must be first extracted from the PAISs and
then arranged in XES files.

In [30], the authors present an investigation that shows that it is possible
to make the SQL queries for Declare discovery faster by using DB indexing. As
mentioned in Sect. 4, the DB indexing analysis provided in [30] supports the way
we designed our queries.

4 SQL-Based Declarative Process Mining Framework

In this paper, we present a full-fledged framework to perform different process
mining tasks using SQL queries over relational DBs of PAISs. Figure 1 presents
the conceptual overview of the framework. The framework supports two phases
of the process data analysis with relational DBs.

Database Creation. A new relational DB is created following a DB schema given
as input, the DB is then populated according to an input event log.

SQL-Based Declarative Process Mining. In this phase, the user chooses the pro-
cess mining (PM) task to perform (i.e., discovery, query checking or conformance
checking) and the query type, i.e., one of the task variants that will be intro-
duced in Sect. 4.2. For conformance checking, the Declare model to be checked
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Fig. 1. Conceptual overview of the developed framework.

has to be provided by the user as well. The corresponding SQL query is designed
based on the inputs. The query is then executed on the DB.

To support these two phases of the process data analysis, we implemented
a wide range of queries. Some of these queries implement different declarative
process mining tasks and support the SQL-Based Declarative Process Mining
phase, others support the Database Creation phase using different DB schemas.

4.1 Database Creation

In the literature, different DB schemas have been proposed to store process data
with the aim of minimizing both population time and disk space required to
store the data. The DB schemas proposed are all fully compatible with the XES
standard [32]. We selected four different relational DB schemas to be compared:

– Monolithic, composed of a single table in which each row represents an event
of the log;

– DBXES, presented in [31];
– RXES, presented in [13];
– RXES+, which is an adaptation of RXES (see Fig. 2).

The design of RXES+ was intended to optimize not only the population time
and the disk space needed to store the process data, but also the query execution
time for process mining tasks.

Differently from DBXES and RXES, in RXES+, the log, trace and event
tables include the mandatory XES attributes (i.e., name, timestamp, and life-
cycle transition), so that we significantly reduce the amount of repetitions in
tables {log|trace|event} has attribute and attribute. Moreover, RXES is defined
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Fig. 2. RXES+ schema.

in a way that it eliminates the duplicate traces/events inside a log, i.e., when
populating the DB, if an event or a trace is exactly the same as another event or
trace already present in the DB, this element is not repeated but linked to the
existing one. However, checking the existence of an event or a trace in the DB is
an unnecessarily heavy task. Indeed, from an analysis of the logs existing in the
literature (see Table 1), we can see that, since events are always provided with a
timestamp, the occurrence of duplicate traces/events is extremely rare (this only
happens if multiple events with exactly the same attributes occur exactly at the
same time). For this reason, RXES+ has been designed to allow duplicates. As
we can see from our experiments, this does not significantly affect the DB size
and the query execution time but dramatically reduces the population time.

4.2 SQL-Based Declarative Process Mining

SQL queries are a powerful instrument for implementing in a straightforward
way a large range of analysis types over process data recorded in a DB. Here,
we present the query types available in our framework. All the queries use a
temporary table @event, which allows the queries to be formulated exactly in
the same way independently of the schema. The temporary table @event is built
with a different query depending on the schema. For example, for the RXES+
schema @event is built with the query:

1 DECLARE @event TABLE ( l o g i d BIGINT, t r a c e i d BIGINT,
task VARCHAR(300) , [ timestamp ] DATETIME2(3) )

2

3 INSERT @event
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4 SELECT t . l o g i d , e . t r a c e i d , e . name + ’ ’ + e .
t r an s i t i o n ,

5 e . [ timestamp ]
6 FROM t r a c e t JOIN event e ON t . id = e . t r a c e i d ;

Discovery. For process discovery, i.e., for the identification of a set of rules (based
on a Declare template specified by the user) satisfied with a minimum support2

in an input log, we follow the approach introduced in [27,28], where, first, the
input template is instantiated into different candidate constraints (obtained by
replacing the template parameters with all the possible combinations of activities
available in the log), and, then, the candidate constraints are checked to compute
their support.

In particular, for each SQL query defined from now on, the Support is com-
puted as follows:

CAST(COUNT(∗ ) AS FLOAT) / CAST( (SELECT COUNT(∗ ) FROM
@event WHERE task=’TaskA ’ ) AS FLOAT)

Starting from the queries presented in [27,28] - the Baseline (BS) query
set - developed for the discovery of standard Declare rules, we designed a new
query set - the Join query set - in order to improve the query execution time
for discovery. In particular, the new query set was designed with the aim of
reducing possible performance bottlenecks; in order to achieve this, we used the
query plan [14] produced when executing each query. From the plans, we noticed
that, before running any queries, the DBMS always sorts the events in the DB
when the queries contain explicit JOIN statements. This conclusion is similar
to the one found in [30], where a systematic DB indexing analysis is conducted.
Therefore, we re-designed the queries to benefit of this automatic DB indexing
executed by the DBMS.

Example 1. In Declare, the response template instantiated with activation A
and target B indicates that, when activity A is executed, it must be eventually
followed by B. The discovery from an input log of rules of type response can be
obtained with the following query relying on explicit JOIN statements:

1 SELECT ’ Response ’ , TaskA , TaskB , Support
2 FROM (
3 SELECT a . t r a c e i d , a . task AS TaskA , b . task AS TaskB
4 FROM @event a JOIN @event b ON (
5 a . l o g i d = b . l o g i d
6 AND a . t r a c e i d = b . t r a c e i d
7 AND a . task != b . task
8 AND a . [ timestamp ] < b . [ timestamp ]
9 ) GROUP BY a . t r a c e i d , a . task , a . [ timestamp ] , b .

task
10 ) subquery
11 GROUP BY TaskA , TaskB ;

2 Here the support corresponds to the event support introduced in [7].
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Conformance Checking. For conformance checking, we follow the approach intro-
duced in [3]. The input here is not a generic template but a Declare model, i.e.,
a set of concrete rules, which are instantiations of templates with real activities.
The outcome is the support in the log of each rule in the model.

Example 2. The conformance checking of a rule of type response instantiated
over activities Receive Payment and Send Receipt wrt. an input log is obtained
from the one seen in Ex1 by changing line 7 as follows:

7 AND a . task=’ Receive Payment ’ AND b . task=’ Send
Rece ipt ’

Query Checking. This type of analysis was first introduced in [26]. The input
here is a partial instantiation of a template, i.e., a template where only one
of the parameters is replaced with a real activity, while the other one remains
unspecified. In addition, a minimum support is also specified. The outcome is
the discovery from an input log of rules of the specified format, and satisfied in
the log with the specified minimum support.

Example 3. The query checking of a rule of type response instantiated with
activation Receive Payment and target left unspecified is obtained from the one
seen in Example 1 by changing line 7 as follows:

7 AND a . task=’ Receive Payment ’ AND b . task !=a . task

Additional types of analysis The standard approaches for discovery, confor-
mance, and query checking just introduced can be extended using variants of
the standard queries, which provide facilities to solve well-known problems in
declarative process mining, such as:

– Instance-Spanning analysis (IS) [1], which considers the whole log as a single
trace obtained by ordering the events by timestamp;

– Local Rule Checking (LRC), which checks the validity of a rule only within
a given time interval;

– Metric Temporal rule discovery (MT) [20], which enriches the query for the
discovery of standard Declare rules with information about the minimum/av-
erage/maximum temporal distance between activation and target activities;

– Validity Intervals analysis (VAL), which finds the time intervals in a trace in
which a Declare rule is valid;

– Attribute Range (RNG) analysis, which finds for a given attribute the range
of values it gets in a given time interval.

These variants can also be easily combined together to build custom queries
that are useful for a particular need of the end user, e.g., it is possible to combine
IS with LRC in order to have an instance-spanning query restricted to a given
time interval.

Example 4. The following query implements the Instance-Spanning discovery of
response rules:
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1 SELECT ’ Response ’ , TaskA , TaskB , Support
2 FROM (
3 SELECT a . t r a c e i d , a . task AS TaskA , b . task AS TaskB
4 FROM @event a JOIN @event b ON (
5 a . l o g i d = b . l o g i d
6 AND a . task != b . task
7 AND a . [ timestamp ] < b . [ timestamp ]
8 ) GROUP BY a . t r a c e i d , a . task , a . [ timestamp ] , b .

task
9 ) subquery

10 GROUP BY TaskA , TaskB ;
The following query implements the Local Rule Checking of the response

template instantiated over activities Receive Payment and Send Receipt in the
time interval spanning from 2020-01-01 00:00:00.000 to 2021-12-31 23:59:59.999:

1 DECLARE @in t e r v a l s t a r t DATETIME2(3)=’2020−01−01
00 : 0 0 : 0 0 . 0 00 ’ ,

2 @interva l end DATETIME2(3)=’2021−12−31 23 : 5 9 : 5 9 . 9 99
’ ;

3

4 SELECT ’ Response ’ , TaskA , TaskB , Support
5 FROM (
6 SELECT a . t r a c e i d , a . task AS TaskA , b . task AS TaskB
7 FROM @event a JOIN @event b ON (
8 a . l o g i d = b . l o g i d AND a . t r a c e i d = b . t r a c e i d
9 AND a . task = ’ Receive Payment ’ AND b . task = ’

Send Rece ipt ’
10 AND a . [ timestamp ] < b . [ timestamp ]
11 ) WHERE a . [ timestamp ] >= @in t e r v a l s t a r t
12 AND a . [ timestamp ] < @interva l end
13 AND b . [ timestamp ] >= @in t e r v a l s t a r t
14 AND b . [ timestamp ] < @interva l end
15 GROUP BY a . t r a c e i d , a . task , a . [ timestamp ] , b . task
16 ) subquery
17 GROUP BY TaskA , TaskB ;

The following query implements the Metric Temporal discovery of response
rules:
1 SELECT ’ Response ’ , TaskA , TaskB , Support ,
2 MIN(TD) AS min TD , AVG(TD) AS avg TD , MAX(TD) AS

max TD
3 FROM (
4 SELECT a . t r a c e i d , a . task AS TaskA , b . task AS TaskB

,
5 MIN(DATEDIFF(SECOND, a . [ timestamp ] , b . [

timestamp ] ) ) AS TD
6 FROM @event a JOIN @event b ON (
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7 a . l o g i d = b . l o g i d AND a . t r a c e i d = b . t r a c e i d
8 AND a . task != b . task AND a . [ timestamp ] < b . [

timestamp ]
9 ) GROUP BY a . t r a c e i d , a . task , a . [ timestamp ] , b .

task
10 ) subquery
11 GROUP BY TaskA , TaskB ;

For space limitations, we do not report here the queries returning the Valid-
ity Intervals of a rule and the Attribute Range of an attribute. The interested
reader can find the details about these queries at https://github.com/francxx96/
XEStoDB.

5 Benchmarks

To answer the research questions introduced in Sect. 2, we performed experi-
ments on synthetic and real-life logs. In the following sections, we first describe
the experimental setting, i.e., describe the logs and metrics used in the exper-
imentation, then, we discuss the experimental results to answer the research
questions.

5.1 Experimental Setting

As already mentioned, we validated our SQL-based framework by considering
both synthetic and real-life logs. With the real-life logs, we wanted to demon-
strate the applicability of the framework to well-known benchmarks in the pro-
cess mining field. In particular, we considered six logs, most of them presented
in past editions of the Business Process Intelligence Challenge (BPIC):

– SEPSIS, recording the treatment of incoming patients with sepsis in a hospital
[22];

– ROAD, related to a road traffic fines management process [18];
– FINANC, pertaining to a loan application process (provided for the BPIC

2012) [9];
– LOAN, a richer version of FINANC (provided for the BPIC 2017) [10].
– REIMB, pertaining to a reimbursement process for international declarations

(provided for the BPIC 2020) [11];
– TRAVEL, related to the management of travel permits (provided for the

BPIC 2020) [12];

Table 1 reports the characteristics of the real-life logs. These logs are widely
heterogeneous ranging from simple to very complex, with a log size ranging from
1,050 traces (for the SEPSIS log) to 150,370 traces (for the ROAD log). A similar
variety can be observed in the number of event classes (i.e., activities executed
in the log), ranging from 11 to 51. Moreover, the trace length also varies from
very short traces (containing only two events), to very long traces (containing
185 events). The table also shows the percentages of duplicate events in each
log. In this respect, we can see that, except for the ROAD log, the percentage
of duplicate events is always equal to zero or very close to it.

https://github.com/francxx96/XEStoDB
https://github.com/francxx96/XEStoDB
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Table 1. Descriptive statistics of real-life logs.

Log Total Total Event Duplicate Trace length

name traces events classes events min avg max

SEPSIS 1,050 15,214 16 <0.01% 3 14 185

ROAD 150,370 561,470 11 79.63% 2 4 20

FINANC 13,087 262,200 36 <0.01% 3 20 175

LOAN 31,509 1,160,405 26 0% 9 37 177

REIMB 6,449 72,151 34 0.04% 3 11 27

TRAVEL 7,065 86,581 51 0% 3 12 90

Synthetic logs were created using the ASP log generator [6] implemented
in the declarative process mining tool RuM [2]. They are intended to prove
the scalability of the presented framework wrt. logs with specific characteristics
(i.e., number of distinct event classes, number of traces in the log, number of
events in a trace) in a controlled environment. We built several different syn-
thetic logs, each named using the format clsXXXtrcXXXevtXXX. For example,
cls10trc100evt30 identifies a log containing 10 different event classes and 100
traces, each including 30 events.

The performance metrics we considered in our experimentation to answer
the research questions are:

– Required disk space to store a log in a DB, which is a measure of the DB
redundancy degree;

– DB population time;
– Event insertion time, which measures the time needed for inserting an event

in the DB (when measured for subsequent insertions, it might happen that
the insertion time is higher for events inserted later in the DB);

– Query execution time.

All the experimental material can be found in the repository available at
https://github.com/francxx96/XEStoDB, which contains:

– Translation scripts (Java 11) from XES-formatted files to each type of DB
considered;

– SQL schemas reproducing the (empty) DBs;
– SQL dumps of the DBs already populated with the datasets used in our

experiments;
– SQL queries for implementing all the declarative process mining task dis-

cussed in this paper.

We performed our experiments on a machine with an Intel Xeon E5-2690
CPU (dual core, 2.60 GHz), Windows Server 2019 OS and 16 GB RAM. The
DBMS we used to define DB schemas and queries is Microsoft SQL Server 2019.

5.2 Results

RQ1. What Is the Most Efficient DB Schema in Terms of Required
Disk Space and Population Time? To answer this research question, we cre-
ated, for each considered real-life log, four DBs (one for each considered schema)

https://github.com/francxx96/XEStoDB
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Fig. 3. Subsequent event insertion times for SEPSIS.

Table 2. Disk space for log storage and average population time.

DB Disk space (MB) Population time (s)

schema SEPSIS ROAD FINANC LOAN REIMB TRAVEL SEPSIS ROAD FINANC LOAN REIMB TRAVEL

Monolithic 8.50 184.98 110.03 627.00 53.24 91.78 34.69 1,211.73 560.31 2,795.66 156.03 216.90

DBXES 7.63 180.30 73.93 – 43.55 49.13 364.09 15,551.52 14,440.95 – 6,034.75 7,303.98

RXES 8.50 – – – – – 18,060.88 – – – – –

RXES+ 5.08 92.59 30.19 318.96 21.91 26.30 134.89 5,063.72 1,203.21 13,406.82 896.47 1,085.52

containing the process data of that log. A comparison in terms of required
disk space needed to store the logs using the different DB schemas and their
population times3 (averaged over 5 runs) can be seen in Table 2. Here, we can
observe that, as expected, the Monolithic schema has the highest degree of redun-
dancy and occupies in all cases the highest amount of disk space (in some cases
more than three times wrt. RXES+). This is a critical issue for large real-life
logs. In addition, the large amount of disk space occupied, forces the Monolithic
schema to have an upper-bound on the number of attributes that can be stored
in the DB given by the limited number of columns admitted by the DBMSs for
a single table. The RXES+ schema, instead, uses always less space than other
schemas for all the analyzed logs. For what concerns the population time, the
Monolithic schema is the fastest one. This is due to its simple structure (it is
composed of a single table containing all the log data) that does not require to
update DB-related constraints (e.g., foreign keys) when inserting a new event.
The population time of RXES is extremely high since its structure requires to
check the presence of duplicate events/traces at each insertion. This is confirmed
by the more detailed analysis conducted on the SEPSIS log shown in Fig. 6 3.
The plots in the figure indicate the time needed for subsequent event insertions
3 We set a timeout on the population scripts and each script that did not end within

24 h was stopped. Dashes in the tables mean that the corresponding scripts reached
the timeout.
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Table 3. Query execution time comparison between the query sets.

Average query time (s)

Response
Alternate Chain

Precedence
Alternate Chain Responded

DB Response Response Precedence Precedence Existence

schema BS Join BS Join BS Join BS Join BS Join BS Join BS Join

SEPSIS

Monolithic 0.585 0.506 1.111 0.587 1.215 0.427 0.564 0.543 1.405 0.538 1.595 0.429 1.193 0.975

DBXES 1.176 1.239 1.854 1.259 1.999 1.037 1.319 1.299 2.140 1.208 2.382 1.050 1.949 1.714

RXES 0.676 0.636 1.213 0.720 1.348 0.507 0.698 0.675 1.522 0.649 1.735 0.502 1.318 1.107

RXES+ 0.575 0.524 1.105 0.602 1.225 0.452 0.561 0.547 1.394 0.542 1.575 0.447 1.173 0.990

ROAD

Monolithic 9.40 8.04 25.78 8.31 31.43 4.91 9.06 7.86 25.97 8.06 31.87 4.76 22.78 14.55

DBXES 13.73 12.56 31.08 13.28 36.39 9.85 13.98 12.77 31.39 12.92 37.03 9.75 27.63 19.73

RXES+ 9.44 8.09 26.43 8.44 31.74 5.02 9.28 7.90 26.53 8.12 32.44 4.89 22.93 14.57

FINANC

Monolithic 36.72 32.57 39.99 22.17 57.59 15.39 36.26 33.58 44.83 18.54 74.54 15.56 60.86 68.38

DBXES 46.06 41.63 50.54 31.16 67.62 22.62 45.93 43.08 55.67 27.74 84.30 23.08 70.57 79.73

RXES+ 37.25 32.41 40.87 21.75 57.21 15.65 36.45 33.51 45.66 18.41 74.64 16.20 60.13 68.09

LOAN

Monolithic 542.76 202.87 355.58 166.87 566.16 93.29 533.45 207.00 369.44 143.76 663.95 96.67 843.42 424.74

RXES+ 540.37 204.00 350.52 167.32 568.96 95.01 546.44 207.66 374.10 145.01 678.89 97.44 895.67 422.88

REIMB

Monolithic 8.79 1.65 9.20 1.91 13.44 1.09 8.94 1.62 9.26 1.86 13.98 1.11 16.43 2.71

DBXES 13.20 5.49 14.94 6.38 20.42 4.69 13.47 6.18 15.15 6.50 20.77 4.75 22.49 8.60

RXES+ 9.77 2.72 11.67 2.98 15.74 1.30 10.18 2.64 11.79 2.92 16.19 1.28 19.14 4.79

TRAVEL

Monolithic 22.63 4.22 20.95 4.36 27.72 2.02 22.59 4.09 20.62 4.23 28.03 2.04 32.85 7.45

DBXES 25.60 7.79 24.57 8.63 32.10 6.09 26.75 8.41 24.72 8.64 33.15 6.20 37.34 12.02

RXES+ 22.28 4.18 20.35 4.35 27.37 1.98 22.54 4.07 20.67 4.21 27.98 1.99 33.13 7.43

for the four considered schemas. The time required for subsequent event inser-
tions for RXES grows linearly with the number of events already inserted, while
it remains constant for the other schemas. RXES+ is faster than both DBXES
and RXES. Overall, RXES+ guarantees a good trade-off between the disk space
needed to store the process data and the population time.

RQ2. What Is the Most Efficient DB Schema in Terms of Query Exe-
cution Time? To answer this research question, we executed all the queries
in the two discovery query sets BS and Join for all the considered real-life logs
stored using all the considered DB schemas. Table 3 shows the query execution
times measured by executing the BS and the Join query set. The gray back-
ground in the table indicates the schema that performed best on the same log
and the same query. The query execution times displayed in the tables are aver-
aged over 5 runs. The results highlight that the Monolithic and RXES+ schemas
achieve very similar performance on both query sets, and perform better than
DBXES and RXES. Almost all the queries in the Join set run faster than the
baseline queries.

RQ3. How Does the Query Execution Time Vary for Datasets with
Different Characteristics? To answer this research question, we performed
a set of controlled experiments using synthetic logs generated by varying the
number of event classes, the number of traces, and the number of events in each
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Fig. 4. Query execution time for Discovery task wrt. (4a) number of events per trace,
(4b) number of traces in the log, (4c) number of event classes in the log.

trace. In particular, we generated three sets of synthetic logs; each set fixes two
of the above parameters, while changing the remaining one.

For testing how the trace size affects the query execution time, we generated
five synthetic logs containing 10 event classes and 100 traces of size 10, 20, 25,
30, and 50, respectively. For testing how the log size affects the query execution
time, we generated three synthetic logs containing 10 event classes, traces of
size 20 and with log size equal to 100, 500, and 1000, respectively. Finally, for
testing how a different number of event classes affects the query execution time,
we generated four synthetic logs with log and trace size equal to 100 and 20,
respectively, and containing 5, 10, 15, and 20 event classes. The query execution
time was, again, measured running all the queries in the two discovery query sets
BS and Join and was normalized over the results obtained for all the queries in
the two query sets, in order to have a single performance indicator for all queries
in each set. We used the RXES+ schema for these experiments.

The results are shown in Fig. 4. In Fig. 4a, we can observe that the Join query
set is more efficient when traces are shorter, while grows exponentially as the
traces become longer. This is due to the structure of the Join queries, which
leverages DB indexing (improving the performance for traces with less than 20
events) and a Cartesian product, containing all the possible combinations of the
events in a trace, which becomes larger when the trace size increases. Figure 4b
shows, instead, that the Join query set scales better than BS as the log size
grows, and Fig. 4c shows how the query execution time for both BS and Join
grows linearly when the number of event classes increases, with Join becoming
more efficient for logs containing more than 15 event classes.

To sum up, for logs with more than 15 event classes and more than 500 traces
each containing less than 20 events (which are common characteristics for many
real-life logs) the queries in the Join set are more efficient. However, for traces
particularly long, it is better to use queries that do not rely on explicit JOIN
statements.
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Table 4. Query execution time for each query type.

Average query time (s)

Query Response Alternate Chain Precedence Alternate Chain Responded

type Response Response Precedence Precedence Existence

SEPSIS

STD 0.52 0.60 0.45 0.55 0.54 0.45 0.99

IS 471.55 491.96 820.21 605.46 473.83 814.45 0.95

LRC 0.65 0.86 0.74 0.65 0.83 0.76 1.03

MT 0.84 0.84 0.62 0.83 0.77 0.61 0.82

VAL 0.96 1.94 4.16 1.23 6.22 3.48 2.68

ROAD

STD 8.09 8.44 5.02 7.90 8.12 4.89 14.57

IS – – – – – – 42.69

LRC 7.00 8.94 5.32 6.55 8.68 5.19 11.37

MT 0.84 8.71 5.19 8.25 8.47 5.07 8.40

VAL 0.96 19.66 11.99 11.51 20.02 12.12 26.72

FINANC

STD 32.41 21.75 15.65 33.51 18.41 16.20 68.09

IS – – – – – – 65.38

LRC 22.13 23.97 16.52 23.32 20.67 17.18 41.76

MT 37.91 23.82 17.38 38.64 20.15 18.09 38.02

VAL 42.84 69.79 105.42 51.92 90.67 109.70 102.22

LOAN

STD 204.00 167.32 95.01 207.66 145.01 97.44 422.88

IS – – – – – – 677.36

LRC 230.16 193.64 97.39 233.38 166.22 100.56 475.61

MT 242.90 181.59 104.70 249.01 157.58 106.87 249.84

VAL 322.73 434.47 636.92 363.25 482.77 658.32 1,032.00

REIMB

STD 2.72 2.98 1.30 2.64 2.92 1.28 4.79

IS – – – – – – 15.49

LRC 3.08 3.77 2.09 3.12 3.82 2.21 5.44

MT 3.38 3.59 1.39 3.33 3.57 1.40 3.49

VAL 5.46 7.57 5.63 5.39 7.54 6.27 12.44

TRAVEL

STD 4.18 4.35 1.98 4.07 4.21 1.99 7.43

IS – – – – – – 29.88

LRC 4.68 5.38 3.05 4.49 5.39 3.24 6.72

MT 5.08 5.16 2.13 4.91 4.90 2.16 4.99

VAL 7.64 10.76 9.15 7.86 11.11 10.44 17.25
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Table 5. Query execution time for RNG query type.

Query Average query time (s)

type SEPSIS ROAD FINANC LOAN REIMB TRAVEL

RNG 0.14 0.18 0.09 14.25 1.23 0.70

RQ4. How Does the Query Execution Time Vary for Different Types
of Queries? To answer this research question, we executed all the additional
types of queries defined in Sect. 4 using RXES+ as schema on each log.4

Table 4 compares, for each Declare template, the execution time (averaged
over 5 runs) of the standard queries in the Join query set (STD) with the IS,
LRC, MT, VAL. Here, IS, LRC, and MT are standard discovery tasks, while VAL
returns the validity intervals of all the Declare rules obtained by instantiating
each template with all the combinations of event classes available in the log.
Table 5 shows results for the RNG query execution time. RNG returns all the
value ranges of all the attributes available in each log in a fixed time interval.
The details about the queries used in this experiment can be found at https://
github.com/francxx96/XEStoDB.

We have already seen from the experiments on the synthetic logs that the
execution time of the queries in the Join set grows exponentially as the trace
size grows. Since the instance-spanning queries consider the whole log as a single
trace, the IS queries require much more time to be executed. To solve this issue,
in our repository, we provide also for this type of queries a version that does not
use explicit JOIN statements.

6 Conclusion

In this paper, we proposed an SQL-based framework for declarative process
mining. We proposed different queries to support the three main use cases of
declarative process mining, i.e., process discovery, conformance checking, and
query checking. We also presented an extensive cross-benchmark comparison we
conducted using several synthetic and real-life logs for investigating the perfor-
mance of different DB schemas and different types of queries.

The evaluation has been conducted using Microsoft SQL Server 2019 as
DBMS. Nonetheless, the conclusions drawn are valid in general. In particular,
the improved performance of RXES+ in terms of disk space needed to store a
log and the insights derived from the experiments on the DB population time are
clearly valid independently of the DBMS used. In addition, the improvements in
the query execution time obtained with the use of explicit JOIN statements are
also valid in general provided that the queries are executed on an indexed DB.
Another observation that is worth mentioning is that all the queries presented
in this paper are easily applicable to any (proprietary) DB schema with the

4 We set a timeout of 30min on the query scripts.

https://github.com/francxx96/XEStoDB
https://github.com/francxx96/XEStoDB
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only requirement that the DB contains timestamped events somehow grouped
together (into traces), which is the most basic requirement needed to conduct
any type of process mining analysis on a dataset (only the query for building
the temporary table @event must be rewritten when using a new DB schema).
Portability is, in general, a significant advantage of the proposed framework and
this is the reason why we developed it by relying only on standard SQL clauses.
Although other more sophisticated SQL clauses could be used to improve the
overall performance of the framework, these solutions could affect its portability
across different DBMSs.

We think that the investigations conducted in this paper can be considered
as an important basis for researchers who want to develop techniques for process
mining based on SQL since they give several insights about the main bottlenecks
and possible issues that can come up when DBs are used for process analytics.
This work can be, in the future, extended towards several directions. First, a
systematic comparison with the techniques for performing declarative process
mining available in toolkits like RuM [2] and Declare4Py [8] could be conducted.

Even if we defined basic queries over the data attributes attached to events
in a log (the RNG queries), more sophisticated queries could be defined, for
example, for checking MP-Declare rules. These queries might represent the basis
for novel approaches for discovery, conformance checking and query checking
based on MP-Declare. Also, it would be easy to compute, using SQL queries,
metrics for measuring the “interestingness” of a Declare rule [5] that go beyond
the support we use in this paper (e.g., confidence).

The use of different query languages like PQL [25] could be investigated in
the context of declarative process mining. Smarter strategies for storing event
data in DBs like the ones investigated in [7] could help improving the query
execution time. Other DB schema can be built for other standards for storing
process information in event logs like the recent object-centric standards, such
as XOC [19] and OCEL [15].

Another avenue for future work is the development of conformance checking
SQL queries providing richer feedback to the user like trace alignments. Finally,
the use of more advanced instruments from DB theory, such as the use of tem-
poral DBs [17], could be investigated with the aim of improving the performance
of the proposed framework.
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26. Räim, M., Di Ciccio, C., Maggi, F.M., Mecella, M., Mendling, J.: Log-based under-
standing of business processes through temporal logic query checking. In: Meers-
man, R. (ed.) OTM 2014. LNCS, vol. 8841, pp. 75–92. Springer, Heidelberg (2014).
https://doi.org/10.1007/978-3-662-45563-0 5

27. Schönig, S., Rogge-Solti, A., Cabanillas, C., Jablonski, S., Mendling, J.: Efficient
and Customisable declarative process mining with SQL. In: Nurcan, S., Soffer, P.,
Bajec, M., Eder, J. (eds.) CAiSE 2016. LNCS, vol. 9694, pp. 290–305. Springer,
Cham (2016). https://doi.org/10.1007/978-3-319-39696-5 18

28. Schönig, S.: SQL Queries for Declarative Process Mining on Event Logs of Rela-
tional Databases. CoRR abs/1512.00196 (2015)

29. Schönig, S., Di Ciccio, C., Maggi, F.M., Mendling, J.: Discovery of multi-
perspective declarative process models. In: Sheng, Q.Z., Stroulia, E., Tata, S.,
Bhiri, S. (eds.) ICSOC 2016. LNCS, vol. 9936, pp. 87–103. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-46295-0 6

30. Schönig, S., Di Ciccio, C., Mendling, J.: Configuring SQL-based process mining for
performance and storage optimisation. In: Proceedings of the 34th ACM/SIGAPP
Symposium on Applied Computing, pp. 94–97. SAC 2019 (2019)

31. Syamsiyah, A., van Dongen, B.F., van der Aalst, W.M.P.: DB-XES: enabling pro-
cess discovery in the large. In: Ceravolo, P., Guetl, C., Rinderle-Ma, S. (eds.)
SIMPDA 2016. LNBIP, vol. 307, pp. 53–77. Springer, Cham (2018). https://doi.
org/10.1007/978-3-319-74161-1 4

32. Verbeek, H.M.W., Buijs, J.C.A.M., van Dongen, B.F., van der Aalst, W.M.P.:
XES, XESame, and ProM 6. In: Information Systems Evolution - CAiSE Forum.
vol. 72, pp. 60–75 (2010)

33. Zeising, M., Schönig, S., Jablonski, S.: Towards a Common Platform for the Sup-
port of Routine and Agile Business Processes. In: Collaborative Computing: Net-
working, Applications and Worksharing (2014)

https://doi.org/10.1007/978-3-662-45563-0_5
https://doi.org/10.1007/978-3-319-39696-5_18
https://doi.org/10.1007/978-3-319-46295-0_6
https://doi.org/10.1007/978-3-319-74161-1_4
https://doi.org/10.1007/978-3-319-74161-1_4


Optimizing the Solution Quality
of Metaheuristics Through Process
Mining Based on Selected Problems

from Operations Research

Alexander Kinast1(B) , Roland Braune2 , Karl F. Doerner2 ,
and Stefanie Rinderle-Ma3

1 Forschungsverbund Data Science, University of Vienna,
Kolingasse 14-16, 1090 Wien, Austria
alexander.kinast@univie.ac.at

2 Department of Business Decisions and Analytics, University of Vienna,
Oskar-Morgenstern-Platz 1, 1090 Wien, Austria

3 TUM School of Computation, Information, and Technology, Technical University of
Munich, Boltzmannstrasse 3, 85748 Garching, Germany

stefanie.rinderle-ma@tum.de

Abstract. Methods from Operations Research (OR) are employed to
address a diverse set of Business Process Management (BPM) problems
such as determining optimum resource allocation for process tasks. How-
ever, it has not been comprehensively investigated how BPM methods
can be used for solving OR problems, although process mining, for exam-
ple, provides powerful analytical instruments. Hence, in this work, we
show how process discovery, a subclass of process mining, can generate
problem knowledge to optimize the solutions of metaheuristics to solve
a novel OR problem, i.e., the combined cobot assignment and job shop
scheduling problem. This problem is relevant as cobots can cooperate
with humans without the need for a safe zone and currently significantly
impact transitions in production environments. In detail, we propose two
process discovery based neighborhood operators, namely process discov-
ery change and process discovery dictionary change, and implement and
evaluate them in comparison with random and greedy operations based
on a real-world data set. The approach is also applied to another OR
problem for generalizability reasons. The combined OR and process dis-
covery approach shows promising results, especially for larger problem
instances.
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1 Introduction

The application of techniques from Operations Research (OR) has been identi-
fied as promising “avenue to obtain better processes”, although “OR techniques
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have not been systematically applied to solve process improvement problems
yet” [2]. One example of the application of OR techniques to BPM is the allo-
cation of resources to process tasks, e.g., [10]. Another example is the use of a
memetic algorithm (MA) to mine change propagation behavior in process collab-
orations under confidential information, i.e., details on private processes [9]. Less
attention has been paid to the reverse direction, i.e., how BPM methods such
as process discovery (PD) can contribute to solve OR problems, even though
PD provides powerful analytical instruments. [23] uses conformance checking to
improve a scheduling problem in a hospital setting. In [13], we propose to use PD
for visualization and exploration of solutions for a combined cobot assignment
and job shop scheduling problem. In this case, the solutions that are generated by
an MA are represented as process event logs. The discovered process models are
then enriched by attributes such as cost and time for visual inspection and com-
parison of the solutions. In this work, we study how to exploit PD techniques for
generating knowledge to optimize metaheuristics solutions based on two selected
OR problems from the production domain, i.e., the cobot assignment and job
shop scheduling problem [12] and flexible job shop scheduling problem [6] with an
extended cobot assignment. As both problems are NP-hard optimization prob-
lems [29], metaheuristics offer promising solutions that are highly relevant in
industry. MAs are one kind of metaheuristics that have proven useful for solving
the cobot assignment and job shop scheduling problem [12]: a genetic algorithm
explores the search space, and for promising solutions, a variable neighbourhood
search (VNS) is performed. To investigate the potential of PD to metaheuristics,
in this paper, we investigate i) how PD can be used in order to generate problem
knowledge to optimize the solutions of the MA and ii) how much the solution
quality can be increased. For this, we propose two PD-based neighborhood oper-
ators, namely process discovery change and process discovery dictionary change.
Both operators are implemented and evaluated alongside two standard neigh-
bourhood operations, i.e., basic change and greedy change, based on three data
sets for the two problems described above. The results underpin the potential
of PD-based neighbourhood operations, especially for large data sets and many
cobots.

Figure 1 depicts an overview of the overall idea and algorithm. On the left
side in the operations research part of Fig. 1, it can be seen that an optimiza-
tion problem is loaded and initial solutions for the problem are generated. After
loading the problem, the main loop of the MA (detailed description in Sects. 3
and 4) starts, and all individuals are evaluated. Whenever a new best solution is
found, this solution is stored and a log file of this solution is created. In the BPM
part of the Fig. 1, a local process model (LPM) is mined out of this log file and
an LPM dictionary (described in Sects. 4.3 and 4.4) is created. Knowledge gen-
erated with these models can now be used to boost the performance of the MA.
The paper has the following outline. Section 2 discusses related work. Section 3
explains fundamental concepts for the work, such as memetic algorithm and local
process models. In Sect. 4, the solution for the selected OR problems, includ-
ing the PD-based neighbourhood operators, is described. Section 5 presents the
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computational experiments to show the performance of the algorithm. Section 6
concludes the paper.

Fig. 1. MA with process discovery knowledge

2 Related Work

Scheduling problems in production are one of the hardest and most studied NP-
hard optimization problems [29]. In [7], it is described that in the last decades,
a lot of research has been done on developing efficient heuristic optimization
algorithms for the (flexible) job shop scheduling problem due to its relevance for
the industry. Especially local search methods like tabu search [25] have proven
successful in this area. By combining the exploitation capabilities of local search
with the explorative power of genetic algorithms [4], so-called MAs represent a
hybrid between these two search paradigms. One of the most recent effective
applications of such an algorithm to job shop scheduling is described in [30].
For process (re-)design, different OR methods have been used, e.g., mathemat-
ical programming [15]. [17] provides an overview of questions and approaches
for automated planning in process design. OR methods are also used to deter-
mine the optimal data flow in process choreographies [14]. [5] put process model
optimization to runtime based on formulating and solving a declarative process
model plus temporal constraint as constraint satisfaction problem. Stochastic
Petri nets [16,21] can be employed to model, simulate, and analyze dynamic
process settings. PD has been mainly used to visualize and explore the results
of the OR method to a given problem, so far. [8] uses process mining to analyze
logs before scheduling in a hospital environment. In [13], we suggest using pro-
cess mining to visually explore the results of cobot assignments by translating
the schedules into logs. In [9], process mining is used to visualize and compare
the solutions of an MA to predict change propagation behaviour in distributed
process settings with and without confidentiality requirements. In [23] processes
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from a real-world clinic are improved: existing logs are analyzed, and a schedule
is created with OR methods which is used to analyze the cause of deviations and
to improve the process. However, the aforementioned approaches do not exploit
process mining techniques to optimize OR methods.

3 Fundamentals

This section presents background information on memetic algorithms and local
process model mining as the two fundamental concepts combined in the solution
method presented in this work.

3.1 Memetic Algorithms (MA)

In order to understand how MAs work, we introduce the fundamentals of genetic
algorithms (GA) and local search (LS) methods. GAs are an abstraction of bio-
logical evolution. A set of solutions (population) is the basis. Selection, crossover,
and mutation operations transform this initial set of solutions to the next gener-
ation. A selection operator selects two parents for the next generation. The idea
is that fitter individuals are selected more often. The crossover operator now
combines these two individuals and therefore mimics biological reproduction.
The mutation operator can slightly change the produced offspring, similar to a
natural mutation. By representing a problem as an individual of the population
and creating a fitness function, that can assign fitness to new individuals, this
basic genetic algorithm can solve a broad range of optimization problems [18]

LS methods start with a single solution. A set of local changes are applied
to the starting solution, which will improve the starting solution until a local
optimum has been found. Basic local search methods will stop once a local
optimum has been found. However, there are algorithms that can escape local
optima and continue the search. One of these algorithms is a VNS. This algorithm
explores increasing neighbourhoods (a kth neighbouring solution can be reached
with k changes to the base solution), e.g. neighbourhoods with 1, 2, or 3 changes
to the base solution. If an improvement to the best solution has been found, the
algorithm is restarted from the newfound solution [19].

A GA has a population and explores large parts of the search space. These
GAs can be combined with LS so that the LS is applied to promising solutions
that the GA finds. This MA combines global and local search methods and was
able to provide good results for many practical problems [20].

3.2 Local Process Model Mining

Process models allow to specify, describe, understand, and document processes
more effectively than they can do using text. Process models can be used to
understand processes and make decisions [11]. Due to high concurrency and
complex dependencies, simple sequence mining techniques do not work well on
modern processes. However, process discovery (PD) algorithms have proven to
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capture processes adequately based on event logs [3]. Local process model (LPM)
mining is a PD technique introduced in [24] that aims at extracting the best
LPM from an event log. LPMs are generated based on an initial set of process
trees containing only one node, i.e., one workstation. These trees are assigned
a fitness value based on five quality criteria, such as the number of traces that
can be considered an instance of the LPM (support) and the harmonic mean of
all explainable event occurrences divided by not explainable event occurrences
(confidence) [24]. All or a subset of the process trees are selected for the next
generation based on their fitness. The process trees are then expanded with
different operators and nodes. This is necessary, as one node might be no good
presentation for a large process. In the expansion step, a leaf is replaced by an
operator. The original leaf is the first child of the new operator, and a second
random node is the second child of the operator. This expansion step is done
multiple times, until a stopping criterium is reached, and the best process tree is
stored. These generated process trees can be converted into LPMs at any time.

4 Solution Method

This section describes the OR problems and the MA that has been used to solve
them (see [12]). Moreover, this section defines the novel PD-based neighbourhood
operators.

4.1 Operations Research Problems

We present the necessary details of the two OR problems based on which we
investigate the potential of employing PD in metaheuristics. [12] describes orders
and tasks. However, for clarity, orders and tasks will be called jobs and opera-
tions. [6] describes machines. However, for clarity, machines will be called work-
stations, as human workers can interact with machines and cobots on these
workstations.

OR Problem 1 (Cobot assignment and job shop scheduling problem
[12]) In this problem, a list of jobs is given. Each job contains multiple operations
that are subject to precedence constraints. These operations should be executed
on a given set of workstations.

All workstations that can do similar operations are grouped, e.g. all drilling
workstations. Each workstation has a speed and cost factor. An example would
be a new drilling workstation. This new workstation might have more expensive
drills, but it is also faster than an old one. Furthermore, a predefined number
of cobots can be deployed to workstations in order to speed up production as
introduced in [28]. For each operation, a base cost and duration are available.
Additionally, a workstation group (e.g. a drilling operation can be done on any
drilling workstation) as well as precedence relations are given.

The objective function of this problem is a combination of normalized pro-
duction cost and normalized makespan. An extension to the classical job-shop-
scheduling problem is that operations can be split and assigned to different work-
stations for quicker processing. Additionally, operation fragments can be executed
in an arbitrary order.
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OR Problem 2 (Flexible job shop scheduling [6]) In this problem, a list
of jobs is given. Each job contains multiple operations that are subject to prece-
dence relations. Each operation can be processed on one out of a set of eligible
workstations, and the processing time depends on the selected workstation.

This base problem is extended by a cobot-to-workstation assignment.
The objective function of this problem is to minimize the makespan to finish

all jobs. Therefore, operations must be assigned to the workstations, and a pro-
duction order must be defined. The main difference to the first defined problem
is the flexibility of operations (producible on many workstations instead of small
workstation groups and the objective function).

Problems 1 + 2 are NP-hard problems extended by an additional decision aspect,
i.e., a cobot-to-workstation-assignment. In [12], an MA has already been used to
solve the cobot assignment and job shop scheduling problem. In this paper, we
extend the MA with PD neighbourhood operators, i.e., if the genetic algorithm
finds a promising solution, the VNS is started from this solution.

4.2 Encoding and Evaluation

In Fig. 2, the encoding for Problems 1 + 2 is shown. The first part of the encoding
is the operation to workstation assignment. If an operation can be produced on
multiple workstations, the upper bound equals the number of these workstations.
The value represents which of the possible workstations is used for production.
E.g. if workstations 0 to 4 are possible for production, the upper bound is 4, and
a value of two would mean that the second workstation is used.

In the second part of the encoding in Fig. 2, each operation’s priority is
encoded. If multiple operations can be produced simultaneously at the same
workstation, the operation with the highest priority gets produced first. Each
number between zero and the largest possible integer is possible. E.g. two tasks,
task 1 with priority 5 and task 2 with priority 10, should be produced on the
same workstation. The task with the highest priority, namely task 2, is produced
first.

The final part of the encoding is the cobot-to-workstations-assignment that
can be seen on the right side of Fig. 2. The upper bound of this value is the
number of workstations that have no cobot assigned. The value represents which
of these workstations a cobot should be assigned. E.g. if workstations 0 to 10
have no cobot assigned, the upper bound of the value is 10 and a value of 5
would mean that a cobot is assigned to workstation 5.

In [28], it is described that a cobot speeds up production by 30%. This value
is used for the evaluation.

Details regarding the evaluation of the extended cobot assignment and job
shop scheduling problem can be found in [12]. During the evaluation of one
solution, two objective values (production cost and makespan) are generated.
The objective function F that is used as fitness is a combination of normalized
cost and normalized makespan, i.e., F = ncost + nmakespan.
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Instances of the extended cobot assignment and flexible job shop scheduling
problem do not define production costs. Therefore, the makespan should be
minimized in these instances.

Fig. 2. Integer-based encoding

4.3 Local Process Model Mining

In this work, an LPM represents highly used workstations and relations between
these workstations in the currently best solution of the algorithm. More pre-
cisely, the best-rated LPM is mined whenever the MA finds a new best solution.
Section 4.4 will explain how one or multiple LPMs are used inside the MA to
improve the algorithm’s performance. However, the conceptual idea is that solu-
tions that are close to the best-found solution might improve if more operations
are assigned to those highly used workstations of the best solution.

Compared to [24], the computational effort is crucial in the context of this
paper. Hence, the LPM mining algorithm is adjusted to be executable in the MA.
For this, the number of operators to build the LPMs is limited to sequence and
xor operators. Regarding the described problems, this deviation from the origi-
nally proposed mining algorithm does not have disadvantages, as the problems
are defined without loops and concurrency. Additionally, generating all possible
solutions in the selection step is not feasible. Therefore, a random subset is gen-
erated before the expansion step. Figure 3 shows the process of generating an
LPM during the run of the MA. Green parts have been developed or adjusted
for this paper. The basis for the LPM is the event log representing the current
best solution found by the MA.

Fig. 3. Generation and usage of local process models

During the evaluation of one solution, information regarding jobs, order of
operations, workstations, and cobot placement is available. The generation of
an event log in the xes format [1] is triggered every time a new best solution
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is found. The xes file contains a trace for each job. The traces, in turn, contain
events for each operation. Each event defines a start and end timestamp (start
and end of the operation), a job ID, an operation ID, which workstation has been
used and the information if a cobot is currently assigned to this workstation.
Using the adjusted LPM mining algorithm, the best LPM for this given log file
is created. An example would be the sequential execution on workstations A and
B in a problem with four workstations A-D. Section 4.4 will explain how LPMs
are used in the VNS.

4.4 Memetic Algorithm

To generate neighbourhood solutions in a MA as described in Sect. 3, a neigh-
bourhood operator applies k changes to an initial solution.

Independent of the neighbourhood operator, each part of the encoding,
described in Fig. 2, has an equal chance of being selected for change (operation-
to-workstation assignment, operation priority, cobot assignment). The first
neighbourhood operator is the Basic change (B). In this change, one value
of the selected part is randomized within its bounds. The second operator is
the Greedy change (G). Regarding operator priority and cobot assignment,
this change equals the basic change. In the operation-to-workstation assignment,
all workstations that have a cobot assigned are calculated. Workstations with
cobots have a threefold probability of being selected during the operation-to-
workstation assignment. The third operator is the Process discovery change
(PD). Regarding operator priority and cobot assignment, this change equals
the basic change. In the operation-to-workstation assignment, the latest LPM is
used. This can be seen in Fig. 3. Workstations that are part of the latest LPM
have a threefold probability of being selected compared to other workstations.
The final operator is the Process discovery dictionary change (PDD).
Regarding operator priority, this change is equal to the basic change. In the
operation-to-workstation assignment and the cobot-to-workstation assignment,
the weight of each workstation is the weight of the entry in the process mining
dictionary. This can be seen in Fig. 3. This means that workstations that greatly
impact the process over multiple generations of LPMs have a higher chance of
being selected.

In Algorithm 1, the evaluation of the MA (cf. [12]) with PD-based VNS is
described. In line 0, a solution and one neighbourhood operator are passed to
the evaluation method. A fitness value for this solution, called solutionFitness,
is generated. This can be seen in Algorithm 1 in line 1. In line 2, it is checked
if the VNS should be applied. It is applied to solutions within a given range of
the best solution that has been found so far. Lines 3, 4, 5, 14, and 15 indicate
the minimum number of individuals generated whenever the VNS is started. An
example would be kmax=5, where at least 50 solutions with k ∈ {1, 3, 5} changes
are generated. In line 6, k changes are made to the existing best solution based
on the passed neighbourhood operator of line 0. Four neighbourhood operators,
i.e., basic change, greedy change, PD change, and PDD change, are used in line
6 and will be explained in detail after the algorithm description. In line 7, the
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Algorithm 1. Pseudo code - MA with process discovery

Parameters/Methods Description

BestSolution Best solution found so far
BestSolutionLog Log file describing the best solution found so far
BestFitness Best fitness found so far
VnsThreshhold Threshold to check if the VNS should be applied
LPM Local process model of the best solution found so far
LPMDictionary Dictionary that is updated based on mined LPMs

UpdateDictionary() Method that updated the current LPMDictionary
EvaluateSolution() Method to get the quality of a passed individual
SolutionLog() Method to get the log file of a solution
MineLocalProcessModel() Method to mine a LPM out of a process log
NeighbouringSolution() Method that generates a solution with k changes

0 Evaluate(solution, neighbourhood, kmax)
1 solutionFitness ← EvaluateSolution(solution)
2 if(solutionFitness ≤ BestFitness * VnsThreshhold)
3 k ← 1
4 while(k ≤ kmax)
5 for(i = 0, i ≤ 50, i++)
6 newSolution ← NeighbouringSolution(solution, neighbourhood, k)
7 newSolutionFitness ← EvaluateSolution(s’)
8 if(newSolutionFitness < solutionFitness)
9 solutionFitness ← newSolutionFitness
10 solution ← newSolution
11 k ← 1
12 goto line 3
13 end if
14 end for
15 k += 2
16 end while
17 end if
18 if(solutionFitness < BestFitness)
19 BestFitness = solutionFitness
20 BestSolution = solution
21 BestSolutionLog = SolutionLog(solution)
22 LPM = MineLocalProcessModel(BestSolutionLog)
23 LPMDictionary = UpdateDictionary(LocalProcessModel)
24 end if
25 return x

fitness of the new changed solution is evaluated.
The VNS is restarted on a first-improvement basis. This can be seen in lines

8 to 13. The found improved solution replaces the current best solution for this
variable neighbourhood.

Lines 18 to 24 show that the MA also stores the best-found solution. If a new
best solution is found and the neighbourhood operator is one of the PD oper-
ators, a solution log of this solution is generated and a LPM mining algorithm



Improving Metaheuristics Through Process Mining 241

is applied. The mined LPM replaces the LPM of the currently best solution.
It is assumed that key workstations of existing solutions are part of the LPM.
Examples are workstations that are used frequently in the best existing solution.
Utilizing this information in the genetic algorithm might be good for already
promising solutions to assign operations to these workstations.

Figure 3 shows the development of a PDD. A dictionary with all workstations
is created to utilize information extracted from multiple LPMs. Each worksta-
tion has a base weight of 1. Each time a new LPM is mined, the weight of all
workstations that are part of this LPM is increased by one.

5 Numerical Experiments

5.1 Data and Code

The problem files for the cobot assignment and job shop scheduling problem can
be found at https://doi.org/10.5281/zenodo.7691316 and the problem files for
the cobot assignment and flexible job shop scheduling problem at https://doi.
org/10.5281/zenodo.7691455. Algorithm 1 is implemented in C# and embedded
into HeuristicLab, a framework for heuristic optimization [26]. The simulation
framework Easy4Sim1 was used to evaluate solutions. The code is provided at
https://zenodo.org/badge/latestdoi/614876607.

The evaluation of the approach necessitates large-scale computational exper-
iments. For this, the HPC3 cluster2 in Vienna was used. All calculations were
executed on nodes with a Xeon-G 6226R CPU 2.9 GHz. To execute the C#
code on a Linux cluster, the mono framework [27] was utilized. To evaluate the
overhead of the runtime environment, preliminary experiments were conducted.
Stretching the computation time by a factor of 1.6 allows for a similar number of
solutions to be evaluated compared to the same code running on a native.NET
platform (MS Windows). All runs of the MA have been done on the HPC. There-
fore, this factor has been used for all runs of the MA, and the original runtime
is reported in this paper.

5.2 Constraint Programming Formulation

A constraint programming (CP) formulation for all solved problems has been
done to measure the implemented algorithm’s performance. If the CP model
terminates, it finds the global optimum of a problem. Therefore the CP model
gives an overview of the complexity of the problem (can the optimum be found
in a reasonable time?). If no optimum is found, it gives a good base quality which
can be compared to the solutions found by the developed algorithm.

The exact formulation for the first two data sets can be found in [12]. To solve
the third problem, minor adjustments have been made to the CP model. Since
1 https://www.risc-software.at/.
2 https://w3.vdc.univie.ac.at/wiki/index.php/Slurm.

https://doi.org/10.5281/zenodo.7691316
https://doi.org/10.5281/zenodo.7691455
https://doi.org/10.5281/zenodo.7691455
https://zenodo.org/badge/latestdoi/614876607
https://www.risc-software.at/
https://w3.vdc.univie.ac.at/wiki/index.php/Slurm
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the CP formulation of the problem requires a lot of space, it is not presented
here. IBM ILOG CP Optimizer has been employed for implementing the model
and for solving the example problems. The model definition can be found at
https://doi.org/10.5281/zenodo.7754794.

5.3 Data Dimensions

Three different data sets were solved with all neighbourhood operators. In [12],
the first two data sets are explained. The first data set is a combined cobot assign-
ment and job shop scheduling problem from the industry. It has 54 workstations,
210 jobs, and 1265 operations. This instance is split into two halves and four
quarters to create additional smaller instances. The second data set is inspired
by this real-world data set and has 50 artificial instances. These instances are
similar in size compared to real-world instances (full, halves, quarters). In [6],
the third data set is introduced. This data set contains large flexible job shop
scheduling instances that are extended with a cobot-to-workstation-assignment
in this paper. The instance size ranges from 30 × 10 (jobs × workstations) to
100 × 20.

5.4 Real-World Cobot Assignment and Job Shop Scheduling
Problem

The real-world problem described in [12] has been solved with the following
parameters:

– Runtime: Short (100 min), medium (200 min), and long (300 min) runtime
– Cobots: 0, 5, and 10
– neighbourhood operator: Basic change, greedy change, PD change, PDD

change
– Instances: Full, halves, quarters
– Repetitions: 10

These settings result in 2520 runs of the MA. The reported runtime is used for
the full instance and 30%, and 10% of this runtime is used for the half and
quarter instances, respectively. In [12], the CP model has been used to solve the
real-world data set with zero and five cobots.

In Table 1, the average normalized objective value of all runs of the MA is
reported and compared to the CP results. Both values of the objective function
(makespan, cost) are normalized so that a higher normalized value represents
a better value. The maximum of each normalized value is 1, which means the
closer the objective value gets to 2, the better the result is. The values in the
cells represent the average for 10, 20, and 40 runs of the algorithm for the full
instance, the half instances, and the four quarters, respectively.

The colored cells mark the best neighbourhood for each combination of run-
time, instances size, and the number of cobots. This highlights the advantages
of the different neighbourhood operators.

https://doi.org/10.5281/zenodo.7754794
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Table 1. Detailed results for the real-world problem

0 Cobots 5 Cobots 10 Cobots

NBOp Time Quarters Halves Full Quarters Halves Full Quarters Halves Full

B 1.2698 0.9654 1.0644 1.7878 1.5955 1.6491 1.7926 1.5995 1.6414

G 1.2213 0.9574 1.0423 1.7565 1.5714 1.6583 1.7884 1.6245 1.7343

PD 1.2475 0.8933 1.0262 1.7604 1.5790 1.6714 1.8168 1.6277 1.7423

PDD

Short

1.2766 0.9653 1.0722 1.6111 1.5351 1.5504 1.8176 1.6200 1.7279

B 1.2876 0.9915 1.0854 1.8227 1.6115 1.7227 1.8489 1.6563 1.7329

G 1.2886 0.9845 1.0646 1.8074 1.6018 1.7164 1.8343 1.6516 1.7457

PD 1.2838 1.0436 1.0821 1.8134 1.5967 1.7071 1.8431 1.6746 1.7511

PDD

Medium

1.2877 1.0349 1.1154 1.6463 1.6624 1.7268 1.8540 1.6776 1.7919

B 1.3004 1.0897 1.1099 1.8322 1.6244 1.7506 1.8584 1.7019 1.7617

G 1.2968 1.0587 1.0685 1.8215 1.6738 1.7394 1.8455 1.6829 1.7461

PD 1.2946 1.0322 1.0973 1.8257 1.6738 1.7237 1.8616 1.6936 1.7975

PDD

Long

1.2954 1.0520 1.0930 1.6660 1.6756 1.7814 1.8672 1.6921 1.8086

CP 0.9057 1.1493 1.0216 -2.4404 -1.0479 0.9258

NBOp: neighbourhood Operator; B: Basic; G: Greedy; PD(D): Process discovery (Dictionary)

The PD operators try to identify important workstations in generated solu-
tions. The PDD operator even learns over a large number of generations. Since
applying PD operators comes with an overhead, the instance must be hard
enough that this generated knowledge has enough impact in the remaining time.
In Table 1, it can be seen that the PD operators, especially the PDD operator,
outperform other neighbourhood operators on complex problems (large instance,
high number of cobots) if enough runtime is given.

Once the number of cobots increases, the CP model has difficulties finding
a valid solution. This can be seen in the last line of Table 1. The CP approach
delivers good zero cobot results, especially for the half instances. However, with
five cobots, the CP formulation already has trouble finding valid solutions.

5.5 Generated Cobot Assignment and Job Shop Scheduling
Problem

The second data set solved is the artificial data set described in [12]. In this data
set, 50 instances in 3 sizes have been created:

– Small instances (10 instances)
300 operations / 30 workstations

– Medium instances (20 instances)
600 operations / 30 workstations
600 operations / 50 workstations

– Large instances (20 instances)
1200 operations / 30 workstations
1200 operations / 50 workstations

All instances have been solved with the following parameters:

– Cobots: 0, 5, and 10
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Table 2. Detailed results for the artificially generated instances

0 cobots 5 cobots 10 cobots

neighbourhood Small Medium Large Small Medium Large Small Medium Large

B 0.8140 0.5258 0.3657 0.9704 0.6342 0.5450 1.1592 0.7708 0.6781

G 0.8124 0.4991 0.3483 0.9463 0.6188 0.5399 1.1331 0.7570 0.6792

PD 0.8192 0.5243 0.3883 0.9767 0.6473 0.5576 1.1462 0.7799 0.6801

PDD 0.8123 0.5355 0.3897 1.0100 0.6632 0.5426 1.1903 0.7953 0.6815

CP 0.4139 0.2989 0.1240 0.4898 0.2989 -0.2926 0.5690 0.2989 -0.2926

NBOp: neighbourhood Operator; B: Basic; G: Greedy; PD(D): Process discovery (Dictionary)

– neighbourhood operator: Basic change, greedy change,
PD change, PDD change

– Repetitions: 10

These settings result in 6000 runs of the algorithm. The runtime was 60, 180,
and 300 min for the small, medium, and large instances, respectively.

Table 2 summarizes the performance of the neighbourhood operators com-
pared to the CP model on the artificial instances. The value in each cell repre-
sents the normalized objective value (normalized cost + normalized makespan)
with an upper bound of 2. A larger value means that on average better solutions
have been found. The coloured cells represent the best neighbourhood operator
with regard to the instance size and the number of cobots.

If the CP model did not find a solution for a cobot setting, the solution with
fewer cobots is taken. It can be seen that the MA outperforms the CP model for
this problem. This is independent of the used neighbourhood.

Table 2 shows that the PD neighbourhood operators outperform the basic and
greedy neighbourhood operators over the whole data set. This is again especially
true for the PDD operator. Which performs, on average, 2.4% better than the
basic neighbourhood, 4.5% better than the greedy neighbourhood, and 1.5%
better than the PD neighbourhood.

The values in the table represent the average over 100 and 200 instances for
the small and medium/large instances, respectively. Due to the larger number of
instances, results from this data set are less prone to errors than the real-world
instances.

5.6 Cobot Assignment and Flexible Job Shop Scheduling Problem

The third data set solved is the flexible job shop scheduling problem described
in [6], cf. Problem 2. For the previous two problems, it could be seen that the
CP results have performed better for simpler instances and worse for complex
instances. In this problem, CP delivers good results due to the simple, makespan-
only objective. To compete with the CP formulation with an equal runtime,
minor adaptations had to be done in the MA.

A fraction of the initial population of the MA has been initialized with solu-
tions generated using priority dispatching rules. These priority rules allow the
generation of acceptable initial solutions that can be further improved with the
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MA. A considerable amount of priority rules are described in [22]. The following
have been used in the operation-to-workstation assignment in this paper:

– Most work remaining
– Shortest processing time remaining
– Most operations remaining
– Operational flow slack per processing time
– Flow due date per work remaining
– Shortest processing time per work remaining
– Shortest processing time and work in next queue

Additionally, the Highest number of assignable operations and the Largest
amount of assignable work priority rules have been designed for the cobot-to-
workstation assignment. In the first cobot-to-workstation rule, workstations are
sorted by the number of operations that can be assigned and the available cobots
are assigned to the top workstations. In the second rule, the sorting is done by
the duration of all assignable operations on a specific workstation.

Additionally, generating LPMs has been stopped until the first generation
is finished. Four problem files (0, 10, 20, 30) of two categories (smallest and
largest) were selected. The smallest category has 30 jobs with 10 workstations,
and the largest has 100 jobs with 20 workstations. These problems were solved
with cobots assigned to 0%, 20%, and 40% of the workstations. Each problem
was solved with all four described neighbourhood operators and 20 repetitions.
This resulted in 1920 runs of the algorithm. The CP solver and the MA had a
runtime limit of 60 min.

Table 3. Detailed makespan results for the cobot assignment and FJSP

B G PD PDD CP

small 0% 764 764 765 764 762

small 20% 702 703 703 702 699

small 40% 650 650 650 649 646

large 0% 3906 3906 3906 3906 3904

large 20% 3587 3587 3587 3587 3587

large 40% 3314 3314 3314 3314 3317

Table 3 reports the average solution quality for the MA and the CP model of
the flexible job shop scheduling instances. The values represent the average objec-
tive value (makespan) across each instance group. Hence, smaller values indicate
a better solution quality. The CP solver delivered good results for all numbers
of cobots for the small instances. With growing problem difficulty (increasing
number of cobots and instance size), the performance of the MA increased.

For the large instances with 40% cobots, a slight advantage of the MA over the
CP model can be observed. Even though the performance of the neighbourhood
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operators is pretty similar, the PDD operator outperforms the other neighbour-
hood operators again and delivers the best results for the most complex (largest,
highest amount of cobots) instances.

6 Summary and Outlook

This paper introduces a novel combination of an MA with a feedback loop that
utilizes LPM mining. This MA uses different neighbourhoods that utilize the
information generated with this PD algorithm, and the results are compared to
traditional neighbourhood operators and a CP model.

Two problems from OR were tackled to show the algorithm’s generalizability.
The algorithm should be easily adaptable to new problems due to the flexibility
of the base algorithm, the genetic algorithm. Additionally, it has been imple-
mented in HeuristicLab, which can, due to its plugin-based architecture, easily
be extended with new problem formulations.

Running additional code like the PD algorithms during the execution of a
genetic algorithm to generate knowledge comes with overhead. This knowledge
can help identify important parts of the process.

A series of experiments on different problems were started to quantify the
impact of this generated knowledge. This paper reports the results of 10440 runs
of the MA. A CP formulation was employed for all problems to have a baseline
performance measure.

For small instances and simple problems, the overhead incurred through PD
inhibits the competitiveness of our approach. However, it was shown that neigh-
bourhood operators that utilize PD algorithms to generate knowledge outper-
form other neighbourhood operators and the CP model on large and complex
instances. In further research, different metaheuristics, feedback variants, prob-
lems, and PD algorithms can be reviewed. In the current version, the order and
connections between workstations in the LPM is not utilized, however, utilizing
this information might be helpful in upcoming research.
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Abstract. Process-aware Recommender systems are information sys-
tems designed to monitor the execution of processes, predict their out-
comes, and suggest effective interventions to achieve better results, with
respect to reference KPIs (Key Performance Indicators). Interventions
typically consist of suggesting an activity to be assigned to a certain
resource. State of the art typically proposes interventions for single cases
in isolation. However, since resources are shared among cases, this might
impact the effectiveness of the available interventions for other cases
that would require one. As result, the overall KPI improvement is par-
tially hampered. This paper proposes an approach to assign resources
to needed cases, aiming to improve the overall KPI values for all cases
together, namely the summation of KPI values for all cases. Experiments
conducted on two real-life case studies illustrate that globally consider-
ing all needing cases together allows a better global KPI improvement,
compared with a more greedy approach where interventions are proposed
one after the other.

Keywords: Process Improvement · Process Prescriptive Analytics ·
Recommender Systems · Resource Allocation · Resource Experience

1 Introduction

Process-aware Recommender Systems are a class of information system that aims
to monitor whether executions are predicting to achieve the expected goals,
and, whenever this is not the case, they propose interventions to try to take
those executions back on track. In literature interventions are typically based on
advising what activity to perform as next, possibly paired with a suggestion of
the resource that will carry it out (see Sect. 2).

However, resources are shared among all running process instances, a.k.a.
cases, and typically they can carry on one activity a time. As a result, if the
interventions (activity and resource) are determined for each instance with-
out considering the other instances that also require intervention, the overall
effectiveness, namely for all instances that require interventions, is limited. For
instance, if one process instance P1 is assigned a resource R1, R1 cannot work
a different instance P2 that requires intervention. It might be the case that it
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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is more beneficial to assign a different resource R2 to P1, because R2 can work
almost as good for P1, and let R1 work on P2, for which no resource exists that
is almost equally good. This consideration illustrates how the decision of the
interventions is a global decision for all running cases.

Section 2 reports how literature does not propose approaches for resource
allocations to cases with the aim of improving the whole set of process instances.
This paper proposes an approach to overtake this limitation. In our paper, the
achievement of the goal is measured through a measurable Key Performance
Indicator (KPI): cases associated with values outside the acceptable range are
considered worth of an intervention. The problem that we tackle is clearly an
optimization problem: given the likely process’ scenario of hundreds of resources
and running cases, an exact solution is practically unfeasible. We thus propose
two greedy approaches, one faster and one slower, that respectively provide a
worse and better approximation.

In a nutshell, the idea is to create an initial resource profile, in which
resources are allocated to cases: each profile is associated with an expected over-
all KPI improvement. The expected overall KPI improvement is computed, using
machine-learning techniques for prescriptive process analytics. Then, this initial
profile is altered, by changing resources allocated to cases, thus obtaining further
profiles. At the end, a number of resource profiles is generated, from which those
with higher expected KPI improvements are retained. The ultimate outcome is
a set of resource profiles, which are deemed valid to improve KPIs. In different
resource profiles, the same resource is assigned to a different case and inter-
vention: resources are thus given a certain degree of freedom on which case to
pick up and work on as next. This is beneficial, because a rigid resource-to-case
imposition is against the principle of resource-aware recommender systems [1],
such as how the problem of task-to-resource assignments is typically tackled in
operation research.

The framework has been assessed on real-life case studies with processes with
hundreds of running cases and resources. This allowed us to perform a stress test
on the practical feasibility. The typical behavior of resources was simulated, on
the basis of behavior patterns observed in human-computer interaction liter-
ature. The results show that our resource-allocation framework enables a sig-
nificantly higher total KPI improvements, i.e. considering all running cases, if
compared with scenarions in which each case is recommended in isolation.

Section 2 discusses related works in the domain of prescriptive process analyt-
ics and resource-aware recommender systems. Section 3 introduces the necessary
background concepts: event logs, KPI definitions, and process prescriptive ana-
lytics that consider single cases in isolation. Section 4 puts forward our approach
for resource allocation for global KPI improvement, Sect. 5 reports on the eval-
uation setup and results, while Sect. 6 concludes the paper, summarizing the
contribution in our paper.
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2 Related Works

Literature has focused on using recommender systems in business processes to
improve the future outcome of process instances. This has often been translated
into being focused on recommending which activities to work on next to improve
the process’ Key Performance Indicators (KPIs) [2–4].

The growing interest in recommender systems for process mining has led the
community to explore how to determine when to intervene with recommenda-
tions [5] and whether an intervention is cost-wise worth [6]. A body of research
has also focused on ensuring that recommendation are well explained to human-
resources [7], using Shapley Values theory [8].

Moreover, several research works have focused on considering which resources
should perform specific activities in various contexts. Cabanillas et al. in [9,
10] propose two approaches to define a language to equip BPMN models with
complex resource-allocation policies, as well as to discover those policies.

A few works focuses on suggesting a resource allocation for a set of activi-
ties that need to be performed, without - though - focusing on recommending
which activity to perform. Zhao et al. in [11] provide a framework based on a
system of convex equations that encode a system of constraints on time and cost.
Huang et al. in [12] leverage on Reinforcement Learning to propose a resource-
allocation algorithm based on a Markov decision process. Park et al. in [13]
integrate offline prediction model construction, using Long Short-Term Memory
models to predict the next activity to perform and, subsequently, employing a
minimum-cost-and-maximum-flow algorithm to allocate resources. Dumas et al.
in [14] focus on recommending resource-activity pair, as we aim here. However,
they recommend for single cases in isolation, which was previously mentioned to
provide a lower degree of overall KPI improvement, namely for the whole set of
running cases.

In conclusion, no previous research works have pursued the goal to provide an
global KPI improvements, while leaving a certain degree of freedom to resources
on which case (and activity) to work on as next.

3 Preliminaries

The starting point for a process mining-based system is an event log. An event
log is a multiset of traces. Each trace is a sequence of events, each describing the
life-cycle of a particular process instance (i.e. a case) in terms of the activities
executed, resources that execute it, and the process attributes manipulated.

Definition 1 (Events). Let A be the set of process activities. Let R be the
set of possible resources. Let V be the set of process attributes. Let WV be a
function that assigns a domain WV(x) to each process attribute x ∈ V. Let
W = ∪x∈VWV(x). An event is a tuple (a, r, v) ∈ A × R × (V �→ W) where a
is the event activity, r the resource that performs it and v is a partial function
assigning values to process attributes with v(x) ∈ WV(x).
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A trace is a sequence of events. The same event can occur in different traces,
namely attributes are given the same assignment in different traces. This means
that the entire same trace can appear multiple times and motivates why an event
log is to be defined as a function which assigns a trace to a given identifier:

Definition 2 (Traces & Event Logs). Let E = A × R × (V � W) be the
universe of events. Let I be the universe of the case identifiers. A trace σ a
sequence of events, i.e. σ ∈ E∗. An event-log L is here modeled as a function
that, given an identifier i of a log trace returns the sequence of events related to
the process instance with the identifier i, i.e. L : I → E∗.1

Given an event e = (a, r, v), the remainder uses the following shortcuts:
activity(e) = a, resource(e) = r and variables(e) = v. Also, given a trace σ =
〈e1, . . . , en〉, prefix(σ) denotes the set of all prefixes of σ, including σ, namely
prefix(σ)={〈〉, 〈e1〉 , 〈e1, e2〉 , . . . , 〈e1, . . . , en〉}.

For building our recommender system, we need to define what we aim to
optimize, i.e. the goal of our recommendation: hereafter, this is named Key
Performance Indicator (KPI) and depends on the specific process domain.

Definition 3 (KPI Function). Let E be the universe of events. A Key Perfor-
mance Indicator (KPI) is a function K : E∗ × N → R such that, given a (prefix
of a) trace σ ∈ E∗ and an integer 1 ≤ i ≤ |σ|,2 K(σ, i) returns the KPI value of
σ after the occurrence of the first i events.

Therefore img(K) is the set of all possible KPI values. With abuse of notation,
we indicate K(σ) = K(σ, |σ|), namely the KPI value after the occurrence of
events in trace σ. Note that our KPI definition is assumed to be computed
a posteriori when the execution is completed and leaves a complete trail as a
certain trace σ. In many cases, the KPI value is updated after the occurrence of
each event, i.e. after each activity execution. We aim to be generic and account
for all relevant domains. Given a trace σ = 〈e1, . . . , en〉 that records a complete
process execution, the followings are examples of two potential KPI definitions:

– Total Time. We opted to consider the task in which the objective is to reduce
the total time. Given a σ’s prefix of i events, Ktotal(σ, i) measures the dif-
ference between the timestamp of the trace’s last future event and the first
event’s timestamp.

– Activity Occurrence. It measures if a certain activity is going to occur in
the future, such as an activity eventually Open Loan in a loan-application
process. The corresponding KPI definition for the occurrence of an activity a
is Koccur a(σ, i), which is equal to 1 if the activity a occurs in 〈ei+1, . . . , en〉,
0 otherwise.

1 The operator * refers to the Kleene star: given a set A, A∗ contains all the possible
finite sequences of elements belonging to A.

2 Given a trace σ, |σ| indicates the number of events in σ.
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Table 1. Example of the output of the Prescriptive Analytics Oracle Function in a
tabular form, for a given trace when the KPI is the total time of a case. It provides
the recommended activity Back-Office Adjustment Requested associated with a set of
pairs of resources and delta in KPI. For instance, if the resource BOCSER executes an
adjustment to the Back-Office, the expected total time of the procedure will decrease
by 195 h.

Activity Resource Δ

Back-Office
Adjustment
Requested

CE UO 208 h

BOCSER 195 h

BOC 112 h

... ...

The goal of the recommender system is to provide recommendations on both
the activities to be performed and the resources best suited to perform them,
with the aim of enhancing the final outcome of running process instances in
terms of the identified KPIs. To achieve this, a Prescriptive Analytics Oracle
Function must be developed. This function will enable the prediction of the
KPIs of the final outcome of a running process instance, and will identify the
best activity to be performed and the most suitable resource to perform it.

Definition 4 (Prescriptive Analytics Oracle Function). Let E be the uni-
verse of events and σ ∈ E∗ a (running) trace belonging to it, A the set of possible
activities, K : E∗×N → R a KPI function and R the set of the possible resources.
A Prescriptive Analytics Oracle Function is a function ψ : E∗ ×K → A×2(R×R)

such that ψ(σ,K) returns (a, {(r1,Δ1), . . . , (rm,Δm)}) with m ≤ |R| to indicate
that activity a is recommended and, if performed by ri, will lead to a Δi improve-
ment of KPI K. Also, ∀i, j ∈ {1, . . . , m} , ri = rj ⇐⇒ i = j, meaning that a
resource can only be recommended once.

Since not all resources can perform the recommended activity a, the number m
of recommended resources does not necessarily coincide with the number |R| of
all resources [15]: also, some resources might not be available at a certain point
for other reasons, e.g. on holidays or on sick leave.

In the example in Table 1, the oracle function ψ takes as input the KPI func-
tion as defined in Definition 3, with K modelling the KPI . For a certain trace,
the recommended activity is Back-office Adjustament Requested. The function
also returns a set of pairs (r,Δ) to indicate that, if the activity is performed by
resource r, the final KPI is predicted to change by Δ. Concretely, if the activity
Back-Office Adjustment Request is performed, e.g., by CE UO, the total time will
reduce by 208hours.

In the remainder, we will make use of a helper function maxψ,K(σ) that for
each (running) trace σ ∈ E∗ returns the maximum achievable improvement.
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Definition 5 (Helper function). Let E be the universe of events. σ ∈ E∗ a
(running) trace belonging to it, and A the set of possible activities. Let ψ(σ,K) =
(a, {(r1,Δ1), . . . , (rm,Δm)}) the Prescriptive Oracle Function. The Helper func-
tion maxψ,K : E∗ → A × R is a function that returns a pair (a,Δ) =
(a,max({Δ1, . . . ,Δm}))

The oracle function can be implemented in multiple ways, using several of the
prescriptive-analytics algorithms in literature (cf. Sect. 2). This paper does not
aim to propose any specific prescriptive-analytics algorithms. However, for the
implementation and testing, we opted to use the prescriptive-analytics proposal
discussed in [7], which has been extended to also return the pairs of resources
and KPI’s deltas.3

4 Global Activity-Resource Allocation

The purpose of this paper is to provide resources with tailored recommendations
regarding which actions to take and to which process instance, while also allowing
for a degree of choice and autonomy. To achieve this goal, it is essential to
establish a framework that can generate interdependent recommendations while
simultaneously accommodating the individual decision-making processes of the
resources involved. It is important to note that the best recommendation for a
case, when viewed from the perspective of optimising a specific KPI, may not
necessarily be the best recommendation for that case in the context of global
optimisation. In the task of our work, the KPI to be optimised is not pointwise:
an individual case may get the best recommendation for him, but this makes
a resource busy and so unavailable for other cases that could improve their
KPI more. Hence, we want to optimise the sum of the KPIs for all resources
and cases on which they act, ensuring the single recommendations provided to
resources interact with each other without conflict. This leads to the definition
of a Profile.

Definition 6 (Profile). Let L : I → E∗ be an event log, A the set of its possible
activities, and R the set of the possible resources. A profile P ⊂ (I ×A×R×R)
is defined as a set of tuples (i, a, r,Δ) where for the (running) case with identifier
i, the activity a is to be assigned to the resource r for improving its expected KPI
of Δ. There is an additional constraints: there cannot be two tuples with the
same case identifier or the same resource.

A profile aims to allocate the set of available resources to a set of cases with the
aim of improving the overall KPI values for all running cases. The generation of
a profile is challenging: it is a combinatorial problem that would require one to
potentially try every combination of case ids, activities, and resources. This is
practically unfeasible. In Sect. 4.1, we illustrate a greedy algorithm to compute
a profile.

3 Code available at https://github.com/Pado123/prescriptive global optimization.

https://github.com/Pado123/prescriptive_global_optimization


Resource Allocation in Recommender Systems for Global KPI Improvement 255

Id Activity Resource

DD-45678 Pending Liquidation Request BOCSER 93434 h

BB-23456 Pending Liquidation Request BOC  21944 h

CC-34567 Back-Office Adjustment Requested CE_UO 10433 h

... ... ... ...

Id Activity

DD-45678 Pending Liquidation Request

CC-34567 Back-Office Adjustment Requested

BB-23456 Pending Liquidation Request

... ...

93434 h

 85014 h

42543 h

...

Fig. 1. The table on the left is an example of tabular form of the ΔRANK sequence:
the columns shows the case ids, the recommended activities for the respective cases,
and the maximum KPI improvement. In this example, the employed KPI is the case
total time. The profile is obtained from ΔRANK by allocating resources to cases (see
the right-hand side table). Since the best resource cannot be assigned to every case,
the assigned resource might cause a drop in the KPI’s improvements.

The creation of a single profile is also poorly applicable in practice because it
would impose activities to resources, without considering external factors. The
novelty of our framework is also linked to providing process actors with some
degree of freedom, while still aiming to improve the overall KPI. This requires
generating several profiles: different profiles assign different resources to a certain
resource. A resource can pick one of the activities available for him/her in any
of the generated profiles.

The resource’s choice naturally filters out profiles that are incompatible with
the choice made. The subsequent resource to choose will then have fewer profiles
according to which to choose. Section 4.2 illustrates how to generate the profiles
additional to the first.

4.1 Generation of the First Profile

To create an initial profile P0, we first create a sequence ΔRANK ⊆ (I ×
A × R)∗. It can be constructed using the Helper function defined in Defini-
tion 5 as follows. First, we build the set of triples (i1, a1,Δ1), . . . , (in, an,Δn) =⋃

i∈dom(L)(i,maxψ,K(L(i)), which later are sorted descending by the third com-
ponent, namely Δ1, . . . ,Δn. An example of ΔRANK is given in the left-hand
side table in Fig. 1.

The first profile P0 is obtained by extending ΔRANK with resources (cf. the
right-hand side table in Fig. 1). To achieve this, we start from the first element
(i1, a1,Δ1) ∈ ΔRANK, i.e. the one with the greatest expected improvement.
Then, we evaluate ψ(L(i1),K) = (a1, {(r11,Δ

1
1), . . . , (r

m
1 ,Δm

1 })), with K be the
KPI function of interest, and we associate resource r11 to (i1, a1,Δ1) the first
pair (r1,Δ1), thus resulting to add (i1, a1, r1,Δ

1
1) to the profile. Resource r1 is

removed from the set R of the resources available.
We then move to the second element (i2, a2,Δ2) ∈ ΔRANK, and evaluate

ψ(L(i2),K) = (a2, {(r12,Δ
1
2), . . . , (r

q
2,Δ

q
2})). If {r12, . . . , r

q
2} ∩ R = ∅, no element

is added to profile P0 for instance i2. Otherwise, we look for the smallest j such
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Fig. 2. A visual representation of the algorithm to perturb profiles. The right table
depicts the original profile, while the left table shows the perturbed profile. A random
element p = (i, a, r, Δ), according to a geometric distribution. The algorithm identifies
the best new resource r′ for the corresponding trace identifier i and activity a, resulting
in a new element p′ = (i, a, r′, Δ′) (indicated in red in the picture). The resource r′

is unassigned from the previous assignment: the element for r′ is thus removed from
the profile (i, a, r′, δ in figure). Resource r is free, and is given a different assignment
(element i′′, a′′, r, Δ′′ in figure). (Color figure online)

Fig. 3. Schematic of how profiles are generated via perturbation. Starting from the
initial profile P0, a number of perturbations are created (three for the example in
figure), namely: P1 0, P1 1 and P1 2. This is then repeated for each of the obtained
profiles, until a certain number of profiles are overall constructed. If a perturbation
generates a profile that has already been created, this is discarded.

that rj
2 ∈ R. Tuple (i2, a2, r

j
2,Δ

j
2) is added to profile P0. Note that Δj

2 might
be lower that Δ2 because the allocated resource might not yield the maximum
improvement: by construction, it is only guaranteed that Δ2 = Δ1

2. Resource rj
2

is removed from R. This procedure is repeated for every tuple in ΔRANK, as
long as set R is not empty (i.e. activities and cases can be allocated to resources).



Resource Allocation in Recommender Systems for Global KPI Improvement 257

4.2 Generation of Additional Profiles

The first profile P0 is certainly the valuable starting point, but it falls short
in two main aspects. It is generated considering the traces in the descending
order of potential improvements: it is in fact a greedy approach, which might
still returned solutions relatively far from the potential, optimal solution. Using
approaches based on local search, solution P0 is perturbed to obtain more solu-
tions of profiles. As discussed, we want to grant freedom to resources on the
choice of which cases (and consequently activities) to work on as next: therefore,
all profiles generated by perturbation are retained.

Figure 2 illustrates how one profile P is perturbed into P ′: elements
are visualized in tabular form. Initially P ′ = P. The elements in P
are sorted by descending values of the KPI improvement (see column
ΔKPI in figure). An element p = (i, a, r,Δ) is randomly selected from
the sorted list according to a geometric distribution with p = 0.06. Let
p = (i, a, r,Δ) the selected element, with oracle function ψ(L(i),K) =
(a, {(r1,Δ1), . . . , (rm,Δm}). Elem p is removed from P ′, while we add a cer-
tain p′ = (i, a, r′,Δ′) such that, if r = r1, then r′ = r2 an Δ′ = Δ2, otherwise
r′ = r1 and Δ′ = Δ1. Since every resource is assigned to the activity of some
case, P contains some element for r′: p = (i, a, r′,Δ) ∈ P. Tuple p is removed
from P ′. Resource r is now free: we pick the top element (i′′, a′′,Δ′′) ∈ ΔRANK
such that r is allowed to execute a′′ and there is no element in the P ′ that refers
to the case with id i′′. Element (i′′, a′′, r,Δ′′) is added to P ′.

In sum, the above procedure is able to perturb a profile and, thus, create a
new one. This is iterated, until a given target of profiles is created. This can be
visualized as in Fig. 3: we started from the initial profile P0. A certain number
of perturbations is created from P0: profiles P1 0, P1 1 and P1 2 in figure with
three perturbations. This is then repeated for each of the obtained profiles. In
general, two subsequent perturbations can result in the original profiles; however,
we discard the perturbed profiles that were already previously obtained. This
motivates why Fig. 3 has a tree-like structure, in place of a graph-like.

4.3 Assign Recommendations

Once we generate the entire set of profiles, we create a Profiles Ranking P,
by sorting them down by global KPI improvements (i.e., summing up the KPI
improvements for all elements in the profiles).

which is used to effectively provide recommendations to resources. In fact, in
organizational reality, they receive the range of choices provided for them based
on the profile’s order in which the Profiles Ranking P has been sorted. At the
end of the assignment procedure, every resource r will have selected an activity
a and a case identifier i, resulting in a final set that, from this point onwards,
we will refer to it as Resource-task Assignment Set S ⊂ (I ×A×R× R)|R|

where R is the set of available profiles.
Once the first resource r has to select its task, the profiles in P are scanned

till 3 different pairs activity-identifier may be assigned to it. This allows the
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system to provide the resource (at most) three different choices. Then r picks
the case with identifier i, and r executes the accordant activity a. At that time,
we remove all profiles in the set P in which the element (i, a, r,Δ) is not present
for some Δ. Then, the other resources can pick activities in order according to
the retained profiles. This procedure, called Exact Assignment (EA), provides
a certain degree of freedom to the first resources, which can go quickly down as
more and more resources pick cases for performance.

To overcome this problem, an alternative framework called Approximate
Assignment (AA) is proposed: the only difference is that no profile is removed
from P. So the resulting Resource-task Assignment Set S may not coincide to
those of any profile in P. On the Approximate Assignment procedure, when
the first resource r makes a choice of case with id i and activity a, no profile is
removed from P. When the second resource makes a choice, (s)he presented the
three best options in P without considering identifiers related to cases previously
selected. Approximate assignment thus provides further freedom of choice, at the
cost of potentially a lower global KPI improvement

5 Evaluation

The evaluation focuses on assessing the overall KPI improvements for two case
studies (see Sect. 5.1). In particular, the comparison is done with respect to
existing approaches, with specific emphasis on the work by Dumas et al. [14]
where the framework exhibits a similar operational approach to that outlined
within this documentation, although lacking the provision of multiple profiles,
thereby terminating at the first greedy solution. We also focus on quantifying
the degree of freedom, specifically assessing the extent to which resources possess
the ability to choose their task, even if limited to a choice between two feasible
options. This freedom’s degree is a novel of our approach if compared with the
state of the art. It indeed allows resources to pick among multiple alternatives.

Section 5.2 details the procedure for partitioning event logs into a training
log and a test log. The training log is used to train the oracle function ψ, which
plays a crucial role in our proposed methodology. Meanwhile, the test log is
employed to evaluate the performance and effectiveness of our approach.

Subsequently, in Sect. 5.3, we discuss the assessment of recommendation qual-
ity and the level of resource autonomy achieved. Furthermore, Sect. 5.4 presents
our evaluation method, which involves comparing the outcomes to a real-world
scenario. Lastly, in Sect. 5.5, we analyze and interpret the results generated by
our methodology.

5.1 Introduction to Use Cases

The validity of our approach was assessed using two different event logs with their
associated use case. The first is so-called Bank Account Closure (BAC), a
log referring to an Italian Bank Institution process that deals with the closures
of bank accounts. From the bank’s information system, we extracted an event
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log containing 212,721 events containing 15 activities, 654 resources and 32,429
completed traces, divided into 14,593 for train and 17,836 for testing. For this log,
we opted to consider the task in which the objective is to reduce the execution
time of the instances, i.e. the KPI function K is equal to Total Time and the
total number of generated profiles is 650,000.

The BPI challenge used the second log in 20134. It is provided by Volvo
Belgium and contains events from an incident and problem management sys-
tem called VINST. We extracted 7,456 completed traces and 64,975 events. It
contains 13 different activities that can be accomplished with 649 resources. In
selecting traces from the log for training and testing, we get a training log of
3,355 traces and a test log of 4,101 traces.

For this case, we aim to avoid the occurrence of the activity Wait-User. The
KPI value can be 1 or 0 if the activity occurs or not, while the Δ values related
to the oracle function are evaluated as the difference by the probability of the
activity occurring (i.e. Δ ∈ [0, 1]). Note that one wants to reduce the activity-
occurrence probability: the activity Wait-User is considered detrimental in terms
of time and customer satisfaction. The total number of generated profiles is
140,000.

5.2 Train-Test Splitting Procedure

The starting point for an evaluation is an event log L. In this section, to lighten
the notation, we refer to dom(L) as L, and so referring to a log not as a function
but as a set of trace identifiers in its domain. We first extract the training
log Lcomp for training the oracle function and, consequently, the recommender
system. Then, we aim at creating the log Lrun used for testing our system. To
extract the training log Lcomp ⊂ L we compute the earliest time tsplit such that
45% of the identifiers related to traces of L are completed. This allows us to
define Lcomp as the set of traces of L completed at time tsplit, and consequently,
define Lrun as L \ Lcomp. The traces of Lrun are then truncated to a set Ltrunc

obtained from Lrun by maintaining only a random percentage of events in each
trace5, this has been done for simulating running instances to which provide
recommendations, using the set Lrun for the evaluation of them.

5.3 Evaluation Metrics

The accuracy of recommending the resource r performs the activity a for the
running case with identifier i′ ∈ dom(Ltrunc) is evaluated as the average KPI of
traces similar to it. Analytically, if L(i′) = σ′ and e such that activity(e) = a
and resource(e) = r:

score(σ′, e) = avgσ∈Sim(σ′,e,Lrun)K(σ) (1)

4 https://www.win.tue.nl/bpi/doku.php?id=2013:challenge.
5 The random percentage p was drawn from a uniform distribution U [25, 75], repeating

the experiment for its stochastic validity.

https://www.win.tue.nl/bpi/doku.php?id=2013:challenge
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where Sim(σ′, e,Lrun) is the set of traces similar to σ′ ⊕ 〈e〉, namely

Sim(〈e′
1, . . . , e

′
m〉, e,Lrun) = {σ ∈ cod(Lrun) : ∃σp = 〈e1, . . . , em+1〉 ∈ prefix(σ),

(activity(em+1), resource(em+1)) = (activity(e), resource(e)),
activity(ei) = activity(e′

i) ∀i ∈ {1, . . . , m}}
The score of the recommended action a to a resource r performing the running

trace σ′ is so the average KPI of traces similar to σ′ for which the activity a has
been performed by the resource r. This procedure is similar to the one used by
de Leoni et al. in [2] and by Padella et al. in [7], adding the constraint about the
recommended resource r to the similarity concept.

Typically, in the machine learning literature, the dimension of the train set
is larger than the dimension of the test set. We chose this split ratio because
using the accuracy evaluation proposed in Eq. 1, we evaluate a mean value on
the output set of the function Sim that embodies the constraints related to the
resource and the activity: this may lead to a small number of items on it, making
the mean value evaluated statistically not significant.

As already mentioned, we also aim to give resources freedom in choosing
which case and, consequently, activity to work on as next. Therefore, in our
experiments, our goal is also to measure the resource freedom, hereafter defined
as the number of resources that have given the freedom to choose the case to
work on within a set that contains at least two cases. On this aim, we introduce
the concept of Freedom Score, that is the ratio between the resources that
had the possibility of choosing between at least two case-activity options in our
assignment procedure (cf. Sect. 4.3) and the number of resources that can act on
more than two running cases of Lrun. Analytically

Freedom Score(Assignment) = |{r∈S : r has chosen in Assignment}|
|{r∈S : r can act on more than one i∈ dom(Lrun)}| (2)

The purpose of this function is to assess the degree of freedom of choice
afforded to the resources by comparing it to the level of choice they typically
have. A Freedom Score of 100% indicates that resources are granted complete
freedom, while a score of 0% corresponds to no freedom.

5.4 Evaluation Methodology

The assessment of the system was carried out by trying to replicate actual orga-
nizational conditions. Therefore, we want to simulate how resources realistically
interact with a recommender system.

1. Not all resource work at the same time, due to various factors such as shifts,
vacations or other circumstances. Therefore, a Bernoulli distribution with a
parameter of p = 0.75 is used to stochastically select a subset of resources:
each individual element in the complete set of resources has a 75% probability
of being designated as active and thus included in the subset.

2. Not all resources pick up a case to work on the same time, then we randomly
shuffled the list of resources obtained at point 1, generating random arrival
orders randomising the order in which resources pick their task.
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Table 2. In the second column, the table presents the time values associated with the
generation of the complete Profiles Ranking P, representing approximately 10% of the
total number of profiles that the framework can generate. The third column displays
the absolute count of the generated profiles.

Case Study Time needed Total number of generated profiles

Total time on BAC 1 h and 40 min 650,000

Wait-User Occurrence on VINST 40 min 140,000

3. Resources are provided with a ranking of cases allowed to work on, ordered
by expected KPI improvement. However, they do not necessarily pick the top
element: research in Human-Computer Interaction has demonstrated a con-
sistent pattern of user behavior when presented with a ranked list of options,
as documented in [16]. In line with this study, we have adopted a stochastic
resource selection behavior: Specifically, the probabilities of selecting the first,
second, and third options are 61%, 24%, and 15%, respectively.

Since the points 1–3 in the list above rely on sampling from distributions (e.g. the
Bernoulli distribution at point 1), the procedure has been repeated: we extracted
10 values from the Bernoulli distribution described at point 1 and, for each of
these values, the random shuffling has been done 10 times. It follows that, in
total, we repeated the evaluation 100 times.

The improvements by our framework has been evaluated by applying the
formula in Eq. 1 to the recommendations provided to the traces relatives to the
identifiers in Ltrunc using the two assignment procedures defined in Sect. 4.3 and
then comparing this scores with the real process executions from Lrun.

5.5 Results Analysis

For each of the 10 subsets of existing resources obtained at point 1 of the eval-
uation methodology (cf. Sect. 5.4), we computed the total number of potential
profiles. However, the time needed to compute them all is practically not fea-
sible and hence we use our framework to only generate up to 10% of them in
experiments, with increments of 1%.

Due to differences in the number of activities, resources, and cases in the
logs, the computational times varied. All the generations were executed on a
workstation equipped with a 16-core AMD Ryzen 7 4700G processor unit and
16 GB RAM, which were divided into 12 different threads. Table 2 shows for each
case study, the time to generate this 10% of profiles. This threshold represents
a justifiable value since the tree procedure described in the Sect. 4.2 follows a
greedy approach: on it, profiles are initially generated in a stochastic manner
and subsequently filtered to eliminate duplicates. As the number of generated
profiles augments, the likelihood of encountering new profiles decreases, leading
to an exponential rise in the time required for generating new profiles.

The experiments’ results in terms of KPI values are shown in Fig. 4, which
illustrates how the improvement is linked to the percentage of profiles that are
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Fig. 4. Results related to the KPI improvement for both case studies and the two
assignment techniques. On the x-axis there is the percentage of the profile used for
running the two algorithms, while in the y-axis the average KPI improvement on the
whole Lrun evaluated as defined in Eq. 2 is shown.

Fig. 5. Results related to the freedom left to the resources for both case studies and
the two assignment techniques. On the x-axis there is the percentage of the profile used
for running the two algorithms, while on the y-axis the Freedom Score as defined in
Eq. 2 is shown.

generated, for the BAC and VINST case studies, and using our two approaches
to compute the set of profiles. The results show that it is sufficient to generate
few profiles to obtain significant KPI improvements. For the case study of reduc-
ing total execution time on BAC, there is no significant variation in outcomes
between the Exact and Approximate assignment techniques. In the conducted
case study focusing on optimizing process performance in the BAC system, we
achieved an improvement of 58%. This improvement translates to a reduction in
the total execution time of all active traces from 179, 430 h to 76,873 h. We suc-
cessfully minimized the overall processing time by implementing the proposed
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measures, leading to significant efficiency gains. Furthermore, our investigation
targeted the reduction of the Wait-User activity occurrences within the VINST
dataset. The initial analysis identified 631 traces in which this activity took
place. Through the implementation of optimized strategies, the occurrence of
Wait-User decreased to 486 traces. This reduction highlights the effectiveness
of the proposed approach in streamlining the process and minimizing potential
bottlenecks associated with this specific activity of 12%.

A larger number of profile generation may still remain relevant to allow
resources a larger degree of freedom to choose the case, and hence the inter-
vention, to work on. Figure 5 shows how the Freedom Score increases with larger
number of profiles that are generated. The algorithm for approximate assign-
ments seem to consistently allow larger freedom. It even achieves a Freedom
Score of 90% after generating only 1% of the profiles for the BAC case study.

The Approximate Assignment method was indeed designed to provide
resources with more freedom of choice, a goal successfully achieved in both case
studies. The approximate assignment was also able to achieve the same amount
of KPI improvement as the exact assignment: therefore, the Approximate-
Assignment algorithm is certainly preferable for the BAC case study. For the
VINST case study, the Exact-Assignment method provides results that are
around 10% better than the Approximate-Assignment method, which suggests
the Exact Assignment method is preferable.

It follows that opting for the Exact-Assignment or for the Approximate-
Assignment method may depend on the case study. Therefore, the choice requires
to conduct a prior assessment based on training and testing phases, as conducted
in the experiments discussed in this paper.

Last but not least, we aim to compare our results with those obtained by
the latest advantages in prescriptive process analytics, and we have carried on a
comparison with respect to the approach by Dumas et al. [14]. The approach by
Dumas et al. corresponds to the scenario in which only the first profile is gen-
erated, analogously to what discussed in Sect. 4.1. The conducted experiments
have shown that the creation of multiple profiles and their ranking provides a
further improvement by 6.2% and 1.9% for the VINST and BAC case stud-
ies, respectively. It is worthwhile noting here that Dumas et al. use a different
prescriptive-analytics oracle function. However, a fair comparison requires to use
the same oracle function, to put aside any difference due to the choice of the
oracle function. This motivates why we use our oracle function in both of sce-
narios, namely only using the first profile, or conversely leveraging on the profile
ranking.

6 Conclusions

Process-aware Recommendation systems are a class of information systems that
provide support to process stakeholders to achieve better results for the running
cases. The module that suggests effective interventions is obviously the core
module in this class of systems. The intervention for a running case typically
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consists in suggesting a certain activity to be performed as next, as well as
the resource to which this activity should be given for performance. Existing
techniques propose interventions to single running cases in isolation, making the
choice of interventions local to single cases. However, resources are shared among
cases, and hence an allocation of resources and interventions should be deal with
as a global optimization problem, where all cases requiring interventions are
considered altogether.

This paper has put forward a framework that tackles the global optimization
problem. It is clear that the complexity of the problem is NP-hard, and hence
finding an optimal solution is intractable when hundreds of cases are running at
the same time, and also hundreds of resources are involved. We thus propose two
approximated algorithms that aim to find sub-optimal solutions. The algorithm
returns a number of alternative user profiles, each of which consists in a set of
assignments of activities to resources, with the constraint that a resource can
only work on with a case within a profile. These profiles are then ranked with
the expected outcome improvement, measured in terms of KPIs. Each resource
is then offered the interventions ordered by descending ranking of the profile of
which those interventions are part.

Among the advantages of our proposal, it is worthwhile mentioning that,
while most of existing approaches impose an assignment of cases and activities
to resources, we provide process actors with a certain degree of freedom in choos-
ing what to work on. This freedom is clearly very beneficial in the context of
recommender systems: vice versa, imposing an assignment may potentially incur
in the risk of having resources to act on cases independently and regardless of
the recommendations.

Experiments were conducted with two real-life case studies, emulating how
humans would pick offered interventions in an order list. This emulation was
based on behavioral models described in the human-computer interaction litera-
ture [16]. The results illustrate a significant improvement with respect to frame-
works that aim to improve the outcome of running cases in isolation. So did we
compare with the approach by Dumas et al. [14], which is the only approach
that we found that is able to provide a global KPI improvement: our framework
provides a further improvement by 6.2 and 1.9% for the two case studies.
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Abstract. Business Process Modeling and Notation (BPMN) is a
widely used standard workflow language for modeling business processes.
However, there is a growing need to integrate data and process models to
enable a more holistic view of business processes to reducing implemen-
tation time through a clear understanding of the mode, and BPMN has
limitations in representing data-related concepts. To address this, we pro-
pose an extension to BPMN called DataFlow BPMN (DF-BPMN), which
is a low-coding visual solution, for modeling and analyzing the relation-
ship between process and data. Low-code is a growing development app-
roach supported by many platforms. It fills the gap between business and
developer. Indeed, it enables quick generation and delivery of business
applications with minimum effort. We introduce the Activity DataFlow,
an extension of activity that allows zooming into the data manipulated
within it, which enable different levels of granularity: control-flow per-
spective and data perspective. Additionally, we developed a tool for cre-
ating a model with the DF-BPMN. Our approach has been evaluated
quantitatively and qualitatively, and the results demonstrate that DF-
BPMN offers significant advantages over BPMN.

Keywords: BPMN · Low-Code · Process Modeling · data
perspective · data models

1 Introduction

A business process is a set of activities within an enterprise that follows a defined
logical order and dependency, with the objective of producing a desired result.
Process models provide a comprehensive understanding of a process [3], and
can be understood from different perspectives [2]. The control-flow perspective
describes tasks and their execution order through different constructors, which
can be modeled using BPMN [8]. The data perspective deals with business and
processing data, similar to UML [9]. Integrating these perspectives within the
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same workflow modeling language is essential for success, as it enhances informa-
tion representation, reduces implementation time, and enables effective decision-
making and resource allocation.

Low-Code Development Platforms (LCDPs) provide development environ-
ments for creating software applications using visual interfaces, rather than tradi-
tional manual coding methods. These platforms use process modeling languages
to define business processes and automate related tasks, such as data modifica-
tion, scheduling, or linking data flows to external services. Process executions
help bridge the gap between business and developer [10]. Figure 1 illustrates the
steps involved in LCDP development compared to the Business Process Lifecy-
cle: (i) language specification, (ii) language compilation, and (iii) execution and
monitoring. Furthermore, BPMN elements are commonly used as the language
specification in LCDP-based business processes [10].

Business
Process

Life Cycle

Design

ImplementationExecution
and Monitoring

Evaluation

Process Designer/
Business Analysts:
*Business indentification
*Language spesification

Developers:
*Put process in action
*Implementation
*Testing
*Deployment

Data Analysts:
*Tracking of process
*Identifying issues

Business Analysts:
*Process Mining tools

1

23

4

Future of DF-BPMN

Legend

BP lifecycle

LCDPs in BP

DF-BPMN

Fig. 1. Comparison of the Business Process Lifecycle vs. Low-Code Process Develop-
ment (LCPDs) in Business Process (BP) vs. the DF-BPMN approach

Business Process Modeling and Notation (BPMN) is a widely-used standard
for modeling business processes, designed to be comprehensible by various stake-
holders such as analysts, developers, and business people [8]. However, BPMN
process models have limited detail on persistent data structures and struggle to
represent interactions between data objects and data stores. As a result, the data
flow perspective has been neglected in BPMN automation, in comparison to the
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control flow. This can lead to misunderstandings and errors during implementa-
tion by technical developers. For example, in the BPMN model shown in Fig. 2,
the activity “Complete quotation” has an input and output “DB” data store
representing a database, without detailing the object name and their attributes.
Therefore, the representation of “DB” can be ambiguous and prone to mistakes
during process implementation.

Fig. 2. A procurement request using BPMN 2.0.

This paper focuses on the first step of low-coding, which is language specifi-
cation. We propose an extension to BPMN called DataFlow BPMN (DF-BPMN)
that integrates a data perspective with the control flow perspective. DF-BPMN
bridges the gap between process and data diagrams, enabling a clear understand-
ing of the data involved in business processes (see Fig. 1). With DF-BPMN,
developers can represent data in a graphical format within BPMN, zooming
into the activity for modeling manipulated data and offering different levels of
granularity for a better understanding of the interactions between control flow
and data perspectives. To evaluate our language, we conducted a quantitative
analysis based on real-life business process models and analyzed the results sta-
tistically using the Paired t-test [5].

The remainder of this paper is organized as follows. In Sect. 2, we discuss the
limitations of BPMN in terms of the data-flow perspective. In Sect. 3, we review
existing works related to our contribution. In Sect. 4, we present the zoom-in
approach of DF-BPMN. In Sect. 5, we discuss the novel insights of merging data
and processes. Then, in Sect. 6, we present the evaluations of DF-BPMN before
concluding in Sect. 7.
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2 Motivating Example and Limitations of BPMN
as a Data-Flow Language

Figure 2 represents a business process model modeled in BPMN 2.0. A user fills
a procurement request and identify potential suppliers. This request is sent to
those suppliers for quotation. After completed, the quotations are sent back
to the requestor for review and selection. To effectively implement the process
in Fig. 2, developer must understand how the information is conceptually struc-
tured and arranged within each class (suppliers, quotation and request) and how
the process interacts with it. Request has connected to Quotation and Supplier.
Each Request has one or more Quotation. Each Quotation has one Supplier and
also the Supplier is selected for a Request. All these necessary information are
concealed in a simple data store “DB” in Fig. 2.

We identified conceptual limitations in BPMN (L1-L3) that hinder model
understandability and quality, requiring a well-structured approach to address
these issues and provide clearer guidance for developers.

L1. BPMN Data Stores are Underspecified. Data stores in BPMN process
models represent persistent data sources [8], but they lack details on the concep-
tual structure of a database. For example, in the activity “Create quotation for
multiple suppliers” it is unclear whether the input classes are Supplier, Request,
or both, and whether the output class is Quotation. This ambiguity compli-
cates the use of BPMN for process models connected to database systems, hin-
ders tracking instance manipulation, and negatively impacts understandability
between different developers. For instance, some developers can understand from
the data store connection in “Create quotation for multiple suppliers” activity,
that the request is already created and they need to select it from the database,
while others may understand that they need to create a new instance object of
Request, which can lead to time loss during implementation.

L2. Interaction Between Data Instances is Not Clear. Data objects rep-
resent volatile process data and are connected to activities through associa-
tions [8]. For example, in the “create quotation for multiple suppliers” example,
the interaction between data instances, such as the “DB” data store used as
input and output, is unclear. This ambiguity, coupled with the lack of explicit
representation of data cardinality [2], like multi-instance data, complicates the
model’s interpretation. These limitations can result in development inefficiencies,
as developers struggle to determine involved data objects, required information,
and data relationships. Understandability of the BPMN model can also vary
among developers based on their experiences and perspectives, highlighting the
need for a single visual language that conveys all necessary information, includ-
ing data cardinality.

L3. Data From/To External Environment are Not Supported. Informa-
tion systems are often connected to external environments, such as user inter-
faces and services, making it crucial to represent the interaction between process
activities and external resources graphically for effective process modeling and



Zooming in for Clarity: Towards Low-Code Modeling 271

development. However, BPMN models lack support for this representation, mak-
ing it challenging to determine which activities are connected to external data
or services. For instance, the activity “Complete quotation” requires the user (a
supplier) to provide necessary quotation information through an external user
interface, which is not supported in BPMN. Therefore, while implementation,
the developers required textual infractions to understand the process model.
The graphical representation of external resources is important for effective pro-
cess implementation, as it helps prevent misunderstandings and errors during
implementation.

Since process models and data schema are conceptualized independently, it is
necessary to support designers in understanding and capturing the relationship
between processes and different data types in order to develop data aware process
modeling.

3 Related Work

Low-Code Development Platforms (LCDPs) currently focus on the execution
of the process model, with little attention given to extending process modeling
languages to make them easier for developers to use [10]. In this section, we not
only present LCDPs, but also illustrate some approaches that extend BPMN to
link data and processes [4,6,7].

LCDPs are defined as “platforms that enable rapid delivery of business appli-
cations with a minimum of hand-coding.” Most of these platforms use similar
concepts in graphical user interfaces, allowing developers to define and manip-
ulate data specified through tables, forms, reports, and other types of repre-
sentation [10]. As the author said, “we are comparing BPMN modeling ele-
ments to build the case study application with its equivalent modeling constructs
using different LCDPs associated with the data handling mechanism and their
implementation.” which mean that most of platforms used BPMN elements. For
example, Bonita1 is an open-source and extensible platform for business process
automation and optimization. They use BPMN diagrams to describe the busi-
ness processes. The structure of the business data is presented by Business Data
Model. Also, they allow developers to define forms, reports, and other types of
representation. Another tool called Mendix2 allows the user to build processes
using the available Microflow modeling language, which is based on the BPMN
standard and helps to extend or change the default behavior of the developed
application. This language defines the same elements as BPMN but with dif-
ferent symbols. For example, an event in Mendix is equivalent to an event in
BPMN (details in [10]). However, these representations cannot help developers
in their implementation by low-coding. LCDPs in business processes focus on
the execution of the process and facilitate the execution of the process to the
organization. But developers still spend time on the implementation, and they
cannot track their business data using the existing workflow languages.
1 https://bonitasoft.com.
2 https://www.mendix.com.

https://bonitasoft.com
https://www.mendix.com
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Various approaches have been developed to extend BPMN and add sup-
port for data modeling. These approaches introduce new concepts, elements,
and mechanisms for modeling data entities, relationships, and constraints, thus
enabling a more comprehensive and integrated representation of both process
and data aspects. In [7], the information model of a process is connected to
its BPMN process diagram through OCL expressions. The information model
is represented by a class diagram that includes a “Artifact” class containing
process variables. The process diagram is formalized as a Petri net, and BPMN
activities are defined using OCL operation contracts. These contracts are con-
verted into logic derivation rules that can be easily translated into SQL queries.
Another framework defines new variables, pre-conditions, and effects on activ-
ities by adding new properties and accessing data objects and data stores to
modify them [6]. This framework uses a verification model to parametrically
verify data-aware processes with respect to read-only relations. However, these
approaches neglect the important aspect of process visualization, which is nec-
essary for developers to easily understand and use the model. In [4], “Activity
Views” proposes a new extension to bridge the gap between process and data
modeling, with a focus on databases. Moreover, [4] only considers the databases
aspect of the model. However, The data in Business process does not restricted
to database, and there are different data types used in BP, like data object in
BPMN.

However, our approach introduces a new visual concept that allows develop-
ers to easily model data in BPMN. Furthermore, it enables developers to zoom in
on activities to manipulate and interpret data. Additionally, the ability to zoom
in and out of activities allows for exploration of different levels of granularity, a
feature that is not supported in existing works. Indeed, our approach takes into
account most of the data required in business processes.

4 DF-BPMN: DataFlow in Business Process Modeling
and Notation

In this section, we will present the graphical elements of our language, followed
by an example that addresses all the limitations of BPMN using DF-BPMN,
and then proceed with the formal definition of DF-BPMN.

4.1 Graphical Process Modeling Using DF-BPMN

In this section, we present a first step to low-coding approach that aims to estab-
lish a conceptual link between BPMN process models and data models, in order
to capture the connection between them more effectively, which helps develop-
ers better understand the model. Our proposed concept, Activity DataFlow ,
allows for a more detailed representation of how process activities interact with
and manipulate different types of data, such as database, process variable, and
external environment data. By specifying the inputs, outputs, and data oper-
ations performed by each activity, the method provides a comprehensive and
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detailed representation of the process and its relationship with data. This allows
zooming into the activity for early identification of potential data-related issues
and better optimization of the data flow within the process. This helps reduce
implementation time and minimize mistakes during execution. Additionally,
zooming out of the activity presents the control flow perspective of the process,
while developers can zoom in on activities as needed.

Our approach to modeling data in BPMN starts with process activities, which
are a common starting point for data modeling. The main objective of the Activ-
ity DataFlow extension is to visualize how data flows into a specific activity
based on various sources, and to capture important details about the data oper-
ations that are performed. This allows us to better understand the flow of data
throughout an activity.

objectName:objectType name:Type
[state]

attribute_1:Type

name:Type

name:Type

name:Type
[state]

:ObjectType

Environment
data: user

Environment data:
services, systems, ...

Data storeData object

Data processing
operator

Dependent
object

Multi-instance
object output

Object output

Multi-instance
object input

Object input
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Fig. 3. Symbols used in DF-BPMN.

Figure 3 represents the symbols proposed to allow to build your BPMN mod-
els injected by data3. The symbols include inputs and outputs that represent the
data objects manipulated within the activity. Each object can have a type, and
there are various types of objects such as process variables (also known as data
objects in BPMN), databases (also known as data stores in BPMN), two types
of environment data: (1) related to user operations, such as user forms and web-
sites; and (2) external resources, such as services and systems; as well as local
data, which is a static value used within the activity. The icons in the second
part of Fig. 3 represent several types of data objects (input or output). Except
for local data, which was displayed without an icon.

3 You can find the detailed documantation here.

https://drive.google.com/file/d/1OlyvdmG6lZWu_PqOhf6OgEkZ6cwT6RPa/view?usp=sharing
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The input shape in this language is a semi-circle with an arrow (see Fig. 3 (a)).
Each input can have one or more attributes, which are presented as rectangles.
The input shape can represent one of several types, as indicated by corresponding
icons. Each input also includes the name and type of the object it represents.
Similarly, each attribute has a name and type associated with it. The output
shape is the complement of the input shape, starting with a left arrow and
semi-round shape. It has several types, like the input, and includes a name and
type, as well as the option to attach attributes. Additionally, the state of the
output object is indicated by “[]” at the top of its name, indicating any operation
performed on it during the process (see Fig. 3 (b)).

To facilitate interaction between the input and the output, a dataflow
sequence is introduced to represent the transfer of input from the source to the
destination, it’s a sequence flow presented by an arrow. The dataflow sequence
visually connects the input and output, indicating the direction of data transfer.
In this way, the flow of information between the input and the output can be
easily understood by the process designer (see Fig. 3 (i)). We also use a reference
link (as shown in Fig. 3 (j)) to represent equivalent data objects. The reference
link is displayed using a dotted line. In addition, the representation of data also
needs to be considered. Sometimes, the input may read multiple instances of the
same data object, while the output may write or update multiple objects. To
address this, the multiple-instance object is represented by adding three bars
“|||” to the input or output shape (as shown in Fig. 3 (c-d)).

Moreover, our DF-BPMN language includes three other types of input:
dependency, dependent, and local data objects. The dependent and dependency
objects are always interdependent, representing situations where the user needs
to select certain data from the input in order to modify the output. The depen-
dency object is always represented as a user (f) who needs to read and select
data from the dependency object (data object/store) (e), therefore, there are
dependent together. The local data object is a variable that can be used as a
static value within the activity (g). These different types of inputs expand the
range of use cases for our language, providing more flexibility and precision in
modeling complex processes.

Finally, in the context of our DF-BPMN language, complex operations such
as arithmetic operations, logical operations, and conditions are represented using
data processing operators. These operators are denoted by the symbol (h) and
can be used in combination with input and output objects to create complex
processing logic. For example, if an activity requires the addition of two input
objects, it can be represented using a data processing operator denoting addi-
tion, with the two input objects as inputs and the output object as the result.
These data processing operators add another layer of flexibility to the DF-BPMN
language, allowing for the representation of more complex business processes.

4.2 DF-BPMN in Action

Figure 4 depicts several instances of Activities DataFlow for the example shown
in Fig. 2. These visualizations provide a way to zoom in on specific activities
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Create quotation [create]

description: string

summery: string

supplierId: int

desciption: string

:Request 
[created]

summery: string

supplierId: int

request: Resuest

:Quotation
[created]

:Supplier

id: int

Complete quotation [complete]

accepted:bool

price:float

:Quotation
[completed]

comments:string

status:string

hasSupplierAccepted: bool

:Quotation

status:string
"Completed"

comments:string

price: float

Fig. 4. Activities Modeled with DF-BPMN Language: (a) Create Quotation, (b) Com-
plete Quotation.

and understand how data is manipulated within them without ambiguity4. For
example, the activity “create quotation” in Fig. 2 has one input data store “DB”
and one output data store “DB”, making it impossible to determine which
data object is in the input and which are in the output. However, the Activ-
ity DataFlow “create quotation” (shown in Fig. 4(a)) extends the “create quo-
tation” activity to include all data related to it. It has four inputs: one input
from the data store called “supplier” object, which has one attribute (i.e., “id”),
and three inputs from a user (environment data) (L3). It also has two output
objects, one of which is a multiple-instance object (cf. L1).

Furthermore, in the same activity, the representation of inputs and outputs
addresses L2 from Sect. 2. The supplierId object is a list of integers selected by
the user based on the list of objects supplier already stored in the data store.
Thus, we have two input data objects that are dependent on each other, called
the dependency and dependent objects, respectively: supplier from the database
and supplierId list selected by the user. Then, the summary and description are
used to create a Request object, which currently has a [created] state. Moreover,
this created object (Request) is used as input for the Quotation objects. The
Quotation is a multiple-instance object based on the list of supplier selected by
the user, creating a quotation object for each supplierId. This situation provides
a solution for L2. This indicates that the goal of the “create quotation” activity
is to create two objects with states [created], with respect to the milestone of
the activity, which is [create], visualized around the name of the activity. This
case resolves the ambiguity of the activity milestone presented in L4 in Sect. 2.

In addition, the attributes of each object refer to the conceptual model
of UML. This helps to resolve L1 by providing information on the required
attributes for each UML class that is being processed in the activity. The associ-
ation between inputs and outputs represents the interaction between data within
the activity (L2). The Activity DataFlow “completed quotation” (in Fig. 4(b))
has different input types. It includes a local data input status, which takes a
value of “completed” to modify the value in the Quotation object.

4 You can find all the process models here.

https://drive.google.com/file/d/1_1v3MFaVcKuz8rOKxRTKkCb3-G9mVxbh/view?usp=sharing
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4.3 The Missing Link: Uniting Process and Data for Clarity

Starting from the BPMN definition in [8], we extend an activity to include a data
flow into it. Therefore, Definition 3 indicates the activity’s extension into Activity
DataFlow. Each activity that has data can be enhanced to a Activity DataFlow.
The latter consists of: (i) a set of inputs defined in Definition 1, which are data
instances from various resources, such as a local data, a data object (process
variable), a data store (database), or a data environment (other resources: user
or other); (ii) a set of outputs defined in Definition 2, which are data instances
are written/modified by the activity; (iii) a set of operators, which are the data
processing operation from one or multiple inputs to one or multiple outputs,
to represent that are operations do in this activity, e.g., condition, arithmetic’s
operations,... ;(iv) and (v) a collection of dataflow and a set of references that
reflect the interaction of data instances into the activity; a dataflow sequence
represents the correlation of a data instance; and a reference represents the
equivalent of data instances5. For example, “Create quotation” of Fig. 2 is con-
nected to data, therefore it can be extended to Activity DataFlow. In which, this
Activity DataFlow has: (i) Four inputs: one database input (supplier), and three
user inputs; (ii) Two databases outputs (request,quotation). The interactions
between these data instances are represented through a collection of dataflow
and a set of references in the Activity DataFlow.

Definition 1 (Activity Input). Let Input = GI ∪ LI as an input of an
activity, where:

– GI = (objectName, objectType, type,Attset, isMuliple) as a Global Input
where:

• objectName is a name to describe the input objectType can be any object
type you need (e.g. integer, string or complexType)

• type ∈ {data object, data store, user, systems}
• Attset = {att1, ..., attk} where attk = (attributeName, attributeType)

such as attributeName is the description of attribute attributeType is any
type (e.g. integer, string, complexType, ...)

• isMuliple is a boolean variable to describe if the object is represent
multiple-instance object

– LI = (objectName, objectType, objectV alue, isMuliple) as Local Input such
as objectV alue represents the static value of this input.

Definition 2 (Activity Output). Let Output = (objectName, objectType,
type, state, Attset, isMuliple) as an output of an activity, where objectName,
objectType, type, Attset, isMuliple are represented in the Definition 1, and state
define the state of each object data during the execution time (like created,
updated, deleted, ...)

Definition 3 (Activity DataFlow). Given an activity ac in a process model.
Let Activity DataFlow adac = (state, Iset, Oset, Operatorset,DFset, Rset) is a
tuple to represents the data flow into the activity, where:
5 You can find the implementation details here.

https://drive.google.com/file/d/1OlyvdmG6lZWu_PqOhf6OgEkZ6cwT6RPa/view?usp=sharing
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– Iset = {i1, . . . , ij | ij ∈ Input}, is a set of inputs accessed by process activity
ac.

– Oset = {o1, . . . , ol | ol ∈ Output}, is a set of output produced by process
activity ac.

– Operatorset = {operator1, . . . , operatorm} is a set of operators in which rep-
resent the existing of data processing operations where operatorm = operater-
Name and operaterName is a name to describe the operator.

– DFset = {df1, . . . , dfl}, is a set of dataflow sequence to connect different data
objects, where dfl = (sourceObject, targetObject) such as {sourceObject, targe-
tObject} ⊂ {Iset ∪ Oset ∪ Attset ∪ Operatorset} where Attset ⊂ {ij .Attset ∪
ol.Attset | ij ∈ Iset and ol ∈ Oset} and sourceObject �= targetObject and
vise versa.

– Rset = {r1, . . . , rn}, is a set of references to represents the equivalent between
objects, where rn = (o1, o2) such as {o1, o2} ⊂ {Iset ∪ Oset ∪ Attset} where
Attset ⊂ {ij .Attset | ij ∈ Iset} and o1 �= o2 and vise versa.

Activity DataFlow represents an integration of two established standards,
namely BPMN and UML. It combines the concept of activity from BPMN
with the class, attribute, and relationship concepts from UML. This feature
of the Activity DataFlow method addresses several outstanding limitations (L1-
L4)(Sect. 2) related to the representation of data in BPMN processes. Moreover,
the definition of inputs(cf. Definition 1) and outputs(cf. Definition 2) resolve the
underspecification of data store. Indeed, there are different types of it, included
the external environment, which means, the representation of data from/to exter-
nal environment are supported (cf. L3). Additionally, in Def 3, the dataflow
sequence, the reference, and the data processing operator resolve the ambiguity
of the interaction between different data instances type (cf. L2). Finally, the
state of the activity and the state of each data output instance represent the
milestone for each one (cf. L4, resolved).

5 When Processes and Data Meet: Integrating Analysis
and Deployment

This section discusses some features of the research design area that resulted
DF-BPMN and demonstrates the novel perspectives that may be discovered by
using the DF-BPMN during process design, analysis, and deployment.

Understanding the Process Model Using Different Granularity. The
concept of granularity is essential in human cognition, as it relates to the pro-
duction, interpretation, and representation of granules [11]. A granule is a group
of objects or points that are connected by either their familiarity, proximity, or
utility. This process of granulation results in the formation of granules. When
it comes to process modeling, granularity refers to the level of detail at which
a process is represented. In the case of DF-BPMN, there are two granularities
available: (i) The first granularity represents the entire control-flow of a model
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using BPMN2.0. For example, a standard BPMN diagram can be used to rep-
resent a quotation request. (ii) The second granularity is facilitated by the DF-
BPMN model, where each activity can be either expanded or collapsed, allowing
the reader to focus on the specific data being manipulated in those activities.
Figure 5 is an example of a DF-BPMN that expands one activity and collapses
all others in the model to represent the same quotation request example. These
different granularities and representations provide valuable insight into the pro-
cess, making it easier to analyze and communicate with stakeholders.

Fig. 5. DF-BPMN example which expand “create quotation” activity and collapse the
others activities.

Tracking Data Objects in Business Process. Our extension increases the
expressiveness of a BPMN process model with information about process-data-
correlation on instance level. As such, it does not interfere with standard BPMN
semantics. We defined a state for each data object, thus allow the developer
to easily track the operation of each object by extracting its lifecycle based
on the state changes. For instance, Fig. 6 represents the lifecycle of the object
“Request”, including the activity in which it was started and finished. In addi-
tion, the object-centric [1] has emerged recently to represent each object instance.
This lifecycle can helps in the extraction of Object-Centric Event Data. OCED
captures events and activities on specific objects in a system and provides a
more detailed view of how objects are processed, making it useful for analyzing
complex systems and processes and improving system performance using process
mining tools.

6 Evaluation

The aim of this section is to evaluate the understandability of DF-BPMN by
process designers and developers, comparing it to BPMN and Activity View
in terms of presenting different data types. We will first outline the evaluation
steps, and then present the results obtained from the study.
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Fig. 6. Request object lifecycle.

6.1 Experiment Description

We conducted an evaluation of our DF-BPMN language in two phases. In Phase
1, we provided a tutorial to introduce DF-BPMN and its usage, with no prerequi-
site knowledge of UML. Additionally, we presented another work [4] in the tuto-
rial for experimentation and comparison purposes. To ensure comprehension of
DF-BPMN and the other work, we conducted a brief quiz. In Phase 2, we aimed
to evaluate the understandability of DF-BPMN by presenting three exercises
from different domains, with each exercise having different models (BPMN, DF-
BPMN, and Activity View) for evaluation. We developed a web application tool6

available on GitHub at https://github.com/NourEldin-Ali/open-bpmn, using
the open-source project Eclipse GLSP7 to use our language.

In order to evaluate the understandability of DF-BPMN, a human-oriented
experiment was conducted, similar to a previous study [4], with a single con-
trolled variable. The goal was to measure the understandability of DF-BPMN
by process designers and developers, comparing it with BPMN and other works,
particularly with respect to the relationship between a process and data. Two
hypotheses were formulated to analyze these improvements quantitatively and
qualitatively. The first hypothesis (H1) tested the perceived ease of understand-
ing, suggesting that DF-BPMN improves the visualization of data objects, lead-
ing to a better understanding of the data required for activities and how it
is utilized in a process, without any textual information or UML. The second
hypothesis (H2) tested the perceived ease of understanding, suggesting that DF-
BPMN is a better solution for modeling data in BPMN.

The evaluation was conducted by five PhD students who had basic knowledge
of BPMN and three professional developers working on a Business Process Man-
agement System editor. In Phase 1, all the participants attended a 30-minute
tutorial, consisting of a video and a short quiz, on how to use DF-BPMN and
Activity View.

In Phase 2 of the evaluation, participants were divided into three groups
to validate Hypotheses (H1) and (H2) through three exercises, each featuring
a questionnaire with 12 questions. The exercises provided participants with a
textual process description, data operations, BPMN, and UML diagrams. Each
6 Online Demo: https://github.com/NourEldin-Ali/open-bpmn#start-the-online-

demo,.
7 https://www.eclipse.org/glsp/.

https://github.com/NourEldin-Ali/open-bpmn,
https://github.com/NourEldin-Ali/open-bpmn#start-the-online-demo
https://github.com/NourEldin-Ali/open-bpmn#start-the-online-demo
https://www.eclipse.org/glsp/
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group used a different model: BPMN, DF-BPMN, or Activity View, with groups
rotating between exercises to avoid learning effect bias. The DF-BPMN group
had two iterations, one with text and UML and the other without. The appli-
cation domains included shipping orders from a website, triage in an emergency
room, and loading a book. The goal of this phase was to validate Hypothesis
(H1) by comparing DF-BPMN results with and without text and UML, and
to validate Hypothesis (H2) using a paired t-test [5], a statistical method to
determine significant differences between the means of two related groups while
accounting for individual variability.

6.2 Results

The outcome of the study indicates that DF-BPMN has a significant impact
on streamlining the design and comprehension of processes and their associated
data. This leads to a reduction in the time spent on tasks and improved task
accuracy.

During Phase 2, we conducted a quantitative assessment of the effectiveness
of DF-BPMN by comparing it to BPMN and Activity View. We measured the
time taken to complete each task for each participant and counted the number
of accurately answered questions, adhering to strict criteria for both accuracy
and completeness of responses. Finally, we employed a paired t-test to analyze
the results, comparing DF-BPMN to BPMN and DF-BPMN to Activity View,
where the execution times of one exercise using DF-BPMN were contrasted with
those of the same exercise using another model (BPMN/Activity View).

The results displayed in Fig. 7 show that the exercises with DF-BPMN took
an average of 12 min, and 71% of the answers were evaluated as correct. In
contrast, the results with Activity View took an average of 17 min, with only 40%
of the answers being correct. With BPMN, the results took 22 min, with only 38%
of the answers deemed correct. These results support hypothesis H2. In fact, by
applying the paired t-test to the measured correct answers between DF-BPMN
and BPMN, the p-value = 8 × 10−5 < 0.05. Furthermore, between DF-BPMN
and Activity View, the p-value = 0.003 < 0.05, indicating that the obtained
results illustrated in Fig. 7 are statistically significant, and hypothesis H2 is
satisfied. Indeed, the comparison of DF-BPMN results with and without textual
descriptions reveals that without text, 74% of answers are correct, while with
textual description, 71% are correct. This suggests that the textual description
in our approach is not necessary to understand the model, and hypothesis H1
is satisfied.

Indeed, all the participants stated that completing the first experimental task
without the aid of DF-BPMN was more challenging, and 90% of them responded
positively when asked if DF-BPMN improved the modeling of the relationship
between processes and data. Next, we asked the participants to rate the usability
of DF-BPMN on a scale of 1 to 5, where 1 indicated “strongly disagree” and
5 indicated “strongly agree”. The average results of this questionnaire-based
interview are presented in Fig. 8.



Zooming in for Clarity: Towards Low-Code Modeling 281

Fig. 7. Average execution time with standard deviation (left) and total percentage of
the correct answers (right) for the whole the PHASE 2.

Fig. 8. Average rating of subjects perception of the DF-BPMN.

7 Discussion and Conclusion

Low-code development platforms (LCDPs) aim to simplify software systems’
development by providing easy-to-use graphical interfaces. The system behaviors
are defined through available data handling and workflow mechanisms enabling
the specification of business processes from users that do not have strong pro-
gramming skills. Moreover, a clear understanding of the data involved in business
processes is critical to reduce the mistake in the implementation of the model.

Although LCDPs in business process are most widely used BPMN as business
process model, but it has limitations as a data-flow language. Specifically, BPMN
underspecifies the data store and does not support the relationship between dif-
ferent data types. Additionally, it does not represent users and external systems,
which can lead to misunderstandings in the process model.

To address these issues, we proposed DF-BPMN, a first step in low-code solu-
tions that connects process and data diagrams by using the Activity DataFlow,
an extension of the standard BPMN activity. DF-BPMN provides insights into
how data flows through a process and identifies areas for data-related improve-
ments, enabling process designers to model the complex relationships between
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processes and data. DF-BPMN allows developers to represent data in a graphical
format, improving collaboration between business and developers.

Based on our evaluation in Sect. 6, DF-BPMN is a promising approach for
supporting process designers in modeling the complex relationships between pro-
cesses and data. DF-BPMN is simple to understand without requiring additional
information, and because it is a visual language, we are confident that the infor-
mation will be understood by everyone. However, humans still require assistance
in creating a model using DF-BPMN, which can be resolved using AI assis-
tance. Indeed, we are working on the second step of low-coding by generating
an execution code to be used in the engine for the execution of the process.

In conclusion, by integrating low-code and business process modeling, DF-
BPMN provides the first step of low-code solution that bridges the gap between
process and data diagrams and enables a clear understanding of the data involved
in business processes. It has the potential to improve overall efficiency and effec-
tiveness by identifying areas for data-related improvements.
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Abstract. Process automation is a crucial strategy for improving busi-
ness processes, but little attention has been paid to the effects that
automation has once it is operational. This paper addresses this research
problem by reviewing the literature on human-automation interaction.
Although many of the studies in this field have been conducted in dif-
ferent domains, they provide a foundation for developing propositions
about process automation effects. Our analysis focuses on how humans
perceive automation technology when working within a process, allowing
us to propose an effective engagement model between technology, pro-
cess participants, process managers, and software developers. This paper
offers insights and recommendations that can help organizations opti-
mize their use of process automation. We further derive novel research
questions for a discourse within the process automation community.
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1 Introduction

Business process management (BPM) is concerned with the continuous improve-
ment of business processes [8]. Process improvements can be achieved by imple-
menting processes using business process technologies such as workflow systems,
robotic process automation, or blockchain technologies [46]. Often, such process
automation results in drastic improvements in process performance indicators.
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For instance, major companies report cost savings of 50% thanks to the imple-
mentation of robotic process automation [27] and 3,000 saved person-hours per
month [24].

So far, most BPM research has been concerned with getting process automa-
tion done. While the challenges of doing process automation deserve attention,
it is equally important to investigate which short and long-term effects pro-
cess automation can entail. For instance, robotic process automation seems
to be a technology with short-term benefits and long-term problems. Mainte-
nance appears to be difficult due to complicated governance and loss of knowl-
edge [12,32]. Little of these issues are appropriately reflected in BPM research.
A theory explaining process automation’s different effects is missing so far.

In this paper, we address this research problem from a theoretical angle. Our
approach begins with a review of automation effects observed in prior research
on human-automation interaction. However, since most of this research focuses
on human control of complex technical systems, its findings cannot be directly
applied to process automation. Therefore, we examine the extent to which effects
described in research on human-automation interaction are relevant to process
automation and derive research areas for better understanding in the future.

This paper is structured as follows: Sect. 2 provides background information
on our research, including an overview of process automation and a discussion of
the general perspectives that have developed in research on human-automation
interaction. Section 3 outlines our methodological considerations for reviewing
the literature. Section 4 presents our findings based on the review of the litera-
ture. Section 5 discusses how our findings can inform research on business pro-
cess automation. Finally, Sect. 6 concludes the paper with an outlook on future
research.

2 Background

In this section, we discuss what process automation is and which general per-
spectives on automation have been developed in the human factors literature.
This discussion serves as a foundation for our subsequent literature review and
identification of process automation’s effects.

2.1 Business Processes and Process Automation

First, we describe how business processes and process automation are related.
To this end, we refer to Fig. 1, a simplification of [8, Ch.1]. A business pro-
cess receives inputs and is targeted toward achieving some desired results. A
business process is typically decomposed into tasks for which different process
participants are responsible. The performance of the process is monitored by a
process manager, who is also responsible for initiating redesigns of the process if
desired results are not achieved. The process manager can commission projects
towards the automation of the process, which software developers implement.
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Process

Process Par�cipants

Inputs ResultsTask 1 Task 2 Task 3 Task 4

Process Manager So�ware Developer

Fig. 1. Process, Tasks, Process Participants, Software Developer, and Process Manager

Automation refers to the machine execution of tasks that humans do not
wish to perform or cannot perform as accurately or reliably as machines [36]. In
line with this statement, we define process automation as assigning at least one
task or at least one control flow link between two tasks to a machine. In this
paper, we focus on information systems as a specific class of machine. Control
flow is often automated using enterprise systems, workflow systems, or robotic
process automation systems [8, Ch.9]. Information systems that perform tasks
previously performed by humans can range from simple tools, such as calculators,
to complex systems, such as artificial intelligence and machine learning.

2.2 General Perspectives on Automation

Research on human-automation interaction has developed several useful con-
cepts for investigating automation. A key observation of this research discipline
is that automation comes in various forms and sizes and thus requires a con-
ceptual differentiation to understand various effects on human performances.
Parasuraman’s process automation model distinguishes four types of tasks and
corresponding technology to substitute human performance: inquiring and pre-
senting information, processing and analyzing information, decision and action
selection, and (physical) action implementation [34].

Information presentation automation includes generating dashboards or
reports to present real-time insights into operational performance or sales
figures to users.

Information processing automation involves calculation, data analysis, auto-
matic reasoning, or natural language processing of large data volumes to
identify patterns that are difficult to detect manually.

Decision automation can involve using expert systems or decision support
tools to provide recommendations based on data analysis and decision rules
to assist humans in making complex decisions.

Physical automation includes assembly line robots in manufacturing plants to
improve production efficiency and quality or the use of automated vehicles in
logistics to transport goods without human intervention.



288 H. Vu et al.

More complex systems can provide several of these automation functions, just
like autonomous cars require to assess information from the vehicle surroundings,
analyze these to decide on how to drive properly, and then actually physically
enact them.

In addition to the types of tasks, Parasuraman et al. proposed a model that
includes ten levels of human interaction with automation [36]. The levels range
from no automation (Level 0) to full automation (Level 9), with Level 10 being
a hypothetical level that involves no human interaction. While higher levels of
automation reduce the individually perceived workload, this comes at a risk of
less situational awareness and a higher chance of missing system failures [33,
49]. Overall, each form of automation has the potential to increase efficiency,
reduce errors, and enhance safety in various industries. However, it is important
to consider the social, psychological, and economic implications of automation,
particularly how it affects human labor and job security.

Research on human-automation interaction has discussed automation in var-
ious settings. We observe, though, that tasks reflected in this research discipline
typically focus on sensor-motoric tasks, often under emergency conditions. Sev-
eral of the categories established by this literature have face value in the light
of process automation, for instance, skill decay. The question begs, however, to
which extent research insights on a.o. nuclear power plant disasters and plane
crashes can be transferred to an office work area largely supported by informa-
tion systems and corresponding process automation. We review and structure
the human automation interaction literature to address this question and discuss
its applicability to process automation.

3 Research Method

This section discusses our methodology for conducting a representative literature
review to collect the main effects of automation [3,5]. This review aims to identify
the effects of process automation on humans involved in business processes.
To this end, we turn to engineering psychology, a research field investigating
automation in general and diverse settings [48]. We deliberately focus on articles
published in its flagship journal Human Factors, published since 1958, for the
paper selection of our literature review. This focus is motivated by the fact
that this journal published the most seminal works of engineering psychology.
We identify human-automation interaction as the key term for our search. Its
relevance emerges from process automation applying automation technology for
repetitive tasks and coordination. Often, this yields a partial or semi-automated
solution. As search string, we therefore use “human-automation interaction” as
well as the combination of “human interaction” and “automation”.

We were aware that the term automation in Human Factors is broader than
process automation. The former includes, for example, areas such as autonomous
driving or flight simulation. We believe that the interaction of humans and
automation and the effects on humans in these areas need to be investigated
if and to what extent they are also relevant to process automation.
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The search was conducted in February 2023 and yielded 75 papers. To be
included, a paper had to focus on phenomena that could be related to process
automation and describe the interaction between humans and technology. We
excluded papers describing specific technical mechanisms, solely physical inter-
actions, or focused on highly specialized industries. For example, sensomotirical
aspects such as pressing the right button were excluded because they are less
relevant for workflows or robotic process automation. For similar reasons, we
excluded papers focusing on highly specific domains, such as space science. After
selection, 52 papers are included in the analysis.

The first author read all of these papers in their entirety and collected
the phenomena and effects of human-automation interaction. To structure the
effects, a data-driven qualitative inductive content analysis approach was fol-
lowed [15]. In several iterations with the author team, all phenomena from the
literature were mapped to the basic principles Prerequisites, Phenomena, Con-
sequences, known from the grounded theory approach [6]. Since our main object
of investigation is human automation, we further distinguish between human-
driven aspects and technology-driven aspects within these three categories. In
the following, we explain the overall model with detailed examples from the
literature.

4 Findings

The literature on human-technology interaction describes phenomena catego-
rized into interaction preconditions, main interaction phenomena, and resulting
consequences (see Fig. 2). Successful interaction requires both humans and tech-
nology to meet certain basic requirements. The human must possess knowledge
of and trust in the technology, while the technology must fulfill basic function-
alities and design principles that cater to human specifics.

During the interaction, effects are observed on both the human and techni-
cal sides. These effects are influenced by preconditions and are inherent to the
interaction and communication between the two parties. For instance, humans
tend to blame technology for failure, particularly when performance expectations
are unrealistic. The transparency and communication of the technology affect
human reactions.

Long-term effects are visible on both the human and technical side, influenced
by previous interactions and preconditions. Successful process automation can
lead to humans relying on the system and losing process knowledge due to inac-
tivity. However, it can be challenging for humans to react adequately in cases of
technology failure.

In the following, we present the three levels of automation interaction in
detail (see Fig. 2) from a human and technical perspective. Note that our list is
not exhaustive as we focus on the phenomena discussed in the Human Factors
literature. We identified the relationships in a unidirectional manner focusing on
the influence of an aspect on another. An example is that the understanding of
an automation influences the expectation mismatch of a human.
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Fig. 2. Overview of all effects found in human-automation interaction literature

4.1 Prerequisites

The first level, prerequisites, pertains to the fundamental steps to facilitate a
successful interaction between humans and automation technology. It empha-
sizes the human prerequisites for interaction, technological design principles,
and essential properties. Our analysis has identified understanding and trust
as crucial human requirements, while transparency, reliability, design principles,
and the feedback loop are significant technological considerations.

Humans Need a Certain Understanding of Technology. To effectively
work with automation technology, humans benefit from understanding the
underlying technological mechanisms. It has been found that many humans are
generally under-informed in that regard [41]. Due to the technological advance-
ments in automation, automation technology has become more independent, and
humans are no longer as ’in the loop’ as before. These advancements can increase
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the complexity for humans, which can result in gaps and misconceptions. Conse-
quently, automation technology often surprises humans as it behaves in a manner
that humans neither anticipate nor understand [45]. Therefore, understanding
automation technology is a key concern and refers to the in-depth knowledge
a person has about how it works, what it can do, and its limitations. Under-
standing the technology is considered more important than its reliability and
competence in real-world scenarios [1].

Humans Need a Certain Trust in Technology. Another aspect that needs
to be accounted for is the trust humans have in automation technology. The level
of trust determines to what extent humans are willing to accept automation tech-
nology and how well they interact with it in interactive settings [22]. A study
on the usage of artificial intelligence devices has shown that the trust of humans
heavily depends on the technology’s transparency, reliability, and compatibil-
ity [19]. Humans tend to trust automation technology as they perceive it as an
instrument with superior analytical capabilities and can outperform humans [35].
However, in scenarios where expert knowledge is required, the human tends to
trust the human expert more. This highlights that human perception can vary
based on the complexity of the automation scenario and that establishing trust
is particularly important in these scenarios [26].

Technology Needs to be Transparent and Reliable. For an effective inter-
action between humans and automation technology, both transparency and reli-
ability are important concerns. Transparency may relate to various features of
automation technology, including its capabilities, responsibilities, activities, and
goals. Depending on the specific automation scenario, transparency of different
features might be important. For example, a study on automation in a nuclear
power plant has illustrated that a high level of transparency regarding which
automation components are currently running, how they work, and how they
interact with other components has led to an increased supervision performance
of the operators [41]. Besides transparency, also reliability plays an important
role. In general, automation technology is considered reliable if it performs con-
sistently and accurately from the user’s point of view. Reliability has been found
to significantly influence people’s perceived trustworthiness of technologies [25].

Technology Needs to Follow Human-Centric Design Principles.
Another aspect from the technology perspective is the automation design itself.
It is generally difficult to design automation technology to make it clear and
understandable to humans [41]. The implications of “bad” design can be severe.
In some cases, the effort for using automation technology can outweigh its advan-
tages (in terms of time savings, etc.), meaning that not using the automation
technology is perceived as the better option [10]. In other cases, a non-suitable
design might lead to human errors, which, at least in critical domains such as
aviation, should be prevented at all costs [28].
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Against this background, it is important to follow the human-centric design
principles, which provide recommendations for human-automation interac-
tion [20] as well as the user experience [17]. Among others, relevant aspects
include the format of the user interface [2], the position of text and images [42],
and the amount of data that is presented to humans [16]. Studies have shown
that providing the right visual information to humans can increase their overall
performance [29].

Technology has to Provide an Open Framework for Human Input.
The feedback loop of automation technology, i.e., the possibility to include and
consider human inputs, plays an important role in the overall performance of
human-automation interaction. In this context, adaptive automation can incor-
porate the human response in the automation design [13]. By including human
aspects, such as frustration, satisfaction, motivation, or confidence, to improve
automation design, a higher performance, better results, and lower workload for
the human can be achieved [37,52].

For complex socio-technical environments, the framework ecological interface
design captures additional aspects, such as social and physical characteristics
as well as the natural relationship in human-automation interaction [44]. This
approach aims to enhance usability and safety and has been examined in the
context of semantic mapping [43].

Another framework that should be considered when designing human-focused
automation is cognitive engineering as it aligns the automation design within
the cognitive abilities and constraints of a human [51]. This has been used in
work domain analysis [31] and in a systemic model of computer response [47] to
understand how humans process information, make their decisions and perform
their tasks and use this as input to design an effective and human-oriented design.

4.2 Interaction

This section focuses on the various facets of human-automation interaction. It
elucidates human behavior during the interaction and the anticipated response
of the technology. Our analysis has identified expectation mismatch, interpre-
tation, blame, acceptance, task allocation, and mental workload as the primary
human aspects, while communication and justification are significant technolog-
ical considerations.

Humans Tend to Perceive an Automation Technology Incompletely.
The way humans perceive a given automation solution, e.g., in terms of its
usefulness, is based on their knowledge of the underlying technology. This can
result in an expectation mismatch [26], meaning that humans may have too high
expectations concerning the automation technology’s capabilities. This, in turn,
may lead to a lower human-automation interaction performance, e.g., because
the human is not expecting the need to deal with automation failure [45]. In
these situations, humans tend to blame the automation technology and do not
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recognize their own responsibility as they perceive the automation technology as
superior in terms of capabilities [7]. This effect is even stronger when the degree
of automation is higher [14].

Humans Tend not to Interpret Information Thoroughly. Many automa-
tion solutions present data to humans. However, humans tend not to thoroughly
examine the available data and do not always interpret it correctly [35]. This can
lead to the human interacting with automation technology in an unintentional
manner, resulting in unintended and incorrect actions by the system [38].

Humans Tend to Manage Their Task Inefficiently. When interacting with
automation technology, humans need to focus on their task allocation, i.e., the
tasks that have been assigned to them. A laboratory experiment has demon-
strated that whenever automation greatly exceeds human capabilities, humans
feel that they contribute too little to the overall task. As a result, they may inter-
vene more often than required [7]. Especially in multi-tasking scenarios, this has
been found to reduce human performance [35].

Another concern related to human-automation interaction is transitioning
from automation to human, i.e., takeovers. Here, it has been found that the
(perceived) absence of time pressure may lead to longer transition times. Also,
multi-tasking leads to a slower response to resume control [11]. In this context,
human mental workload plays an important role as it determines human cogni-
tive abilities and resources to successfully perform a task. Studies have shown
that overall interaction with automation technology can initially result in an
extensive mental workload for a human compared to not involving automation
at all [4]. This phenomenon, however, decreases over time through a learning
process. A way to reduce the mental workload for humans is to transparently
present relevant information for the employed automation solution [30].

Technology Should Communicate with Humans. Effective collaboration
between humans and automation technology requires a certain level of com-
munication from automation technology to humans. This allows humans to
develop a high level of trust and understanding, which results in the human
being less content to monitor and intervene with an automation unnecessar-
ily [1]. One example is the proper communication of system state uncertainties,
as these have a direct effect on the human mental workload, visual attention,
and situational awareness [21]. If a human knows that critical situations will be
communicated properly, they can focus on their other tasks without spending
time monitoring detailed parameters. Another example relates to communicating
social intent [25]. If humans know that automation technology considers human
well-being explicitly (e.g., by preventing accidents in a production context), this
increases the human’s trustworthiness.
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4.3 Effects

This section details the various effects of human-automation interaction. It
describes how humans are influenced during and by the interaction, as well as
the implications for the technology itself. Our analysis has identified reactivity,
adaptability, and skill decay as the primary human aspects, while failure is a
significant technological consideration.

Humans are Affected in Their Readiness to Intervene. As automation
technology advances and becomes more robust, humans tend to become less
aware of their situation and are less likely to take over manual control when
needed [9]. This phenomenon is typically referred to as skill decay. Skill decay
can lead to vicious cycles because humans lose their skills to take over in the
course of time. If they, however, need to take over (because the automation
technology fails), they might not have the ability to do it, leading to an even
higher level of dependency on the automation technology [23]. This means that
the ability of humans to intervene in critical processes must be both established
and maintained [50].

Humans are Affected by Automation Complacency. An additional effect
that occurs with an increasing level of automation is automation complacency.
This phenomenon refers to a situation where humans become too comfortable
and complacent with an automation technology [35]. The consequence of automa-
tion complacency is the general human expectation that automation technology
will work, without knowing or understanding whether this will be the case.
A related effect is automation bias, which arises when humans blindly rely on
automation technology without actively monitoring and validating its activities.
Both effects originate in the human over-trusting automation technology and
may pose severe risks for the performance of human-automation interaction [35].
A way to manage complacency is complacency modeling, which can help predict
the effects of different types of imperfect automation technology [50].

Humans are Affected by Automation Changes. Over time, the nature of
human-automation interaction may change due to technological advancements.
Therefore, an effective human-automation performance requires the human to
adapt to these changes. In many cases, this is a question of additional train-
ing [23]. In some cases, however, humans have also been able to adapt without
additional training. For example, a study with helicopter pilots has shown an
increased human performance when the pilots were presented with additional
information [18].

Technology May Fail. The interaction between humans and automation tech-
nology may cause automation failure. In such a case, the question is whether the
human or the automation solution should react to the failure task. A study
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examining the probability of missed failures (false negatives) and false alarms
(false positives) showed that, for time-critical scenarios, an automation technol-
ogy might fit better to handle the failure, whereas in most other cases a human
should take over the automation failure [40]. The lumberjack analogy points
out that as the level of automation increases, the performance of routine tasks
improves, but the monitoring and reactivity of the human to failure scenarios
significantly decreases [39].

5 Discussion

Our review of human factors research clarifies the complex interaction between
humans and automation technology. We identified three focal areas: interaction
prerequisites, main interaction phenomena, and interaction effects. The specific
aspects of these focal areas have implications for human-automation interaction
in the context of business process automation. The goal of this section is to
make these links explicit and highlight how our findings can inform research on
business process automation. To structure our discussion, we use the three roles
related to process automation, namely process participants, process managers,
and software developers.

5.1 Process Participant

The prerequisites of human-automation interaction are understanding and trust.
We argue that these are equally applicable to process participants in the context
of process automation. A process participant benefits from having foundational
knowledge about the automation solution in semi- and fully-automated scenar-
ios to effectively work with it. During the interaction itself, the process partic-
ipant can have an incomplete understanding and may misinterpret information
regarding an automation solution. This aspect is accelerated because the divi-
sion of labor hinders process participants in their understanding of the whole
process [8], even if no automation is in place. These aspects can be addressed
through training and education initiatives that teach the process participant to
work efficiently with automation technology. In addition, the effects on mental
workload and task allocation are worsened, given that the process participant
might take over tasks in multiple processes. The exposure to automation change
is as relevant for the process participant. The process changes over time, defining
new requirements on the technology, and corresponding changes likely impact
participants and their role in the process. Therefore, relevant research questions
from the perspective of the process participants include:

PP1: What are the gaps in foundational knowledge with respect to automation
solutions? To address the problem of insufficient foundational knowledge, it
is important to identify which aspects process participants typically struggle
with and which of these aspects may lead to lower performance.
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PP2: How can effective training and education initiatives be developed to sup-
port process participants who work with automation technologies? A key
concern in this context will be mechanisms to develop understanding and
trust, with a specific focus on process change.

PP3: What is the impact of automation change on the role and responsibilities
of process participants? Change in this context may have a variety of implica-
tions. Among others, it might be necessary to reestablish trust as well as the
human understanding of the automation solution. It might be interesting to
also connect these aspects to typical challenges of change management, such
as resistance to change.

PP4: Which factors lead to incomplete understanding and misinterpreting
automation information on process performance? It is important to under-
stand which factors may cause these issues to effectively prevent them. Pos-
sible causes may relate to human understanding, the automation design, but
also cognitive factors of the human, such as mental workload.

PP5: What is the impact of task allocation on mental workload, and what are
ways to optimize it in the context of process automation? The key concern in
this context is not to overwhelm humans. Especially when automation tech-
nology is introduced or changed, there is a need for careful consideration of
the human mental workload, such that the benefits of automation technology
are not outweighed by humans struggling with an effective human-automation
interaction.

5.2 Process Manager

From the standpoint of the process manager, the aspects of transparency and
reliability are just as important in process automation. As automation technol-
ogy should work as designed, the process manager must ensure it works reliably
and communicates its results transparently. In this context, the interplay with
technology requires a human-centric design that meets the profile and character-
istics of the people involved. Additionally, as the technology in process automa-
tion might also fail, the process manager needs to manage these failure scenarios
with an error-handling mechanism. This includes whether error handling should
be performed by a human, such as a process manager or process participant, or
by a technology that monitors automation and performs a task if a dedicated
condition is encountered. Therefore, research questions from the perspective of
the process manager should include:

PM1: How can process managers select a human-centric design incorporating
human trademarks and needs? It is important that the process manager
chooses the most suitable technology that fits the needs of their users and
can work efficiently in different process contexts.

PM2: How can process managers establish a bi-directional communication chan-
nel for efficient collaboration and feedback? While the feedback loop has
been emphasized as an important aspect, how can process managers estab-
lish a communication channel that allows humans to provide feedback to an
automation solution and the other way around?
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PM3: How can process managers handle and manage failure scenarios? Automa-
tion failure is (almost) inevitable. Therefore, it is relevant to identify and
classify typical failure scenarios. So-called black swan events, i.e., rare but
severe errors, might deserve particular attention in this context.

PM4: How can process managers measure the effectiveness of different error-
handling mechanisms and choose the optimal approach for different types of
process automation? Once error-handling mechanisms have been selected (see
PM3), it is critical to understand their effectiveness. Again, the criticality
of the domain might be an important contextual factor that needs to be
considered.

PM5: What is the impact of automation on the process manager’s role and
responsibilities, and what are ways to optimize their performance in the con-
text of process automation? Many of the questions above ultimately focus on
the interaction between the user and automation technology. However, it is
also relevant to understand how the roles and responsibilities of the process
manager are evolving. Among others, process managers might need to mon-
itor how drift affects the performance of automation technology or establish
governance mechanisms for the different automation solutions employed.

5.3 Software Developers

From the perspective of a software developer, the goal is to design automation
technology that meets basic design principles and is reliable, robust, and free
of failures. The automation technology should provide the necessary features
from the human point of view and enable individualization of the interaction.
Further research from the perspective of the software developer should include
the following research questions:

SD1: How can software developers implement basic design principles to ensure
the usability and effectiveness of automation technology? The importance
of design principles is well known, but it is necessary to understand how
existing design principles affect the usability and effectiveness of automation
technology.

SD2: How can software developers integrate human feedback into their develop-
ment process to continuously improve it? Automation technology must evolve
over time, e.g., due to drift, technological advances, or changing requirements.
Finding ways to effectively integrate user feedback is necessary to continu-
ously improve the automation solutions used.

SD3: How must software developers design automation technologies to com-
municate with humans efficiently and as free of interpretation as possible?
Efficient communication positively affects user perception, acceptance, and
comprehensibility.

SD4: What are mechanisms to implement error handling to manage failure sce-
narios in process automation? Effective approaches for error handling should
be developed, whether performed by users or the automation technology itself.
By building on the identified failure scenarios (see PM3), a link between fail-
ure scenarios and the error-handling mechanism can be established.
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SD5: How can software developers choose the optimal balance between automa-
tion and human involvement for different types of processes? One of the key
questions with ongoing technological advancements is how much humans still
need to be involved and whether the benefits from the shift towards automa-
tion technology outweigh the cost of its implementation. A comprehensive
investigation of this question for various task types and processes is impera-
tive for an outcome-driven usage of automation technology.

The identified research directions require an empirical research agenda. Research
on human-automation interaction has developed specific research strategies, such
as experimental designs, simulation, observational studies, and case studies [48],
which can be adopted and reused to this end. Corresponding results will provide
the foundation for a theory on process automation.

6 Conclusion

This paper focused on the human aspects of process automation, recognizing
that humans are critical to the success of all process automation scenarios,
whether as process participants in semi-automated processes or as process man-
agers overlooking interaction between users and automation technology. While
existing research on process automation elaborates on the technological options
for implementation, such as robotic process automation or workflow capabilities,
we shifted the focus towards the human as a crucial factor for process execution
success. To this end, we examined the journal Human Factors to identify rele-
vant aspects and effects of human-automation interaction applicable to the field
of process automation.

Our analysis highlighted multiple aspects of both humans and technology,
which we classified into the categories prerequisites, interaction, and effects.
These aspects illustrate the complexity of the relationship between technology
and humans and the diverse factors that can influence their performance. We con-
cluded that it is essential to incorporate human characteristics and trademarks
into automation design, establish efficient means of communication between
humans and technology, and carefully evaluate the appropriate degree of automa-
tion based on its impact on overall process performance and its ability to support
human decision-making based on their cognitive abilities.
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Abstract. Traditionally, Performance Management (PM) is considered one of
the core functions of management accounting, focused on the results of busi-
ness units and primarily based on financial measures. However, with the growing
emphasis on process orientation and the implementation of Business ProcessMan-
agement (BPM), traditional PM needs to be adapted to measure what is managed,
i. e. business processes. To achieve this, process-oriented organizations rely on a
Process Performance Measurement System (PPMS), with Process Mining as the
state-of-the-art tool for monitoring and improving processes.

In theory, the Process Mining-supported PPMS should be well integrated into
the PM System (PMS), and process performance should be measured holistically,
i.e. by both quantitative and qualitative figures. However, in practice it remains
unclear whether these criteria are being met and whether management accounting
is involved in the utilization of Process Mining and the development of a holistic
PPMS. To address this research gap, a multiple case study within the German
energy industry was conducted. Drawing on data from 33 semi-structured inter-
views, this paper presents a five-stage maturity model for the implementation
of a holistic, Process Mining-supported PPMS and examines how management
accounting can promote progression along this path. Due to its interdisciplinary
nature, this study further contributes to research by demonstrating that the involve-
ment of management accounting is not only beneficial to the success of Process
Mining and BPM, but also crucial to themanagement accounting profession itself.

Keywords: Management Accounting · Process Mining · Process Performance
Measurement · Business Process Management ·Maturity Model

1 Introduction

In comparison to traditional companies that emphasize functional structures and hier-
archy, process-oriented organizations focus on horizontal business operations ranging
from customer to customer [20] and apply Business Process Management (BPM) as
suitable management practice [17, 22]. Consequently, executives and process owners
are reliant on a Process Performance Measurement System (PPMS) in order to analyze,
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control, and optimize processes and thereby organizational performance [17, 18]. Over
the last few years, ProcessMining has become the state-of-the-art tool to support Process
Performance Measurement (PPM) [11] and provide managers or process owners with
the process intelligence they need for informed decision-making.

In traditional function-oriented organizations, Performance Management (PM) is a
critical element of management accounting’s “business model” that involves serving as
a business partner to management, providing assistance in informed decision-making
and corporate governance [16].1 Due to the organization’s general emphasis on busi-
ness units, management accounting and its tools, such as the PM System (PMS), are
tailored to fit this function-oriented structure. Furthermore, business performance is
mainly assessed through financial measures, with qualitative aspects of performance
often neglected [5, 7]. This is why Kueng [18] argues that process orientation necessi-
tates not only a shift in organizational structure and management practices but also a
transformation in traditional management accounting towards a process-oriented PMS
that assesses performance holistically, i.e. measuring both quantitative and qualitative
performance indicators. As Process Mining is the state-of-the-art tool to implement this
kind of PPMS, it can be viewed as a potentially disruptive innovation to traditional
management accounting.

When traditional companies adopt process orientation and evolve into matrix orga-
nizations, it raises an important question about the extent to which accountants embrace
Process Mining as an innovative tool to transform the PMS and incorporate it into their
“business model”. If management accounting does not embrace the technology, it is cru-
cial to identify who actually is responsible for providing the Process Mining-supported
PPMS and how responsibilities are shared with accountants. This investigation includes
examining the level of integration between the traditional PMS and the PPMS in Process
Mining-using companies and the extent to which organizations measure performance
holistically. The exploration of these parameters constitutes the first research question
(RQ1).

The second research question (RQ2) of this paper aims to conceptualize a maturity
model for a well-designed Process Mining-supported PPMS. Based on an interview-
based case study, this studywill identify the key challenges associatedwith eachmaturity
stage, as well as the strategies required to overcome them. As a result, thematuritymodel
will provide practical guidance for companies to facilitate progression along this path
and develop an effective Process Mining-supported PPMS.

To address these research questions, the subsequent sections of this paper are struc-
tured as follows. Section 2 briefly discusses relatedwork and highlights existing research
gaps. In Sect. 3, the methodological approach is outlined, while Sect. 4 presents the find-
ings of themultiple-case study. Section 5 concludes the paper by summarizing the results
and proposing avenues for future research.

1 This applies in particular to the profession of “Controlling”, which represents a form of
management accounting special to German-speaking regions.
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2 Related Work and Research Gaps

Process Mining is utilized to extract event logs from information systems to discover,
monitor, and improve processes [25, 26]. Due to the exponential growth in the number
of companies employing the technology in recent years [13], it has become an integral
element of BPM [28]. This is largely attributed to its effectiveness in supporting PPM,
which is widely acknowledged as a key determinant of BPM success [4, 17, 21, 24]. The
Process Mining-supported PPMS collects and disseminates key performance indicators
(KPIs) for different dimensions, such as time, quality, and costs, to provide evidence-
based insights into process performance [10, 18]. However, studies on PPMare relatively
scarce, particularly compared to the considerable research conducted on PM in general
business context [1, 7]. Moreover, research on Process Mining has primarily focused
on its technical aspects [13, 33], resulting in a significant gap in understanding how
organizations adopt and integrate this technology into their existing systems and the
effects of such integration [28].

This lack of understanding presents a challenge, as BPM requires adapting the exist-
ing PMS to measure performance holistically and serve process-oriented companies [1,
2, 7, 18, 31]. While the widely recognized Balanced Scorecard incorporates process
performance as one of its fundamental pillars, its primary focus remains on goal set-
ting and strategic alignment. In contrast, Process Mining enables companies to measure
and achieve predefined target values operationally, making its integration into the PMS
essential. Unfortunately, there is a “missing link” between management accounting,
which is responsible for the traditional PMS and accounting system, and BPM [23, 30].
A thorough literature review on the relationship between accounting and BPM discov-
ered only 39 papers, with none of them related to financial accounting and none of them
published in accounting-specific journals [2]. This lack of attention means that propos-
als for process-aware accounting systems primarily emerge from BPM research and are
limited [23, 29]. Vice versa, studies in the BPM field often fail to identify accountants
as an impacted party of Process Mining adoption [28].

The present study seeks to address this research gap by collecting empirical data on
how companies actually use ProcessMining and integrate the ProcessMining-supported
PPMS into their existing PMS. By doing so, it responds to central research calls for-
mulated by prominent scientists in the BPM field [2, 13, 27, 28]. Furthermore, this
study goes beyond previous work, which has largely been limited to theoretical con-
ceptions or literature reviews. Ultimately, it offers practical guidance for companies
seeking to integrate Process Mining technology into their operations. As more organi-
zations embrace process orientation and Process Mining, the issue of proper integration
becomes increasingly important.

3 Methodology

3.1 Research Design

Given the lack of understanding of how organizations integrate ProcessMining into their
existing PMS and why such integration can be challenging, this study employed a qual-
itative case study approach to explore this complex and emerging issue [32]. Building
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upon the theoretical foundations of empirical social research, the utilization of qualitative
research is deemed appropriate as it primarily focusses on capturing individual perspec-
tives and experiences of the involved parties, providing valuable insights for gaining a
thorough understanding of social phenomena [6]. To provide a comprehensive analysis,
a sample of 15 German companies was compiled, comprising seven private utilities,
five municipal utilities, and three sector-specific consultancies. The energy industry was
selected for various reasons: The liberalization of energy markets and decentralization
of electricity generation have necessitated utilities to becomemore customer-centric and
therefore process-centric. However, empirical studies investigating the implementation
of BPM and Process Mining within utilities are scarce, highlighting the need for a more
detailed examination of this industry. Lastly, the researcher’s affiliation with one of the
companies enabled an in-depth case study and facilitated access to other utilities. The
cases were identified and chosen through a selective sampling and snowballing app-
roach, that leveraged the principles of similarity and contrast to yield profound insights
into the research questions [12]. Specifically, the sample was composed of organizations
linked to the energy industry and familiar with the implementation of Process Mining.
However, the organizations varied in business area, ownership status, company size, and
duration of technology usage. Appendix 1 lists the selected companies and their specific
characteristics.

3.2 Data Collection

The data collection for this study involved conducting 33 in-depth expert interviews
across the 15 selected companies.2 To ensure consistency, a semi-structured interview
guideline organized the interviews into five themes: the company and its process ori-
entation, BPM, the PMS and the PPMS, Process Mining, and roles and capabilities.
Consistent with the methodology of qualitative research, the questions were predomi-
nantly open-ended, aiming to elicit detailed and nuanced responses. For example, the
interviewees were queried about the responsible unit for implementing Process Mining,
the influence of Process Mining on the (P)PMS and management accounting, as well as
the key challenges observed during the usage of the technology.

The length of one interview was 83 min on average, resulting in approximately 46 h
of interview material, which was recorded and transcribed verbatim with the consent of
the interviewees. The extensive case study in one of the selected utilities, comprised of
19 interviews and supplementary archival data, incorporated a “variety of voices” [19]
by involving individuals in different positions related to the use of Process Mining, e.
g. the CFO, executives from accounting, line managers, process owners and experts,
process analysts, and data scientists. Interviews with representatives from other utilities
primarily engaged executives or members of the process analyst team, such as those
affiliated with a Center of Excellence (CoE) for Process Mining. An overview of the
conducted interviews and respective interviewees is presented in Appendix B.

2 Since the interviews were conducted in German, the quotes used in Sect. 4 have been translated
into English. To maintain transparency and avoid any loss of meaning, the original German
quotes are included in Appendix C.
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3.3 Data Analysis

To analyze the data, the transcriptswere subjected to a qualitative content analysis, which
is awidely accepted scientific approach for deriving systematic and valid inferences from
text [6]. MAXQDA was utilized to code the material in a hybrid approach, combining
deductive and inductive coding. Initially, nine broad categorieswere derived from related
work, the research questions, and the interview guide, resulting in an a-priori coding
system. Following this, ten interviews were used to revise and specify these categories
by building subcategories through inductive coding. Based on this second round of
coding, a formalized coding rulebook was developed, including examples to ensure
consistency in the analyses. Finally, the rulebook was used to code the entire interview
material, resulting in the identification of 5108 codes, organized into seven main and
150 sub-categories.

4 Findings

4.1 Process Mining as Enabler of Effective PPM

The empirical data highlights the importance of Process Mining in supporting PPM and
the entire BPM concept. In many companies, the introduction of a PPMS coincides with
the adoption of Process Mining technology, causing interviewees to use the terms “Pro-
cess Mining” and “PPM” interchangeably. Only a few of the larger companies, which
started their BPM journey in the midst of the last decade, used some non-digital PPM
tools like the Balanced Scorecard and collected process-relevant KPIs beforehand. How-
ever, these were deemed inadequate for operational control: “And all these metrics that
we collect now, regarding process adherence, lead times, automation levels, previously
it was not possible to collect them. […] For example, we can now continuously and
promptly monitor our performance levels, identify processing deficits, assess where we
are failing to achieve our processing rates, and control our resources. Process mining
enables us to do all of this, which was not possible before.” [PO2] In consequence, the
emergence of Process Mining revolutionizes PPM entirely, also triggering a thorough
revision of the existing BPM concept. Some utilities are even using Process Mining to
leapfrog, with process documentation and the installation of process owners only begin-
ning with the use of the technology or being omitted completely. In summary, Process
Mining is seen as the very enabler of an effective PPMS and a state-of-the-art tool for
BPM.

The study further reveals a typical path for implementing ProcessMining technology.
After performing a proof of concept (PoC) on a specific process, often supported by a
consultancy, a project-based roll-out-phase follows. As the potential of the technology is
quickly recognized, the number of requesters and demands rises sharply. To account for
this, the deployment of the technology is professionalized, with almost all companies
in the sample assigning the operation and further development of the tool to permanent
positions, teams, or even organizational units, e.g. CoEs. The employees entrusted with
the Process Mining-supported PPMS, often called process analysts, consider Process
Mining to be their daily business, fully utilizing their capacity: “How often do we use
it? Every day, throughout.” [U10].
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The study identifies three basic types of organization for how BPM is realized in
practice and how the collaboration of process owners and process analysts is structured.
The predominant approach is to centralize process analysts in a dedicated team, who
provide their PMservice to fixed process teams, agile teams or respond to ad-hoc requests
from process owners or business units. U1 represents the most formalized example of
this type, where the entire business is mapped by twelve core processes, each divided
into a different number of sub-processes and borne by a process owner. To control,
operate, and optimize the processes, process owners are supported by a cross-functional
team of different roles, including a process analyst, a process manager, and various
process experts from the business units involved in the process. The second type of
organization is used by only three utilities, where the process analysts are decentralized
and part of the operational unit or segment responsible for the analyzed processes.
This approach is utilized when the deployment of the technology is limited to only one
segment or unit, without its use across the entire organization. As a third type, two of
the companies implement a hybrid approach, involving a centralized Process Mining
team complemented by a human resource deployed as a satellite or citizen developer in
the operational units: “We have started to develop the concept of Citizen Developers,
which means that in the departments receiving the analysis, at least one colleague is
designated to maintain the dashboards. This approach has proven successful.” [U4]
The finding that most companies organize the Process Mining-supported PPMS in a
centralized team raises the important question of where exactly this unit of process
analysts is being installed and how they cooperate with the PM unit in charge of the
traditional PMS.

4.2 Organizational and Functional Fragmentation

Consistent with theory [5], interviewees across all companies in the study acknowl-
edge a functional overlap between the Process Mining-supported PPMS and the PMS.
This overlap is grounded in the shared objective of gathering information and KPIs to
enhance transparency, measure and increase performance, and effectively support man-
agerial decision-making: “Looking at it from a management accounting perspective, one
approaches it from a performance standpoint: What is the quality of the processes and,
of course, what efficiency do certain processes deliver?” [MA] However, only U1 con-
siders this common goal as an opportunity to integrate the team of process analysts into
the management accounting department. Both the CFO and the head of PM argue, that
Process Mining is a powerful tool for performing the business partner role and optimiz-
ing corporate management comprehensively. Hence, its integration into management
accounting is viewed as consistent and empowering.

In contrast, all other utilities surveyed do not assign process analysts to the man-
agement accounting department. Instead, they are centralized in a process management
unit, in the business development department, in an IT or digitization team, or assigned
to the operational units themselves. In light of these findings, it can be inferred that
organizational fragmentation of the traditional PMS and the Process Mining-supported
PPMS is prevalent across most companies.
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Admittedly, a cohesive (P)PMS3 can still be achieved despite organizational frag-
mentation, given there is effective cooperation between accountants and process analysts.
However, even in U1, where process analysts are assigned to management accounting,
the functional integration of the PMS and the PPMS is deemed insufficient. For one
thing, this is evident from process owners and experts not recognizing process ana-
lysts as part of management accounting. Secondly, some interviewees envision a future
where accountants and process analystsmerge to become a full-service provider, offering
executives a comprehensive (P)PM solution, but currently view the two roles as “entirely
decoupled”: “Actually, I pursue a holistic approach, where we not only focus on PPM
but on PM as a whole. Currently, we have this in only a few units. […] Especially in tech-
nical units, the analysts are entirely decoupled from the operational accountant.” [PA4]
Hence, it is apparent that organizational integration alone does not guarantee effective
collaboration and the emergence of a holistic (P)PMS. Conversely, being organization-
ally separated, as seen in the other utilities surveyed, makes effective collaboration even
more challenging. This can be inferred from interviewees reporting a lack of interest
from traditionalmanagement accounting in process orientation, ProcessMining technol-
ogy, or supporting process owners with relevant information. In consequence, in many
companies surveyed, there is no collaboration at all.

These findings make important to understand how the PMS and PPMS are function-
ally separated or how management accountants and process analysts share tasks. This
question can be answered consistently across all companies in the survey. The line of
fragmentation is drawn between financial measures, including costs in particular, and all
other (process) performance indicators. Traditional accountants are seen as the “keeper
of the numbers”, responsible for managing budgets of functional units to ensure finan-
cial targets are met. Process-oriented PM, on the other hand, lacks this perspective and
fails to provide sufficiently precise quantification of value contributions and costs of
individual activities and processes. As evidenced by other studies before [23, 29], there
is a lack of suitable process-aware accounting systems, with only one private utility (U6)
having a dedicated activity-based costing (ABC) system ready for operational use. This
deficiency also prevents the aggregation of process-related measures into common over-
all corporate financial indicators, a balance sheet or a profit and loss statement: “That
is indeed a stage we have not yet reached. We have indicators for the performance of
processes. But at some points – and this is the step that is needed – I clearly have to
elaborate which real value levers are involved. How do they contribute to my overall
results, overall return, overall cash flow, and the financial success of the company?”
[MA] Instead, process analysts focus on more qualitative measures that accountants are
not typically interested in, such as throughput time, process quality, customer satisfac-
tion and the rate of processing and automation. As pointed out by some interviewees,
improving these qualitative measures has the potential to positively improve costs and
other financial measures, making them useful to management accounting. However,
in order to fully capitalize on this potential, a stronger cooperation is needed between
process analysts and accountants.

3 This notation highlights the intrinsic relationship between the PMS and PPMS, emphasizing
that any fragmentation or integration has a simultaneous impact on both.
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In response to RQ1, the empirical findings yield several notable key takeaways:
Process Mining is regarded as the cutting-edge tool that enables effective PPM and
enhances BPM.However, despite the potential for amore holistic approach tomeasuring
performance, this study reveals a significant lack of integration between the process
analyst team and the traditional management accounting department, resulting in both
organizational and functional fragmentation of the (P)PMS. The parting line between
these two teams runs along the collected key figures, with management accounting
responsible for financial measures and process analysts focused on more qualitative,
process-related indicators. Instead of measuring performance holistically, there are two
separate systems that measure performance independently, ultimately failing to provide
a complete picture of overall performance. Consequently, instead of one comprehensive
business partner providing full-service to management, there are two separate entities,
one advising on financial matters, and the other supporting with process-related issues.

4.3 A Five-Stage Maturity Model for a Holistic and Fully Integrated Process
Mining-Supported PPMS

After examining the current situation of the Process Mining-supported PPMS in the
surveyed companies, this chapter proposes actionable steps towards utilizing the full
potential of Process Mining, promoting closer collaboration between accountants and
process analysts, and achieving a truly holistic view of performance. To this end, a
five-stage maturity model is presented. By identifying key challenges at each stage and
presenting strategies for overcoming them, this section demonstrates a roadmap for the
development of a holistic and fully-integrated (P)PMS. Gaining an understanding of
these stages, enables other companies to assess their current maturity level and take
strategic steps towards advancing their PPMS to the next tier. An illustration of the
five stages of the maturity model and the corresponding classification of the surveyed
companies is presented in Fig. 1.

Stage 1: (Process Mining-Supported) PPMSMissing. Companies in this stage either
do not measure process performance at all or are not utilizing Process Mining to sup-
port their PPMS yet, including organizations currently conducting a PoC.Although there
might be some sort of process orientation and BPM, process performance is not assessed
based on data. The most significant challenge for implementing the technology is con-
vincing different stakeholders, first and foremost management. As organizations might
be new to process orientation and BPM in general, it is crucial to present the advantages
of these concepts, such as increased operational efficiency and reduced costs, enhanced
customer orientation and experience, or facilitated agility and innovation [4]. Once con-
vinced, it should be argued that successful BPM necessitates an effective PPMS, as
companies have to measure what is managed. Other studies have already shown that the
introduction of process owners has no positive effect on operational performance if a
PPMS is missing [17]. Since non-digitized methods of process analytics, unlike Process
Mining, suffer from severe deficiencies, an effective PPMS requires the introduction of
ProcessMining. All in all a ProcessMining-supported PPMS can be seen as prerequisite
for effective BPM.
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Fig. 1. Five-stage maturity model and classification of the examined utilities. (Small: < 1.500
employees | Medium: 1.500–3.000 employees | Large: > 3.000 employees)

Convincingmanagement includes justifying the costs induced by implementing Pro-
cess Mining. Therefore, obtaining the approval of needed financial resources is the sec-
ond significant issue of this stage. To demonstrate the benefits of the technology to
management and other stakeholders, interviewees recommend to conduct a PoC using a
digitized mass process that is already documented. Comparing the documented process
with the process variants identified by the technology is a powerful tool for persuad-
ing management. However, as translation of qualitative process measures into financial
measures is not easy, valuing the investment in Process Mining upfront is difficult. Yet,
according to a number of interviewees, the adoption of Process Mining is a matter of
corporate philosophy, not a financial issue. Specifically, they argue that process-oriented
companies committed to BPM are dependent on the deployment of Process Mining as a
fundamental tool for performance analysis and optimization. Therefore, the technology
should be regarded as an essential business enabler, much like Excel, rather than a discre-
tionary expense: “You might have to think of it as an instrument that has more of an SAP
CO kind of character, where you say: ‘This is the tool or equipment of a process analyst
to help with steering the company.’ And would you really do a cost-benefit analysis for
CO?” [PM].

Stage 2: Transparency. In the second stage of the maturity model, companies have
implemented Process Mining technology for process transparency and PM. However,
they are not utilizing the KPIs to optimize or automate their processes, hence not fully
realizing the potential benefits of the tool. One of the primary reasons for this is that
companies, particularly smaller oneswith limited expertise and IT resources, can become
overwhelmed by the technical complexity of using Process Mining. Gathering data from
different IT systems, producing data models, and checking data quality can be a complex
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process, and poor data quality can lead to false information and KPIs, causing mistrust
and refusal to use the technology. To overcome these challenges, close collaboration
between process analysts, process experts who know the operational IT systems, and
data scientists is necessary. Therefore, some companies integrate data scientists in the
process analyst team,while others train process analysts to adopt the data scientist role on
top. Either way, the assigned resources should be free to fully focus on Process Mining.

Producing acceptance of the technology represents another significant challenge in
this stage. According to interviewees, employees must learn to manage the transparency
provided by Process Mining, as they may fear performance audits and ramifications due
to the tool’s potential to provide visibility into task execution and duration. Addition-
ally, the technology’s objective to increase operational efficiency and minimize costs,
eventually leading to process automation, contributes to employee anxiety about job
security. These concerns emphasize the importance of early engagement with the work-
ing council to jointly develop regulations for the use of Process Mining, particularly in
German-speaking countries. To further increase acceptance, it is crucial to establish a
relationship of trust not only between the process analyst team and the operational units
but also among different operational divisions. Transparency in cross-functional pro-
cesses represents a new and challenging concept compared to measuring performance
within one’s own business unit. Therefore, it is of utmost importance to avoid using
the tool for monitoring employees or for finger pointing, as interviewees unanimously
explain that these practices can quickly erode trust and create resistance to the technol-
ogy: “If I use Process Mining to engage in finger pointing, then it’s just a flash in the pan.
[…] If it’s used for that purpose, it’s already over.” [PA1] Instead, an advanced feed-
back and error culture needs to be established. This entails the development of effective
communication channels with the process analysts demonstrating high social skills and
effective collaboration. The representative of U10 puts it short and simple: “Who would
let someone else manage his own processes if that person was an asshole? Nobody!”.

In this early stage of usage, it is not advisable to overwhelm employees with the full
potential of the technology by overemphasizing buzzwords such as machine learning,
AI, and process automation, as they may trigger fear and hinder the acceptance of the
technology. Instead, it is crucial for employees to become familiar with the technology’s
capabilities first and develop a basis of trust along with a positive feedback culture. Fur-
thermore, following a comprehensive review of potential data quality issues, employees
must gain proficiency in understanding the provided process-related information and
KPIs before utilizing the technology for optimization and automation purposes. There-
fore, to mitigate the risk of long-term acceptance issues, it is advisable to build a strong
foundation in stage 2 instead of leaping to stage 3.

In light of the aforementioned challenges, interviewees emphasize the need for com-
panies to recognize that Process Mining is not a turnkey solution, but rather necessitates
a consistent effort, along with significant human resources. This entails the necessity
of having process analysts who possess a profound understanding of the operational
processes. The surveyed companies utilize strategies such as assigning fixed process
analysts to process teams, establishing satellites in the operational units or conduct-
ing job rotations to facilitate this. Many interviewees acknowledge underestimating the
effort required from operational units and process experts, who need to contribute their
specialized expertise.
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Stage3:ValueRealization. The third stage of thematuritymodelmarks the pointwhere
companies move beyond using Process Mining for transparency and KPI gathering, and
begin to utilize it to set performance goals and improve real processes. This stage offers
companies the opportunity to realize value by increasing efficiency, reducing costs,
and enhancing automation and processing rates. However, interviewees report several
challenges regarding value realization.One significant issue is thatmanagers and process
owners may find satisfaction with the transparency provided by Process Mining and
solely associate value with the technology as a business intelligence tool, offering faster
and easier access to information. This tendency is linked to a lack of accountability
and responsibility for process performance, which is particularly prominent in matrix
organizations, where process owners have limited control over business units and their
employees, requiring the consent of line managers to allocate resources and embrace
optimization projects. In U1, where process owners also function as line managers,
process owners tend to focus more on the process part that can be influenced through
their business unit and their role as a line manager, as opposed to the overall process:
“By leaving the processes somewhat out of the target agreement processes, it’s not really
transparent what is being achieved. […] As long as this is the case, everyone will continue
to think only in terms of their functional units and try to optimize them.” [PM] This
limitation of control makes it difficult for process owners to assume responsibility for
process performance and drive optimization, given their dependence on other executives
who may block their efforts. To address this issue, companies can employ strategies
such as empowering process owners, setting process-related goals, and evaluating the
performance of process owners and managers based on process performance. Therefore,
management commitment is essential in this stage, particularly in resolving issues and
conflicts between process owners and unit executives. To solve problems and foster
process thinking, some of the surveyed companies install bodies such as a process board
comprising management, unit executives, and process owners.

Having assertive process owners who feel genuinely responsible for process per-
formance is crucial for yet another reason. With the assistance of the Process Mining-
supported PPMS, process analysts can only assess performance, identify deficiencies,
and propose countermeasures to improve the process. However, despite the process
analysts’ skills and the tool’s capabilities, most of the potential optimization will not
materialize without modifications in the operational units instructed by a process owner.
This emphasizes the significance of laying a strong foundation for effective collaboration
in the second stage and underscores the maturity model’s sequential nature. Nonethe-
less, for process analysts to generate meaningful analyses and effective proposals for
optimization, they require active involvement, sufficient time, excellent process knowl-
edge and thinking, and a thorough understanding of the operational business units. Given
these rigorous demands, interviewees suggest strategies such as job rotations and placing
citizen developers within operational units.

Since it is true that optimization of quantitatively measured process performance
is feasible, interviewees explain that many ideas to optimize processes do not require
quantitative figures for implementation. However, the absence of a sophisticated ABC
system and a process-aware accounting system represents another challenge in this
third maturity stage. The lack of quantitative measures makes it difficult to determine
the value of process optimizations, and convince process owners, unit executives and
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management to prioritize proposed process-related projects and allocate resources [23].
This is especially problematic since resources are often scarce and can be utilized for
other optimization efforts. For instance, management tends to allocate resources where
value can be measured quantitatively, such as positive net present value (NPV) projects,
rather than projects with unquantified benefits, such as reducing throughput time by two
days.When facedwithmultiple optimization options, companies cannot be sure that they
are investing in the best option without quantitative measures. To enhance process owner
accountability, reinforce process optimization projects with facts, and make informed
investment decisions, process-oriented companies need an advanced ABC system and a
process-aware accounting system.

Stage 4: Holistic PPM. Companies in the fourth stage of the maturity model measure
process performance holistically using both qualitative and quantitative KPIs. With the
assistance of a sophisticatedABC system, companies on this level can convert qualitative
process performance measures into financial metrics such as calculating the cost savings
resulting from reductions in throughput time or increases in automation rates. Assigning
costs and profits to individual activities and cases running through processes allows them
to evaluate the NPV of investments into process optimization and automation projects,
and justify the costs for Process Mining by calculating the value it generates.

An important challenge for realizing holistic PPM is measuring the actual time
employees spend on specific tasks, known as handling time. This differs frommeasuring
throughput time, as tasks may not be fulfilled immediately, resulting in wait times.
However, collecting data on handling time can be difficult due to technical limitations in
IT systems that may not capture this information at a granular level, thereby constraining
measurements to throughput time. Moreover, there may be resistance from executives
and employees in sharing this level of transparency if IT systems of others are not
equally transparent. However, employee rights and works committees pose an even
bigger challenge to measuring handling time, with interviewees indicating that it results
in severe resistance and leads to failure of the technology.Companies can instead estimate
handling time and assign personnel costs based on this estimation to identify the process
variants, activities, or suppliers that induce the highest costs, allowing for optimization
actions to be evaluated quantitatively. While this approach may be less precise, starting
with this alternative can improve estimations and enhance organizational learning. The
surveyed companies that have implemented this strategy report undergoing a trial-and-
error phase, testing and revising the granularity and useful applications of their ABC
system. Consequently, it is recommended for companies to enter a similar trial-and-error
phase, develop a minimum viable product, test it in real life, and exchange experiences
with other companies facing comparable problems.

Integrating costs and other financial measures into processes and developing a
process-aware accounting system is a critical challenge for realizing a holistic PPM.
This challenge typically falls within the realm of management accounting, with ABC
being an accounting tool since its inception. While companies can achieve stage 3 of the
maturity model without the assistance of accountants, their expert knowledge would be
invaluable in advancing to stage 4 and 5. Interviewees even report that process analysts
expect accountants to develop a sophisticated ABC system and therefore do not engage
in it themselves. However, the empirical study reveals a significant organizational and
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functional fragmentation between the PPMS and PMS, with a severe lack of collabo-
ration between process analysts and accountants. Many interviewees attribute this lack
of collaboration to the low interest of management accounting in process orientation in
general and process-related or qualitative measures in particular, leading to accountants
who still view PPM with suspicion: “Our management accounting is not very process-
oriented, but rather focused on budget and investment. […] In terms of processes, we
have no exchange with management accounting, no. Exchange would only make sense,
after all, if they also considered the process perspective.” [U10] This empirical evidence
reflects the disinterest of accounting that has been identified in research (cf. Sect. 2).

A practical strategy to promote collaboration between process analysts and accoun-
tants is the integration of process analysts into the management accounting team. How-
ever, as demonstrated by the study, organizational integration alone does not guarantee
close cooperation. Instead, both roles must work together as a team, sharing knowledge
and expertise. Additionally, the integration of quantitativemeasures and the implementa-
tion of a process-aware accounting system necessitate training for both process analysts
and accountants. Consequently, as companies progress to stage 4 of the maturity model,
the role of process analysts transforms into that of an “analytical process accountant”,
which imposes even greater demands on their skills and expertise.

From a socio-technical perspective, it is important to comprehend the underlying
reasons for accountants’ resistance towards Process Mining. The technology and the
development it triggers result in the creation of a second PMS that operates in concur-
rence to their own. The presence of a parallel PMS may be perceived as a threat to their
established “business model”, and supporting the PPMS would mean undermining their
function-oriented PMS. Management accountants have traditionally been the sole busi-
ness partners to management and the sole measurers of performance, and thus desire
to maintain their expertise and status quo. Therefore, the development of a sophisti-
cated ABC-system and process-aware accounting system signifies a transformation of
traditional management accounting and generates fears, leading to acceptance problems.

Stage 5: Full Integration. At this stage of the maturity model, companies do not only
measure performance holistically, but through a fully integrated (P)PMS. This integra-
tion means that there is no longer a function-oriented PMS separate from a Process
Mining-supported PPMS. By analyzing the monetary outcomes resulting from process
optimization, organizations can effectively incorporate the insights obtained from Pro-
cess Mining into the short- and medium-term financial plans of traditional accounting
practices. Companies at this level of maturity further use their sophisticated ABC sys-
tem to give budgets to processes and process owners, rather than to business units and
line executives. This shift in budgeting allows for a higher level of responsibility and
accountabilitywithinBPM.Someorganizationsmayhave developed their process-aware
accounting system to the point where they can draw general financial indicators, a bal-
ance sheet, and a profit and loss statement from the system. While not every company
may need to go this far or fully replace its function-oriented organizational structure, a
process-oriented transformation of the accounting system is essential to realizing a fully
process-oriented company, as envisioned by Hammer [14, 15] and Davenport [8, 9] over
thirty years ago. Without this transformation, managers have no option but to rely on
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the traditional accounting system, which uses business units as cost centers for creating
balance sheets and financial reports.

With none of the surveyed companies having advanced to this level of maturity
(cf. Fig. 1), the challenges and corresponding strategies to overcome them cannot be
directly inferred from the interview data. However, progressing to this level demands
a more extensive transformation than that required in stage 4, thus presenting a mag-
nified version of the corresponding acceptance issues. Yet, it is advisable that accoun-
tants overcome these issues and participate in the transformation of the accounting
system. Otherwise, process analysts may develop a sophisticated ABC system and cre-
ate a process-aware accounting system on their own, gradually rendering accountants
and traditional PM obsolete. Therefore, it is in management accounting’s best interest
to adopt Process Mining technology and transform their PMS and accounting system
accordingly. The integration of the Process Mining-supported PPMS is crucial to the
management accounting profession itself.

5 Conclusion and Future Work

As one of the first, this paper aimed to bridge the research gap on the relationship
between management accounting and BPM in the context of process-oriented organi-
zations that use Process Mining to support PPM. By conducting 33 interviews across
15 companies from the German energy industry, this study examined how companies
integrate the technology into their existing PMS and identified the effects and chal-
lenges that arise from this adoption. Regarding the level of integration as well as the
extent of collaboration between accountants and process analyst, the findings revealed
a significant organizational and functional fragmentation of the (P)PMS, impeding the
development of a sophisticated ABC system, a process-aware accounting system, and
holistic PPM. In light of these results, this paper presented a five-stage maturity model
that provides companies with evidence-based guidance on proper integration, emphasiz-
ing that progression along this path is not only beneficial to Process Mining success and
BPM, but also crucial to the management accounting profession. By doing so, this study
contributes to the previously overlooked yet emerging research stream focused on the
organizational and managerial aspects of Process Mining with the aim of maximizing
the business value obtained from this technology. Notable examples of papers within
this research stream include references [3, 11, 13, 33].

Notwithstanding the valuable insights derived from this study, it is important to
acknowledge its limitations. First, the sample and scopewere confined to a specific indus-
try and country, thereby compromising the generalizability of the findings. Additionally,
the research did not employ any particular theoretical frameworks. Consequently, the
findings and limitations of this study offer considerable potential for future work. One
possible research inquiry is to evaluate the degree of integration between the PMS and
the ProcessMining-supported PPMS across diverse industries and geographical regions,
which could lead to the refinement and enhancement of the maturity model if necessary.
The identification of companies with higher levels of maturity could provide opportu-
nities for gaining insights into the process of developing a sophisticated ABC and a
process-aware accounting system. To augment the understanding, the incorporation of
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conceptual papers is recommended, specifically from accounting research. Furthermore,
the application of theories can lead to a more thorough analysis of each stage to better
comprehend the challenges and strategies required to overcome them. For instance, to
investigate the acceptance issue in stage 1, theories such as the technology acceptance
model or the model of task technology fit can be utilized. Given that Process Mining is
a disruptive technology to traditional management accounting, innovation theories can
be leveraged to search for compensatory strategies in stage 4.

Appendix

Supplementary material for this article is available online at https://bit.ly/448dPAR.
It contains three documents: Appendix 1 presents the composition of the case study
sample. Appendix 2 provides an overview of the conducted interviews and respective
interviewees, and Appendix 3 lists the used quotes together with the German originals.
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Abstract. Chatbots such as ChatGPT have caused tremendous hype
lately. For BPM applications, it is often not clear how to apply chatbots
to generate business value. Hence, this work aims at the systematic anal-
ysis of existing chatbots for their support of conversational process mod-
elling as a process-oriented capability. Application scenarios are identi-
fied along the process life cycle. Then a systematic literature review on
conversational process modelling is performed. The resulting taxonomy
serves as input for the identification of application scenarios for conver-
sational process modelling, including paraphrasing and improvement of
process descriptions. The application scenarios are evaluated for existing
chatbots based on a real-world test set from the higher education domain.
It contains process descriptions as well as corresponding process models,
together with an assessment of the model quality. Based on the litera-
ture and application scenario analyses, recommendations for the usage
(practical implications) and further development (research directions) of
conversational process modelling are derived.

Keywords: Conversational process modelling · Chatbots · Process
Descriptions · Process Models

1 Introduction

AI-powered chatbots “have a considerable impact in many domains directly
related to the design, operation, and application of information systems” and
at the same time need to be handled with care [70], as models provide you
with information without considering their own technology’s limitations. Busi-
ness process management as an information systems discipline seems a viable
candidate to benefit from chatbots and hence from the recent advances in large
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language models, in particular, when supporting users in creating and improving
process-related content, most prominently process models and process descrip-
tions. Process models enable participants to understand the processes in which
they are involved [17] and to improve business performance [6]. However, errors
in the process models may have adverse business consequences [24], and may
lead to problems during process execution and quality issues [15].

Currently the creation of process models is often based on the interaction
between domain experts having the knowledge of the process and process mod-
ellers/analysts capable of process modelling and analysis techniques. Hence, the
acquisition of as-is models can consume up to 60% of the time spent on process
management projects [29]. The overarching question of this work is thus how
and to which degree chatbots can replace the process modeller/analyst when
creating process models through conversational modelling (CM) with the
domain expert.

CM means conversation flow modelling where the chatbot can receive and
interpret inputs from the user (i.e., follow-up questions, unexpected inputs, or
changes of topic) and provide appropriate responses that keep the conversation
coherent [49].

This question can be broken down into the following research questions:
RQ1 How can CM methods/tools be employed for process modelling?
RQ2 Which CM methods/tools exist for process modelling?
RQ3 How can we evaluate CM methods/tools with respect to process modelling?
RQ4 Which implications do Chatbots have for BPM modelling prac-
tice/research?

RQ1 – RQ4 are tackled as follows: Based on the concept of conversational
process modelling, initial application scenarios are posed based on the process
life cycle (cf. Sect. 2). These initial application scenarios provide the keywords for
the subsequent literature review (cf. Sect. 3) which aims at refining the scenarios
along a taxonomy of existing approaches. For evaluating existing chatbots, a
test set of process descriptions, process models, and quality assessment is col-
lected and prepared (cf. Sect. 4.1). The systematic analysis of the chatbots (cf.
Sect. 4.2) along with the refined application scenarios are conducted based on key
performance indicators and provide the basis for deriving practical implications
and research directions in conversational process modelling (cf. Sect. 5).

2 Conversational Process Modelling

Only few papers address conversational modelling, mostly by focusing on the
design of virtual human agents (aka chatbots), e.g., [49,61]. However, there is no
common understanding of conversational process modelling yet and we hence
provide informal Concept 1 which takes up characteristics of conversational mod-
elling regarding the participants in the conversation, i.e., the domain expert and
the chatbot, and the iterative nature of the conversation.
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Concept 1. (Conversational process modelling) describes the process of
creating and improving process models and process descriptions based on the
iterative exchange of questions/answers between domain experts and chatbots.

Concept 1 reflects the overarching goal of conversational process modelling,
i.e., to enable process modelling and improvement based on interaction between
the domain expert and the chatbot, instead of interaction between the domain
expert and the process analyst/modeller. This goal constitutes the first pil-
lar to analyze the BPM life cycle w.r.t the process modelling scenarios where
conversational process modelling can be applied. The second pillar reflects the
assumption that conversational process modelling is exclusively based on domain
expert/chatbot interaction and does not employ any other tool. In the conclu-
sion, we will sketch how conversational process modelling can be extended if the
chatbot usage is augmented by other tools such as process simulation tools.

In the following, Concept 1 is fleshed out for application scenarios along the
BPM life cycle as provided in [27]. The BPM life cycle is chosen as it provides
a systematic structuring of the different process-oriented tasks and capabilities
towards creating business value.

Process discovery subsumes a range of methods to create process models
(and is not to be confused with process discovery as the process mining task
is necessarily based on event logs). The typical input in a process discovery
project consists of textual process descriptions gathered based on interviews or
workshops. Based on the process descriptions, process models are created by pro-
cess modellers/analysts. We identified the following steps as suitable for being
supported by chatbots: (1) gathering the process descriptions for creating the
process model. This also includes the preparation of the process descriptions, i.e.,
to increase the quality of the process description in terms of, for example, being
precise, e.g. through automatic paraphrasing. (2) taking a process description as
an input and producing a process model (accompanied by the process descrip-
tion). Here, the chatbot can be employed for analyzing the text and extracting
process model relevant information such as activities and their relations as well
as actors [12]. Finally (3) assessing a process model (with the accompanying
process description), regarding model quality based on quality metrics such as
cohesion [72] and guidelines such as number of elements or label style [8].

The process analysis phase builds the bridge between the as-is process
model created in the process discovery phase and the to-be model created in
the process redesign phase. It is concerned with the qualitative and quantitative
assessment of a process models. A qualitative analysis comprises, for example,
an assessment whether or not certain activities can be automated; this can then
be analogously reflected by an action recommendation, e.g., if the automation
potential is not fully exploited, yet. The chatbot can support this assessment
based on the extracted activities in the process discovery phase. The results of
the qualitative assessment can then be used in the process redesign phase for cor-
responding redesign actions. Quantitative process analysis comprises, for exam-
ple, detecting bottlenecks based on process simulations. As mentioned before,
for this work, we assume that the chatbot is used without invoking further tools
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and systems such as a process simulator. Hence, quantitative process analysis
does not include tasks for conversational process modelling at this stage, but for
future work as discussed in Sect. 4.3.

Process redesign comprises the definition of the redesign goal which again
is considered a managerial task. The chatbot can support the domain expert by
proposing existing redesign methods such as Lean Six Sigma, as well as in query-
ing models (cf. [56]) or applying the redesign instructions. Especially important
is refactoring of process descriptions, based on existing guidelines on process
model refactoring or catalogues of process smells such as [73].

The phases of process implementation and process monitoring are
considered as a part of future work of conversational process modelling as they
will require the invocation of additional tools and systems such as a process
engine or process-aware information system.

Table 1 summarizes the initial application scenarios for conversational process
modelling along the process life cycle phases and steps which constitute the input
for the subsequent literature and test set based analyses.

Table 1. Application Scenarios and Chatbot Tasks along Process Life Cycle

# application input output chatbot task

1. gather information process description process description paraphrase

2. process modelling process description process model,
process description

extract

3. assure model quality process model,
process description,
process modelling
guidelines and metrics

quality issues, refined
process model, refined
process description

compare and
assess

4. select redesign method collection of process
models and process
descriptions

redesign method,
selection of process
models and process
descriptions

select method,
query models

5. apply redesign method collection of process
models and process
descriptions, redesign
method

collection of process
models and process
descriptions

query and
refactor models

The BPMN model depicted in Fig. 1 assembles and refines the application
scenarios, together with their input, outputs, and related chatbot tasks as sum-
marized in Table 1 into a generic process model for conversational process mod-
elling, reflecting its interactive and iterative characteristics: at first, the domain
expert provides a process description which is refined (→ paraphrase) and the
results are displayed (→ extract). Then an assessment of the result quality is
conducted (→ compare and assess). If the quality is insufficient, the process
models/descriptions are refined (→ query, refactor), possibly based on a specific
method (→ select method), until the quality reaches a sufficient level.
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Fig. 1. The Process of Conversational Process Modeling (modeled in BPMN using SAP
Signavio)

3 State of the Art

The literature analysis consists of two steps, i.e., i) a pre-review based on the
initial application scenarios and life cycle phases summarized in Table 1 and
based on the outcome of the pre-review, ii) a more generalized review including,
for example, NLP-based methods for the extraction of model information from
process descriptions. i) and ii) follow the guiding principles of [37].

i) Pre-review: The pre-review is conducted based on the keywords resulting
from building the cross product of the application scenarios and keyword “chat-
bot” summarized in Table 1, e.g., ‘‘process modelling’’ chatbot. These key-
words are then used in the title search (allintitle) on google.scholar.com1. Next,
we use the keywords resulting from the cross product of application scenario
and chatbot task, e.g., ‘‘process modelling’’ paraphrase and the keywords
resulting from the cross product of keyword “conversational” and the application
scenarios (allintitle), e.g., conversational ‘‘process modelling’’. In order
to broaden the pre-review, we repeated the search for application and chatbot,
but without keyword “process”. Most of these searches result in 0 or a couple of
hits, which were rejected due to quality issues or domain irrelevance.

The pre-review did not yield deeper insights into techniques, opportunities,
and limitations of conversational process modelling. The results rather point
towards generalizing the keywords used for the search, particularly covering
NLP-based methods. Hence, for the ii) second search, we used https://scholar.
google.com to produce Table 2. It shows the list of 52 papers relevant for a wide
variety of relevant topics. Selection of the papers for the list was done based on
the existence of the enumerated keywords (Selection Criteria) in the abstract or
the title (for the first 20 hits).

In the following, we will discuss the literature collected in Table 2 regarding
five fundamental questions that partly correspond to the research questions and
partly to the pointers derived from the pre-review.

How do chatbots work, and what are important areas of application? A
chatbot is a type of human-computer interaction, used to simulate conversations
to solve particular user problems [3]. Chatbots work by processing language input
from humans (furthermore referred to as natural language processing (NLP) [21,
50]), and reacting to it. The interpretation of human input is achieved through a
set of rules [20,26,40], or by utilizing large language models (LLMs) [42], which

1 last accessed 2023-03-23 and 2023-03-26 respectively.

https://google.scholar.com
https://scholar.google.com
https://scholar.google.com


324 N. Klievtsova et al.

are trained to understand the meaning/intent/context [18,44] and generate new
content based on different statistical and probabilistic techniques. According
to [51] the main areas of chatbot application are human resources, e-commerce,
learning management systems, customer service, and sales.

How are responses generated? After receiving user input, the chatbot pro-
cesses it into a machine-readable form and based on that input generates a
natural language output utilizing different types of response generation meth-
ods [77]. Chatbot systems can be divided into six categories, based on the type
of response generator [44]. (1) template-based: response is selected from the list
of predefined pairs of query patterns; (2) corpus-based: converts user query to
a structured query language (SQL) query and passes it to utilized techniques of
professional knowledge management (i.e., database, ontology); (3) intent-based:
task-oriented system, which based on user query tries to recognise user intent
with the help of advanced NLU techniques; (4) RNN-based: RNN-based (Recur-
rent Neural Network) chatbot generates response query directly from the user
query with the help of the model, trained on dialogue data set; (5) RL-based: RL-
based (Reinforcement Learning) chatbots use rewarding and punishing functions
to achieve the desired behaviour; (6) hybrid-based: a combination of approaches
listed above to achieve better performance or to overcome limitations, faced by
using one approach only.

How can response generation be implemented? All of the above types
utilize some type of knowledge graph to formalize the configuration [7,76] and
the intended output format of the conversation [4,55]. The knowledge graph
is either accessed by simple querying languages such as AIML or SPARQL,
or it is encoded as part of a neural network through training. So responses are
either queried explicitly or generated implicitly as part of a neural network. Both
approaches have different strengths and weaknesses. For conversation-related
applications such as entertainment, neural networks work well, but for other
applications with special output, other approaches are still valid solutions. Low-
code solutions to control explicit responses [25] as well as BPMN-based solutions
to encode potential progressions of a conversation [60] have been proposed. One
example of such a system is PACA [41]. Automatically learning from user interac-
tions can be achieved not only for neural networks (e.g., reinforcement learning)
but also by encoding interactions automatically into rules, such as in [5,36].

Can chatbots deal with business processes? According to the survey of
chatbot integration [9], 2 out of 347 chatbot systems support the business pro-
cess interface pattern, i.e., [34,43] that convert BPMN process models into dia-
log models/chatbots. Currently, there are no chatbots that are able to generate
BPMN models themselves. However, interest in the generation of models from
various types of document sources has recently increased [29,31,64]. Referring
to [32] as an input for business process model generation use case diagrams,
business rules, standard operating procedures, and plain unstructured text are
considered. Based on the approaches mentioned above, the following 3 steps
for creating BPMN can be summarized [12,66]: (1) Sentence Level Analysis:
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Table 2. Literature Queries, Hits, and Selections

Query (allintitle:) Hits Selection Criteria # List

chatbot technology overview 1 1 [3]

Natural language processing 10400 automated NLP 2 [21,50]

nlp Chatbot Development 7 deep learning 1 [59]

chatbots business processes 2 capability to learn 1 [36]

Chatbot integration 32 chatbot integration 1 [9]

quark chatbot 1 1 [34]

((Chatbots) OR (chatbot))
Process Models

2 process model 1 [43]

reasoning processes descriptions 3 1 [67]

”process model generation” 15 text 1 [29]

generating BPMN diagram 2 text 1 [64]

business process (model) OR
(models) generating

34 Natural
Language,document
sources

2 [31,32]

extracting business process
language models

2 NLP, language model 2 [12,66]

AI based language models 2 NLP, LMs 1 [42]

large language models 628 NLP, BPMN 3 [52,75] , [38]

BOMN generation 22 NLP, LMs 1 [48]

“process extraction” from text 6 text, textual information 1 [10,11,13]

“knowledge graphs” chatbots 5 NLP, LMs 1 [4,7,54,55,76]

chatbots BPMN modelling 0 — — —

chatbots graph generation 0 — — —

((model based) OR
(model-based))

12 NLP, BPMN, UML 1 [28]

generate graphs chatbots 0 — — —

generate graphs plain text 0 — — —

BPMN modelling chatbots 0 — — —

low-code chatbot development 1 1 [25]

generating texts models 2 process model 1 [39]

declarative process model
generation

0 — — —

process models chatbot 1 — 1 [5]

process conversational agents 7 BPMN 2 [41,60]

rule based chatbots 5 natural language, AIML 3 [20,26,40]

chatbot designs 4 natural language 2 [18,44]

Process Models Chatbots 1 — 1 [43]

mining models from text 11 process model 1 [45]

automatic generation bpmn 5 from BPMN, process
model

3 [14,23,62]

text information extraction 539 unstructured text,
semi-structured text

7 [22,33,53,57,58,68,
69]

text data augmentation methods 8 methodology 1 [79]

data augmentation approaches nlp 1 1 [2]

easy data augmentation
techniques

4 data augmentation 3 [30,63,74]

automatic machine translation
paraphrasing

3 paraphrasing 2 [71,78]

paraphrasing automatic
evaluation

7 bleu, english 2 [16,35,78]
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extraction of basic BPMN artefacts such as tasks, events, and actors; (2) Text
Level Analysis: exploration of relationships between basic items, e.g., gateways.
(3) Process Model Generation: create a syntactically correct model, that cap-
tures the semantics of the input. [67] proposes a machine-readable intermediate
format generated out of natural language (either through automatic or manual
annotation). The result is then easy to interpret by computers.

How can we evaluate chatbots with respect to BPM modelling? Cur-
rently there are no gold standard data sets that can be used to evaluate and
compare the efficiency of process extraction from unstructured text [10]. In [29]
a set of 47 text-model pairs from industry and textbooks are introduced, which
could be converted with an accuracy of 77% (up to 96% of similarity for some
cases) from text to model. In [39], 53 model-text pairs were used to evaluate per-
formance of a novel model-to-text transformation method. To avoid the neces-
sity of constant creation of new datasets by hand, data augmentation techniques
(increase of the training set size with the help of the modified copies of already
existing data set items) can be used [2,79]. Another important tool is para-
phrasing [35], which is about generating similar texts from a source. Such texts
are generally recognized as lexically and syntactically different while remaining
semantically equal.

4 Performance of Current Generation LLMs
for Conversational Process Modelling

In order to assess the performance of conversational process modelling tools and
answer RQ3, it is necessary to come up with a data set, an evaluation method,
and a set of KPIs. Extending the three steps, which are required to create a
BPMN model (see Sect. 3), a fully integrated conversational process modelling
toolchain would contain: (a) extraction of tasks from textual descriptions, (b)
extraction of logic such as decisions or parallel branchings from textual descrip-
tions, (c) creation and the layout of a BPMN model, and (d) the application
of modifications for refinement of BPMN models. As a fully integrated conver-
sational process modelling tool does not exist yet, in this paper we concentrate
on how well current LLMs, namely GPT models text-davinci-001 (GPT1), text-
davinci-002 (GPT2), text-davinci-003 (GPT3) from openai.org playground2, as
well gpt 3.5 turbo (GPT3.5) from writesonic.com3, perform for extracting tasks
for textual description (see (a) above). Task extraction is a starting point of the
conversational process modelling toolchain, as the task is an atomic element of
the process flow, which represents a unit of work that should be performed [65].

4.1 Test Set Generation

The test set [46] utilized in this paper contains 21 textual process descriptions
from 6 topics or domains. For each process description between 8 and 11 BPMN
2 last access: 2023-03-29.
3 last access: 2023-03-29.
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process models have been created by modelling novices. These models repre-
sent different possible ways of interpreting the textual process description. Each
model has at least one start and end event, 3 exclusive gateways, one parallel
gateway, and an average of 14 tasks. Some models also contain sub-processes,
pools, and lanes. Each model was evaluated by a modelling expert using a qual-
ity value from 0 to 5, to reflect, on how well the textual description has been
transformed into a BPMN model, i.e., all tasks and decisions from the textual
description are in the BPMN, tasks which can run in parallel have been correctly
identified, and the BPMN model is well-formed.

An example of a textual description and an associated interpretation, i.e.,
the BPMN model, can be seen in Fig. 2.

Fig. 2. Textual Description And BPMN Model From the Evaluation Dataset

4.2 Evaluation

In this section, we will use the following KPIs and discuss their impact on con-
versational process modelling approaches: KPI1 - Text Similarity; KPI2 - Set
Similarity; KPI3 - Set Overlap; KPI4 - Restricted Text Similarity; KPI5 -
Restricted Set Similarity; KPI6 - Restricted Set Overlap; KPI7 - Average Aug-
mented Task Extraction Prevalence and Similarity (GPT3 only). All results,
including non-averaged data, are also available in [47].

Prompt engineering and KPIs: KPIs 1–3 are used to assess task extrac-
tion from original process descriptions. This is realized by passing the following
prompt “Considering following < process description > return the list of main
tasks in it” to the LLMs. For assessment based on KPIs 4–6, the original prompt
is changed to the “Considering following < process description > return the list
of main tasks (each 3–5 words) in it” to improve the granularity of extracted
tasks and to refine the quality of obtained tasks’ labeling. KPI7 is used to eval-
uate how stable task extraction is, performed by LLMs by extending the set of
original process descriptions by utilizing different paraphrasing algorithms.
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Task extraction from associated models is realised by parsing .XML docu-
ments and extracting relevant BPMN activities, keeping their sequence in the
process flow.

As the basis for each similarity measurement we utilize contextual (BERT)
and non-contextual (TD-IDF) vectorisers with a cosine similarity metric [19].
The contextual and non-contextual approaches will be denoted as C and NC.

For KPI1, each LLM (GPT1, GPT2, GPT3, GPT3.5) is instructed to extract
the tasks from the original process descriptions. The answer is then compared
to the original text to assess the completeness of the extraction. The results are
depicted in Table 3. For this KPI, GPT3.5 is the most successful LLM.

Table 3. Text Similarity (KPI1): Comparison of tasks extracted by LLM and original
text using contextual (BERT) and non-contextual (TD-IDF) vectorisers

Method gpt1 gpt2 gpt3 gpt3.5

non-contextual 0.46 0.65 0.60 0.63

contextual 0.76 0.80 0.78 0.84

Table 4 shows the results for KPI2. The four LLMs are instructed to extract
tasks from each textual description. This set of tasks is then compared to the
set of tasks, extracted from each BPMN model mentioned above (see Sect. 4.1).
As for every textual description multiple BPMN models exist, the results are
averaged per textual description. The averages are then again averaged for all
textual descriptions. GPT3 is successful for this KPI with 74% extraction rate.

Table 4. Set Similarity (KPI2): Comparison of tasks extracted by LLM with tasks
extracted from BPMN Models. For each text a set of n tasks is extracted. Each text
has 8–11 associated models from which again a set m of tasks can be extracted. Each
set n is compared with all sets m, yielding a set of similarities which is averaged for
similarity methods contextual (C) and non-contextual (NC)

LLM C NC avg. # of tasks extracted
from texts

avg. # of tasks extracted
from models

gpt 1 0.72 0.32 7.6 12

gpt 2 0.71 0.32 6.7 12

gpt 3 0.74 0.35 7.7 12

gpt 3.5 0.73 0.36 8.5 12

For KPI3, the goal is to quantify the overlap between extracted tasks from
the original text and associated to its models: (1) how similar are individual
tasks, and (2) how many tasks exist only in one of the two extractions. The
results are shown in Table 5 and show that between 6 and 7 tasks extracted
from the models are also found in the text, while about 6 tasks could not be
found in the extracted text. When looking at it from the point of view of the
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Table 5. Set Overlap (KPI3): Each task extracted from the text is compared (for
each associated model) with task extracted from the model. If the similarity is bigger
than a threshold, a task is deemed common, else it is deemed to only occur in either
the model or the text.

LLM similarity common
model

common chat only in model only in chat

gpt 1 C 6.6 4.5 5.2 3.2

gpt 1 NC 5.9 4 5.9 3.6

gpt 2 C 6.2 4.1 5.6 2.6

gpt 2 NC 5.6 3.6 6.2 3

gpt 3 C 6.7 4.6 5.1 3

gpt 3 NC 6.7 4.6 5.1 3

gpt 3.5 C 7 4.7 4.9 3.8

gpt 3.5 NC 6.5 4.4 5.4 4.1

tasks extracted from the text, the ratio becomes 4:3. So almost 50% of the tasks
are not similar between the model and text (see discussion for details).

KPI4 focuses on restricting the number of words per extracted task, to coax
the bot into extracting more tasks, as generally, the number of extracted tasks
from the text is lower than the number of tasks contained in the models (see
discussion for more details). Table 6 shows that this decreases the similarity
when comparing text (due to stronger paraphrasing), but KPI5 (cf. Table 7)
and KPI6 (cf. Table 8) show an increase in the number of tasks by one while
not decreasing similarity when compared to the tasks from the model.

Table 6. Restricted Text Similarity (KPI4): Task names are allowed to only have 3–5
words, cmp. Table 3.

method gpt1 gpt2 gpt3 gpt3.5

non-contextual 0.24 0.47 0.38 0.27

contextual 0.70 0.77 0.73 0.73

Table 7. Restricted Set Similarity (KPI5): Task names are allowed to only have 3–5
words, cmp. Table 4.

LLM C NC avg. # of tasks extracted
from texts

avg. # of tasks extracted
from models

gpt 1 0.73 0.32 7.6 12

gpt 2 0.74 0.33 7.7 12

gpt 3 0.73 0.32 8.3 12

gpt 3.5 0.75 0.30 8.5 12

Finally, for KPI7, we assessed the effects of paraphrasing on prevalence
and similarity, i.e., how stable LLMs are for task extraction with similar input.
We use nine different algorithms for paraphrasing text [2] (rewriting sentences
using synonyms), which is, for example, useful to clean up textual descriptions
from humans. The results are displayed in Table 9, and show that especially
the contextual similarity does not decrease significantly, while the number of
extracted tasks even improves in comparison to the original text.
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Table 8. Restricted Set Overlap (KPI6): Task names are allowed to only have 3-5
words, cmp. Table 5.

LLM similarity common
model

common
chat

only in model only in chat

gpt 1 NC 6 4 5.7 3.5

gpt 2 NC 6.4 4.2 5.4 3.5

gpt 3 NC 7 4.7 4.8 3.5

gpt 3.5 NC 6.8 4.6 5 3.8

Table 9. Average Augmented Task Extraction Prevalence and Similarity GPT3
(KPI7): for nine different paraphrasing methods, the average number of tasks, and
similarity measures are calculated. The second row holds the value of the original text
from Table 6

Original SR DL SW IN NLPaug TDE TRU TES EMB

avg. # tasks 8.25 8.10 8.43 7.48 8.19 8.10 7.57 7.86 8.62 8.29

C similarity 0.73 0.69 0.69 0.68 0.70 0.70 0.70 0.67 0.70 0.70

NC similarity 0.38 0.20 0.22 0.25 0.21 0.21 0.21 0.19 0.21 0.22

4.3 Discussion

Tables 3, 4, 5, 6, 7, 8 and 9 clearly show that GTP3 currently supports task
extraction the best, beating GPT3.5. The potential reason for GPT3 success
could be the size of the model (175 billion parameters over 1,3 billion for
GPT3.5). GPT3.5 model is optimized for a chat and may not be as effective
for more complex language tasks [1].

Another important insight is that manually designed and refined models
contain additional tasks that cannot be directly extracted from the original text
but exist due to a humans ability to “read between the lines” or reason about
task granularity. GPT extracts tasks exactly as written in text but does not
have the capability to reason when it makes more sense to have multiple small
tasks instead of a big one. We tried to coax GPT3 into extracting more tasks by
restricting the number of words describing a task (i.e., its label), which increased
the average number of extracted tasks slightly by 1, as can be seen in Table 7.

On average, GPT extracted a third less tasks than existed in the model.
When strictly looking at the capability of extracting tasks from the original
text, GPT3, on average, achieves a text similarity of 80%. The interpretation
of this value is difficult. It could mean that the LLM missed about 20% of the
tasks or, alternatively, that 20% of the text are just the filler words that have
been ignored by the LLM. Together with the observation that the LLM does not
like to split up tasks, the 30% less tasks extracted from the text in comparison
to the model, hint at a possible explanation.
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5 Conclusion: Practical Implications and Research
Directions

From the state-of-the-art discussion in Sect. 3 and the results of the evaluation
presented in Sect. 4.3, the following two main managerial implications can be
derived:

1. For the chatbot application scenarios “gather information” and “process mod-
elling” (cf. Table 1), chatbots are in principle ready to be applied in practice
as-is, yet the results have to be taken with a grain of salt, i.e., the domain
expert should always check the results. However, the lack of an appropri-
ate, human-readable output format, e.g., a BPMN process model, limits the
space of early adopters in a company significantly to experts at the inter-
section of their domain and computer science. This limitation is particularly
unfortunate, as it counteracts the goal of conversational process modelling to
minimize the necessary technical skills of the domain expert.

2. For the chatbot application scenarios “compare and assess”, “select method,
query models”, and “query and refactor models”, off-the-shelf chatbots are
not yet ready to be applied due to their inability to output process models
and to understand process model semantics.

As business process modelling has become an important tool for managing
organizational change and for capturing requirements of software, the first man-
agerial implication is that conversational process modelling can already have a
significant business impact. Considering that the central problem in this area –
the acquisition of as-is models – consumes up to 60% of the time spent on process
management projects [29], chatbot-based partial automation can be sufficiently
impactful, even if substantial human refinement is required.

The second managerial implication is that future research should focus on
integrating the strong language capabilities of chatbots with the specialized capa-
bilities of existing knowledge-based tools. The integrative research direction is
more promising than chatbot training with specialized process modeling training
sets featuring native process models, e.g., process models in BPMN format and
a number of semantic targets, such as information on the existence of deadlocks
in a process model. First, training of the chatbot with respect to business pro-
cess models ignores the vast existing modeling knowledge encoded into existing
tools. Second, semantics are clearly defined and encoded in existing tools such
that training chatbots with the aim of understanding formal semantics is futile
unless it serves as an intermediate step that unlocks further value.

To conclude, while advanced tasks such as model querying, refinement, and
analysis presumably require domain-specific solutions, the interplay of tradi-
tional, knowledge based approaches to business process modeling can relatively
straight-forwardly be augmented by machine learning-based chatbots to facili-
tate tedious tasks such as information gathering and basic model creation.
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Dongen, B.F., Röglinger, M., Mendling, J. (eds.) BPM 2019. LNCS, vol. 11675,
pp. 86–101. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-26619-6 8

68. Soderland, S.: Learning information extraction rules for semi-structured and free
text. Mach. Learn. 34, 233–272 (1999)

69. Tang, B., Wu, Y., Jiang, M., Chen, Y., Denny, J.C., Xu, H.: A hybrid system for
temporal information extraction from clinical text. J. Am. Med. Inform. Assoc.
20(5), 828–835 (2013)

70. Teubner, T., Flath, C., Weinhardt, C.: Welcome to the era of chatGPT. Bus. Inf.
Syst. Eng. (2023). https://doi.org/10.1007/s12599-023-00795-x

71. Thompson, B., Post, M.: Automatic machine translation evaluation in many lan-
guages via zero-shot paraphrasing. arXiv preprint arXiv:2004.14564 (2020)

72. Vanderfeesten, I.T.P., Reijers, H.A., van der Aalst, W.M.P.: Evaluating workflow
process designs using cohesion and coupling metrics. Comput. Ind. 59(5), 420–437
(2008). https://doi.org/10.1016/j.compind.2007.12.007

https://doi.org/10.1007/978-3-030-92875-9
https://doi.org/10.1007/978-3-030-92875-9
https://doi.org/10.1109/CITSM56380.2022.9935858
https://doi.org/10.1109/CITSM56380.2022.9935858
https://doi.org/10.1007/s10270-021-00925-7
https://doi.org/10.1007/978-3-642-04380-2_52
https://doi.org/10.1515/cdbme-2020-0005
https://doi.org/10.1016/j.jksuci.2022.10.007
https://books.google.at/books?id=mLDYygAACAAJ
https://doi.org/10.1109/CBI.2017.41
https://doi.org/10.1007/978-3-030-26619-6_8
https://doi.org/10.1007/s12599-023-00795-x
http://arxiv.org/abs/2004.14564
https://doi.org/10.1016/j.compind.2007.12.007


336 N. Klievtsova et al.

73. Weber, B., Reichert, M., Mendling, J., Reijers, H.A.: Refactoring large process
model repositories. Comput. Ind. 62(5), 467–486 (2011). https://doi.org/10.1016/
j.compind.2010.12.012

74. Wei, J., Zou, K.: EDA: easy data augmentation techniques for boosting perfor-
mance on text classification tasks. arXiv preprint arXiv:1901.11196 (2019)

75. Witteveen, S., Andrews, M.: Paraphrasing with large language models. arXiv
preprint arXiv:1911.09661 (2019)

76. Wittig, A., Perevalov, A., Both, A.: Towards bridging the gap between knowledge
graphs and chatbots. In: Web Engineering, pp. 315–322 (2022)
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Abstract. Stresses and temptations in the workplace foster employee
behaviour that is less than desirable. The term weasel has been used
to describe employees that exhibit a variety of undesirable behaviour at
work, including taking undeserved credit, performing below expectation,
shirking work, and making co-workers look bad. While this behaviour has
traditionally been hard to detect, contemporary systems record many of
our work-related actions and the resulting event logs can be subjected
to process mining analysis. In this paper we focus on detecting weasels
through the evidence they leave behind in such event logs. We capture
a variety of weasel behaviours in the form of patterns and suggest how
process mining can be used to unearth this behaviour. The patterns are
validated through a survey with relevant stakeholders.

Keywords: Principal-Agent theory · Process mining · Patterns ·
Behavioural deviation

1 Introduction

A major challenge for contemporary organisations is to be able to determine
whether their staff are conducting work in line with their contract, which cap-
tures what they should contribute to the delivery of goods and services to cus-
tomers [9]. How employees should perform their work to achieve the related
organisational goals is (mostly) documented in the processes of an organization.
But this does not mean that these processes are actually followed. Organiza-
tional reality may be very different. Human behaviour may deviate from how to
conduct work, when to conduct it, and even what work to perform for a variety
of reasons. Some popular examples are: different opinions on how to do a job,
social interaction leading to favourite and non-favourite colleagues, individual
differences regarding abilities, as well as opportunistic behaviour. Hence, it is a
key task of managers to control and ensure that employees do what they are sup-
posed to do according to the framework set by the official processes, especially to
avoid that individual bad behaviour becomes an accepted norm [10]. This task
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is difficult as it requires regular information on how employees conduct their
work and recent developments such as working remotely have not made it easier
as they lead to a reduction in workplace observations. One potential solution to
this problem is the use of process mining [1] as it enables the analysis of process
execution data to answer business related questions [4]. But while such data
contains footprints of employee behaviour, a behavioural background is needed
to guide algorithm development to unearth behavioural patterns.

Process mining research focusing on the resource perspective has not lever-
aged behavioural theories in order to uncover deviating behaviour. In order to
be able to use such theories the field needs to move beyond conformance check-
ing and descriptive performance measures in order to identify and understand
specific types of behaviour. These theories can help us understand why certain
behaviours occur and help capture patterns that can be used to unearth such
behaviours in event logs.

This paper uses Principal-Agent Theory, a fundamental theory used to
explain the relationship between principals and agents in organizational set-
tings [15]. At the core of this theory is the assumption of opportunistic behaviours
that agents will show in order to hide their true intentions and performance. Indi-
viduals showing such behaviour are sometimes referred to as weasels and their
behaviour has been defined as “the propensity of employees to engage in unsanc-
tioned, non-work related activities during work time” [8]. Using the underlying
notion of opportunistic behaviour, we refer to any work-related activity that is
not desirable from a performance perspective as weasel behaviour. On the basis
of the theory, we develop a collection of patterns capturing a range of weasel
behaviour and ways to identify such behaviour through the footprints that it
leaves behind in event logs. The use of patterns to characterise problems and
their solutions is well established in the field of business process management.
Patterns can provide a first grasp on a fuzzy topic. They establish terminology
and structure, and can serve as the basis for algorithm and tool development.

The main contribution of this paper is the conceptualisation of weasel
behaviour and its manifestation in event logs through a collection of patterns
based on Principal-Agent Theory. Each pattern describes a type of behaviour,
one or more examples, why it occurs, how it can be detected, how it can be
remedied, potential side-effects of remedies, and so-called false flags – behaviour
that looks like the behaviour of the pattern but is not an actual manifestation.

The paper is organised as follows. In Sect. 2 Principal-Agent Theory is intro-
duced, its relation to event logs is explicated, related work is discussed, and the
derivation of the patterns from the theory is outlined. Sections 3, 4, and 5 discuss
the various patterns. Empirical validation of the patterns is addressed in Sect. 6.
Section 8 briefly discusses and summarises our work and identifies opportunities
for future work.

2 Theoretical Background

In this section we first outline Principal-Agent Theory (Sect. 2.1), which forms
our theoretical basis, then we make a link between this theory and process min-
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ing by describing how events logs can potentially be used to unearth weasel
behaviour (Sect. 2.2), we discuss related work (Sect. 2.3), and finally we relate
the theory to the patterns proposed (Sect. 2.4).

2.1 Principal-Agent Theory

Principal-Agent Theory considers the relationship between two actors. Specifi-
cally, it describes the relationship between an actor (e.g. organization or indi-
vidual) giving an order (the principal) and an actor executing this order (the
agent). According to the theory, both actors strive to maximise their advantage,
whereby an asymmetrical distribution of information exists between the prin-
cipal and the agent [15]. The principal has incomplete information about the
agent’s behaviour and, therefore, must trust him to some degree [22]. The agent
has the advantage that they have more information available on the execution
of the order. This asymmetry leads to an imbalance of transaction power which
is typically exploited by agents as they behave opportunistically. Opportunistic
behaviour describes actions from an agent that occur due to the maximisation of
the agent’s own interests which are often different or even contrary to the prin-
cipal’s interest. It causes different challenges in agency relationships: ex-ante,
the misrepresentation of ability (adverse selection due to hidden characteristics)
as well as ex-post, the lack of effort (moral hazard due to hidden information
or actions) and breach of word (hold-up due to hidden intentions) problems
occur [11]. Agency cost under Principal-Agent Theory can be defined as the
total of the principal’s monitoring cost, the agent’s bonding expenditures, and
residual loss [15]. Managers must consider a trade-off between the cost of infor-
mation acquisition and the cost of outcome and transfer risks [11].

2.2 Event Logs

Event logs contain a sequence of time-stamped events that are a reflection of the
execution of tasks by employees guided by processes supported by process-aware
information systems (PAIS). Apart from the task executed, the time at which
this occurred and the case to which the task belongs, these systems may also
record the resource(s) involved and values of various data attributes. Therefore,
these logs can be used to monitor the actions of agents in processes. In the context
of Principal-Agent Theory, process mining has the potential to uncover hidden
actions, i.e., detecting how employees behave differently from the way dictated by
official processes. Depending on the availability of data, this can cover activities,
processing times, as well as originators. In this setting, principal refers to a person
who is responsible for the process but not performing tasks in that process. All
employees working in a process are considered to be actors, independent of the
nature of their relationship. In some cases, there are hierarchical relationships
between actors in a process (e.g., a manager and their subordinates can perform
work in the same process).
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2.3 Related Work

One area of focus in prior work is the identification of opportunistic behaviour
in organizations from a principal-agent perspective independent of the use of
event logs. These studies identify opportunistic behaviour related to the way
how work is performed (routing), the performance of agents, and social relations
between agents [7,12,14,19]. Kellogg et al. [16] highlight the role of using algo-
rithms to control employees through recording and rating their actions but not
through the explicit use of event logs. The authors refer to a counteraction of
employees termed “algoactivism” where they manipulate the recording of their
data. The usefulness of identifying patterns to reduce co-destructive behaviour
in the context of crowdsourcing was highlighted by [6]. Haag et al. [13] address
deviant IT usage behaviour using devices outside of official workflow software
and thus address undesired consequences for organizations. Another area of focus
in prior work manifests in studies in the domain of process mining which concern
the detection of behaviour in a descriptive way, i.e., identifying patterns with
regard to performance, interactions, and so on [3,18,20]. With regard to work-
flow patterns, [23] identify the dimensions of control flow, data, resource and
time as being important. Although the paper is not based on theory and focuses
on workarounds as a positive expression of employee behaviour, it is informing
about the importance and nature of unusual deviations to be detected in event
logs. The work of [24] constitutes initial work on the use of behavioural the-
ory, applied to identify organizational groupings of employees. Overall, however,
the use of behavioural theory to unearth human behaviour by examining the
footprints such behaviour leaves behind in event logs has not yet been explored.

2.4 Conceptualisation of Patterns Based on Principal-Agent Theory

The starting point of conceptualising the patterns is the nature of the data being
used. Process mining includes a focus, through event log analysis, on the order
of activities, the performance of processes, activities, and employees as well as
the social interactions between employees [1]. Given that Principal-Agent The-
ory highlights opportunistic behaviour it is expected to observe reflections of
such behaviour in such logs. Hence, the categories in which we identify pat-
terns include those that are rerouting-related (i.e., having personal interests to
deviate from the officially defined process flow), performance-related (i.e., trying
to hide true performance) and social-related (i.e., using social relationships for
personal advantage). On a more specific level within these categories, we can
again combine the nature of event log data with the theoretical underpinning
of Principal-Agent Theory. First, within the re-routing category of patterns, the
main parameters are the work to be done (activities) and who is performing the
work (originators). This can then be extended to the connection of activities, i.e.,
on the one hand the control flow (Re-Ordering) and on the other hand the pro-
cess instances (Preferential Work Selection). These patterns all follow the idea
that agents have a personal interest to increase their personal gain by hiding
information and actions. Second, within the performance category of patterns,
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actors may want to hide their actions in performing activities which either try
to manipulate measures (Performance Masking) or hide the real activities. In
the latter case this can be either hiding low performance because of inability
(Overwork Hiding) or lack of interest (Performance Blow-out). Finally, there
also can be intention to perform a hold-up with customers by performing more
and charging more (Gold Plating). Third, within the social-related category of
patterns, agents can cooperate to mask their performance or work against each
other. For cooperation, there can be a drive to simply enjoy socialising (Idling).
When working against each other, agents try to get other actors to do the work
for them, driven by moral hazard (Social Borrowing). There can also be mix-
tures of cooperation and mutual obstruction when an individual agent wants
to obtain a free-ride at the expense of others (Social Loafing) or when a group
has the intention to increase their performance at the expense of others (Peer
Mobbing). Such cooperation can also be against the boss (Boss Mobbing).

Table 1 provides an overview of the various categories and their patterns. We
will describe the patterns in detail, including their potential detection through
the application of process mining, in the following three sections.

Table 1. Weasel Behavioural Patterns

Rerouting-related Performance-related Social-related

1. Activity Deviation 5. Performance Masking 9. Idling

2. Originator Deviation 6. Performance Blow-out 10. Social Loafing

3. Re-Ordering 7. Overwork Hiding 11. Peer Mobbing

4. Preferential Work Selection 8. Gold Plating 12. Boss Mobbing

13. Social Borrowing

3 Rerouting-Related Patterns

Pattern 1: Activity Deviation

Description. Activities are observed in the log that are not a part of the process
model. This can happen only if the process management system is flexible enough
to allow this or in case the process is manually performed (but the actions
are recorded automatically). Consider for example management of unforeseen
exceptions or systems that are so flexible that they allow arbitrary workarounds.
While some activity deviations can represent learning experiences [2], others –
and these are the focus of the pattern – may be a manifestation of working
around rules or of otherwise creating actor-related benefits (e.g., making their
life easier).
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Examples. Customers may be requested to sign papers even though it is
not necessary anymore (e.g., due to digital signatures or changed approval
procedures) or a clerk in a bank always checks with the head of the branch
to avoid being caught doing something wrong even though this runs counter to
instructions from the CEO. Other examples would be employees in a produc-
tion environment unnecessarily checking objects into machines or employees in
a hospital performing extra diagnosis steps where this is not in the interest of
the principal.

Rationale. It may be that agents believe that performing a certain action
is necessary or desirable (e.g., saving time in their own interest) while their
principal may not think so and it isn’t part of the official protocol.

Manifestation and Detection. The pattern can be detected by observing
activities recorded in the log which are not part of the official process model
(conformance checking).

Remedy. Enforcing execution of the process through the application of a
process-aware information system may help alleviate or eliminate the problem.
If such a system is not used, spot checks and more stringent monitoring may be
fruitful.

Potential Side-Effects. Flexibility in processes has advantages and drawbacks.
In some cases a step not or no longer part of the process model may be beneficial
for the organization and this may be picked up by an experienced actor. Reducing
flexibility in that case may lead to undesirable outcomes. It may also take away
initiative and motivation of agents with positive intentions.

Potential False Flags. This pattern can occur if the original process model
was not updated. Then its occurrence is not due to intentional behaviour.

Pattern 2: Originator Deviation

Description. Activities are undertaken by resources that are not (officially)
allowed to work on them. While this may be beneficial on occasion, here focus is
on those occasions where this is not desirable. For such deviations to be able to
happen, a process management system needs to be flexible enough or the process
is performed manually (but the actions are recorded automatically).

Examples. An experienced employee may wish to perform a certain action
instead of a more junior and inexperienced employee though this runs against
the instructions of the higher echelon. It may be the case that performing a
given activity has certain benefits (e.g., financial or kudos) and taking over the
activity is seen as beneficial for one’s career. Another example is a principal is
checking on an agent because he does not trust them sufficiently.

Rationale. From a behavioural perspective, it may be that an agent thinks that
they can do the task better than another agent in order to present themselves
as the better agent (e.g., taking credit) or to reduce the risk of something going
wrong (e.g., hiding mistakes).
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Manifestation and Detection. In the event log, there are activities performed
by originators that are not assigned to that originator in the official process model
(again, conformance checking can detect this).

Remedy. If the process is controlled through a PAIS, stricter allocation rules
can be put in place. If the process is not supported by such a system, disincentives
can be put in place for conducting work outside expected tasks.

Potential Side-Effects. In certain instances, the pattern is desirable, such as
when it is evident that the outcome will be superior. In such instances, there
should be sufficient flexibility to permit transfer of work.

Potential False Flags. If the official process model has not been updated what
seems to be a transfer of work may in fact not be.

Pattern 3: Re-Ordering

Description. Activities are performed by agents in a sequence that runs con-
trary to regulations, best practice, or to what is prescribed in the process model.
This is only possible in case the process is not strictly controlled by the process
management system or through manual oversight.

Examples. Employees in a production environment checking objects into
machines for processing in an order that is wasting resources is an example
of the manifestation of the pattern. Another example occurs when employees in
a hospital perform steps for diagnosis in a different order than prescribed, which
is not in the interest of the principal.

Rationale. From a behavioural perspective, it may be that subordinates believe
that processing an instance requires a different order of activities (e.g., getting
a better outcome in their personal interest) while their superior may not think
so and it isn’t part of the official protocol.

Manifestation and Detection. Activity sequences in the log, as determined
by timestamps, that do not correspond to activity sequences in the official pro-
cess model can be detected through conformance checking.

Remedy. The use of a PAIS can help alleviate the issue as can educating the
workforce around proper procedure and the rationale behind it.

Potential Side-Effects. The use of a PAIS may enforce a way of working that
is too strict and no longer allows meaningful workarounds.

Potential False Flags. This pattern can occur if the original process model
was not updated. Then its occurrence is not due to intentional behaviour.

Pattern 4: Preferential Work Selection

Description. Agents specifically choose process instances or work items with
particular characteristics. This may be because they find that work relatively
easy or because of the credit or pay-off that they expect to get. The system has
to allow for individual selection of cases or work items by agents.
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Examples. Agents may choose to work on cases that involve high value cus-
tomers in order to obtain their favour, receive other inducements, or more easily
achieve their KPIs. Consider clerks choosing insurance claims with fewer attach-
ments, expecting the work to be of lower complexity.
Rationale. Agents aim to minimise their effort required to achieve certain
performance criteria.
Manifestation and Detection. Cases of a certain type are chosen more often
than expected by an agent or the order cases are worked on after their initiation
is not what is expected.
Remedy. One can introduce a random element in the assignment of process
instances to reduce occurrences of this pattern. Another possibility is to control,
either through a PAIS or manual oversight, who can perform what type of work
when. A portfolio approach allows a predetermined distribution of work among
agents and would also prevent the pattern from occurring.
Potential Side-Effects. Preventing the pattern may prevent specialisation
from occurring which may be sub-optimal in terms of overall performance. Some
agents may simply be better suited for certain types of work.
Potential False Flags. An agent or a group of agents has specialised in a
certain type of work or task and there is agreement that they perform the work
more often.

4 Performance-Related Patterns

Pattern 5: Performance Masking
Description. This pattern occurs when agents act in such a way, through their
dealing with or knowledge of IT systems, that their true performance cannot
(easily) be established.
Examples. When time on task is an important key performance indicator and
this is measured by the times the system thinks someone has opened and then
closed a work item, an actor can fake the actual working time by opening a work
item, transferring its content online (e.g., by taking a photograph), closing the
work item, finalising the work item offline, and then transferring the work back
into the system. In such cases the actual time on task will seem substantially
less than what happened in reality. Another example in the context of insurance
claims can be the regular contacting of customers so that it seems that the claim
handlers involved are genuinely concerned about the customer in order to achieve
higher customer satisfaction. A better outcome may however not necessarily be
achieved.
Rationale. Agents wish to hide that they are underperforming or would like to
optimise their actions to maximise a bonus.
Manifestation and Detection. Unusual action sequences, performed in rel-
atively short periods of time, may be an indication of the occurrence of this
pattern. It could for example be unusual to see many open-close actions per-
formed in short time frames or regular but brief customer interactions.
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Remedy. When detecting this pattern repeatedly for an agent, one could choose
to closely monitor their work. Another option is to rethink the bonus structure
to avoid wrong incentives.

Potential Side-Effects. Underperforming agents or agents that try and take
advantage of specific situations undermine group morale if the issue is not
addressed.

Potential False Flags. An agent is always interrupted by phone or colleagues
when performing their work.

Pattern 6: Performance Blow-out

Description. Working times for activities may be determined by service level
agreements (SLAs). This pattern occurs when agents maximise their time when
working on these activities by stretching their work, acting as if they are doing
the work, or by falsely recording end times.

Examples. From a behavioural perspective, an agent can perform the job of
a particular case quickly but chooses to use the remaining time until the SLA
is met to play on the phone and finish the job by clicking on time. Another
example is that parts at a machine are checked out when the time is met and
until then an agent might go for a cigarette break.

Rationale. An agent wants to hide their real performance and gain extra free
time while being at the workplace but not actually working.

Manifestation and Detection. The pattern can be detected when different
agents take very different times for work of a comparable nature. It may also
manifest itself when work performance of an actor decreases over time.

Remedy. Incentives can be provided for completing work faster than required
by service-level agreements (SLAs). If the issue is suspected to arise from bore-
dom with particular work, tasks could be rotated more often, particularly tasks
of varying degrees of complexity, so that agents experience their work as suffi-
ciently challenging. Real-time monitoring of work can also be deployed to pick
up early on that no or little work is being performed.

Potential Side-Effects. More intense monitoring of work can lead to a reduc-
tion in morale and trust.

Potential False Flags. The work to be done is more complicated than
expected/calculated and an agent really continually needs the full time span.

Pattern 7: Overwork Hiding

Description. Work is performed by agents outside their working hours, but this
is not due to them taking on more work than they should have, but rather their
inability to do their allocated work in the time frame expected for employees
with their stated level of skills and experience.
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Examples. For example, an employee was promoting, and in fact overstating,
their abilities during the hiring process and as they want to keep their job after
being hired they want to mask the time they require to perform work. Another
example is an employee wanting to be perceived as high performing by oth-
ers, e.g., their supervisor, and thus not wishing to be seen as relatively slow in
performing work.

Rationale. An agent wants to conceal poor performance as they claimed a high
performance ability. Hence work takes longer than it should and the agent does
not want to have this revealed.

Manifestation and Detection. Timestamps of activities performed by partic-
ular agents show that these activities were performed outside the official working
times of these agents.

Remedy. The type of work allocated to agents that try to hide their overwork
can be modified to better suit their skills and experience. Also better screening
of agents to ensure a match between abilities and requirements can be helpful.

Potential Side-Effects. Actual working times for certain types of work may
be estimated wrongly. This may influence work allocation and how other agents
are evaluated.

Potential False Flags. An agent may have been overloaded and due to their
commitment to work felt obliged to finish it outside work hours. Also, overwork
and psychological exhaustion may occur after a certain period of time.

Pattern 8: Gold Plating

Description. Gold plating refers to the phenomenon of introducing higher levels
of regulation or conducting more work than what is required or prescribed, or
to the addition of features or services that are not required by the original SLA
with the customer.

Example. A car may require a government-approved certificate every year for
the car to be considered road-worthy. A garage involved could choose to perform
tasks that are not strictly required. This is possible as customers often cannot
assess what was really necessary to be done.

Rationale. Agents have an interest to perform extra yet unnecessary work that
increases their personal goal achievement/bonus.

Manifestation and Detection. Cases with certain characteristics (e.g.,
related to certain types of customer) are taking longer or cost more than
expected, or they contain unexpected tasks.

Remedy. Transparency in terms of comparative performance may help mitigate
the occurrence of the pattern.

Potential Side-Effects. Gold plating may lead to customers feeling deceived
and thus to reduced trust on their part.

Potential False Flags. The specifics of a case may require a higher level of
service than expected.
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5 Social-Related Patterns

Pattern 9: Idling
Description. This pattern occurs when agents do not perform work during work
time, but rather focus on non-work related activities or spend time socialising
with their colleagues.
Examples. Employees smoking cigarettes alone or with colleagues, playing soli-
taire, having a casual chat etc. during working time are all examples of idling.
Rationale. Agents want to use (part of their) official working times for some-
thing else (e.g., social interaction) as they either perceive the work as boring,
overwhelming, or unfair given their current salary, but do not want to be per-
ceived as bad performers at the end of the day.
Manifestation and Detection. If agents do not make any specific effort to
mask their idling, this pattern can be detected in an event log by observing
that the idling agents take substantially more time for certain tasks than others.
In case their working time is also explicitly recorded, then long periods will be
observed where the agent is not performing any task.
Remedy. Assigning more stimulating and challenging work to employees in case
they are bored may be beneficial in reducing idling. In order to detect longer
idle times, systems that check whether an agent is actually performing work can
be used.
Potential Side-Effects. Close monitoring of agents may lead to a microman-
agement work culture with low trust.
Potential False Flags. Agents can often be interrupted with e.g. questions
and thus stop working on their activities repeatedly.

Pattern 10: Social Loafing
Description. This pattern emerges in the context of group work, where a group
member shirks work and does not pull their weight in achieving a common
goal, e.g. as the group member hopes for a free (or cheap) ride. It is a cause
of group productivity being less than expected based on the typical individual
performance of the members involved.
Examples. Group members guilty of social loafing may skip meetings or con-
tribute minimally to them. They may also not perform their allocated tasks,
or perform them in a minimal way. Taking long coffee breaks, lengthy personal
discussions, missed appointments, increased absences, all constitute examples of
loafing behaviour.
Rationale. An agent uses the group to hide their non-performance (e.g., as they
are lazy or incompetent). Group dynamics (e.g., an agent considering themselves
to be superior) may be an alternative cause for underperformance witnessed.
Manifestation and Detection. The pattern can be detected in logs when
analysing the relative contribution of individuals being assigned to a group (and
performance is measured on this level) compared to working alone (and perfor-
mance is measured individually) towards achieving process goals (e.g., low cycle
time). For this purpose, algorithms from organizational mining can be used [24].
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Remedy. Individuals can be assigned to different groups over time, the relative
performance determined and group assignments can then be made for the best
joint performance that can be achieved. Group cohesiveness has been recognised
as a key factor helping to reduce social loafing [17]. It can encourage a higher
feeling of responsibility. Group cohesion can be measured with questionnaires
and group spirit exercises can be assigned where necessary.

Potential Side-Effects. While group assignments may lead to high perfor-
mance, they may not achieve a sustainable level of satisfaction among individu-
als due to the creation of a highly competitive environment. Also, group stability
may be affected by frequent changes in group composition.

Potential False Flags. An individual is simply not performing well in a social
context due to group dynamics or they are not performing so well in terms of
individual KPIs but make the overall team perform better (sometimes referred
to as the “Shane Battier effect” [21]).

Pattern 11: Peer Mobbing

Description. Peer mobbing occurs when an agent, or a group of agents, chooses
to degrade the performance of a colleague or a group of colleagues, operating
at peer level, by taking over their work without their approval or even their
knowledge (at least initially).

Example. A group of colleagues takes away cases from one of their own because
these cases are easy and makes their own performance look good. This is possible
as work is picked from a shared pool (e.g., work items on a shared work list).

Rationale. The performance of a group can be enhanced by taking over work
from others that improves the group’s performance, has a high pay-off, or is
relatively easy for the effort required.

Manifestation and Detection. The pattern can be detected by observing
that work of a certain nature is performed relatively more often than would be
expected by a group of agents compared to other individual agents.

Remedy. One can put limits on how much work of a certain nature can be
performed by certain agents within a determined time frame. Another option is
to shuffle groups from time to time to avoid collusion between agents.

Potential Side-Effects. Preventing the pattern may prevent specialisation
from occurring which may be suboptimal in terms of overall performance. Some
agents may simply be better suited for certain types of work.

Potential False Flags. An agent or a group has specialised in a certain task
and there is agreement that they perform those tasks more often.

Pattern 12: Boss Mobbing

Description. Boss mobbing occurs when agents want to mob their boss by
repeatedly performing poorly as a team in order to make their boss look bad.
At some stage, a higher echelon may conclude that the poor performance of the
team is due to the poor performance of the boss.
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Example. A group of agents feels stressed by their boss and thus decides to
start performing poorly with the hope of the boss getting fired. For example,
they could collectively choose to not conduct work in time or perform the work
below average standard.

Rationale. Agents may choose to mob their boss, if the latter is too demand-
ing, has high expectations, or is too controlling (e.g., acts like a micromanager).
Achieving removal of the boss is expected to lead to a more relaxed work envi-
ronment for the agents. Note that this requires collusion between (almost) all
agents involved as otherwise decreased team performance may be attributed
to the select group of agents involved. It should also be pointed out that this
happens when the work involved is rather standard and agents are not highly
motivated knowledge workers. Job security is also a factor as agents may not be
keen to risk their work through conscious underperformance; hence the pattern
is more likely to occur when agents feel more secure in their employment.

Manifestation and Detection. Every agent of a team is showing bad perfor-
mance in terms of goals set. This becomes more striking in case these workers
inhibited very different levels of performance in the past or in case their quali-
fications and levels of experience are very different. Homogeneous performance
would not be expected in such cases.

Remedy. Rotating team members regularly to avoid groups of agents to become
too comfortable and to consider colluding, and rotating principals regularly are
ways to prevent the pattern from occurring. Incentives (e.g., awards, bonus pay-
ments) for increased performance can also help mitigate the pattern’s occurrence.

Potential Side-Effects. By not giving a team or a boss enough time to adjust
to each other, team performance may suffer and there is no chance of recovering
in the future.

Potential False Flags. A team really does not work together well and thus
does not perform well.

Pattern 13: Social Borrowing

Description. Social borrowing occurs when agents manage to get other agents
to do (some of) their work for them without them being credited or acknowledged
for it and without it being part of the work that these agents are expected to
contribute to.

Examples. An actor can ask a colleague to perform a statistical task for them
as they are not confident in performing it themselves. Another actor may simply
want to go home early so asks a colleague to help finish one of their tasks.

Rationale. Social borrowing may occur due to agents not being able to perform
tasks assigned to them, it may happen in order to reduce their workload, or it
may be a means to increase recognition by peers and superiors (other than the
assisting agents).
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Manifestation and Detection. A specific agent being present at the same
time at work according to the log, leads to a decrease of performance of another
agent compared to when the specific agent is not present. This could be reinforced
if the actor has a marked increase in performance in the conduct of certain tasks
when this other agent is present.

Remedy. Identify the specific agent and make sure that agents that can be
used to do his work are not present at the same time.

Potential Side-Effects. An unhealthy social atmosphere may be created when
talking to each other or collaborating with each other is regarded as suspicious
in terms of social borrowing.

Potential False Flags. Idling with a specific agent could be happening due to a
social relationship between agents and the agent with a decrease in performance
is not that good in masking their idling compared to the other agent.

6 Empirical Evidence

To get an impression of the usefulness and importance of the patterns identified
in terms of validation, we conducted a quantitative empirical study. The tar-
get group are managers on different levels in organizations (e.g., banks, insur-
ance companies) who focus on routine work and information processing who
have identified the patterns in their work life – not necessarily in an event log.
The questionnaire is built on the patterns, i.e., each pattern is presented in a
randomised order, and we employ single-item measures referring to whether a
respondent has identified the respective pattern in their work life and whether
they find the ability to identify the pattern useful. As such we cover occur-
rence as well as relevance. We choose single-item measures as we want to get a
quick and first impression before digging deeper into pattern specifics and for
this, single-item measures are considered reliable [5]. The scale for each question
ranged from 1 – Do not agree at all – to 5 – Fully agree. In addition we ask for
main characteristics of the respondents such as age, gender, work experience in
the profession, current position, and industry in which they work. We also allow
the participants to make a general comment on the patterns at the end of the
questionnaire. The questionnaire and dataset can be found here: https://tinyurl.
com/Detectingweasels.

We acquired 21 respondents (61 impressions) with a convenience sample via
LinkedIn and management forums. Of the total number of respondents, 19 fully
answered the questionnaire; the other two provided feedback for some, not all,
patterns. The participants are 36.9 years old on average, have a profound average
work experience of 10.4 years with 3.1 years in their current position on average;
57.1 per cent are female, 38.1 per cent are male, and 4.8 per cent are others. The
quantitative results in Table 2 show that there are indeed different assessments
with regard to the patterns, but they also show a quite high occurrence and
relevance overall.

https://tinyurl.com/Detectingweasels
https://tinyurl.com/Detectingweasels
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Table 2. Quantitative Results

Mean Occurrence Mean Relevance

1. Activity Deviation 3.55 4.15

2. Originator Deviation 3.50 3.95

3. Re-Ordering 3.60 4.20

4. Preferential Work Selection 3.60 4.10

5. Performance Masking 3.55 3.90

6. Performance Blow-out 3.70 4.20

7. Overwork Hiding 3.05 3.58

8. Gold Plating 3.84 4.11

9. Idling 4.00 4.21

10. Social 4.05 4.30

11. Peer Mobbing 3.10 3.60

12. Boss Mobbing 2.05 3.15

13. Social Borrowing 3.42 3.90

The qualitative results (eight respondents) support the practical relevance
(four respondents), but also highlight issues with some patterns. One respon-
dent refers to a more positive view on some weasel behaviour pointing out that
individuals may have a skill deficit and learn from processing. A second respon-
dent suggests that sometimes detected weasel behaviour can even have benefits
for the organization. A third respondent mentions that using weasel-driven KPIs
will lead to a quite mechanic work environment. While we addressed the first
two concerns in our patterns in the potential false flag part, the third one is
more fundamental. We agree that this aspect is relevant, but is a general issue
associated with using KPIs (and these are used in many work environments).
Finally, it should be noted that one respondent could not distinguish between
social loafing and idling.

7 Discussion

The empirical results show the relevance of the patterns which are varying but
nevertheless all values are above a value of 3. While individual patterns are
described in distinction to each other, they might not necessarily point to an
employee showing weasel behaviour. This aspect is reflected in the potential
false flags, but to avoid misunderstandings a combination of different patterns
should be considered for assigning a weasel status. The combination does not
necessarily has to be in the different categories, but a typical threshold should be
defined for a sum of individual patterns that is identified for a person. The detec-
tion of the respective patterns can occur with standard event logs and respective
algorithms should be developed based on the pattern descriptions. The descrip-
tions can be used to develop such algorithms. The descriptions indicate which
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parameters should be considered and provide measurements and provide guide-
lines for assignments of agents if implemented as algorithms. While this detection
can be standardised and automated, the interpretation is up to experts. They
are responsible for further interpretation and to analyse important sequences.
This combination of automation and human activities allows to delegating the
vast scanning of logs and focusing human time on the more complicated inter-
pretation task. It is important to have the human in the loop to avoid employees
being wrongly judged and legal issues occurring.

8 Conclusion

Our work has several theoretical implications. First, we are pioneers in describ-
ing how behavioural theory can be used to identify general patterns of indi-
vidual behaviour at the workplace. The advantage is that understanding why
things happen is a necessary precursor for support for business-decision making
grounded in cause-and-effect. Second, we contribute to the BPM literature by
describing specific patterns for event logs. With this, we provide a blueprint that
can also be used for other theoretical lenses and a basis for the development of
process mining algorithms for detecting weasel behaviour. Third, our empirical
results show the relevance of the proposed patterns for business-decision making.

Practical implications are that companies have quite specific patterns at hand
that they can use to apply to their event logs to identify weasels. It helps them to
be faster in detecting such individuals without interfering with the workforce. For
a practical application, a company should identify which patterns in combination
are relevant or how many flags according to the patterns have to be visible in
this regard to identify an employee as a weasel. This can avoid unnecessary
discussions as well as false accusations.

Our work has several limitations. First, we provide limited empirical evidence
from the perception of managers. While it shows a first idea of the relevance of
the patterns, more representative results are necessary. Second, we focus on
Principal-Agent Theory only. The application of other behavioural theories may
lead to supplementary patterns or different ways of analysing and understanding
event logs. Thirdly, the use of patterns is always a reduction of the heterogeneity
of reality which results in a loss of information. But they also allow for the iden-
tification of certain types of behaviour that are otherwise vague. Consequently,
these patterns can be subject to discussion and (re-)used across different orga-
nizations. Fourthly, the patterns are not covering every possible type of weasel
behaviour, but cover the range of what has been identified as conceptually rel-
evant and deducted from theory. In this regard, it has to be kept in mind that
the theory is providing the reasoning and some conceptual direction, but will
not allow to define a complete set of patterns. Fifthly, there is an ethical dis-
cussion around employees having to take measures in order to resist unfair and
unreachable goals and work orders. While we agree that this is an important
topic, our focus here has been on how to detect opportunistic behaviour from
an agent perspective, independent of a higher dimension of workload definition
and fairness.
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Abstract. Longitudinal Business Process Management (BPM) studies are rare.
BPMmaturity and process performance can be used to quantify an organization’s
BPM evolution. This research aims to examine the growth of BPM maturity over
time and its impact on process performance inside an organization in continuous
transformation. Over a seven-year period, BPMmaturity and process performance
were measured annually at a Dutch university. During this time, the organization
has undergone anorganizational restructuringwith a focus onprocessmanagement
and has temporarily switched completely to digital education propelled by the
Covid-19 crisis. Based on a repeated cross-sectional study (N = 921), the results
present keyBPMmaturity features that are critical during disruptive organizational
transformations. Furthermore, we found that BPM maturity is positively related
to process performance throughout organizational changes during the period of
our research.

Keywords: BPM maturity · Process performance · Organizational dynamics ·
Longitudinal research

1 Introduction

BPM refers to the process-oriented structuring of organizational activities in order to
optimize and integrate business processes, obtain a competitive advantage, and create and
distribute value [1].While BPM seems to have a strong positive impact on organizational
performance in terms of efficiency and effectiveness [2], it also creates tensions when
responding to contingencies [3].

BPM maturity models have been developed to measure the extent to which an orga-
nization has implemented BPM capabilities and is able to apply BPM effectively. The
outcomes of these models should assist organizations in determining which BPM capa-
bilities to deploy and how to boost performance [4]. However, most BPM maturity
assessments only measure process maturity in a descriptive manner and the practical
relevance of these models is unclear due to a lack of empirical evidence [5].

It has long been recommended to analyze how BPM maturity affects organizational
process performance over time, for example, to show or even forecast which BPM capa-
bilities should be taken into account to increase performance or to react to organizational
changes [6, 7]. However, no long-term effect measurement has been reported so far.
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Despite the observation that educational managers score a higher level of perceived
BPM maturity than employees such as lecturers [8], there have been few initiatives in
higher education to apply business process management [9, 10] and a number of sector-
wide process initiatives have failed [11]. This could be the result of organizational
dynamics [11] and less structured processes in service organizations [12], which also
result in a lower BPM maturity score for service organizations compared to product
organizations [13]. This sparked our interest in the use of BPM maturity models in
higher education.

As a result, we aim to close this gap in BPM literature, by applying a longitudinal
research design to investigate how stable BPM maturity is in relation to organizational
dynamics. In particular, we aim to answer the following research question: How do
changes in BPM maturity affect higher education process performance over time?

The next part of this article provides the theoretical foundation that focuses on
the key elements of this research, BPM, BPM maturity and process performance and
longitudinal research. After this section, the quantitative research approach with PLS-
SEM is specified. This is followed by a description of the empirical findings in the
results section. The results are discussed, and the limitations of this study are stated in
the discussion section and the article ends with the conclusion and recommendations for
further research.

2 Theoretical Background and Research Model

2.1 Business Process Management

BPM is defined as “a holistic organizational management practice focused on the iden-
tification, definition, analysis, continuous improvement, execution, measurement, mon-
itoring, and analysis of intra- and inter-organizational business processes” [14]. This
management practice combines business management methods like business process
redesign, quality management methods like total quality management, and process-
oriented digital innovations like workflow management and enterprise resource plan-
ning software [15, 16]. It differs from traditional hierarchical management in that the
emphasis is on continual efficiency and effectiveness improvement of process perfor-
mance through the use of BPM lifecycles and digital components [17]. Therefore, BPM
is a method to manage change through business process improvement, embracing the
full process life cycle, from analysis and design to implementation, automation, and
execution of business processes in order to improve process performance [18].

Additionally, Grisold, et al. [19] show that BPM also can aid in process innovation
and Brocke, et al. [20] take into account that organizations and their environments are
always changing. Their viewpoint has ensured that BPM evolves into a broader process
science approach. However, empirical research establishing dependent and independent
factors, or determining whether improvements such as digital innovations support and
even increase BPM and hence process performance, is limited [19, 21].

2.2 BPM Maturity and Process Performance

BPM maturity models are used to quantify and communicate an organization’s ability
to manage its business processes. Humphrey’s capacity maturity model is one of the
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first in the history of process maturity models [22]. There are currently numerous BPM
maturity models that are utilized for various reasons, such as descriptive, prescriptive,
and comparative analyses [5, 6]. Most BPM maturity models are descriptive [5]. In our
study we use the BPM maturity scan of Ravesteijn et al. [23]. This scan is inspired by
the research of Rosemann, de Bruin and Hueffner [14, 24] and was first used in 2010 to
measure BPMmaturity of organizations in the Netherlands [25]. Subsequently a regular
benchmarking research was done to examine various views on the relationship between
BPM maturity and process performance [13, 23, 26]. The studies conducted show that
maturity ofBPM improves process performance. These justifications, however, are based
on snapshots in a specific context (e.g. place) and time. We do not know whether the
effect lasts over a longer period of time because these samples have never been sequenced
previously. As a result, we developed our main hypothesis:

H1: BPM maturity has a long-term positive impact on process performance.
Several academics have previously operationalized BPM maturity [27]. Ravesteijn,

Zoet, Spekschoor, and Loggen [23] operationalized BPM maturity in seven dimen-
sions: Process Awareness, Process Description, Process Measurement, Process Control,
Process Improvement, Resources and Knowledge and Information Technology.

The five items of the dimension process awareness assess higher management’s
recognition of the value of a process-oriented organization and inclusion in the orga-
nization’s strategy. The extent to which processes and related information are recorded
inside the organization is used to assess process description (7 items). Six process mea-
surement items encapsulate the degree to which an organizational structure to monitor
and manage processes is in place to improve processes. The six process control items
are concerned with whether process owners are designated inside the company who
are responsible for managing processes. The seven process improvement items describe
how far the organization seeks to continuously improve processes and if a structure is
in place to support this. Five items analyze if the organization has adequate resources
(such as individuals with process knowledge) to build a “culture of process orientation”
in the penultimate dimension resources and knowledge. The eight information technol-
ogy items analyze the organization’s ability to use IT to develop, model, and execute
processes, as well as offer real-time measurement data (key performance indicators).

Based on Hüffner [28] and Rudden [29], the construct process performance is added
as a dependent construct to theBPMmaturity assessment. The variables thatmake up this
construct are: Costs, Traceability, Efficiency, Lead-time, Customer focus, Continuous
improvement, Quality, Measurability, Employee satisfaction, Competitive advantage,
Flexibility and Comprehensibility. This leads to the conceptual model shown in Fig. 1.

2.3 Longitudinal Research on BPM

There is an apparent scarcity of longitudinal research on BPM maturity. Only a few
studies in the field of BPMmaturity that used a longitudinal method were found. Larsen
and Bjørn-Andersen [30] used a four-wave longitudinal case study approach, which
resulted in a spiral of BPM activities. They revealed this finding through a longitudi-
nal evaluation of BPM activities at a Danish manufacturing firm. Benner and Tushman
[31] investigated the photography and paint industries from a larger perspective. Their
findings indicate that initiatives aimed at enhancing process management outperform
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Fig. 1. Conceptual model.

technology breakthroughs in this business. More recent longitudinal maturity assess-
ments have concentrated on specific BPM events such as Business Process Outsourcing
[32], Lean Management [33], and Business Process Orientation [34]. However, all of
these studies have a limited scope of BPM, are primarily focused on product organiza-
tions with relatively stable processes, and do not explore the link between BPMmaturity
and organizational process performance.

3 Method

Although complex longitudinal datamay be easily collected and analyzed thanks tomod-
ern technology [35], there are surprisingly few studies utilizing longitudinal research.
This is especially true for PLS-SEM research [36].

In this study, such a design is used in accordance with Roemer’s criteria [36]. In
addition, the understanding of longitudinal by Ployhart and Vandenberg is followed
[37]. This means that at least three data waves are required for the exact same construct.
In this study, data from six waves is employed, which provides adequate data to grasp
the natural oscillation of the concept of interest in this study [38].

3.1 Data Collection and Setting

In general, the Dutch public sector has transitioned from a vertical, one-way type of
accountability to a process-oriented, decentralized form of accountability [39]. This
trend is also seen in higher education in the Netherlands.

The Ministry of Education, Culture and Science (ECS) formulated several perfor-
mance agreements with the universities, and in accordance with the ministry’s strategic
agenda, universities and the ministry have chosen which quality agreements will be in
place to improve higher education [40–42].

As part of the transformation initiative the support processes of our case university
were restructured. Additionally, the task of standardizing the business processes and
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promoting process-oriented functioningmore extensively inside the universitywas given
to a group of process consultants. The main objective of this initiative was to better equip
the university for difficulties related to digitalization and future rapid changes. This was
the perfect opportunity to answer our research question. Therefor a six-wave longitudinal
field investigation is conducted at a Dutch university of applied sciences as part of its
transformation to a more process-oriented organization.

Employees (researchers, teachers, and support staff) were invited to complete a
digital questionnaire on an annual basis from2015 to 2021. Figure 2 presents the timeline
of our study including the primary changes and the number of respondents each year.

Fig. 2. Timeline of our study

3.2 Selection of Respondents

Everyyear inDecember, allworkers having a link to organizational process-relatedduties
(crossing education and curricula) were invited to participate in the survey. Throughout
the first four years, the tasks that went beyond education and curricula were mostly
carried out by, educational managers, members of the examination board, researchers,
professors, and support services. However, there has been more collaboration between
curricula in recent years, which has increased the number of invitations. By 2020, it no
longer seems necessary to differentiate, so all employees have been invited to complete
the survey moving forward. This resulted in a dataset of 921 completed questionnaires.

3.3 Measurements

The constructs BPM maturity and process performance are measured using the items
described in paragraph 2.2. Process performance (measured with 12 items) is used as a
proxy for actual performance, as has been done in other studies (e.g., [43]. Each of the
BPM maturity dimensions as well as the items for process performance are scored on a
5-point Likert scale ranging from “totally disagree” to “absolutely agree”.
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3.4 Analysis Techniques

Since the same indicators weremeasured at several points in timewith different samples,
this study is referred to as a repeated cross-sectional study [44]. To investigate differences
in BPMmaturity across time, an independent t-test was conducted on the construct score.
This provides an answer to the first research question. In addition, to answer our second
research question amultigroup analysiswas conducted to test changes in path coefficients
over time [36]. To conduct our multigroup analysis, we relied on partial least squares
(PLS) path modeling in SmartPLS 4 [45]. We followed the recommendations on how to
conduct multigroup analyses in PLS path modeling by Hwa, Ramayah, Memon, Chuah,
and Ting [46].

4 Findings

4.1 Evaluation of Measurement Models

We first focus on evaluating our measurement models before we continue with inves-
tigating the development of BPM maturity over time. We modelled the BPM maturity
dimensions and performance as a reflective construct. Typically, reflective constructs
are evaluated by the internal consistency reliability, convergent validity, and discrimi-
nant validity. First, reliability is assessed by Cronbach’s Alpha and composite reliability.
Since the values range between 0.70 and 0.95 (Table 1) these are considered “satisfactory
to good” [47]. Second, convergent validity is assessed. The metric used for evaluating
a construct’s convergent validity is the average variance extracted (AVE) for all items
on each construct. Table 1 presents acceptable AVE’s as these are above the 0.5 thresh-
old. Thirdly, discriminant validity is assessed by means of the heterotrait-monotrait
ratio of correlations (HTMT). Recent literature shows that this criterion outperforms
the Fornell-Larcker criterion and the examination of cross-loadings [48]. If the HTMT
value is below 0.90, discriminant validity has been established between two reflective
constructs. Table 1 presents values below this threshold. Hence, values fulfill all quality
criteria.

Table 1. Quality criteria for reliability and validity of the reflective measures

PA PD PM PC PI RK IT PP

PA

PD 0.737

PM 0.698 0.836

PC 0.704 0.802 0.882

PI 0.750 0.765 0.772 0.846

RK 0.723 0.756 0.736 0.805 0.899

(continued)
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Table 1. (continued)

PA PD PM PC PI RK IT PP

IT 0.478 0.541 0.601 0.638 0.531 0.578

PP 0.658 0.659 0.678 0.665 0.803 0.789 0.479

Cronbach’s Alpha 0.905 0.869 0.766 0.870 0.887 0.881 0.859 0.932

Composite Reliability 0.925 0.902 0.849 0.906 0.914 0.913 0.905 0.942

AVE 0.639 0.606 0.586 0.660 0.640 0.678 0.704 0.574

In line with prior research, we modelled BPM maturity as a second-order formative
construct. Following the guidelines of Cenfetelli and Bassellier [49] we first examined
potential collinearity issues by assessing the variance inflation factor (VIF). Table 2
presents the VIF values of the measures used, which show satisfactory values below the
threshold of 5 [47]. We then assessed the measures weights and respective significance
level. The weights of four BPM maturity dimensions present satisfactory significance
levels while three were found to be non-significant. However, if an indicator weight
is not significant, it is not necessarily interpreted as evidence of poor measurement
model quality [49]. Instead, the indicator’s absolute contribution to the construct is then
considered. This contribution is reflected by its loadings. Hair, Hult, Ringle, and Sarstedt
[50] suggests one should consider deleting the indicator when loadings show a value
below 0.50, when the weight is non-significant. Since the loadings of the indicators
are above this threshold, we can conclude that this measure considerably contributes to
the construct. We therefore deemed that it would be prudent not to remove any of the
dimensions.

Table 2. Quality criteria of the formative measures

VIF Weight Significant Loading

Process awareness 1.858 0.116 n.s 0.713

Process description 3.372 0.034 n.s 0.800

Process measurement 3.479 0.167 p < 0.1 0.810

Process control 3.674 −0.203 p < 0.05 0.762

Process improvement 3.334 0.573 p < 0.01 0.947

Resources and knowledge 3.074 0.369 p < 0.01 0.892

Information Technology 1.647 0.068 n.s 0.549

In addition to the above quality criteria, we furthermore need to assess measurement
invariance of composite models (MICOM) over time as recommended by multigroup
analyses [51]. MICOM entails a three-step process: (1) the configurational invariance
assessment, (2) the establishment of compositional invariance assessment and (3) the
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assessment of equalmeans (a) and variances (b). Table 3 shows the summary of the results
of the permutation tests for all the constructs. The correlation between the composite
scores using the weights obtained from the various subsequent years are close to 1 and
above the 5% quantile with one exception between 2017 (t2) and 2018 (t3) on process
improvement. Thus, it can be concluded that there is compositional invariance for the
most established. The differences of mean values (step 3a) and variance (step 3b) for
each construct score were estimated for the years. The results revealed that for most
comparisons, zero is included in the mean and variance difference confidence intervals
indicating the establishment of partial measurement invariance.

Table 3. Results of invariance measurement testing using permutation

Time PA PD PM PC PI RK IT PP

Configurational Invariance (Step 1) t0 – t1 Yes Yes Yes Yes Yes Yes Yes Yes

t1 – t2 Yes Yes Yes Yes Yes Yes Yes Yes

t2 – t3 Yes Yes Yes Yes Yes Yes Yes Yes

t3 – t4 Yes Yes Yes Yes Yes Yes Yes Yes

t4 – t5 Yes Yes Yes Yes Yes Yes Yes Yes

t5 – t6 Yes Yes Yes Yes Yes Yes Yes Yes

Compositional Invariance (Step 2) t0 – t1 Yes Yes Yes Yes Yes Yes Yes Yes

t1 – t2 Yes Yes Yes Yes Yes Yes Yes Yes

t2 – t3 Yes Yes Yes Yes No Yes Yes Yes

t3 – t4 Yes Yes Yes Yes Yes Yes Yes Yes

t4 – t5 Yes Yes Yes Yes Yes Yes Yes Yes

t5 – t6 Yes Yes Yes Yes Yes Yes Yes Yes

Equal Mean Assessment (Step 3a) t0 – t1 Yes Yes Yes Yes Yes Yes Yes Yes

t1 – t2 Yes No Yes Yes Yes Yes Yes Yes

t2 – t3 Yes Yes Yes Yes Yes Yes Yes Yes

t3 – t4 Yes Yes Yes Yes Yes Yes Yes No

t4 – t5 Yes Yes Yes Yes Yes Yes Yes Yes

t5 – t6 Yes Yes Yes Yes Yes Yes Yes Yes

Equal Variance Assessment (Step 3b) t0 – t1 Yes Yes No Yes Yes Yes No Yes

t1 – t2 Yes Yes Yes Yes Yes Yes Yes Yes

t2 – t3 Yes Yes Yes Yes Yes Yes Yes Yes

t3 – t4 Yes Yes Yes Yes Yes Yes Yes Yes

t4 – t5 No Yes No Yes Yes Yes Yes Yes

t5 – t6 Yes Yes Yes Yes Yes Yes Yes Yes
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4.2 Evaluation of the Changes in Constructs over Time

Like other researchers (e.g., [52]), we assess the trajectory of our model (Fig. 3) to
see whether other non-linear growth models might also be suitable. The BPM maturity
trajectory suggests that a linear model might be prevalent since we observe no – or a
negative – growth between t1 and t3 and a linear growth between t3 and t6. Process
performance follows a similar line with the exception between t4 and t5 which shows a
negative growth. Thegrowth anddecline between t0 and t1, and t1 and t2 are significant for
both BPMmaturity (t= −1.415, p< .10; t= 1.488, p< .10) and process performance (t
= −2.174, p< .10; t= 1.586, p< .10). Similarly, the BPMmaturity presents substantial
growth between the last two years (t = −1.682, p< .05) as well as process performance
(t = −1.530, p < .10). An exception to this harmonious relationship is between t3 and
t4, which presents only a significant growth of process performance (t = −3.318, p <

.01).

2.00

2.20

2.40

2.60

2.80

t0 t1 t2 t3 t4 t5 t6

BPM maturity Process performance

Fig. 3. The trajectory of the mean of BPM maturity and process performance over time

Additionally, independent samples t-tests are used to examine the changes in con-
structs over time of each of the different underlying BPM maturity dimensions. Table 4
presents the results of these calculations. The results show three significant differences.
First, the dimension process description showed a significant decline between t1 and t2 (t
= 2.143, p< .05). Second, the dimension process improvement significantly augmented
in the last year (t= −1.981, p< .05) meaning that continues betterment of the processes
takes a leap when other dimensions are in stable. Third, information technology has a
significant improvement between t4 and t5 (t = −2.303, p < .05).

4.3 Evaluation of the Effects Over Time

In the case of repeated cross-sectional data, PLS path models need to be created sep-
arately. Thus, one model is created for each sample in time [36]. The tested structural
models with path coefficients and its respective significance are shown in Table 5. The
results present that the proposed hypothesis is significant at every timestamp. Therefore,
the hypothesis is supported. This means that an increased BPM maturity leads to an
improvement in process performance.

To test the significance of changes in the effects over time, this study conducted
multigroup analysis with the six sets and compared the path coefficients between these
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Table 4. Results of the changes in levels of the constructs

Construct Time M
t

SD
t

M
t + 1

SD
t + 1

Mean
difference

t-value Significant

PA t0 – t1 2.781 0.727 2.828 0.686 −0.047 −0.422 n.s

t1 – t2 2.828 0.686 2.673 0.792 0.154 1.388 n.s

t2 – t3 2.673 0.792 2.739 0.810 −0.066 −0.490 n.s

t3 – t4 2.739 0.810 2.709 0.761 0.030 0.248 n.s

t4 – t5 2.709 0.761 2.872 0.798 −0.164 −1.609 n.s

t5 – t6 2.872 0.798 2.913 0.820 −0.041 −0.479 n.s

PD t0 – t1 2.515 0.685 2.571 0.710 −0.056 −0.503 n.s

t1 – t2 2.571 0.710 2.333 0.760 0.238 2.143 p < 0.05

t2 – t3 2.333 0.760 2.370 0.936 −0.037 −0.259 n.s

t3 – t4 2.370 0.936 2.649 0.910 −0.279 −1.938 n.s

t4 – t5 2.649 0.910 2.647 0.877 0.002 0.020 n.s

t5 – t6 2.647 0.877 2.662 0.860 −0.015 −0.174 n.s

PM t0 – t1 2.305 0.581 2.458 0.758 −0.154 −1.395 n.s

t1 – t2 2.458 0.758 2.245 0.812 0.213 1.795 n.s

t2 – t3 2.245 0.812 2.241 0.822 0.004 0.030 n.s

t3 – t4 2.241 0.822 2.398 0.811 −0.157 −1.231 n.s

t4 – t5 2.398 0.811 2.492 0.906 −0.094 −0.844 n.s

t5 – t6 2.492 0.906 2.662 0.866 −0.170 −1.893 n.s

PC t0 – t1 2.394 0.726 2.550 0.766 −0.156 −1.309 n.s

t1 – t2 2.550 0.766 2.355 0.822 0.195 1.625 n.s

t2 – t3 2.355 0.822 2.329 0.807 0.025 0.185 n.s

t3 – t4 2.329 0.807 2.538 0.888 −0.208 −1.558 n.s

t4 – t5 2.538 0.888 2.696 0.865 −0.158 −1.418 n.s

t5 – t6 2.696 0.865 2.780 0.906 −0.084 −0.936 n.s

PI t0 – t1 2.387 0.771 2.602 0.783 −0.215 −1.742 n.s

t1 – t2 2.602 0.783 2.496 0.857 0.106 0.860 n.s

t2 – t3 2.496 0.857 2.483 0.863 0.013 0.088 n.s

t3 – t4 2.483 0.863 2.602 0.916 −0.119 −0.851 n.s

t4 – t5 2.602 0.916 2.604 0.956 −0.002 −0.013 n.s

t5 – t6 2.604 0.956 2.781 0.902 −0.178 −1.981 p < 0.05

RK t0 – t1 2.335 0.813 2.505 0.801 −0.170 −1.334 n.s

(continued)
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Table 4. (continued)

Construct Time M
t

SD
t

M
t + 1

SD
t + 1

Mean
difference

t-value Significant

t1 – t2 2.505 0.801 2.417 0.863 0.088 0.702 n.s

t2 – t3 2.417 0.863 2.467 0.806 −0.050 −0.359 n.s

t3 – t4 2.467 0.806 2.573 0.782 −0.106 −0.857 n.s

t4 – t5 2.573 0.782 2.618 0.886 −0.046 −0.424 n.s

t5 – t6 2.618 0.886 2.701 0.902 −0.083 −0.937 n.s

IT t0 – t1 2.200 0.697 2.355 0.852 −0.155 −1.230 n.s

t1 – t2 2.355 0.852 2.330 0.817 0.026 0.201 n.s

t2 – t3 2.330 0.817 2.120 0.722 0.210 1.621 n.s

t3 – t4 2.120 0.722 2.200 0.834 −0.080 −0.647 n.s

t4 – t5 2.200 0.834 2.464 0.931 −0.265 −2.303 p < 0.05

t5 – t6 2.464 0.931 2.474 0.920 −0.010 −0.104 n.s

Table 5. Results of the test of significance of the direct effects

Time Relationship N Path Coefficient t-value Significant

t0 BPM → Process performance 65 0.641 10.938 p < 0.01

t1 BPM → Process performance 103 0.673 9.476 p < 0.01

t2 BPM → Process performance 75 0.800 17.864 p < 0.01

t3 BPM → Process performance 68 0.814 21.959 p < 0.01

t4 BPM → Process performance 103 0.680 12.159 p < 0.01

t5 BPM → Process performance 178 0.810 28.074 p < 0.01

t6 BPM → Process performance 329 0.723 20.714 p < 0.01

six time points. Table 6 presents three significant differences in path coefficients. The
effect of BPMmaturity on process performance starts to fluctuate significantly after four
years of slow increasement. After t3, the relation between BPM maturity and process
performance descended significantly after which it increased significantly the year after.
Although less than before, in the final year (t5–t6) the path coefficient declined again.
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Table 6. Results of the multigroup analysis

Time Path coefficient
t

Path coefficient
t + 1

CIs
(Bias corrected)

Path coefficient
differences

Significant

t0 – t1 0.641 0.673 [0.501, 0.736] −0.032 n.s

t1 – t2 0.673 0.800 [0.514, 0.792] −0.126 n.s

t2 – t3 0.800 0.814 [0.689, 0.872] −0.015 n.s

t3 – t4 0.814 0.680 [0.719, 0.872] 0.134 p < 0.05

t4 – t5 0.680 0.810 [0.536, 0.772] −0.130 p < 0.05

t5 – t6 0.810 0.723 [0.743, 0.860] 0.087 p < 0.1

5 Discussion

5.1 Implications to Theory and Practice

The results of our study provide several important implications to both theory and
practice. Overall, we observed a significant drop in BPM maturity between t1 and t2.
This result coincided with the organizational transformation in which the hierarchical
structure was changed into a more process-oriented organization. Moreover, the results
suggest an effect on the enacted BPM practices by digitalization. BPM maturity and
process performance have increased substantially since the start of Covid-19 (after t4
effects measured in t5), when the organization was forced to make all courses available
online. Although scholars stipulate the importance of context in successful BPM imple-
mentation [53], the context of organizational dynamics that unfold over time are often
neglected. The results in this study call on recognizing temporality as a contextual factor
as the complexity of an organization and its dynamics affect the dynamics of business
processes that are performed.

In more detail we observed that the dimension Process description decreased signif-
icantly during organizational restructuring (between t1-t2). This could indicate that the
restructuring resulted in an unclear division of labor, which resulted in a call for new
working arrangements in the form of process descriptions. The BPM maturity dimen-
sions also indicate what was required in the second disruptive event, t4-t6 (Covid-19).
There was an immediate need for improving IT resources during this period. This seems
to provide empirical evidence that the dynamics emerging from digitalization defies the
established logics of BPM [54]. Although it is impossible to anticipate how a process
will be performed in the future [55], it does mean that management faces an ongoing gap
about how the process is doing over time [56]. This ongoing interaction between digital-
ization and BPM also strengthens the importance to implement an organizational culture
that fosters the continuous exploration of innovation opportunities [19] as innovations
can be used to improve BPM maturity. Though this doesn’t mean that the performance
will increase likewise.

Finally, we observed that over the last two years the demand for process improvement
has significantly increased (Table 4). This might be because of the increasing amount of
digitization, fueled by the digital transition related to Covid-19, which caused the as-is
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processes to be no longer deemed fit the changing organizational context (e.g. online
teaching and working from home). This is in line with most well-known BPM lifecycles
[57].

So, all of the aforementioned significant findings can be connected to crucial events
that had an organizational strategy-level impact. To determine if the emphasis is or has
been on the appropriate BPM capabilities, related to organizational dynamics, the BPM
maturity model is thus appropriate for usage at this level within an organization. Because
of howwe have used it, the BPMmaturity model is less suitable for use at the operational
level. This is primarily due to the fact that we did not discriminate between the many
procedures that our respondents are participating in. We observe that the number of
respondents rises annually. This makes it possible to use more differentiation in the
future, which might also provide better understanding of how specific processes change
over time.

5.2 Limitations and Further Research

This study is not without limitations. First, a single case organization serves as the
foundation for the research findings. Since there are not many differences between
BPM in a university and the management of business processes in an organization,
we do not expect BPM maturity development to be substantially different in these two
contexts. However, one should be cautious about generalizing the findings to other
settings. Future research should examine whether our findings hold across different
types of organizations.

Second, although this study suggests an influence of the digital organizational evo-
lution on organizational practices and business processes, this is not empirically exam-
ined in our study. Although, recent studies present a direct relationship between BPM
and digital innovation (e.g., [58]), hitherto there is a lack of longitudinal research that
takes into account the complexity and (digital) dynamics of an organization over time.
Hence, an interesting avenue of research is to empirically investigate the role of digital
transformation and its relation to BPM for a longer period.

Third, related to the used method, the design of a repeated cross-sectional study
implies that responses at the different points in time cannot be traced back to the individ-
ual employee. It is thus unclear whether one employee has taken part in multiple surveys
and what his/her responses have been. An analysis at the individual level, which can be
taken up by future studies, could provide more rich insights in the individual evolution
of the employees over time.

Fourth, we are aware that qualitative information may aid in a more accurate inter-
pretation of the findings. As a result, we have spoken with support staff, researchers
and teachers and have gotten thoughtful responses to our request to complete the ques-
tionnaire. These responses, while acknowledging our findings, were not documented or
analyzed. Therefore, any qualitative information is excluded. It could be of use to collect
these data in the future so that the findings would also be beneficial.
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6 Conclusion

In this study we addressed the research question: How do changes in BPM maturity
affect higher education process performance over time? The findings indicate that BPM
maturity is affected strongly by organizational dynamics. BPM maturity diminishes
with organization restructuring, but the differences in average BPM maturity scores
are not significant over this period. In greater detail, one of the dimensions of BPM
maturity (process description) has been significantly reduced. This is consistent with
what happened, because organizational restructuring results in new ways of working,
rendering old descriptions obsolete.

The discrepancies in BPM maturity over the last three years are significant. During
this phase, BPM maturity increases. That was also the moment when Covid-19 forced
the organization to completely switch to digital education. During this time, the element
of information technology was significantly improved first, followed by the element
of process innovation the following year. On these grounds, it is concluded that BPM
maturity grows more firmly in the context of digitalization than in the context of an
organizational restructuring.

When examining how these changes in BPM maturity affect process performance,
the samples reveal a positive association. Each year’s samples demonstrate a significant
positive relation between BPMmaturity and process performance. Although the changes
are minor (±0.13), the strength of this association varies from year to year, and the
variances are significant when looking at the last three years. As a result, we conclude
that BPM maturity has a positive effect on process performance in both the short and
long term.

Given that no longitudinal qualitative research have been found in the direction of
BPM maturity, these findings are complimentary within the field of BPM. The findings
shed light on how organizational dynamics affect the development of BPM maturity
within one organization. The latter is crucial for organizational management because
they have to prioritize which BPM capabilities need attention.
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Abstract. The improvement of business processes through learning and investi-
gating workarounds has attracted research attention in recent years. Workarounds
can be considered as a symptom of needed process improvements but adopt-
ing them does not necessarily lead to an appropriate one. Hence, identifying
and understanding the underlying problems or perceived barriers that motivate
workarounds is essential for suggesting an appropriate process improvement solu-
tion. In this paper, we propose a streamlined end-to-end approach that attempts to
leverageworkarounds to improve processes. This approach is based on two pillars:
(1) a semi-automated workarounds detection by using the SWORD framework,
which consists of twenty-two patterns to detect workarounds from events logs. (2)
workarounds investigation and analysis using a motivational model that serves to
reveal problems that lie under the identifiedworkarounds. This analysis contributes
toward proposing tailored and targeted process improvements. We report on an
industrial case study that demonstrates the proposed approach, from workaround
detection to proposing tailored process improvements. The improvements have
been accepted by the organization and are currently being implemented.

Keywords: Business process improvements · Workarounds · Automatic
detection ·Motivational analysis · Event logs · Case study

1 Introduction

The quest to systematically improve business processes has been ongoing for several
decades, including the development of methods, techniques, conceptual frameworks,
and models for process improvements and redesign projects [1, 2, 3]. A fruitful way
towards process improvement is to use the knowledge of workarounds as sources of
innovation [4, 5]. Most suggestions made in this direction so far propose to improve
processes by adopting the workaround as an official practice [6–8]. This, however, is
not always a good solution, as workarounds may entail risks and favor specific goals
over others, which are not necessarily of lesser importance [9–11]. Some approaches
suggest techniques for investigating workarounds and analyzing their actual impact on
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the process, as a possible basis for evolving the process and improving its design [12,
13]. Additional suggestions provide generic actions that can be taken upon detection of
workarounds [14].

A recent step towards usingworkarounds for process improvement is theworkaround
motivational model [15] based on the Theory of Planned Behavior (TPB) [16], that
comprehensively explains the motivation for workarounds. According to this explana-
tion, workaround motivation stems from conflicts and misalignments among goals or
with respect to the official process [15]. Furthermore, workarounds are executed when
enabled by managerial, social, and technological factors in the organizational reality.
Process improvement directions can then rely on this analysis and aim at resolving the
identified conflicts while reducing the enabling situational factors. This approach as
well as others relate to known workarounds, i.e., workarounds that have already been
identified before process analysis, mostly through interviews and observations.

However, the use of qualitative methods is labor-intensive, and process participants
may not disclose their workarounds when they are aware of being observed [17]. For
a practically applicable workaround-based improvement, a holistic end-to-end method
that would encompass all the steps from automatic identification and quantification of
workarounds to indication of process improvement possibilities is needed. Such amethod
has not been proposed so far.

The use of processmining techniques forworkaround detection has already been pro-
posed, initially based on a predefined set of patterns, limited in the types of workarounds
that could be detected [18]. A recent attempt to bridge this gap by detecting various types
of deviations that may reflect workarounds is the SWORD framework, which is a semi-
automated detection approach that uses 22 patterns to identify potential workarounds
in event logs. Whether any pattern can be used in a particular situation is dependent on
the characteristics of the data in the event log at hand [19]. This framework, therefore,
provides good support for detection and quantification of workarounds.

This paper introduces such a holistic approach and demonstrates it via a case study.
The approach has two main pillars: (a) the SWORD framework [19] for workaround
discovery from event logs, which serves as an initial identification of workarounds that
take place in a process, and (b) the TPB-based motivational model of workarounds [15],
which supports the analysis of the conflicts that motivate workarounds as well as their
enabling factors.

These can finally be targeted by proposed process improvement solutions. The steps
of the proposed approach are demonstrated and discussed through a case study, from
workarounds detection to actual process improvements in the organizational setting.

2 Background

This section presents the foundations that underlie our proposed method. Specifically,
we elaborate on the SWORD framework, used for automatic workaround detection, and
the workaround motivational model, used for explaining workaround motivations.
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2.1 The SWORD Framework

The SWORD framework allows for the detection of workarounds without prior knowl-
edge, i.e., avoiding the need to perform observations or interviews [19]. It consists of
twenty-two patterns that describe differences between traces in event data. These differ-
ences are split over four different perspectives thatmay be considered duringworkaround
detection [20, 21]: Control-flow, Data, Resource, and Time.

The Control-Flow perspective describes patterns that relate to activity order or fre-
quency. For example, an activity may be skipped completely in rare cases. Patterns in the
Data perspectivemonitor data fields. For example, informationmay have to be registered
using specific forms, but workers may feel like they need more flexibility and decide to
register it in free-text fields. The Resource perspective is focused on the specific workers
involved in a trace. Worker 1 may be dependent on work from someone else. If this is
not finished in time, worker 1 may decide to do their work for them. While this solves
their immediate problem, they may not be officially authorized for the task. Finally, the
Time perspective contains patterns that are concerned with when activities are executed.
For example, a trace may usually take a day, but there can be rare cases where the task
takes a week to finish. This longer trace duration may indicate that workers are delaying
finalizing the registration of the task. There can be multiple reasons for such a delay. In
some cases, it is more time-efficient to wait, so that multiple registrations can be finished
at the same time. In other cases, it may be advantageous to delay registration until the
next month for KPI values for certain businesses. The delay may also be an error due
to a worker who forgot the registration. Whether such a delay would be considered a
workaround depends highly on the domain and scenario and should therefore be eval-
uated by an expert before concluding whether the indicated trace is a workaround or
not.

For application of the framework, it is important to note that the various patterns
have different data requirements. This means that not all patterns can be applied to a
given dataset. For example, if we investigate the duration of a trace, only timestamps for
the events are required, but if we check which resource types executed a certain event,
we need both activity names and the resource type that executed it. In order to apply
the framework, we first determine which patterns can be applied to the data following
the data requirements in [19], then we only apply those patterns, and finally, we let a
domain expert evaluate the traces that are indicated by the patterns to determine if it is
a workaround, rare normative behavior, an error, or anything else.
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2.2 The Workaround Motivational Model

Theworkaroundmotivationalmodel, presented in [15], is based on theTheory of Planned
Behavior (TPB) [16]. It extends this theory with elements that specifically explain the
decision to work around processes. TPB aims to explain behavior as stemming from
intentions that are formed from the interplay of three forces: (1) the personal attitude
towards the behavior, which considers personal expectations of benefits and risks associ-
ated with the behavior, (2) the subjective norm, which is the subjective perception of how
the individual should behave, and (3) the perceived behavioral control of the individual,
or perceived capability to engage in the behavior.

The workaround adaptation of TPB, illustrated in Fig. 1, attempts to explain
workaround intentions by refining these three forces to relevant elements and distin-
guishingmotivating elements from enabling ones. Enabling elementsmakeworkarounds
possible or easy to perform if and when a motivation for performing them exists (due
to motivating elements). According to this model, workaround motivation stems from
misalignments and conflicts between different parts of the subjective norm, namely, per-
ceived organizational goals, perceived goals of the local unit (e.g., department, team), and
the standard processes to be followed. In addition, these elements (together or separately)
can be in conflict with personal interests (attitudes towards behavior). Enabling ele-
ments of the model include (1) poor organizational control - which makes workarounds
unrisky for the individual and affect the attitude towards them, (2) workarounds sup-
portive atmosphere, (3) unclarity of expectations - which affect the subjective norm
regarding workarounds, and (4) the existence of workaround opportunities (e.g., related
to the process definition or to its support systems), which make them possible.

Fig. 1. The workaround motivational model.
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In summary, according to the motivational model, workarounds are motivated by
conflicts among perceived goals, process requirements, and/or personal interests, and
are enabled by a combination of managerial, social, process-related, and technological
issues. When a workaround is known to exist, analyzing the situation to identify the
specific elements of the model that are relevant is a first step for improving the pro-
cess. Improvement should then aim at resolving the identified conflicts and removing or
reducing the effect of the enabling elements.

3 The Proposed Approach

In an effort to combine the SWORD workaround mining framework and the TPB-based
workaround motivational model, we propose the approach outlined in Fig. 2. As process
mining is a major element of our approach and our ultimate goal is to achieve process
improvement, the existing PM2 methodology [22] provides a logical skeleton for our
method. We describe the steps as well as similarities and differences to the original
methodology below.

Similar to PM2, the approach starts with planning and extraction. Here, a process
is chosen, and possible questions are defined. Initial data is collected, such as process
documentation and event data for the process of study. After extraction, PM2 prescribes
that different analysis iterations are completed. In the context of workaround detection
and analysis, we distinguish two types of analyses: (1) workaround mining and (2) moti-
vational analysis. Workaround mining can take place once or multiple times. It consists
of three steps, equal to the ones proposed in PM2: data processing, mining & analysis,
and evaluation. After the evaluation step, new data may be extracted. Once workaround
mining is completed, the motivational analysis starts. This is done by performing inter-
views with domain experts. The interview data is processed so that the information can
be mapped to the TPB model and verified in an evaluation. We expand the step of pro-
cess improvement as opposed to the original PM2 method, to include the development of
suggestions as well as a systematic assessment of the process improvement suggestions.

Fig. 2. The proposed approach from automatic workaround detection to process improvement.
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4 Case Study

This section reports a case study, where the approach outlined in the previous sectionwas
applied. Through a combination of SWORD analysis and the TPB-based motivational
model, we provide an illustration of the applicability of the end-to-end approach from
workaround detection to process improvement.

4.1 Setting

The case study was performed in a public academic college with over 600 employees. As
a government-funded organization, it must comply with government regulations in all its
processes, especially with the processes related to purchasing, budget management, and
academic administration. In this case study, the purchase requisition processwas studied.
It is one of the central processes, managing all the purchases for all the departments and
faculties. Every purchase made in the organization, regardless of its amount and type,
must be examined and go through rounds of approvals. This process is annually audited
by an external auditor, who reports to the director of the organization and to the state
auditor. Hence, non-compliance with any regulation or lawmay expose the organization,
its management, and even its employees to lawsuits.

The process description is as follows. For purchasing goods and services, each depart-
ment has a yearly budget that is based on a yearlywork plan. To accomplish the purchases
in an orderly and controlled manner, an automated process that includes several approval
rounds is followed using the ERP system. The process starts by initiators who create
and update the purchase requisitions in the system, then the requisition goes through the
approval rounds, including the departmentmanager, the buyer,CFO,CEO, and theDirec-
tor (depending on several conditions). Each approver examines the purchase requisition
according to relevant business rules, and can approve, cancel, or return the requisition
back for more information. These approval rounds are iterated until the requisition is
fully approved.

4.2 Procedure

The study was conducted along the following steps.

1. Initial data collection: this included obtaining a high-level description of the pro-
cess from the process owner, collecting existing documentation (e.g., ISO work pro-
cedures), studying the relevant functionality and user interface of the information
system, and obtained event logs that cover the past two years.

2. Analysis of the process logs using the SWORD framework:we selected the appli-
cable patterns for the elicited event logs and used them to discover traces that deviated
from the norm in various ways.

3. Assessment of the SWORD results: the results of the SWORD analysis were shown
to the process owner and discussed. The goalswere (a) to assesswhich of the identified
patterns could indicate workarounds, (b) to prioritize further analysis, and (c) to
elicit additional information about the identified workarounds. In particular, we were
referred to relevant employees who were involved in the workarounds.
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4. Semi-structured interviews: we conducted semi-structured interviews with eight
employees of different roles, to whom we were referred. The interviews focused
on (a) the process as viewed by the interviewees, (b) perceived process goals at
the organizational and departmental level, and the extent to which these goals were
aligned with each other, and (c) the discovered workarounds, seeking to understand
how and why these were performed, and management response if any. The interviews
took 45–90 min each, and were conducted in the offices of the organization. All the
interviewswere audio recorded and transcribed. Later on, complementary phone calls
and emails were made, seeking additional explanations and validation.

5. Motivational analysis based on the interviews: in this step, we followed a deductive
coding approach [23], where the motivational model (Fig. 1) served as a basis for
analyzing the interview text. For the motivating elements, conflicts among perceived
goals and between the process and perceived goals were analyzed using goal models
(as described in [15]). For the enabling elements, we looked for statements that could
indicate manifestations of such. For example, “this is done by everyone” was consid-
ered as an indication of a supportive social atmosphere. When specific features of the
information system were indicated (e.g., a possibility to approve several requisitions
as a batch), we validated the existence (or absence) of these features in the system.

6. Process improvement suggestions: we suggested process improvement directions
aimed at resolving the issues identified by the motivational analysis. In particular,
the solutions were aimed to reduce the workaround motivation by resolving iden-
tified conflicts between the process and perceived goals. Personal interests were
addressed by modifications in the reward system. We further suggested ways for
removing or reducing the effect of enabling factors – specifically those related to
system functionality and organizational control.

7. Assessment of suggested improvements by the organization: the suggested
improvementswere presented in ameetingwith the process owner and several process
stakeholders, the IT manager, and an external consultant specializing in purchasing
processes. First, we started presented the SWORD results and the motivational analy-
sis. We explained how the proposed improvements would address the identified prob-
lems, and how they could be implemented in the organization. As a result, the man-
agement decided to implement the suggested improvements with slight adjustments
adapted to the organizational atmosphere.

In the next sections, we provide the results of the workaround mining, motivational
analysis, and process improvement phases, following the steps outlined in Fig. 2.
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4.3 Workaround Mining

After planning and extraction, we possessed event logs of the purchase process for a
period of two years. The log included 5,908 completed cases and 38,333 events.

The available event log followed a case (requisition) focus; The activities
related to each case were available, together with the corresponding timestamps and
(pseudonymized) resources. Based on this available data, as well as the process descrip-
tion, we decided to apply the patterns following this focus and searching for deviations
between cases. The event log contained columns with a dedicated Case ID, an activity
name, a timestamp, and a (pseudonymized) resource ID, but no corresponding resource
roles. Based on this information combined with the data-requirements as described in
[19], we determined that we could apply the following SWORD patterns: “Occurrence
of directly repeating activity”, “Frequent occurrence of activity”, “Number of resources
out of bounds”, “Occurrence of activity outside of time period”, “Delay between start
of trace and activity is out of bounds”, “Time between activities out of bounds”, and
“Duration of trace is out of bounds”.

Each pattern applied to the event log ranked the traces in a unique way, where the
top-ranked traces were the most likely workaround candidates. Since every trace is
assigned a Z-score, we needed to determine a threshold to determine which patterns
could be considered a likely workaround. As there was no available guideline for this,
we investigated both a Z-score of 2 and 3, where 3 is traditionally a rather conservative
value when evaluating Z-scores. An overview of the number of “interesting” traces can
be seen in Table 1.

Since the numbers varied strongly between patterns and there were far too many
traces even with the conservative measure, we evaluated the top three traces for each
pattern instead with a domain expert to determine if the pattern led to workarounds in
this context.

After talking with the expert, it turned out that two of the eight patterns could indeed
point to a workaround: “Frequent occurrence of activity” and “Occurrence of activity
outside of time period”. Specifically, a trace where a case is “reopened” can point to a
workaround. After a case is reopened, the CFO needs to reapprove it before it should be
closed, but in three of the six cases where a case was reopened, it was closed without
this activity occurring, which was confirmed to be a workaround.

The “Occurrence of activity outside of time period” pointed to traces where the
CEO, the CFO, or the buyer approved cases at unusual times, like 2 AM. While this
is not necessarily against procedures, it did point to another issue: sometimes there are
more cases approved in a day than is reasonably possible. We decided to investigate this
observation further by changing the perspective of our analysis.
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Table 1. The number of traces that can be considered strong deviations from the norm given
Z-scores of 2 and 3 for each pattern.

Pattern # Deviation with Threshold
(M + 2SD)

# Deviation with Threshold
(M + 3SD)

Occurrence of directly
repeating activity

37 37

Frequent occurrence of activity 1379 541

Number of resources out of
bounds

621 0

Number of resources out of
bounds
(relative to number of
activities)

774 48

Occurrence of activity outside
of time period

465 73

Delay between start of trace
and activity is out of bounds

297 160

Time between activities out of
bounds

463 385

Duration of trace is out of
bounds

310 199

While our initial analysis was from a case (requisition) perspective, investigating
the behavior of resources makes more sense from a resource perspective. To do so, we
constructed a new case ID by combining the resource identifier and the date, effectively
seeing a full workday for each resource as a trace. To investigate how often this high
frequency of approving cases occurred for a single resource, we applied the “Frequent
occurrence of activity” pattern in this new perspective.

Table 2 shows the main results concerning frequencies of the approval activities. We
consider any day where the number of approvals was more than two standard deviations
from the mean to be deviating. This means that the CEO could approve at most 10 cases
a day, and a buyer or CFO could approve 8. With this analysis we have found 181 days
where the CEO approved more cases in a single day. In the most extreme case, there
were 78 case approvals in a single day, which would not be possible without applying a
workaround. We found similar results for the CFO and Buyer approval, where we found
236 and 231 days with a too high number of occurrences respectively. According to the
expert, at most eight cases could be approved a day, so the number of deviating days for
the CEO would be even higher with this standard; 204 instead of 181.
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Table 2. The mean number of repetitions and standard deviation for the approval activities on
any single day, as well as the suggested thresholds for considering a trace deviating from the norm
and the number of deviations in the event log.

Activity Max Mean (daily) Standard
deviation

Threshold
(M + 2SD)

# Deviations

Buyer Approval 51 0.887 3.65 8 231

CEO Approval 84 0.860 5.03 10 181

CFO Approval 53 0.873 3.80 8 236

In summary, we identified twoworkaround types: (a) reopening a requisition without
re-approving it, and (b) reporting a large number of approvals together (probably after
they have been already given manually).

4.4 Motivational Analysis

The motivational analysis followed the elements of the motivational model. Focusing
on the two types of workarounds that were detected, we now present each one with the
associated model elements.

Workaround A (Reopen - Update - No Additional Approval): After the purchase is
approved, department initiators or even buyers reopen and update the purchase requi-
sition without reapproving it through the regular approval rounds. The reopen activity
allows one to update the purchase requisition, but any update after the purchase is
approved requires a transfer back through the regular approval rounds.
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Organizational goals:
a. Supervise and control all the purchases in the organization – the primary 

process goal.
b. Approve each purchase.
c. Achieve economic efficiency

Goals of the department: 
a. Meet departmental KPI targets.
b. Provide good service. 

These goals depend on the ability to provide quick and high-quality responses to 
the requests of the department customers

Personal interests of the initiators or department managers: 
a. Get rewarded for performance.
b. Use specific products or services that are familiar and easier to handle.

Identified misalignments:
a. Local-unit goals vs. organizational goals, as implemented in the process: 

to support economic efficiency, the process has different approval trails 
for different products or based on the total cost. If a requisition is expected 
to require a long approval trail (due to specific products that are preferred 
or to general cost), this is in conflict with the local-unit goals of meeting 
KPIs and providing a good (and quick) service delivery. To avoid long ap-
proval rounds, a requisition is filed for a different product or smaller 
amounts, so approval is relatively quickly. After the approval is given, the 
actual quantities or products are entered. An alternative scenario is when 
there is actually an update (e.g., of quantity) or an error in the requisition 
is spotted, and the initiator wants to avoid additional time for approval, 
since delays in the purchase may, again, reduce the level of service pro-
vided and the departmental KPI values.

b. Personal interests vs. organizational goals, as implemented in the process: 
This relates to two issues. First, departmental KPI values are reflected in 
individual rewards, and hence meeting the KPI targets is also a personal 
interest of the employees. Second, requisition initiators and department 
managers may prefer specific products or services they are familiar with 
and find easy to handle. The organizational goal of economic efficiency 
may lead to the preference of alternative products, thus the approval may 
not be immediate (or may not be granted at all).

Enabling elements:
a. Workaround-supportive atmosphere: the workaround is performed by 

most of the initiators and department managers, who share the perception 
that the process is very strict, and hampers their work.

b. Poor organizational control: the process is not monitored, and no sanctions 
are taken against employees who work around it.

c. Workaround opportunity: it is possible (technologically) to reopen, update 
and close purchase requisitions without the necessity for reapproval.
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Analyzing the workaround intentions shows that the departmental initiators and
managers act primarily with the intention to benefit their local unit goals when they
try to promote good delivery time for specific products or services through the reopen
activity. This intention is supported by their social environment, as well as by poor
organizational control and a lack of technological control of this option.

Workaround B (Batch Approvals): Batch reporting of approvals after they have been
manually given. Approvers in the purchase department approve dozens of purchase
requisitions in one day or even in one hour. This is unreasonable since each requisition
requires time for examination and inquiries for additional information. A main result of
this workaround is that the actual status of a requisition and its approval process are not
reflected in the IS.
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Organizational goals:
a. Supervise and control all the purchases in the organization.
b. Meet the legal regulations in the purchase process.
c. Increase organizational and economic efficiency.

Goals of the purchase department:
a. Increase flexibility in purchase documentation.
b. Achieve economic and efficient purchasing.

Personal interests of the initiators or department managers:
a. Make the purchasing process appear appropriate to auditors.
b. Minimize the effort associated with approvals

Identified misalignments:
a. Local-unit goals vs. business process: the process (as implemented) does not 

allow the flexibility required by the buyer to enter the quotes and compare 
them automatically by preconfigured rules. This inflexibility motivates the 
buyer to create parallel documentation in Word and Excel files rather than to 
handle requisitions via the information system. As a result, the approvers in-
formally examine the requisitions, making inquiries and approving the requi-
sitions via email anyway, and reporting to the IS in a post-hoc manner.

b. Personal interests vs. organizational goals: to achieve the organizational goal 
of meeting the legal regulations in the purchase process, an external audit of 
the purchasing process is carried out periodically. Facing this, approvers 
want the process as recorded in the system to appear compliant with required 
procedure and entail short response times. Approving manually through 
emails or phone calls and reporting in retrospect, they can ensure the proce-
dure and response times appear as they should be.

Enabling elements:
a. Workaround-supportive atmosphere: the workaround is performed by all the 

approvers in the purchase department.
b. Poor organizational control: the process is not monitored, and no organiza-

tional sanctions are taken against the approvers.
c. Workaround opportunity: The information system supports the approval of 

requisitions as a batch in an automated procedure

Analyzing the workaround intentions shows that the motivation stems from a lack
of a proper support for the approval decision making in the information system, so a
parallel Excel and email-based process takes place. This process has no transparency
through the information system, and eventually, in order to meet audited regulations,
reports are made in the system.

4.5 Process Improvement

Based on the above analysis of motivating and enabling factors of the identified
workarounds, the following process improvements were suggested. As mentioned,
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the improvements have largely been accepted by management and are currently
implemented.

Addressing Workaround A (Reopen - Update - No Additional Approval).
Improvement 1. To address the enabling technological factors, suggest changing the
process flow and its gateway conditions so the reopen activity must go back to the
approvers, except for small and well-known updates that meet clear conditions. For
example, allowing to decrease the quantity of the products but not to increase, removing
products from the list but not adding additional ones, changing the description of the
products, etc. The guiding line is to allow changes that do not involve the supplier, the
goods, or an increase in the total amount of the purchase that is already approved. While
these updates will be immediate, any other update will require reapproval.

Improvement 2. To address the motivational factors that are associated with the KPI
targets, we suggest to adjust the KPIs that concern meeting SLA thresholds. Delay times
spent waiting for other department approvals will not be considered as part of the total
service time, so KPI values and personal awards will not be affected by approval times.
Yet, the time taken for high-cost requisitions will remain long.

Addressing Workaround B (Batch Approvals)
To address the motivational factors, we suggested two improvements that focus on
technological support for the approval process.

Improvement 1.Add internal tools to the system functionality that support comparing
quotes through the process, so the approvers have the information needed for making
decisions without a need for additional Excel files.

Improvement 2.Add an alternative option for communication between the approvers
and the initiators that allowsmaking quick inquiries (instantmessaging)without delaying
the process, and in a way that is compliant with the required procedure.

The idea behind these improvements is to give the approvers all the required tools
and information to examine and approve purchases, and still remain compliant with the
required procedure. Note that transparency will be increased (which may still be against
personal interests, but with a less risk implied to individuals by audits).

Since the approvers are part of the organizational management, who decides about
sanctions and control policies, we suggested addressing the enabling factors only after
full implementation of the improvements that address the motivational ones.

5 Discussion and Lessons Learned

In this paper we contribute to the body of work that attempts to utilize workarounds
for improving processes in two main ways. First, by proposing a streamlined end-to-end
process, from a semi-automated detection ofworkarounds using the SWORD framework
to proposing tailored and targeted process improvements. Second, by showing how
the theoretical motivational model can serve for revealing problems that lie under the
identified workarounds.

While utilizing workarounds as a source for process improvement has been sug-
gested before (e.g., [6, 14, 19]), our approach differs from other proposals in identifying
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and addressing the root causes – the motivation for, and enablement of, performing
workarounds. We reveal the perceived obstacles that motivate workarounds in the form
of goal and process misalignments. The solutions we propose are hence not directly tied
to the actual workaround, which is considered to be merely a symptom. To this end, we
analyze the identified workarounds through the motivational model to understand their
underlying root reasons.

Since workarounds may differ, the motivating and enabling elements are examined
for each situation separately. As a result, the proposed process improvements primarily
aim to reduce the misalignments, and additionally, to reduce the enabling factors. We
note that addressing only enabling elements (e.g., limiting the flexibility allowed by
the IS, or introducing disciplinary responses to workarounds) without addressing the
motivation (namely, the underlying problems) may result in different ways of working
around the unsolved problems.

The use of this process, from semi-automatic workaround detection using the
SWORD framework to targeted process improvements, was found effective and led
to practical solutions that were accepted by the relevant stakeholders. While performing
this process, the following lessons have been learned.

Lesson 1: The SWORD framework highlights process deviations, which are not nec-
essarily workarounds. While in this study we focused on the deviations identified as
workarounds, other identified deviations can also provide valuable information and lead
to improvements. For example, cases with a high number of back-and-forth transitions
between activities (“Ping Pong”), or cases with an exceptionally high duration (e.g., six
months and more). All these cases, while considered legitimate process behavior, are
not as efficient as expected, and improvements can also target them.

Lesson 2: While themotivational analysis provides useful insights about the reasons and
enablers of workarounds, it relates to workarounds that are known to exist, and requires
elicitation of additional information from the involved employees. SWORD provides a
good starting point for such an elicitation by systematically identifying workarounds.
Furthermore, as workarounds often involve violations of organizational regulations,
employees might not tend to disclose information about them and admit taking part
in this behavior. When confronted with the SWORD results, they are more likely to
cooperate and explain what is done and why.

Lesson 3: Motivational analysis highlights problems to be solved, not necessarily
possible solutions. Yet, with clearly identified problems, focused solutions can be
proposed.

Taking a broader perspective, the reported case study shows that the motivational
analysis may lead to a diverse set of improvement directions, which goes far beyond
the improvements that could be suggested based on merely observing the workaround.
Implementing these solutions might lead to new, unanticipated, conflicts, which may
motivate new forms of workarounds. Taking this into consideration, it is important to
repeat workaround detection and analysis periodically and achieve an ongoing improve-
ment cycle. As the SWORD framework is capable of semi-automatically detecting a
large variety of workarounds, which may not be known a-priori, it forms an essential
ingredient in this cycle.
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6 Related Work

The idea of improving processes based on workarounds knowledge has already been
suggested. The simplest way would be to suggest that the process can be improved
by adopting the practiced workaround [6, 8, 14]. However, many studies show that
workarounds may impose risks, such as reduced quality of products, financial losses,
violation of privacy regulations, potential lawsuits, and more [8]. Alternative ways of
improving processes based on analyzing workarounds include [24], who suggested an
analysis approach based on goal modeling to highlight improvement directions. Another
approach was proposed by Beerepoot et al. [25] based on a set of workarounds that were
studied and analyzed.Theyproposed and included a set of contextual activities that canbe
taken upon workaround detection for improving the process. All these approaches relate
to workarounds that are known to exist, but do not address the detection of workarounds.
Hence, they are comparable to the motivational analysis of our proposed approach.
Furthermore, none of them relies on a theoretical basis, as opposed to our motivational
analysis.

Concerning workaround identification, namely, the workaround mining of our pro-
posed approach, a few automated approaches have been proposed. Outmazgin and Soffer
[18] proposed four generic patterns and showed how these can successfully be detected
in an event log using process mining techniques. A designated algorithm for detecting a
specific workaround pattern, the “split case” workaround, has been developed by [26].
Weinzierl et al. [17] proposed a supervised learning approach for detecting workarounds
of a predefined set of patterns in event logs. The SWORD framework [19] is less restric-
tive in terms of the workaround patterns that are sought, and in fact, forms the first part
of our proposed approach.

In summary, while various related approaches cover parts of our proposed app-
roach, to the best of our knowledge this is the first end-to-end approach from automatic
workaround detection to process improvement suggestions.

7 Conclusions

In this paper,we proposed and applied an approach that startswith a data-driven detection
of workarounds and ends with proposing focused and tailored process improvements.
Each detected workaround was assessed with certain organizational stakeholders. Then,
the outputs of the assessmentswere analyzedusing themotivationalmodel for identifying
two types of factors (motivating and enabling). Finally, process improvements were
proposed for each workaround situation.

We found that this procedure can guide improvements to processes in a fast and
targeted manner. In fact, the improvements we proposed were evaluated in the case
study organization and found adequate to the extent that they are currently being imple-
mented. This indicates the potential of the suggested procedure, which aims to lever-
age workarounds for process improvement by addressing their sources rather than the
workarounds themselves, which are rather a symptom than a solution.

When using this approach in practice, it is important to consider and address the
following challenges. First, the ability to export process event logs from the IS, because
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not every IS keeps event logs in the required format, and if so, the privacy of the datamust
be taken care of. Second, since the motivational analysis can also reveal unethical and
illegal behavior among the process participants, it is important to encourage cooperative
thinking in the interviews rather than audit thinking, which can pose a threat to the
process participants.

Several limitations need to be acknowledged. First, the procedure proposed in this
paper was thus far implemented in a single case study. Additional implementations
in different organizations would provide a more generalizable view of the benefits of
this approach. Second, the SWORD framework can detect workarounds only through
a process event log. As explained, not all workarounds can be detected by event logs.
Additional sources for detecting workarounds may be considered. Third, the motiva-
tional analysis highlights problems to be solved, not necessarily possible solutions, so
additional constructed ways for process improvement based on the motivational analysis
may be considered. Future research can focus on combining additional data sources or
ways for workaround detection and on more constructed ways for proposing process
improvements.
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Abstract. In a review of the literature on the subject, evidence is found for the
impact of leadership on business performance, and the relationship between busi-
ness process management (BPM) and business performance. It was also recog-
nized that researchers often use mediating variables to explain this relationship.
These issues justify the attempt to fill the demonstrated cognitive gap regarding the
use of BPM as amediating variable between leadership and business performance.
The aim of the paper is to identify the relationship between leadership, process per-
formance and business performance. The research was conducted using a survey
questionnaire and the CAWI method. The survey was conducted in 2023 among
300 randomly selected Polish enterprises. A structural approach was adopted for
modelling purposes. The study confirmed that transformational leadership signif-
icantly influences the effectiveness and efficiency of processes (process perfor-
mance), which further influences business performance. Furthermore, it has been
proven that responsible leadership correlates with process efficiency, influencing
process effectiveness, which in turn impacts business performance. Additionally,
it was demonstrated that the level of processmaturity correlatesmost stronglywith
transformational leadership and business performance. The article contributes to
the development of knowledge in the area of leadership and process manage-
ment by pointing to their important role in achieving planned levels of business
performance. Further research directions in this field are also indicated.

Keywords: leadership · BPM · process performance · effectiveness · efficiency ·
business perfoRmance

1 Introduction

Companies constantly take efforts to adapt to a changing and dynamic environment,
while at the same time striving to meet increasingly complex customer needs. These
activities are expected to translate into business performance and competitive advan-
tage. Consequently, new ways of management and appropriate types of leadership are
being sought to enable efficient management in these ambiguous conditions [1, 2]. The
definition of leadership considered as appropriate has evolved over the years [3, 4], but
regardless of the type of leadership, researchers have successively proven its impact on
business performance [5, 6].
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Another construct that is often explored in relation to business performance is busi-
ness processmanagement (BPM). In recent years, BPMhas become a kind of “umbrella”
for all approaches to organizational improvement in the context of process management.
Companies are looking for ways to increase the efficiency of their business processes,
and this is possible through the use of BPM, which provides continuous modelling,
analysis, stimulation and evaluation of corporate activities and processes. The benefits
of this solution, including improved business performance, have been proven by many
researchers [7, 8].

To summarize, the impact of leadership on business performance, as well as the
relation between the use of BPM and business performance, are well established and
proven in the literature. When analysing research on the relationship between leadership
and business performance, it can be seen that researchers often use mediating variables
in the form of different types of management concepts to justify this relationship, such
as knowledge management, organizational learning, innovation management, project
management or team management [9–11]. There is a perceived cognitive gap regarding
the use of BPM as a mediating variable between leadership and business performance,
especially in view of the empirically proven impact of the BPM concept on corporate
performance. Taking into account the above considerations, it seems highly justified
to carry out both theoretical and empirical research into the impact of leadership on
business performance, taking into account the role of process performance. The aim of
the paper is thus to identify the relationship between leadership, process performance
and business performance. This article is the result of a broader research project on
business process determinants and business process maturity.

The paper is structured as follows. Section 2 provides the theoretical background, dis-
cussing types of leadership, the impact of process performance on business performance,
and the interaction between leadership, process performance and business performance.
Section 3 describes the methods and the research sample. Section 4 provides and dis-
cusses the results of the empirical research. The final section of the article contains
conclusions, research limitations and further research directions.

2 Theoretical Background

2.1 Types of Leadership – A Conceptual Perspectiven.

Leadership style is assumed to be characteristic behaviour or behavioural patterns man-
ifested in the process of managing, leading and motivating a group of people, and which
influence their actions [9]. There is no one universal and generally accepted typology
of leadership. Many types of leadership are analysed in the literature, from traditional
ones such as transactional leadership [12] to contemporary ones such as agile leadership
[13]. According to one of the most recognized leadership theories - The Full Range of
Leadership Theory - a distinction is made between transformational, transactional and
laissez-faire leadership styles [14]. Due to the underlying assumptions of the laissez-faire
style, it is difficult to call it leadership, as it implies in its essence the lack of leadership.
Laissez-faire leaders do not take action or decisions, do not inspire or motivate their
subordinates, so it is difficult to describe their behaviour as leading [15]. Therefore,
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this leadership style has been excluded both theoretically and empirically from further
consideration.

Researchers have proven that under conditions of uncertainty, one extremely impor-
tant type of leadership that fosters competitive advantage is transformational leader-
ship [16]. They have also demonstrated that it has an impact on company performance
[17]. According to transformational leadership theory, it is assumed that through their
behaviour, leaders stimulate an innovative mindset in employees that increases their
productivity and consequently translates into the performance of the whole organization
[18]. A transformational leader aims to improve performance by delegating decision-
making authority, increasing employees’ autonomy regarding how they perform tasks,
fostering learning at both the individual and organizational level, and promoting creative
approaches to problem solving by making the best use of existing resources [19]. Trans-
formational leaders are recognized as leaders who help employees realize and develop
their potential by identifying needs and collectively determining how to meet them. By
communicating the organization’s mission and vision, they increase employees’ level of
identification with the organization [20].

Transactional leadership is defined as an exchange relationship based on contin-
gent reward occurring between a leader and employees. The leader’s activities involve
setting objectives, monitoring their implementation and checking the results achieved
[21]. There are three basic factors that are taken into account when measuring this style
of leadership: (1) contingent leadership, which involves setting precise requirements
for employees and rewarding them when they fulfil their responsibilities (material or
psychological rewards), (2) active management by exception - the leader’s aim is to
ensure that standards are met through active corrective transactions, (3) passive man-
agement by exception - leaders take action when employees’ decisions have caused
serious problems (passive corrective transactions) [14]. This three-factor measurement
of transactional style has been criticised by Tyssen, Wald and Spieth as it alleges an
overlap between laissez-faire style assumptions and passive management by exception,
and a negative correlation between active and passive management by exception [22].
Therefore, empirical studies of this leadership style are often limited to analysis of the
two-factor model of transactional leadership (contingent reward and active management
by exception) [21].

One of the trends in contemporary considerations into leadership is responsible
leadership, which emerged from research in the fields of ethics, leadership and corpo-
rate social responsibility [23]. In the literature, the concept of responsible leadership is
analysed from different perspectives. Burton-Jones defines responsible leadership as a
multi-level phenomenon that applies to individuals, groups and organizations. It focuses
on the importance of performance, ethical behaviour, respect for stakeholders and sus-
tainable practices in economic, social and environmental aspects [24]. According to
Rok [25], this type of leadership is based on building relationships that enable benefits
to be gained by solving socially relevant problems. Maak [26] highlights the role of
responsible leadership in accumulating social capital and running a socially responsible
business. Although there are differences in defining responsible leadership, most aca-
demic studies emphasize the importance of both internal and external relationships with
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stakeholders [27]. Responsible leaders develop strong social relationships in the work-
place and, through proper communication and climate, are able to maximize employee
potential. Responsible leadership plays a key role in building social norms of responsibil-
ity in the organization, which encourages employees to support each other in achieving
their goals. By building an ethical work environment, responsible leaders have a direct
impact on the satisfaction and commitment of their employees and an indirect impact
on their performance [28].

2.2 The Impact of Process Performance on Business Performance

Performance provides an organization with a basis for evaluating progress towards pre-
determined goals, identifying areas of strengths and weaknesses, and guiding future
activities for initiating improvements to its operations. Mouzas [29] indicates two mea-
sures for assessing performance: effectiveness and efficiency. While some may treat
these measures as synonymous, there is a fundamental difference between them.

Effectiveness is concerned with organization output, i.e. sales, value added, quality,
cost reduction or innovation. It measures the extent to which a company achieves its
objectives or how the effects of its operation interact with the economic and social
environment. Typically, effectiveness is defined by an organization’s policy objectives
or the extent to which an organization meets its own goals [30].

Efficiency describes the relationship between inputs and outputs, in other words how
successfully inputs are transformed into outputs. Therefore efficiency is the ability to do
something or produce something without wasting materials, time or energy [31].

The most desirable state is when a company is run efficiently and effectively, as this
results in the continued survival of the organization and the achievement of its goals
with minimum cost. When a business is efficient but ineffective the company is slowly
bankrupting, as even though its costs are under control it cannot achieve its objectives.
Meanwhile, being inefficient but effective means that a company can achieve its goals
but at a high cost [32].

A lack of improvement in business processes results in redundant operations, inef-
ficiency and reduced competitiveness, which ultimately affects a company’s ability to
succeed in the long and short term [33]. Applying business processes management
(BPM) practices enables different parts of an organization to effectively and efficiently
co-create value, and ultimately provide satisfaction to the company’s customers [34].

At a certain level of an organization’s process maturity, integrated process man-
agement is necessary, both internally - i.e. the establishment of process dependencies
and hierarchies (process architecture), and externally - i.e. integrated into the enterprise
management system [35]. The effect of integrated process architecture management is
to align it with the company’s strategy. The business architecture of BPM results in both
process efficiency andprocess improvements being translated into business performance.
This requires collaboration and appropriate competence on the part of the accounting
and process teams in the area of process instrumentation and project improvement so as
to continuously create net value. The significant efficiency of BPM comes not only from
the fact that it maximises gross value by developing new capabilities and improvements,
but also from the fact that this is accomplished with a minimum of cost, time and waste
[8].
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2.3 The Interaction Between Leadership, Process Performance and Business
Performance

The effectiveness of the functioning of any organization, both in the operational dimen-
sion related to day-to-day decisions, and in the strategic dimension related to its devel-
opment, depend on the specific characteristics of its leader. Effective organizational
management requires not only an organizational vision and the ability to communicate
it, but, above all, the ability to motivate employees to take action to achieve the formu-
lated goals [2]. Thus, appropriate leadership is necessary for the proper functioning of
any organization, understood as the achievement of its objectives. The question arises as
to what type of leadership is most appropriate [3]. Over the years, new types of leader-
ship have been formulated. Their emergence resulted from changes in the environment
in which organizations operate [36]. There has been a debate in the literature for years
about the impact of leadership on business performance. Over the years, researchers
have proven that particular types of leadership have a positive impact on business per-
formance [6, 37]. It seems reasonable to seek an answer to the question of which types of
leadership distinguished in the literature have themost significant impact on the business
performance of modern-day companies. The traditional theories of development preva-
lent in the 1970s assumed the development of the enterprise as part of economic growth,
and traditional (transactional) leadership was exclusively profit-oriented [38]. Today’s
leaders find themselves in a completely different reality, and have to find a balance
between the different interrelated aspects of the organization’s functioning (economic,
social and often also environmental) [39]. Therefore, it seems reasonable to conclude that
among the types of leadership analysed in this article (transactional, transformational
and responsible), transformational leadership and responsible leadership in particular
should have a positive impact on business performance.

Another variable that is often analysed in terms of its impact on business perfor-
mance is BPM. In recent years, there has been a trend towards the use of the BPM
concept by an increasing number of companies, for which its application is becoming
everyday practice. This is the result of a desire to optimize processes regardless of the
area in which the organization operates [40]. The use of BPM in management practice
enables significant optimization and productivity gains, along with simultaneous cost
reductions. It also allows for a better understanding of the organization’s functioning and
how its constituent activities can be improved. This means adopting a process-centric
approach to improving business performance. The use of BPM has both managerial and
technical implications, and therefore requires close cooperation between managers and
information technologists to ensure effective, flexible and transparent business processes
[41]. The results of empirical studies indicate that many positive outcomes are achieved
by organizations as a consequence of the successful implementation of BPM techniques
and principles, including an impact on overall business performance [8].

Based on the above considerations, the impact of leadership on business perfor-
mance and the impact of BPM on business performance have been indisputably proven
by researchers. In empirical studies conducted on the relation between leadership and
business performance, researchers often use mediators. Among the analysed mediating
variables are various management concepts such as innovation management, project
management, team management, knowledge management, organizational learning and
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safety management [10, 11, 42–44]. However, there are no studies on the impact of
the type of leadership on business performance with process performance treated as a
mediator.

Looking for a theoretical basis to explain the relationship between leadership style
and process performance, one can refer to Kanter’s theory of structural empowerment
[45]. This assumes the existence of appropriate social structures in the workplace (e.g., a
particular leadership style) that enable individuals to achieve their goals through access
to learning and development opportunities, information, support and resources. This
is particularly justified in the case of a transformational leadership style. It would be
cognitively interesting to also verify this relationship with regard to the other leadership
styles analyzed in the article, i.e. transactional and responsible. Therefore, we suggest
the following three hypotheses:

H1: Transactional leadership has a positive impact on business performance with a
mediating role of process performance.
H2: Transformational leadership has a positive impact on business performance with a
mediating role of process performance.
H3: Responsible leadership has a positive impact on business performance with a
mediating role of process performance.

3 Research Method and Data Acquisition

3.1 Research Tools

All of the constructs presented in the theoretical section of the paper were measured
using validated research tools developed by other researchers from each research area.
For all constructs the items were assessed using a 5-point Likert scale.

In terms of transactional leadership, we applied the proposalby Podsakoff et al. [46].
The construct consisted of 3 items: (1) expressing dissatisfaction with an employee’s
failure to perform a task, (2) reporting a poorly performed task, (3) pointing out errors
in a poorly performed task.

In terms of transformational leadership, we adopted the proposal by Hoai et al.
[47]. This construct consisted of 5 items: (1) a clear vision of the future, (2) leading by
example, (3) encouraging people to think about old problems in a new way (through
challenges), (4) motivating employees to be proud of being part of the organization, (5)
awareness of the organization’s aspirations over a 5-year perspective.

A research tool developed by Voegtlin [48] was applied to responsible leadership.
The construct consisted of 5 items: (1) awareness of relevant stakeholder claims, (2)
awareness of the implications of decisions for stakeholders, (3) stakeholder involvement
in the decision-making process, (4) consideration of various stakeholder claims before
a decision is made, (5) achieving consensus among stakeholders.

To measure process performance, we applied a ten-item construct proposed by
Schmiedel et al. [49] based on a procedure formulated by MacKenzie et al. [50]. In
this view, the process performance construct consists of two sub-constructs: process
efficiency and process effectiveness, each of which describes five indicators.

The business performance construct was measured using a tool proposed by Wang
et al. [51]. The tool included 9 items: (1) relative product quality, (2) newproduct success,



The Impact of Leadership on Business Performance 397

(3) customer retention rate, (4) sales level, (5) sales growth rate, (6) relativemarket share,
(7) return on equity, (8) gross profit margin, (9) return on investment.

The survey answers were obtained with use of the CAWI method. The research
was conducted in January 2023 on a random selection of Polish enterprises. The survey
respondents were: specialists (62.66%), mid-level managers (9.00%), line managers
(8.33%), senior managers (7.33%) and other employees. The variables were scored on
a scale of 1 to 5, were 1 meant “I strongly disagree”, and 5 “I strongly agree”. The
respondents’ Likert item scores were averaged for all the items comprising each Likert
scale, resulting in a pseudo-quantitative representation of respondents’ opinions on a
given construct. Altogether 300 responses were collected, providing results for 2022.
The collected data was checked by two independent experts for correctness, then coded
and analysed. For the purpose of statistical analysis, the Python statsmodels package
version 0.13.5 was used [52].

3.2 Description of the Research Sample

The structure of the research sample in terms of personnel, processmaturity and company
activity is presented in the table below. The maturity of the processes was determined
according to a model developed by MacCormak and Johnson [53]. The biggest group in
terms of personnel wasmade up of large companies (39.66%). The largest group in terms
of process maturity were companies representing the second level of maturity (38% of
the research sample). For company activity, the Polish Classification of Activities 2007
was applied (GUS 2023), with the most numerous being services at 53% (Table 1).

Table 1. Characteristics of the research sample for the year 2022, n = 300.

Personnel Process
Maturity

Industry (Polish Classification of Activity)

1–9 11.33% PM_1 13.67% Agriculture, forestry, hunting and fishing (code
A)

0.67%

10–49 27.67% PM_2 38.00% Manufacturing (code C) 39.00%

50–249 21.33% PM_3 35.00% Construction (code F) 2.33%

250 + 39.67% PM_4 13.33% Wholesale and retail trade (code G) 5.00%

Services (codes H-S) 53.00%

4 Research Results

For the purposes of modelling, the structural approach was adopted, whilethe under-
lying management and organization theory drove the process of model selection. The
following regression tables were created using the OLS method with Newey-West het-
eroskedasticity and autocorrelation of robust standard errors with Bartlett Kernel in the
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case of models flawed with either[54]. In some cases, it was prudent to control for two
nominal variables that are ordinal: process maturity level (PM_x) and company size
(Size_x). This was accomplished through the use of dummy variables corresponding to
(n-1) categories derived from these questions. The first modelled variable was Process
Effectiveness (PEffn). The available variables for selection purposes were: Transforma-
tional Leadership (TfL), Responsible Leadership (SL), Transactional Leadership (TsL),
and Process Efficiency (PEffc). Only the statistically significant models are presented in
Table 2 below.

Table 2. Results of OLS regression modelling – Process Effectiveness.

Model_1 Model_2 Model_3 Model_4 Model_5 Model_6

Intercept 2.348***
(0.129)

1.494***
(0.167)

2.654***
(0.152)

2.488***
(0.143)

2.519***
(0.143)

1.716***
(0.181)

TfL 0.246***
(0.036)

0.092**
(0.04)

0.193***
(0.039)

0.199***
(0.039)

0.208***
(0.039)

PEffc 0.369***
(0.051)

0.401***
(0.046)

PM_1 −0.386***
(0.115)

−0.236**
(0.111)

−0.289***
(0.109)

−0.188*
(0.101)

PM_2 −0.183**
(0.075)

PM_3 0.155**
(0.076)

R-squared 0.134 0.266 0.171 0.166 0.155 0.261

Adj. R-squared 0.131 0.261 0.163 0.158 0.149 0.256

Observations 300 300 300 300 300 300

F-stat
(p-value)

46.26
(0.00)

53.73
(0.00)

20.36
(0.00)

19.68
(0.00)

27.16
(0.00)

52.39
(0.00)

Jarque-Bera
(p-value)

1.09
(0.58)

1.86
(0.39)

0.81
(0.67)

1.24
(0.54)

1.02
(0.6)

1.34
(0.51)

Durbin-Watson 2.18 2.24 2.16 2.15 2.17 2.22

Breusch-Pagan
(p-value)

0.22
(0.64)

0.93
(0.63)

0.56
(0.91)

0.13
(0.99)

0.33
(0.85)

0.44
(0.8)

Standard errors in parentheses.
* p < .1, ** p < .05, ***p < .01.
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The only statistically significant variable of the three leadership measures was trans-
formational leadership, rendering it the main driver of the regression model. Since Pro-
cess Efficiency is a prerequisite for Process Effectiveness, it was considered as an addi-
tional driver in the model. In view of the fact that, as a result of including dummy vari-
ables controlling for processmaturity level and company size, one of the two independent
variables lost statistical significance, Model 2 was chosen as the champion.

Model 2 has the highest adjusted R2 statistic, at 0.261, a value that is acceptable
in the domain of social science. The magnitude and sign of the coefficients align with
scientific intuition and the underlying theory – both of the drivers positively impact
the forecasted value. The basic diagnostics of the model indicate that the residuals
are normally distributed, homoscedastic and slightly negatively autocorrelated, but the
Durbin-Watson test value of 2.24 does not indicate an impact on the model estimation
process.

It is worth noting that PM_1 and PM_2, if included in the regression models, have
negative coefficients, effectively penalizing companies with a lack of or low level of
process maturity. This was expected, since low maturity indicates a lower ability to
perform processes with a positive economic result.

The next modelled variable was Process Efficiency (PEffc). The available variables
for selection purposes were: Transformational Leadership (TfL), Responsible Leader-
ship (RL), and Transactional Leadership (TsL). Only the statistically significant models
are presented in Table 3.

Table 3. Results of OLS regression modelling – Process Efficiency.

Model_1 Model_2 Model_3

Intercept 1.783***
(0.226)

2.029***
(0.256)

1.833***
(0.22)

TfL 0.272***
(0.041)

0.222***
(0.042)

0.264***
(0.04)

RL 0.286***
(0.061)

0.281***
(0.062)

0.287***
(0.06)

PM_1 −0.400***
(0.127)

Size_1 −0.243*
(0.134)

R-squared 0.348 0.376 0.358

Adj. R-squared 0.343 0.370 0.352

Observations 300 300 300

F-stat
(p-value)

56.13
(0.00)

46.21
(0.00)

39.66
(0.00)

Jarque-Bera
(p-value)

12.03
(0.00)

6.04
(0.05)

6.57
(0.04)

(continued)
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Table 3. (continued)

Model_1 Model_2 Model_3

Durbin-Watson 1.85 1.86 1.88

Breusch-Pagan (p-value) 20.1
(0.00)

22.02
(0.00)

23.83
(0.00)

Standard errors in parentheses.
* p < .1, ** p < .05, ***p < .01.

Model 2 was selected as the champion model. It has the highest adjusted R2 value,
at 0.370, which is more than acceptable in the domain of social science. The residuals
are normally distributed, but heteroscedastic (the Newey-West robust standard errors
were employed in the process of model estimation). The residuals also exhibit positive
autocorrelation, but the Durbin-Watson test value of 1.86 does not indicate that auto-
correlation impacts the model estimation process. The two variables that account for
a significant part of the variability are transformational and responsible leadership. It
should be noted that the champion model specification includes a dummy variable repre-
senting companies lacking processmaturity. Themagnitudes and signsof the coefficients
align with the underlying theories and intuition.

The last modelled variable is Business Performance. Conceptually, Process Effec-
tiveness (PEffn) and Process Efficiency (PEffc) were expected to drive business perfor-
mance. At the initial modelling stage, it turned out that models fitted to the whole dataset
were flawed, with residuals that were not normally distributed. Upon visual inspection
of the residual histogram and the distribution of the Business Performance variable, it
was decided to reduce the sample based on the outliers of the dependent variable. The
sample reduction rules were developed based on the distance from themedian of 1.5 IQR
or more (effectively excluding the underperforming companies with BP<= 2) (Fig. 1).
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Fig. 1. Distribution of Business Performance (with outliers subject to exclusion).

The number of excluded respondentswas around 3.5%of the sample size (11 entities;
6 – lack of PM, 3 – low-level PM, and 2 –mid-level PM). There was also a practical
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justification for this exclusion – the underperforming entities that were stricken with
post-covid economics should not impact the inferential process (Table 4).

Table 4. Results of OLS regression modelling – Business Performance.

Model_1 Model_2 Model_3 Model_4

Intercept 1.504***
(0.176)

1.796***
(0.197)

1.480***
(0.175)

1.757***
(0.197)

PEffn 0.165***
(0.053)

0.134**
(0.053)

0.169***
(0.053)

0.139***
(0.052)

PEffc 0.433***
(0.047)

0.412***
(0.047)

0.421***
(0.047)

0.403***
(0.047)

PM_1 −0.214**
(0.100)

−0.194*
(0.099)

PM_2 −0.221***
(0.063)

−0.218***
(0.063)

Size_5 0.140**
(0.060)

0.132**
(0.059)

R-squared 0.367 0.395 0.379 0.405

Adj. R-squared 0.362 0.386 0.372 0.395

Observations 289 289 289 289

F-stat
(p-value)

82.76
(0.00)

46.33
(0.00)

57.88
(0.00)

38.59
(0.00)

Jarque-Bera
(p-value)

2.21
(0.33)

2.33
(0.31)

2.68
(0.26)

2.7
(0.26)

Durbin-Watson 1.90 1.93 1.89 1.92

Breusch-Pagan (p-value) 1.22
(0.54)

7.31
(0.12)

1.09
(0.78)

7.13
(0.21)

Standard errors in parentheses.
* p < .1, ** p < .05, ***p < .01.

The models presented above are all similar in terms of the model fit (the adjusted
R2 varies between 0.36 and 0.40). The models have coefficient signs and magnitudes
that align with underlying theories. The residuals are characterised by a minor level
of positive autocorrelation that does not impact the estimation reliability. Surprisingly,
Business Performance is driven mostly by PEffc, and not the expected PEffn. The higher
impact of PEffc on Business Performance can be explained by the fact that PEffc is a
better predictor of BP in the longer term.
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5 Discussion and Further Research Directions

The results of the analyses provide a basis for rejecting hypothesisH1, according towhich
transactional leadership has a positive impact on business performance with a mediating
role of process performance. Analysis of the data showed that this leadership style
does not affect business performance (statistically insignificant variable). In addition,
it correlates the least with process performance, consisting of process efficiency and
process effectiveness. Therefore, this type of leadership was removed from the model
and was not analysedfurther.This is in line with the assumptions formulated by Klarin
[38] and Correia [39], according to which transactional leadership has a low impact on
business performance.However, it seems interesting that there is no relationship between
a transactional leadership style and business performance, since in its assumptions, it
is the most profit-oriented of the analyzed leadership styles. This can be explained by
the fact that today’s organizations cannot focus solely on the economic aspect of their
operations. They must also try to effectively connect it with social and environmental
aspects, and the transformational (social aspect) and responsible (environmental aspect)
styles are more oriented toward these threads.

The research justifies the conclusion that transformational leadership positively
impacts business performance with a mediating role of process performance. In rela-
tion to this leadership style, the impact on business performance was identified of both
sub-constructs that form the process performance construct (process efficiency and pro-
cess effectiveness). This is in line with Dumdum [17] and Judge &Piccol [18], who
claim that leaders stimulate innovative thinking in employees through their behaviour,
which increases employees’ productivity and consequently the business performance of
the whole organization. These reflections, however, do not highlight the importance of
BPM, but rather look at the direct impact of transformational leadership on the func-
tioning of the organization. Our research clearly shows that transformational leadership
significantly impacts process performance, which is relevant to achieving the company’s
desired business outcomes. On the other hand, researchers emphasize the role of the use
of BPM techniques on the overall performance of the organization [8]. However, there is
a lack of research that disaggregates process performance into process effectiveness and
process efficiency, and determines the impact of each individual construct on business
performance.

The study also showed a relationship between responsible leadership style and busi-
ness performance, with amediating role of process efficiency. For this type of leadership,
an impact on process effectiveness was not identified. Similarly to transformational lead-
ership, there is also a lack of publications on the impact ofBPMon company performance
in relation to responsible leadership. The mediating influence of other management
concepts is analysed, but not BPM [10, 11, 44].

It is important to emphasize that the results of our study extend knowledge on the rela-
tionship between the type of leadership, the use of BPM and business performance. They
point to the significant, mediating role of BPMbetween transformational and responsible
leadership and business performance. Both transformational and responsible leadership
enable employees to develop social skills, which contribute to the organization’s value
creation and positively impact business performance, with a mediating role of process
efficiency. Accordingly, managers’ efforts (transformational and responsible leaders)
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provide the organization with opportunities to improve processes, motivate and develop
employees, and increase the effectiveness of information systems. The ability to learn
and to increase the competence of teams of people led by transformational and respon-
sible managers affects both business performance and the impact of BPM on business
performance, as evidenced in the research investigation. What is surprising about the
regularity shown in the modelling is that business performance depends primarily on
process efficiency rather than the expected process effectiveness (according to the lit-
erature review) [29, 31]. Nonetheless, the more significant impact of process efficiency
on business performance may be justified by the fact that process efficiency is a better
explanatory variable for BPM in the long term. Thus, it is postulated that further research
should attempt to explain this phenomenon in a shorter perspective of organizational
activity, which may be especially relevant for organizational change processes. Another
area of research worth undertaking in terms of the correlation between transformational
and responsible leadership and the business outcomes achieved by organizations with
the mediating role of process efficiency, may be related to the high level of unique com-
petencies assessed by the number and type of very rare, specialized competencies and/or
exceptionally high business performance. It also seems reasonable to seek answers to the
question of how leadership style affects BPMpractices, that is, howBPM is implemented
depending on the type of leadership.

6 Conclusions and Research Limitations

In conclusion, on the basis of the research and as a result of the statistical analyses carried
out, it was indicated that transactional leadership correlates least with the efficiency
and effectiveness of processes (process performance) and their level of maturity. Data
analysis showed that this leadership style did not influence business performance (a
statistically insignificant variable) and it was therefore removed from the model. On this
basis, it can be noted that first hypothesis (H1: Transactional leadership has a positive
impact on business performance with a mediating role for process performance) has not
been confirmed.

In contrast, responsible leadership correlates with process efficiency, influencing
process effectiveness, which further impacts business performance. Conversely, trans-
formational leadership significantly affects the effectiveness and efficiency of processes,
which further influences business performance (as shown in the model). Therefore,
the level of maturity of the processes correlates best with transformational leadership
and business performance. On this basis, it can be concluded that second hypothesis
(H2: Transformational leadership has a positive impact on business performance with a
mediating role for process performance) has been confirmed. The third hypothesis (H3:
Responsible leadership has a positive impact on business performance with a mediating
role for process performance) has been partially verified. This was because the study
assumed that process performance consists of two sub-constructs: process efficiency
and process effectiveness. The mediating role of process efficiency between responsible
leadership style and business performance was proven. However, the mediating role of
process effectiveness could not be confirmed.

Some limitations can be identified with regard to the research procedure. Firstly,
a single respondent approach was used. It would be advisable to extend the study by
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inviting managers responsible for different processes in the organization to explore the
role of process performance in the relationship between different types of leadership and
business performance.

Secondly, the survey respondents carried out a self-assessment. Several draw-
backs associated with research using self-assessment may lead to questionable results.
Although criticized and likely to produce less reliable results than a survey using stan-
dardized and validated measurement instruments, self-assessment remains a necessary
choice in cases of larger samples, geographical dispersion of respondents, and the need
to maintain the cost regime of surveys.

Finally, the measurements were performed based on Likert scales mostly comprising
of 5 Likert items (with an exception for transactional leadership – 3 items, and business
performance – 9 items). This approach allowed the research team to obtain construct
measurement on pseudo-quantitative scales that allow for n_items (n_choices-1) + 1
possible outcomes per scale. In the case of the scale with the lowest number of items –
transactional leadership – there are 13 possible outcomes (for the others it is 21, while
for business performance it is 37), which should ensure the validity of the quantitative
analysis.
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