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Abstract. Optical Music Recognition (OMR) is an interdisciplinary
field that aims to automate the process of transcribing sheet music into
a digital format. Over the past few years, significant progress has been
made in developing OMR systems that can recognize musical symbols
with high accuracy. However, completing the pipeline of OMR remains a
challenging endeavor due to the complexity and variability of music nota-
tion, and there are several open challenges that need to be addressed.
In this position paper, we provide an overview of the current state-of-
the-art in OMR through the two main lines of research. We include the
problems that have been recently addressed and the techniques that have
been considered. We then identify the key challenges that remain, such as
learning to reconstruct the music notation, recognizing multiple voices,
or dealing with artifacts such as lyrics. Finally, we suggest some possible
directions for future research. We argue that addressing these challenges
is crucial to making OMR a more practical and useful tool for musicians,
scholars, and librarians alike.
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1 Introduction

Music is an important part of our cultural heritage. The digital humanities
have played a crucial role in preserving and making music accessible to a wider
audience. One area of research that has emerged in this context is Optical Music
Recognition (OMR), which seeks to automate the process of transcribing written
music sources into a digital format [5]. OMR represents an interdisciplinary field
that draws on document image analysis, computer vision, and music theory
to develop effective algorithms. The progress of this technology multiplies the
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options on which digital humanities can operate and, therein, lies its nowadays
importance.

Recent advances in deep learning have led to significant improvements in
OMR, and several state-of-the-art systems now rely on neural networks. In par-
ticular, deep learning has proven effective in addressing some of the challenges
that have traditionally plagued OMR, such as staff-line removal [18] or music-
object classification [23].

Despite these advances, OMR remains an open problem. In this paper, we
provide a position statement on the state of the art in OMR and discuss the
current use of deep learning techniques. We then identify the open challenges that
need to be addressed and suggest some possible directions for future research.
We argue that solving these challenges is crucial to advancing the field of OMR
and making it a more practical tool for musicians, scholars, and enthusiasts alike.

For the sake of clarification, let us note that in the rest of the paper we
will split the intended discussion into the two great paradigms that currently
dominate OMR: the one based on a multi-step pipeline and the one focused on
end-to-end formulations.

2 Background

Before elaborating on the aspects related to the state of the art in OMR, we
introduce in this section the necessary background to understand the rest of
the sections as regards how the task is approached from the two aforementioned
paradigms.

2.1 Pipeline-Based Optical Music Recognition

The traditional approach to OMR involves a multi-stage workflow [12]. It con-
sists of image preprocessing, music symbol identification, notation assembly, and
encoding.

In the preprocessing step, the music score image is prepared for further anal-
ysis. This may include operations such as skew correction, binarization, and staff
line removal. In the music symbol identification stage, individual symbols such as
notes, rests, and accidentals are detected and classified. Then, notation assembly
is performed, where the identified symbols are combined into larger structures
such as compound symbols, measures, staves, and systems. Finally, in the encod-
ing stage, the recognized notation is translated into a machine-readable format
such as MusicXML or MIDI.

2.2 Holistic Optical Music Recognition

Holistic methods for OMR have been proposed that aim to transcribe entire sec-
tions of music notation at once, without explicitly identifying individual symbols.
These methods typically involve a staff extraction step, where staves are iden-
tified within the whole page, followed by a staff-level end-to-end transcription,
where an entire staff is transcribed as a single sequence of symbols.
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This approach has the advantage of being more robust to variations in nota-
tion and layout, and can be applied to both printed and handwritten music.
However, it also poses several challenges, such as the need to deal with overlap-
ping staves and the difficulty of handling polyphonic music with multiple voices.
Despite these challenges, holistic methods represent an active area of research
in the field of OMR.

3 State of the Art

In this section, we outline the advances that have been taking over the publica-
tions in the OMR field for the last years.

3.1 Pipeline-Based Optical Music Recognition

Concerning the first stages of the pipeline, semantic segmentation has emerged
as a promising method for OMR. This involves labeling each pixel of the image
based on its layout category, such as staff, notes, rests, or lyrics. Recent works
have shown success in this endeavor by considering deep learning models [9,33].

Direct music symbol identification, treated as an object detection task, has
also received significant attention in recent years [16,21,22]. The idea is to
detect and classify individual symbols directly from the music score image. Many
researchers have proposed deep learning-based methods for this task. Further-
more, several datasets have been created to facilitate training and benchmarking
of these methods [15,28,29].

Notation assembly, the process of combining identified symbols into larger
structures such as compound symbols, measures, staves, and systems, has also
seen a few learning-based approaches [20]. In these methods, the symbols are first
identified, and then their relationships are modeled as a graph. Within this con-
text, Graph Neural Networks (GNN) have also been used to learn the structure
of the graph and assemble the symbols into the desired larger structures [3].

3.2 Holistic Optical Music Recognition

Stave detection, as a necessary preprocessing step for staff-line level recognition,
has received much attention. This process involves identifying the location of
staves as a specific region of the music score image. Stave detection is essential
to achieving accurate results in subsequent stages, and many methods have been
proposed to address this challenge [10].

Staff-level end-to-end recognition has been widely studied and achieved
impressive results [31]. This approach involves recognizing the entire staff-level
image and directly outputting the corresponding notation. This approach is par-
ticularly useful for old music, where monodic staves are common and music nota-
tion can be expressed as a plain sequence. Many publications have explored this
topic, which can be categorized into two areas: Image-to-Sequence and CTC-
based approaches. The former one takes the path of the sequence-to-sequence
mechanisms proposed in the Machine Translation field, with works showing their
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effectiveness for OMR [4,24,30]; the latter resembles the Handwritten Text
Recognition field by considering the CTC loss function [14], which has been
demonstrated to perform accurately for OMR as well [6].

Recently, a step forward has been taken to extend the end-to-end paradigm
to more complex music layouts. Several efforts have been proposed to transcribe
music scores at a full-page level, from systems that combine layout analysis and
staff-level recognition processes [8] to networks that learn to perform transcrip-
tion in a single step [26]. A representation on how currently state-of-the-art
methods address full page transcription can be found in Fig.1 Although these
advances are promising, they only cover currently monophonic music scores.

State-of-the-art OMR pipeline
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Analysis transcription —>|concatenation| !
__> 4
—>
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"""""""""""""""""""""""""""""""""""""" Full page
transcription
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» segmentation-free
transcription
Source music score

Segmentation-free method

Fig. 1. General overview of the current OMR pipeline (top) in contrast to the holis-
tic full-page approach (bottom), where a previous layout analysis is not needed to
transcribe the music symbols in the score.

4 Current Challenges

As the field of OMR continues to evolve, researchers must face several new
challenges. In this context, the open challenges differ greatly depending on the
paradigm.

4.1 Pipeline-Based Optical Music Recognition

One of the current challenges in pipeline-based OMR is to improve the perfor-
mance of music-object detection. Despite the advances mentioned above, it is
still risky to assume that the algorithms work in any context, especially consid-
ering the less common musical symbols or the great variability in size between
them as shown in Fig.2. In many cases, the common object-detection metrics
(e.g., mean Average Precision) do not necessarily reflect the goodness of the
model for OMR.
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Fig. 2. Variability in score formats and notational systems.

While the music-symbol detection stage can benefit from other advances in
computer vision, both the notation assembly and the encoding stage are yet to
be further developed because they are particular to OMR. For instance, it is not
clear how the various music symbols should be generally related to one another,
and how this information can be applied to generate a meaningful encoding.
Additionally, the encoding stage itself has barely received attention from the
literature, finding few works that address it [25]. One possible avenue is to keep
on modeling the music notation as a graph and then use GNN to generate an
encoding, but this has not been explored.

Furthermore, there is a lack of proper datasets that include the ground truth
information required for both the notation assembly and encoding stages, which
makes it difficult to train and evaluate full pipeline-based OMR systems.

4.2 Holistic Optical Music Recognition

The main challenge for holistic OMR is to move towards more complex music
systems—such as quartets, orchestral scores or simultaneous lyric-accompanied
music—as it is currently limited to single-staff and monophonic full-page recog-
nition. Specifically, we refer to this challenge as OMR, has to face scores where
multiple melodic lines develop at the same time.

In this area, researchers have barely explored the use of language models to
improve results [7,27]. These models can help predict the next note based on
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the context of the previous symbols, and thereby enhance the accuracy of the
output. However, the improvement brought by language models is still limited,
and more work is needed to explore their full potential in OMR, especially given
the inherent properties of music as a language.

While current methods have shown promise in recognizing single staves,
extending these methods to handle multiple staves and complex musical struc-
tures is still an open research problem. This requires developing algorithms that
can separate and recognize multiple voices, handle overlapping and intersecting
staves, and recognize complex musical symbols such as dynamic markings and
articulations.

Another pressing challenge is the recognition and alignment of music notation
and lyrics, which is essential for cultural heritage, where vocal music is prevalent.
This challenge is particularly interesting because it requires the intersection of
graphical recognition of written elements and underlying language processing to
relate them appropriately. Just a few approaches have been considered [32], but
the challenge is quite open for further research.

Additionally, there is a need to move towards actual holistic transcription,
skipping the staff detection step and recognizing the music notation directly
from the image. This has already begun in text transcription, where end-to-end
methods have shown promising results.

Some efforts have been recently proposed in OMR. Specifically, to pianoform
scores and aligned music and lyrics transcription. The most recent approach
treats these scores like full-page handwritten text recognition paragraphs—
thanks to the properties of well-known music encodings—and uses advanced neu-
ral network architectures to achieve impressive results. An example is shown in
Fig. 3. This represents a significant advancement in OMR research and promises
to enhance the capability of automated music transcription.

Finally, there are certain limitations on the music documents that OMR can
effectively handle. For instance, there are only a limited number of techniques
available to deal with handwritten modern music notation, which is mainly due
to the scarcity of datasets for conducting experiments. As a result, OMR is
currently biased towards being a tool for historic manuscripts, where although
the number of available datasets is still limited, more data can be obtained.

This creates a more extensive challenge, which is the lack of adequate datasets
that incorporate the ground truth information necessary to evaluate OMR sys-
tems, including different types of musical scores. Creating such datasets is a
crucial step in advancing the field.

5 Future Directions

There are several exciting directions for future research in OMR, that can help
address the current challenges and push the field forward.
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Fig. 3. Example on how a pianoform music excerpt can be aligned with its current
digital music notation representation, in such a way that it could be read like a text
paragraph.

5.1 End-to-End Music Notation Graph Retrieval

One promising direction is to merge the two branches of research in OMR,
namely the pipeline-based and holistic approaches, and move towards end-to-
end music-notation graph retrieval. This involves developing algorithms that can
simultaneously perform staff extraction, music symbol identification, notation
assembly, and encoding, using deep learning techniques to model the relation-
ships between different music primitives in a single step. End-to-end approaches
have shown promise in other computer vision tasks, and applying similar tech-
niques to OMR can potentially improve recognition accuracy and reduce error
propagation. This has only been considered on a very preliminary setting of
compound symbols [13], as illustrated in Fig. 4.

5.2 Synthetic Data Generation and Data Augmentation

Another avenue for addressing the limitations of OMR is to generate synthetic
data to augment existing datasets [2]. This can help overcome the shortage
of appropriate data for various stages of the OMR process. Additionally, data
augmentation can enhance the model generalizability and resilience. This trend
is evident in other research fields, where deep learning solutions are trained on
synthetic databases to develop a basic understanding of the task and then fine-
tuned on specific datasets, resulting in impressive outcomes [11,17,19].

Generating realistic synthetic data for music notation is a challenging task,
and it requires the development of techniques that can capture the complexity
and diversity of various music systems.
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Fig. 4. Image to graph formulation for compound symbols.

5.3 Domain Adaptation Techniques

Domain adaptation techniques can complement the use of synthetic data by
allowing models to generalize better to real-world data. Domain adaptation
involves adapting models trained on synthetic or other sources of data to per-
form well on real-world data. This can be particularly useful in OMR, where the
variations in notation style, font types, and scanning quality can significantly
affect recognition accuracy.

5.4 Self-Supervised Learning

Self-Supervised Learning (SSL) is a machine learning technique that has gained
attention in recent years due to its ability to learn useful representations from
unlabeled data. Unlike supervised learning, where models are trained on labeled
data, SSL involves training models on tasks that do not require explicit supervi-
sion. By leveraging large amounts of unlabeled data, SSL can help overcome the
limitations of labeled datasets and improve model generalization and robustness.

In OMR, SSL has the potential to be a powerful technique for building more
robust and generalizable models. By utilizing the vast amounts of unlabeled
music data available on the internet, SSL can potentially help overcome the lack
of labeled data for certain music systems or notation styles [1]. SSL also presents
an opportunity to create general-purpose music transcription models that can
transcribe music across various genres and styles, which can help capture the
complexity and diversity of different music systems.

5.5 Foundational Models for OMR

As a crucial long-term objective, the creation of foundational models for OMR
can establish a shared framework for the field, making it easier to compare dif-
ferent approaches. Foundational models would offer a cohesive representation
of music notation that can be applied throughout various stages of the OMR
pipeline and across diverse music systems or, indeed, produce general-purpose
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holistic solutions to perform music scores transcription. This can enhance recog-
nition accuracy, diminish the spread of errors, and propel the field toward more
universal and resilient OMR systems.
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