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Preface: 9th International Conference on
Business Intelligence and Modelling (IC-BIM)

Aims and Scope of the Conference

The International Conference on Business Intelligence and Modelling took place in
Athens, Greece. At the same time, an online collaborative platform was used, in
order to conduct the online part of the conference. IC-BIM is an international
interdisciplinary conference focusing on the theoretical approach of the contempo-
rary issues evolved in Business Intelligence and Modelling and the integration of
theory and practice.

More than 280 pre-registered authors submitted their work in the conference.
IC-BIM finally accepted and hosted about 55 original research papers, after a
double-blinded peer review process. During the conference, many workshops were
held in order to advance and contribute to specific research areas in the field of
Business Intelligence and Modelling.

The conference aims at creating a forum for further discussion for a Business
Intelligence field incorporating a series of issues and/or related organizations that
manage Business Intelligence in their everyday operations. Therefore, the call for
papers was addressed to scholars and/or professionals of the fields of Business
Intelligence, Business Informatics, Business Model Innovation, Simulation Model-
ling, Digital Marketing, Management Information Systems (MIS), Decision Support
Systems (DSS), E-Business, Enterprise and Conceptual Modelling, etc. IC-BIM
provides a common ground for the exchange of insights on business issues in the
science of Business Intelligence, ensuring significant contributions to this field.

Grouping emerging technologies in the Business Intelligence field together in a
close examination of practices, problems and trends, IC-BIM and its emphases on
business presented the state of the art in the field. This annual event is addressed
jointly to academics and practitioners and provides a forum for a number of
perspectives, based on either theoretical analyses or empirical case studies that foster
the dialogue and the exchange of ideas.
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Topics

Business Intelligence, Business Informatics, Business Model Innovation, Digital
Marketing, Management Information Systems (MIS), Decision Support Systems
(DSS), Simulation Modelling, E-Business, E-Learning, Business Process Engineer-
ing, Enterprise Architecture, Enterprise and Conceptual Modelling, Modelling
Methods, Collaborative (Enterprise) Modelling, Business Management, Enterprise
and Business Transformation, Methodologies for Business Transformation, Service
Innovation, Business Data Engineering, Knowledge Integration, Knowledge Man-
agement, Data Science, Business IT, Business Value, Business Analytics, Social
Networks Analysis, Social Computing, Tools for Monitoring Risk, Human, Com-
puter Interaction, E-Market, Mobile Computing, Service-Oriented Computing,
Machine-to-Machine Communications (M2M), Smarter Planet, Information Tech-
nology, Computer Science, Business Processes in Cloud (BP-Cloud), Cloud Com-
puting, Security and Compliance in Business Processes, Emerging Technologies,
Business Process Modeling, Workflow Management, Model Driven Architecture
(MDA), IS Modelling, Business Process Management, Modeling Process Architec-
tures, Business Rules Management, Modelling Methods, Languages and Tools,
Enterprise Modelling, Business Model and Service Innovation, Data and Knowledge
Integration, Model-Driven Computing, Business Economics, Economics of Busi-
ness Strategy, Global Business, Social Informatics, Business Informatics Security,
Management Systems, Social media marketing, Business administration, Business
Modelling for Logistics

Paper Peer Review

More than 280 original researches had been submitted for consideration in IC-BIM.
All papers submitted to the Conference were reviewed using a double-blind peer-
review process. The Conference Scientific Committee decided about the acceptance
or not of the submitted papers, with the contribution of competent and expertised
reviewers.

Thanks

We would like to thank all members that participated in any way in the ICBIM
Conference and especially:

• The famous publication house Springer for their communication sponsorship
• The co-organizing universities and institutes for their support and development of

a high-quality Conference scientific level and profile
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• The members of the Scientific Committee that honored the Conference with their
presence and provided a significant contribution to the review of papers as well as
for their indications for the improvement of the conference

• All members of the Organizing Committee for their help, support and spirit
participation before, during and after the conference

• The Session Organizers for their willing to organize sessions of high importance
and for their editorial work, contributing in the development of valued services to
the conference

• Ms Antonia Veltsista, editorial assistant

Athens, Greece

Moscow, Russia

Damianos P. Sakas
Dimitrios K. Nasiopoulos

Yulia Taratuhina
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Part I 
Digital Marketing and Human Behavior 

(Να μoυ απαντήσει o Δαμιανóς) 
Damianos P. Sakas 

Description: Digital Marketing science, using simulation modeling methods, pro-
vides a powerful methodology for research on complex human behaviors. This 
session aims to promote the understanding of Digital Marketing methodology and 
to develop an appreciation of its potential contributions to human behavior by 
describing the nature of Digital Marketing special problems, as well as some uses 
of computational methods in management research. 
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Decentralized Payment Networks Digital 
Marketing Campaigns’ Evaluation 
Through Estimating Web Page Factors 

Damianos P. Sakas and Nikolaos T. Giannakopoulos 

1 Introduction 

Marketing assists businesses in comprehending and explaining the benefit that 
consumers recognize and obtain from a product or service [1]. Various strategies 
used by a company may change depending on the market. A combination of digital 
marketing and technological tools has improved how businesses contact and connect 
with their consumers [2]. Nonetheless, the primary goals and problems of customer 
involvement maintain the very same. 

Big data is described as a tremendous volume of knowledge containing massive 
concentration and diversity, whose mobility exceeds the capabilities of present 
technologies to handle appropriately [3]. Cryptocurrencies are a comparatively 
fresh form of payment that gives corporate Web pages a strategic advantage 
[4]. Cryptocurrencies emphasize the need for further practical research and inquiry 
into digital currencies, including new findings focusing on consumer aspirations to 
accept cryptocurrency [5] for a myriad of purposes including payment, among 
others [6]. 

The following is how the article is structured: The first component includes a 
literature analysis and overview of the critical subjects, such as DPNs’ digital 
marketing advancement and web analytics role, as well as the resolution of study 
hypotheses. The second part is about using statistical tools to harvest relevant data 
for creating a diagnostic and dynamic model in the next step. Finally, reflections 
regarding the significance of Web page audits for DPN enterprises’ digital marketing 
effectiveness are presented. 
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2 Related Background 

Digital marketing is exploiting modern social networking platforms to give busi-
nesses with creative, imaginative, cost-effective, and impactful ways to communi-
cate with clients [7]. Clients, in fact, are constituting a vital component of the 
developing engagement discussion and increasing their sway over the marketing 
strategy [8]. 

Marketing executives must comprehend the potential of blockchain technologies 
like an interprocess networking that symbolizes the move from the Internet of 
content to the Internet of security and trust [9]. Blockchain may very well be 
considered as a revolutionary method of verifying assets utilized in transactions 
and may be included to a wide range of corporate operations and services [10]. 

A plethora of literature reviews has focused on blockchain technology and its 
applications in various markets and sectors of the economy. Most recently, studies 
have been aiming to analyze the role of big data in assessing cryptocurrency 
organizations’ digital marketing efficacy. Toward this direction, there has been 
found that behavioral data of websites tend to impact the brand name and digital 
marketing results of airline firms [11], while examination of cryptocurrency trade 
organizations’ website analytics could also benefit airlines’ digital brand name value 
[12]. Moreover, behavioral data, customers’ device preference, and website traffic 
sources have been estimated as important factors in enhancing cryptocurrency 
organizations’ digital marketing campaigns [13]. 

Through the referred literature, it becomes obvious that no study has been made 
regarding DPNs’ digital marketing campaigns’ evaluation, based on their Web page 
factors. It can be stated that each factor’s impact on DPNs’ marketing campaigns is 
unique, provoking the need for more in-depth analysis. Moreover, efficient evalua-
tion of DPNs’ digital marketing campaigns should consider all Web page factors that 
affect each variable of the campaigns. Thus, the paper’s research hypotheses are 
formed: 

H1: “DPNs’ visibility can be affected by specific webpage factors.” 
H2: “The more factors arise to DPN’s websites, the more their campaigns’ costs 

rise.” 
H3: “The number of keywords that lead to DPNs’ websites is related to specific 

webpage factors.” 

3 Methodology 

Development of the context of the paper’s methodology is merely based on robust 
tools’ utilization. The authors developed a diagnostic-exploratory model, as well as a 
dynamic model, by inserting coefficients and correlations of the regression analysis. 
So, the evaluation of DPNs’ digital marketing campaigns can be performed, with the 
combination of the models to illustrate a representative situation. Starting with the



deployment of the diagnostic model, the authors shaped a cognitive context 
connecting all of the analysis factors [14], using as inputs the coefficients of the 
regression and correlation analysis. Moving forward, the authors harvested the 
dynamic modeling process (DM), which contains the dynamic relationships 
among the analysis’ chosen variables, in order to calculate the factor fluctuation 
throughout a 100-day projection time frame [15–18]. Throughout this direction, 
simulation findings can be assessed and shaped into an analytical framework for 
DPN organizations to follow, regarding:

• Giving the necessary information to DPNs’ digital marketers could improve the 
efficacy of their marketing efforts and drive more prospective clients to their 
websites.

• Collaborate and acquire the necessary big data analytics for strategic decisions to 
quantify the impact of Web page factors on their digital marketing initiatives and 
develop management plans. 
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The authors gathered Web page analytic data from the top 5 dominant 
cryptocurrency organizations in the market [19] for the objectives of the report. 
Such statistics are based on everyday monitoring and collection of their website 
traffic and factors, utilizing decision support systems based on online platforms 
[20]. Originally mentioned at the start of the conceptual approach, the collected data 
is examined in the following parts. 

4 Results 

The results section provides the necessary tools for the next steps of the analysis. In 
order to obtain the results needed, the authors performed three linear regression 
models, using as dependent variables organic traffic, costs, and keywords. As 
independent variables, 12 individual Web page factors were used, like page load 
time, total checks, crawl depth, etc., summing up some of the most common factors 
observed in a website. 

Doing so, the outcomes of Table 1 accrue, where DPNs organic traffic’s regres-
sion appears to be insignificantly impacted in total, from the Web page factors, with 
p-value = 0.116 > a = 0.05 and an R2 = 0.671. Only two independent variables 
were flagged as significant, raw internal links and incoming internal links with p-
values of 0.043 and 0.036 accordingly, being below the 0.05 level of significance. 
So, the paper’s first research hypothesis (H1) is verified, with specific Web page 
factors being able to affect the visibility of DPNs’ websites. 

In the second regression, organic costs are used as the dependent variable, which 
is also not generally verified with low R2 = 0.475 and p-value = 0.566 < a = 0.05 
level of significance. No other independent variable has a significant p-value, below 
0.05 level of significance. This means that the second research hypothesis (H2) is 
rejected, showing that there is no connection between the rising numbers of Web 
page factors and DPNs’ campaign costs.
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Table 1 Centralized payment networks’ regressions 

Variables Standardized coefficient R2 -value 

Dependent: organic traffic 

Constant – 0.116 

Raw internal links 5.610 0.043* 

Crawl depth 1.884 0.149 

HTTP status 0.364 0.948 

Page load time -0.216 0.610 

Incoming internal links -4.104 0.036* 

Outcoming internal links -2.522 0.671 2.037 0.591 

Outcoming external links 2.623 0.569 

JS CSS number 0.199 0.869 

JS CSS size -0.967 0.870 

Website issues -0.207 0.636 

Failed checks 0.129 0.770 

Total checks -0.043 0.924 

Dependent: organic costs 

Constant – 0.566 

Raw internal links 6.399 0.064 

Crawl depth 2.410 0.144 

HTTP status 2.474 0.725 

Page load time -0.508 0.348 

Incoming internal links -4.239 0.077 

Outcoming internal links -1.237 0.475 0.907 0.834 

Outcoming external links 1.628 0.778 

JS CSS number 1.659 0.288 

JS CSS size -1.014 0.891 

Website issues -0.051 0.926 

Failed checks -0.169 0.763 

Total checks 0.262 0.648 

Dependent: organic keywords 

Constant – 0.001** 

Raw internal links 8.263 0.000** 

Crawl depth 2.905 0.002** 

HTTP status 4.938 0.154 

Page load time -0.437 0.101 

Incoming internal links -6.009 0.000** 

Outcoming internal links -4.181 0.883 7.537 0.151 

Outcoming external links 4.265 0.137 

JS CSS number 0.878 0.237 

JS CSS size 1.879 0.594 

Website issues 0.176 0.502 

Failed checks -0.171 0.521 

Total checks 0.319 0.251 

* and ** indicate statistical significance at the 95% and 99% levels, respectively
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Finally, linear regression of organic keywords is verified in total, with R2 = 0.883 
and p-value = 0.001 < a = 0.01 level of significance. The independent variables of 
raw internal links, crawl depth, and incoming internal links appear to have a 
significant impact on organic keywords, with p-values of 0.000, 0.002, and 0.000, 
below 0.01. As a result, the paper’s third and final research hypothesis (H3) is 
verified, meaning that specific Web page factors affect the number of organic 
keywords that lead to a DPN’s websites. 

5 Diagnostic Model 

As stated in the Methodology section, in order to deploy the diagnostic model, 
required for the research, fuzzy cognitive maps (FCM) online platform application 
from Mental Modeler [21] has been harvested, through FCM applications, the 
depiction and explanation of fuzzy contexts, and the vast segments of causative 
variables and their intercorrelations. The matrix below design allows for systematic 
causal dissemination, namely, forward and backward cabling, and the extension of 
data sources by connecting diverse components [14]. As seen in Fig. 1, there are 
substantial positive relationships (blue bold arrows) between organic traffic, key-
words, and costs. Negative relationships are depicted by red arrows. 
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+ 

+ 

+ 

++ 

++ 

_ 

Fig. 1 Fuzzy cognitive mapping of DPNs website factors
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6 Dynamic Model 

This paper has capitalized on the dynamic model to deploy the simulation of DPN 
organizations’ Web page factors’ impact on their organic campaign metrics. The 
duration of the model is set to be 100 days. Through each day of the simulation, the 
model’s Web page factors are taking specific values, arranged by following the 
normal distribution, based on the means and standard deviations collected from the 
sample. For each value they get, according to the regression results’ significance, the 
dynamic variables of organic traffic, keywords, and costs are affected [15]. Figure 2 
depicts the designed model for assessing each Web page factor’s dynamic impact on 
DPNs’ organic campaign metrics in the simulation period. The oscillations of Web 
page factors, organic traffic, keywords, and costs were created by running this 
model. 

By running the dynamic model, specific outcomes emerged that tend to verify 
some of the research hypotheses, as shown in Fig. 3. For instance, it can be discerned 
from the variables’ variation that raw internal links, crawl depth, and incoming 
internal links appear to fluctuate in accordance with organic traffic, keywords, and 
costs’ variations in the specified simulation period. Therefore, the evaluation of 
DPNs’ digital marketing campaigns, expressed by the organic traffic, keywords, and 
costs metrics, can be performed by examining the referred Web page factors, since 
their variation is in accordance. 
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Fig. 2 Dynamic modeling of DPNs’ website factors and organic campaigns
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Fig. 3 Model’s factors and organic campaign outcomes in 100 days 

7 Conclusions 

The purpose of the research has been the provision of Web page factors as a driver 
for evaluating DPN organizations’ digital marketing campaigns. Three Web page 
factors surfaced as important in terms of impacting DPN organizations’ digital 
marketing campaigns. These results were also verified in the simulation process, 
apart from the regression analysis. The only exception was the organic costs, which 
did not have significant regression outcomes, but through the simulation process, it 
had an identical variation to the examined Web page factors. 

8 Practical Implications 

The contribution of this paper discerns the importance of specific Web page factors 
in evaluating DPNs’ digital marketing campaigns. Visitors and customers of DPN 
organizations enter their website ad interact with it, thus leading to enhanced organic 
campaign results. For DPN organizations to improve organic campaign results 
(increased traffic, keywords, and lower costs), Web page factors like crawl depth, 
raw internal links, and incoming internal links should be monitored and optimized.
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Modeling Decentralized Payment Services’ 
Digital Marketing Performance Through 
Webpage Auditing Strategy 

Damianos P. Sakas and Nikolaos T. Giannakopoulos 

1 Introduction 

Blockchain has shown potential as a decentralized digitized database system. 
Decentralized payment networks have given the ability to people for performing 
decentralized payments and transactions [1]. Decentralized payment channel net-
works [2], a newly suggested idea, include a particularly elevated alternative for 
blockchain-based payment solutions. Clients’ need for rapid and tailored services is 
growing as a result of such advancements [3]. The emergence of the Web resulted in 
the growth of e-commerce, digital trading, and decentralized payment organizations, 
which are all now considered part of a broad client’s understanding [4]. Due to the 
growing demand for decentralization, decentralized payment organizations face the 
need to further develop their websites, to attract more customers for their services 
and engage them more [5]. 

Furthermore, a rising number of businesses have implemented digital analytics to 
enhance their promotional efforts, and academics have acknowledged the possibil-
ities of participatory multiple digital interaction and cooperation [6]. Advertising 
researchers, for instance, emphasize that growing analytic tools may improve the 
transfer of information among customers and suppliers more efficiently [7] and 
stimulate successful marketing operations and procedures. However, notwithstand-
ing its undeniable usefulness and salience in B2B, existing research on the utilization 
of analytical tools by such companies is in an infant stage, only with a few studies 
addressing the advertising possibilities in corporate sectors [8]. 
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The rest of the paper presents the following topics: the first phase concentrates on 
providing a sufficient number of recent studies and research outcomes of digital 
marketing concepts in the payment networks sector and big data analytics. In the 
second phase, the authors deployed linear regression models, followed by a diag-
nostic and a hybrid modeling process, which utilized the regressions’ outputs. At 
last, in the results section, valuable information regarding the optimization of 
decentralized payment companies’ digital marketing performance is deducted. 

2 Related Background 

Electronic commerce customization is the method of changing the design and 
operation of a digital store, whether it is open to the general market. Each change 
a company introduces to its storefront involves software, layout, and other artistic 
labor [9]. Webpage analytics may provide engaging material on e-commerce sys-
tems through continually giving data, prediction models, and special discounts, 
depending on a customer’s online activity and perhaps other personal characteristics. 

User experience analyses have been undertaken in sectors like e-commerce, 
e-government, smartphone applications, and university portals [10]. Considering 
data indicating the usefulness of employing web analytics to improve interface and 
engagement ratio, businesses can profit by implementing such skills to achieve their 
site’s objectives [4]. Practical research from many industries (e.g., aerospace) sug-
gests that the considered utility of analytic data inside B2B enterprises is influenced 
by several characteristics, including brand, usefulness, and perceived hurdles. Inter-
actions among businesses and consumers, and also client relations, are predicted to 
pique the focus of both researchers and scientists [11]. 

A variety of strategies have been deployed, regarding the enhancement of digital 
marketing in various sectors. These strategies have utilized websites’ traffic analytic 
metrics and showed valuable results for the centralized [12] and decentralized [13] 
sectors, as well as for the air forwarding companies [14]. Just a few research have 
investigated whether analytic data adoption in service firms varies from digital 
marketing communication techniques adopted in the industrial arena [15]. 

After the elaboration of the current literature, a gap in the research framework has 
been spotted, regarding the effect of payment network websites’ factors on their 
digital marketing performance. Each of the factors of payment network websites 
should be analyzed. Their impact on specific digital marketing metrics, such as 
global rank, unique visitors, and bounce rate, should be estimated. As a conse-
quence, the paper’s research hypotheses are listed below to cover the referred 
research gap. 

H1: “Decentralized Payment services’ internet ranking can be altered by their 
website’s performance and visibility.” 

H2: “The number of new visitors to Decentralized Payment services websites is 
affected by their webpage factors.”



H3: “The more factors a Decentralized Payment webpage has the more often visitors 
abandon the website.” 
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3 Methodology 

In this section of the paper, the authors present the procedure for establishing the 
methodological context of the research. For research purposes, the authors devel-
oped a hybrid model consisting of dynamic and agent-based modeling. To fuel these 
models, linear regression coefficients were used. Through this process, the presen-
tation of decentralized payment companies’ digital marketing performance can be 
achieved, as well as potential ways for optimizing it may accrue. In the next stage, 
after the regression analysis, the authors harvested the fuzzy cognitive mapping 
models to deploy a diagnostic framework as a basis for the analysis [16], for noticing 
variables’ linkage and relationships. The development of the hybrid model was 
supported by the exertion of dynamic and agent-based models, to predict the 
fluctuation of key variables in 100-simulation days [17]. Throughout the presented 
framework various insights into decentralized payment companies’ strategies can be 
provided:

• Digital marketers could obtain useful information for assessing the performance 
of a company’s marketing and the impact of specific webpage factors on it.

• Insights regarding webpage factors’ addressing can be discerned, thus leading to a 
more enhanced website visitor experience and less bounce rate. 

As for the methodological context creation, the authors selected the top five 
leading decentralized payment companies worldwide [18] for extracting the required 
data. The referred data were observed daily and collected en masse from an online 
website information system [19] and concerned visitors’ metrics and webpage 
factors. In the next stage, the data was analyzed, and important information was 
produced. 

4 Results 

The main results of the research have been produced by utilizing the linear regres-
sion model. As seen in Table 1, the authors performed three linear regression models 
with dependent variables the global rank, unique visitors, and bounce rate of 
decentralized payment companies’ websites. Independent variables consist of sev-
eral webpage factors like webpage factors, internal-external links, etc. Starting with 
the global rank regression, the model is not overall verified, since it has a p-
value = 0.110 > a = 0.05 level of significance and a low R2 = 0.213. None of 
the independent variables of webpage factors seem to significantly impact global 
rank with p-values below 0.05 level of significance. So, the paper’s first research



hypothesis (H1) is rejected, as the decentralized payment service’s Internet ranking 
is not affected by the visibility and performance of its website. 
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Table 1 Decentralized payment companies’ regressions 

Variables Standardized coefficient R2 F p-value 

Dependent: Global rank 

Constant – 0.110 

Unique visits 0.006 0.959 

Bounce rate -0.109 0.352 

JS CSS number -0.163 0.526 

JS CSS size -0.124 0.688 

Webpage issues 0.141 0.213 1.603 0.298 

Total checks 0.167 0.131 

Incoming internal links -0.245 0.367 

Outcoming internal links -0.076 0.633 

Outcoming external links -0.109 0.518 

Page load time -0.154 0.296 

Crawl depth -0.096 0.489 

Dependent: unique visits 

Constant – 0.590 

JS CSS number -0.416 0.121 

JS CSS size 0.350 0.280 

Webpage issues 0.030 0.831 

Total checks 0.049 0.115 0.851 0.671 

Incoming internal links -0.400 0.158 

Outcoming internal links -0.017 0.918 

Outcoming external links -0.203 0.247 

Page load time -0.102 0.507 

Crawl depth 0.072 0.623 

Dependent: bounce rate 

Constant – 0.189 

JS CSS number 0.203 0.435 

JS CSS size -0.191 0.542 

Webpage issues -0.269 0.047* 

Total checks 0.007 0.948 

Incoming internal links -0.587 0.177 1.407 0.030* 

Outcoming internal links -0.214 0.182 

Outcoming external links -0.327 0.051 

Page load time 0.133 0.371 

Crawl depth -0.105 0.457 

* and ** indicate statistical significance at the 95% and 99% levels, respectively 

Moving to unique visits regression, the low R2 equal to 0.115, combined with 
regression’s p-value of 0.590 > a = 0.05, shows the overall non-verification of the 
model. Moreover, none of the webpage factors’ variables have p-values below 0.05 
significance level. Hence, the second research hypothesis (H2) of the research is also



rejected, meaning that the number of new visitors to decentralized payment services 
websites is not impacted by their webpage factors. 
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Finally, the regression of decentralized payment services’ bounce rate is also not 
verified overall, since it has p-value = 0.189 > a = 0.05 and due to low R2 = 0.117. 
Furthermore, two variables appeared to impact significantly the bounce rate vari-
ables, the webpage issues and the incoming internal links with p-values = 0.047 and 
0.030, respectively, being below the a = 0.05 level of significance. Thus, the paper’s 
last research hypothesis (H3) has been verified, meaning that the more specific 
factors of a decentralized payment company’s webpage increase, the more their 
visitors tend to abandon the website. 

5 Diagnostic Model 

Paper’s deployed model for performing diagnostical analysis has been formed by 
harvesting MentalModeler’s [20] onsite application for creating fuzzy cognitive 
maps (FCM). This mapping procedure can represent the possible interconnections 
of a research’s variables and provide a coherent report. Due to their fuzzy cognitive 
illustration, the causative links among the elements are depicted by arrows with red 
and blue colors [17]. The red color is for negative correlation and blue for positive, 
which is discerned by the width of the arrow. In Fig. 1, the above model and its 
factors and information can be seen. 
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Bounce Rate 

Webpage Issues 

JS CSS Number 

JS CSS Size 

Incoming Internal Links 

Outcoming External 
Links 

Outcoming Internal Links 

Total Checks 

Crawl Depth 

Page Load Time 

Unique Visits 

_ _  

_ 

_ 

+ 

+ 
+ 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

Fig. 1 Fuzzy cognitive mapping of decentralized payment companies’ webpage auditing
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6 Predictive Model 

For this research, the hybrid modeling (HM) process, consisting of both agent-based 
(ABM) and dynamic models (DM), have been utilized. The produced model begins 
with agents reaching the potential visitors statechart, leading to unique decentralized 
payment websites’ visitors’ statechart, with bounce rate and global rank following 
the normal distribution of the sample. At the same time, with each visitor entering the 
website, webpage factors start to variate and affect the variables of bounce rate, 
unique visitors, and global rank [18]. Through these interactions and interconnec-
tions, the fluctuations of the model’s metrics are produced (Fig. 2). 

Deployment of the above model provides the following results. The regression 
analysis discerned the fact that only the bounce rate of decentralized payment 
companies’ websites gets affected by webpage factors. So, the simulation results 
showed that the fluctuation of bounce rate, as unique visitors tend to rise in time, 
appears to affect the variation of the global rank. This means that since webpages 
factors pose a significant impact on decentralized payment companies’ website 
bounce rate, their global rank variable, which indicates digital marketing perfor-
mance, seems to variate accordingly with the bounce rate variable (Fig. 3). 

7 Conclusions 

The paper’s main results’ extraction is focused on distinguishing the specific 
webpage factors that affect decentralized payment companies’ digital marketing 
performance. The bounce rate metric of decentralized payment companies’ websites 
is highly connected with the number of webpage factors and the incoming internal
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Fig. 2 Hybrid modeling of decentralized payment companies’ webpage auditing and traffic



links. Therefore, via the 100 days simulation, decentralized payment companies’ 
global rank appears to have a similar variation through time with the bounce rate 
variable, indicating a strong positive connection between them. At this point, there 
should be reminded that optimally, both global rank and bounce rate metrics are 
more enhanced the lesser their values get.
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Fig. 3 Model’s variables and traffic outcomes in 100 days 

8 Practical Implications 

Decentralized payment services and their digital marketing performance, as 
observed through this paper, are highly connected with specific factors of their 
websites. Worsening of specific webpage factors cause website visitors to abandon 
the website, thus affecting decentralized payment companies’ digital marketing 
performance. This paper gives a velar view of the exact webpage factors, 
decentralized payment companies should optimize in order to improve their digital 
marketing performance. Other scientists with similar cases are studying similar 
problems, using modeling and simulation [21–23].
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Airlines’ Low-Demand Risk Management 
Implications of COVID-19 Crisis-Induced 
Immobility Utilizing Big Data 

Damianos P. Sakas , Ioannis Dimitrios G. Kamperos, Marina C. Terzi, 
and Athanasios Kriemadis 

1 Literature Review 

1.1 COVID-19 Effect on Airlines’ Websites’ User 
Engagement Metrics 

It has been 2 years since the World Health Organization (WHO) declared the 
COVID-19 pandemic. In response to the pandemic and in an attempt to eliminate 
the unprecedented impact on health, economic, social, and fiscal dimension [1], 
national authorities have forced travel restrictions, flights suspension, and entry bans 
around the globe [2]. This novel crisis has caused severe damage and great uncer-
tainty to the aviation sector [3]. According to ICAO, the pandemic reduced the 
passengers’ traffic by 50% from 2019 to 2020 and 40% from 2020 to 2021 [4], 
leading to operations’ breakdown and huge revenue losses [5]. 

The challenges of health crises are not new to the airline industry, such as the 
H1N1 flu in 2009 and the Ebola virus disease in 2014. The aviation sector was 
already facing mounting challenges [6], but due to COVID-19, the wreaked financial 
devastation [7] and labor shortage [8], among others, are only a few of the new 
challenges that have been emerged from the crisis. The widespread lockdowns, 
grounded aircrafts, self-isolation, quarantine, and customers’ outflow led to a
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domino effect that provoked massive shifts in users’ online behavior. Nevertheless, 
the crisis has also offered opportunities for strategic change [9] and accelerated 
digital transformation across the industry. The reason behind this is to achieve 
business sustainability and resilience [10] and to redefine customer experience, 
based on technological innovations [11].
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Since both air passenger traffic and air freight traffic are expected to more than 
double in the next two decades [4], businesses have to adopt a digital reorientation 
and focus on digital day-to-day activities. To this end, airline companies have to 
adapt to the “new normal,” especially when digital branding empowerment and 
company performance come to matter. In this aspect, getting a 360-degree view of 
consumers’ online behavior is a key factor that leads to innovations in brand 
management [12] and technical quality development opportunities for their digital 
presence [13]. 

1.2 Big Data and the Aviation Sector 

Multiple studies have been devoted to the investigation of the COVID-19 crisis on 
economic dynamics [14], airfares [15], airline employment [16], and strategic 
responses [17], among others, demonstrating the devasting and unprecedented 
impact on the air transport ecosystem. The majority of the studies focus on tradi-
tional methods so as to investigate public viewpoints regarding COVID-19 and its 
impact [18]. Sternberg et al. [19] conducted their research on analyzing customer 
engagement of Turkish airlines, using big social data. Social media analysis is 
considered an obligation, since it paves the way for online users to express their 
feelings and opinions on major health issues [20]. In this direction, the current 
research focuses on customers’ engagement metrics to evaluate online attitudes 
and purchasing behaviors, based on big data analysis of major airlines’ websites, 
during and after the COVID-19 crisis. 

Millions of flights operate every day, generating a massive amount of data. 
Unintentionally, online users leave their fingerprints due to their interaction with 
digital brands, a process that reflects their online purchasing behavior during and 
after quarantine periods [21]. The nature of the structure and unstructured data 
provides ample opportunities for marketers to empower airline companies’ digital 
branding and optimize their marketing campaigns [22, 23]. Big data analysis (BDA) 
is a valuable tool able to decipher the crowd’s sentiment toward specific brands. In 
addition, it has the potential to minimize customers’ risk perception during and after 
a novel crisis [24] and build trust strategies [25] in a fast and efficient way, since it 
produces automated reports, which, if decoded properly, add great value to 
companies. 

In response to the pandemic, the aviation industry has to invest in new technol-
ogies as an essential part of its recovery and resilience planning. Having as a pivotal 
aim digital brand awareness, airlines’ marketers and strategists need to invest in 
behavioral KPIs analysis so as to acquire a deeper understanding of the factors



affecting airlines’ organic traffic and user engagement [24]. Although BDA has been 
the point of several research studies by academia [26, 27], the importance of 
behavioral KPIs has not been extensively researched, given the value of the indirect 
information on users’ online behavior and experience [28]. Olaganathan [29] high-
lights the importance of BDA in making better strategic decisions and creating a 
competitive advantage. However, the research has a severe limitation: it uses BDA 
for global, regional, subregional, and country analyses. The author suggests future 
research on consumer online behavior based on BDA. 
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In the absence of sufficient research regarding customers’ online behavior during 
the COVID-19 crisis, the present paper provides a comprehensive understanding of 
five major airlines’ analysis, setting as a point of research customers’ behavioral 
KPIs. The purpose of the study is to thoroughly investigate the effects of uncertainty 
on online users’ purchasing behavior in light of the current pandemic. Specifically, 
with the use of BDA, the authors investigate the connection between behavioral 
KPIs and crisis escalation, during a novel crisis. 

2 Materials and Methods 

2.1 Problem Formulation and Research Hypotheses 

In the digital era, data is valuable and profitable when used analytically, since it is 
able to enrich and personalize customer online experience and predict future online 
behaviors. Therefore, the major challenge is for airline companies to shift from a 
corrective to a predictive approach. Adopting such an approach will minimize risk 
perceptions and thus contribute to the advancement of the aviation industry at an 
economical, strategic, and operational level [24]. Through the analysis of Web 
analytics, the aviation sector could create huge potential in obtaining key behavioral 
intelligence to manage its digital brand effectively. By formulating a new cohesive 
strategy, adapted to the available behavioral KPIs, airline companies will ensure 
their brand thrives in this new era of digitalization. For the purpose of the current 
study, the authors have identified four behavioral KPIs: pageviews, time on site, 
reach percentage, and bounce rate. To track COVID-19 crisis escalation, authors also 
utilize the number of global daily new COVID-19 infections number [30]. 

Even if airline companies track customer engagement metrics daily, it can be 
struggling to identify which ones to use, since it relies on the companies’ campaigns, 
channels, and goals. Behavioral KPIs can elucidate the give-and-take relationship 
between e-businesses and online users to precisely measure the success of marketing 
activities, the structure of the website, and the quality of the content. The first 
purpose of this study is to track users’ engagement metrics that serve as an indication 
of the customers’ behavior and interaction with the organization’s domain. This 
process provides important insights into online users’ behavior and gives important 
information to marketers regarding actions that could yield higher conversion rates, 
during a crisis.



26 D. P. Sakas et al.

In order to serve the research purposes of this study, two research questions were 
formulated: 

Hypothesis 1 (H1): User engagement KPIs will be significantly different during 
the COVID-19 period compared to the pre-COVID-19 period. 

COVID-19 period is characterized by health regulations, self-isolation, and travel 
restrictions. This crisis-induced demand decrease for airline travel is expected to 
significantly alter not only the total number of users visiting the airlines’ Web 
domains but also the online behavior of the existing visitors as well. 

Hypothesis 2 (H2): During the COVID-19 pandemic period, crisis escalation 
expressed through global COVID-19 cases will significantly affect user engagement 
KPIs. 

COVID-19 new infection cases serve as the main indicator of crisis level of 
escalation. According to the psychometric paradigm [31], it is expected that people’s 
risk perception for the pandemic hazard will significantly increase as infection cases 
rise. This result, combined with self-isolation and travel restriction regulation, is 
expected to highly affect the demand for airline travel services and consequently 
affect the user engagement behavior of the online customers. 

2.2 Sample Selection and Data Collection 

Our sample was developed by taking into account the 2019 top airlines by RPK 
(revenue-passengers-kilometers) and FTK (freight-tonne-kilometers) [32]. We chose 
the top five airlines to constitute a representative sample of the respected 
business area. 

We chose 1-year periods for our research (Fig. 1). Because most countries had 
begun implementing border control laws and self-isolating practices by that date, we 
chose March 1, 2020, as the commencement date for our research. The first phase 
(March 1, 2019, to February 29, 2020) corresponds to the year before the COVID-19 
epidemic (pre-COVID period). The first year of the COVID-19 pandemic (COVID 
period) is marked by the second phase (1 March 2020 to 28 February 2021). 

To achieve more efficient data processing and statistical analysis, we collected 
every KPI value from the sample companies through Web analytics platform [33]

Fig. 1 Timeline presenting the periods studied in this article



big data mining techniques and formed a representative KPI-related variable based 
on the average value. This process (Fig. 2) was applied to all studied KPIs.
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Fig. 2 Big data processing methodology used in the presented study 

For our study, we acquired data regarding the global daily confirmed cases of 
COVID-19 as recorded by the STATISTA database [30]. For better accuracy and 
compatibility with the dependent variables of the study, these data were processed 
into an average daily value for every month, forming the independent variable of the 
study (COVID cases). 

3 Results 

3.1 Statistical Analysis 

Independent samples t-tests were applied between the two datasets, to establish 
statistically significant differences between the pre-COVID and the COVID period. 
Results indicated statistically significant decreases for three of the four studied 
variables (Table 1). 

We conducted a Pearson correlation coefficient (PCC–r) statistical analysis on 
our datasets to elucidate any apparent linear relationships between pairs of variables 
over the COVID period. There were several statistically significant associations 
found, with some of them indicating a very strong linear correlation. (Table 2). 
PCC analysis indicated five statistically significant correlations between variables, 
three at the 0.01 level of significance and two at the 0.05 level (2-tailed).



Variables of variances significance
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Table 1 Independent samples t-tests results 

Levene’s test for equality 

t-Test for equality of means 

Significance 
(2-tailed) 

Mean 
difference 

Standard error 
difference 

Reach % 0.7350 *0.000 0.0248 0.0026 

Pageviews per user 0.1560 *0.004 0.3897 0.1184 

Bounce rate 0.1810 0.1570 0.0143 0.0097 

Time on site 0.8880 *0.000 69.6000 11.9967 

The symbol “*” indicates a statistically significant result 

Table 2 Pearson correlation coefficient (PCC–r) statistical analysis results 

Variables Pearson correlation Significance (2-tailed) 

COVID cases and Pageviews per user 0.751 0.010 

COVID cases and Time on site 0.756 0.010 

Reach % and Pageviews per user 0.668 0.050 

Reach % and Time on site 0.686 0.050 

Pageviews per user and Time on site 0.968 0.010 

3.2 Development of a Diagnostic Explanatory Model 

Following the statistical analysis, we created a fuzzy cognitive mapping (FCM) to 
visualize all of the cause-effect interactions between the COVID-19 and KPI-related 
factors investigated in this study (Fig. 3). 

FCMs (fuzzy cognitive mappings) are fuzzy-graph structures that are used to 
illustrate causal reasoning. Because of their foggy character, they can have varying 
degrees of causality among various causal actors [34]. It’s a  “soft computing” 
technique for system modeling that incorporates both fuzzy logic and neural net-
works. Data regarding the impact of user engagement metrics on the global ranking 
of the website is adopted from previous research [35]. 

In order to further investigate the interaction between the studied variables, we 
developed three hypothetical scenarios regarding three different stages of the pan-
demic. For scenario 1 (Fig. 4), we assumed a level of 0.6 of maximal pandemic 
escalation (low cases scenario). For scenario 2 (Fig. 5), we introduced to our model a 
level of 0.8 of maximum pandemic escalation (medium cases scenario), and for 
scenario 3 (Fig. 6), we suggested a high-level crisis at a level 1.0 (high cases 
scenario).
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Fig. 3 Fuzzy cognitive mapping of correlated variables 

Fig. 4 Scenario 1 – low cases scenario 

4 Discussion 

The purpose of this study is to analyze the impact of a crisis with the characteristics 
of a pandemic on airlines’ customer behavior through monitoring Web domain user 
engagement metrics. Based on the results of our research, customers have signifi-
cantly decreased their engagement with the airlines’ Web domains during the studied



COVID-19 period, confirming H1. These results are aligned with the findings 
reported by Abdullah et al. [12]. 
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Fig. 5 Scenario 2 – medium cases scenario 

Fig. 6 Scenario 3– high cases scenario 

The escalation of the crisis, expressed through worldwide confirmed new 
COVID-19 infections, is suggested to highly correlate with the fluctuation of online 
users’ engagement. Although users decrease dramatically their engagement after the 
start of the pandemic, they tend to increase it, for three of our four investigated 
variables, in substantial correlation with the escalation of the crisis, resulting in 
digital branding enhancement. This direct connection between crisis escalation and



customer behavior confirms H2 of the study and supports findings reported by 
previous research [24]. 
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Although results are also supported by the FCM scenarios outcomes, scenarios 
results suggest a possible low-level negative impact of crisis escalation on digital 
branding, proposing that further investigation is required. 

5 Conclusion 

COVID-19 pandemic caused financial devastation across the transportation supply 
chain, causing persistent weakness for the airlines. The crisis significantly affected 
the demand for airline services, resulting in direct increase of the financial risk 
through revenue losses and uncertainty for future sales. The transportation industry 
should adapt to the new economic parameters induced by the pandemic by devel-
oping low-demand risk management plans to control financial disasters for their 
organizations [39–41]. 

Airline companies are highly relied on Web-based platforms to reach customers 
and increase their revenues and profits [36]. Utilizing knowledge provided by high 
technology resources is a skill that needs to be acquired in a wide range of 
entrepreneurship [37, 38]. This challenge, combined with understanding and fore-
casting online customer behavior during a crisis can give the company a survival 
advantage. 

The current study suggests that, during the escalation of crises, airlines should 
invest in marketing activities so as to optimize their digital strategy in order to 
maintain existing customers, to effectively generate new traffic, and to establish 
brand awareness. To this end, more research should be accomplished on how big 
data could contribute to the optimization of the conversion funnel to convert new 
online users into actual clients. Therefore, other scientists with similar cases are 
studying similar problems, using modeling and simulation. 
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1 Literature Review 

1.1 Reputational Crisis in Air Disasters 

Business success is a result of imperative decisions, which are made under pressure, 
uncertainty, and unpredictable conditions [1]. Especially when air disasters occur, 
there is an urgent call for action, not only to mitigate the huge impact of the 
operational crisis [2] but also to deactivate the negative reputational alarm. In such 
cases, a widespread allocation of blame and responsibility takes place [3], raising 
fears regarding reputational concerns in air passengers’ risk perceptions toward a 
brand. 

Typically considered one of the safest forms of travel, the airline industry had an 
average fatality risk of 0.13 in 2020 [4]. Airline tragedies are rare, due to the high 
standards set by international authorities and the International Air Transport Asso-
ciation (IATA). In simple words, it takes 461 years for someone, traveling every day, 
to experience an accident with at least one fatality [4]. 

Numerous studies have been devoted to airlines’ crises [2, 5, 6]. Medina-Munoz 
et al. [7] have concluded that the most important attribute in affecting customers’ 
choice, behavior, and loyalty is safety and punctuality. Chang et al. [8] have 
developed a four-dimensional framework with 31 attributes for effective air crisis
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management. Seo and Park [9] acknowledged the impact of an airline’s reputation on 
brand preference. To this end, communication strategy ensures reputation even if an 
air disaster occurs [10, 11].
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The reputational crisis is directly related to the halo effect in corporate ability 
[12]. Well-reputed firms tend to have higher probabilities of receiving positive post-
crisis reviews [13]. However, when air fatal accidents occur, the safety of the 
airline’s reputation should be the core of crisis management [8], since customers 
have higher expectations from well-established brands in terms of liability [14]. 

1.2 Reputational Crisis Effect on Online Customers’ 
Behavior 

When disasters occur, giving rise to static and predictable steps, without taking into 
consideration the ever-changing environment of e-commerce, is the first step to 
failure. Just in seconds after the crash, the information is going to make the rounds 
on internet news and social media sites with incredible speed [15]. In essence, it 
instantly sends shock waves across the globe, which means that reputational damage 
occurs in seconds. 

Nowadays, there are plenty of sites that show flight tracks, origin and destination 
details, and aircraft type, among others, in real-time. When an emergency notifica-
tion broadcasts, those sites will tweet an alert to millions of followers. As a 
consequence, the demand for air travel is likely to fall [16]. Nevertheless, because 
air crashes are mercifully rare, compared to the number of people flying each year, 
no air passengers’ choice model has been developed [17]. 

However, the need for air travel will remain at high levels. Online users willing to 
travel, either on a business trip or for leisure, will predominantly have to overcome 
their risk perceptions, while at the same time will demand more information. This is 
a cognitive process to minimize their risk perceptions on air travel safety. 

1.3 Reputational Crisis and Big Data 

Crisis responsibility, crisis history, and prior relational reputation are the key factors 
that influence potential damage to existing reputations [18]. All three factors allow 
crisis managers to understand customers’ perceptions and reactions to crisis. Online 
users tend to adopt supply chain reputation as an incentive that greatly influences 
their purchasing behavior and attitude [19]. 

Grundy and Moxon [2] have researched the effectiveness of British Airways’ 
crisis management on brand protection. They have developed a quantitative brand 
metric that measures customers’ perceptions on a daily basis. As support to their 
research, the present paper examines the impact of reputational crisis after airline 
disasters and the effects on online users’ behavior, based on big data.
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Big data offers great opportunities to crisis managers due to its efficiency in 
analyzing online users’ daily attitudes and interactions with a brand [20]. Lately, 
Web analytics attract the attention of academia and have been the point of numerous 
research on the supply chain [21–24]. Web analytics approaches enable companies 
to leverage desktop and mobile usage metrics, such as bounce rate, time on site, 
traffic rank, unique visitors, and pages per visit, among others, to optimize their 
digital marketing strategy, acknowledge online trends, and improve digital 
branding [25]. 

2 Materials and Methods 

2.1 Problem Formulation and Research Hypotheses 

Lasting success is largely a delusion, if taking into consideration the competitiveness 
of the e-marketplace. Especially when crisis occur, there is no formula that can be 
easily applied as a plug-and-play solution that ensures reputation recovery. In fact, it 
is evident that airlines crashes will also affect the performance of non-crash airlines 
in large-scale disasters [26]. 

The data collected from the airlines’ websites will give valuable feedback to: 

1. Airlines companies to easily understand the level of reputational threat based on 
online users’ behavior, after an air disaster. 

2. Crisis managers to respond instantly and develop marketing strategies for the 
improvement of the reputational risk, in favor of brand optimization. 

Two research questions were established to support the objective of his study: 

Hypothesis 1 (H1) User engagement KPIs and traffic rank will be significantly 
different between the “pre-crash” and the “immediate reputation crisis” period. 

An airline disaster, especially when the dimension of passengers’ death is 
involved, is expected to significantly affect people’s trust toward an airline’s brand 
name and thus increase their risk perception, in the light of lacking safety factors 
[27]. The increase in risk perception is expected to disrupt online users’ behavior 
within the supply chain [28]. Investigating this research question will help aviation 
organizations to clarify the immediate effect of a serious accident on users’ online 
behavior following a plane crash and provides valuable information so as airlines’ 
companies to immediate act based on the guidelines of their risk mitigation strategy. 

Hypothesis 2 (H2) During the “immediate reputation crisis” period, user engage-
ment KPIs’ and traffic rank fluctuations will be significantly affected by the time that 
has passed since the plane crash. 

Destabilizing customers’ trust is expected to recede as time passes and the crisis is 
de-escalating. However, the time needed for an aviation-safety crisis to “fade out” is 
not well established by research. It is expected that the level of customers’ trust is



strongly related with airlines’ branding prior to the air tragedy. This research 
question will help aviation corporations to gain a better understanding on customers’ 
online behavior right after an airplane crash (immediate reputation crisis period). The 
acknowledgment of the extent and depth of customers’ search will enable companies 
to better allocate resources on marketing activities in an attempt to eliminate their 
reputational threats and optimize their digital branding. 
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Fig. 1 Timeline presenting the periods studied in this article 

2.2 Sample Selection and Data Collection 

Our sample was collected by taking into consideration five airlines that had one fatal 
plane disaster between 2019 and 2022. All selected airlines heavily relied on 
Web-based platforms for sales revenue and customers’ interaction. Two 30-day 
periods were selected to serve the need of the current research (Fig. 1). Day “1” is 
defined as the date of the air crash. The period of 30 days after the crash are labeled 
as the “immediate reputation crisis” period, and the one of 30 days before the crash is 
defined as the “pre-crash” period. 

Every KPI value of the sample was collected using a Web analytics platform [29] 
and big data mining techniques to accomplish more efficient data processing and 
statistical analysis and generate a representative KPI-related variable based on the 
average value. This method (Fig. 2) was used to analyze all the KPIs in question. 

3 Results 

3.1 Statistical Analysis 

Independent samples t-tests were used to determine statistically significant changes 
between the “pre-crash” and the “immediate reputational crisis” periods. Only one of 
the KPIs variables (Traffic Rank) indicated a significant difference between the two 
datasets (Table 1). Statistically significant results are indicated with “*”. 

We used a Pearson correlation coefficient (PCC–r) statistical analysis on our 
datasets to see if there were any apparent linear correlations between the pairs of 
variables. Several statistically significant relationships were discovered, with a



Variables variances sig.

number of them indicating a very strong linear link (Table 2). Six statistically 
significant correlations between the variables were discovered, using PCC analysis, 
four at the 0.01 level and two at the 0.05 level (2-tailed). 
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Fig. 2 Big data processing methodology used in the presented study 

Table 1 Independent samples t-test results 

Levene’s test for equality of 

t-Test for equality of means 

Significance 
(2-tailed) 

Mean 
difference 

Standard error 
difference 

Bounce rate 0.1830 0.1160 -0.0172 0.0107 

Pages viewed 
per user 

0.2430 0.5190 0.19417 0.2994 

Time on site 0.9120 0.2580 17.2500 15.1802 

Traffic rank 0.0000 *0.0000 2455.5583 182.9207 

Reach % 0.0700 0.7020 0.0002 0.0004 

Table 2 Pearson correlation coefficient (PCC–r) statistical analysis results 

Variables Pearson correlation Significance (2-tailed) 

Reach % and traffic rank 0.496 0.01 

Reach % and time on site -0.599 0.01 

Reach % and bounce rate 0.732 0.01 

Reach % and days after crash 0.456 0.05 

Traffic rank and days after crash -0.972 0.01 

Bounce rate and time on site -0.582 0.05 

3.2 Development of a Diagnostic Explanatory Model 

After the statistical analysis of our data, we add a level of analysis by developing a 
fuzzy cognitive mapping (FCM) to depict all the cause-effect interactions between 
the variables in this study (Fig. 3). Fuzzy cognitive mappings (FCMs) are fuzzy-



graph structures that exhibit causal reasoning. FCM is considered a “soft computing” 
system modeling technique that combines fuzzy logic and neural networks, being in 
this way, the closest simulation of human thinking. FCMs can have varying degrees 
of causation among distinct causal players due to their vague nature [30]. 
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Bounce Rate Time on Site 

Reach % Days After The Crash 

TRAFFIC RANK 

_ 

+ 

+ 

+ 

_ 

_ 

Fig. 3 Fuzzy cognitive mapping of correlated variables 

In order to further investigate the interaction between the studied variables, we 
developed three hypothetical scenarios regarding three different stages of the crisis. 
For scenario 1 (Fig. 4), we assumed a level of 0.6 of passed time (18 day scenario). 
For scenario 2 (Fig. 5), we introduced to our model a level of 0.8 of passed time 
(24 day scenario), and for scenario 3 (Fig. 6), we simulated that all 30 days have 
passed (30 days scenario). 

4 Discussion 

This study aims at evaluating the immediate impact of a reputational crisis triggered 
by a fatal airline accident on customers’ online behavior, through monitoring Web 
domain user engagement metrics, and the level of impact on airlines’ digital brand-
ing. Results suggest that during the first 30 days following the crash, the overall 
users’ online behavior resulted in a significantly improvement of airlines’ digital 
Web domain ranking, partially confirming H1. However, their engagement with the 
Web page itself was not significantly altered compared to the period before the 
accident, contradicting H1 regarding the user engagement sub-hypothesis.
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Fig. 4 Scenario 1 – 18 days after the crash 

Fig. 5 Scenario 2 – 24 days after the crash 

Although user engagement metrics were not substantially different, there is a 
tendency that the number of users who land on the airline’s-under-crisis Web 
domain (reach percentage KPI) to increase as days from the accident passes 
by. This predisposition is strongly imprinted on the traffic rank. Τhe reach-
percentage KPI correlation (-0.972) further suggests that after an airplane crash, 
the increase in digital branding is related to the amount of the days following the 
crash, with an almost linear relationship [31]. These results confirm H2 in terms of 
traffic rank.
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Fig. 6 Scenario 3 – 30 days after the crash 

FCM scenarios results also support the findings of the study, clearly suggesting 
the close correlation between digital branding and time after the disaster strongly 
introducing that a disaster crisis provides the airline operator with a significant 
platform that could be very useful for reputational damage control strategies [32]. 

5 Conclusion 

In the market place, corporate reputation is a reflection of a company’s offering, 
communication and action [18]. Especially when an aviation disaster occurs, 
the company management should have procedures in place to help them respond 
to the crisis quickly and effectively. By doing so, airline managers can protect the 
company’s reputation and thus avoid any negative consequences in terms of busi-
ness performance and operations stability. 

One important outcome of the current study is that right after an air crash 
(immediate reputation crisis period), digital ranking is significantly increased. 
Since the airline company is rapidly growing its online footprint, managers should 
release on the website a damage control development content, based on risk mitiga-
tion, in an attempt to reverse the existing negative reputational situation. 

With any brand crisis, there is always an opportunity to effectively stage a 
remarkable turnaround. Another significant outcome of the current research is that 
as the days are passing by and the reputational threat increases, new visitors are 
landing on the airline-under-crisis websites. This is an excellent opportunity for 
manages to put into action the crisis response strategy so as to change online users’ 
current beliefs and expectations, built trust relationships, and protect the company’s 
brand against negative reactions.
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Overall, the present paper clearly demonstrated that after an air tragedy, the 
company should immediately allocate resources on effective communication strat-
egies, in favor to reputational recovery and risk mitigation strategies, since the level 
of online visibility is significantly increased. 
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1 Literature Review 

1.1 Risk Perceptions Within the Cruise Industry 

Cruise tourism was considered a growing segment of global tourism [1] with 
30 million passengers in 2019 [2]. However, the pandemic has been catastrophic 
for the industry. Based on the CLIA (Cruise Lines International Association) 2020 
report, the financial loss of the cruise sector accounted for $50 billion, far away from 
the remarkable amount of $150 billion that the industry was annually generating 
until then [3], leading to revenue shrinkage up to 91% compared to pre-pandemic 
levels [4]. 

In February 2020, an outbreak was reported in the British-registered luxury cruise 
ship “Princess Diamond”, resulting in 619 out of 3700 infected passengers and 
6 deaths [5]. In March 2020, the CDC (Center for Disease Control and Prevention) 
issued a no-sail order, preventing cruise ships from operating [6]. These are only two 
of the blows that the cruise sector has suffered, accelerating the negative publicity of 
being perfect disease hubs due to the confined environment onboard [7]. This 
negative sentiment still prevails in the cruise industry, as both people who have 
experienced a cruise and those who haven’t are negative about using cruise services 
in the future [8]. 
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As tourism continues to face challenges regarding COVID-19, the cruise com-
munity has to remove their pandemic reputation as floating disease carriers to be 
seen as a safe, sustainable, and environmentally friendly business model. Since risk 
perception greatly influences customers’ purchasing intention and retention [9], the 
cruise market’s challenges for vitality, viability, and sustainability are of the essence 
in order to avoid total wipeouts. But as cruise companies look to a sustainable future, 
it is clear that much more work needs to be done on post-crisis recovery strategies. 

1.2 Recovery Strategies in the Post-Crisis Era 

Even if recovery strategies involve the dimension of risk, when applied properly, it 
can achieve operational stability and business revitalization after crises [10]. During 
challenging economic situations, service development and corporate social respon-
sibility are among the five categories of investments to overcome obstacles and 
maintain a sustainable competitive advantage [11]. To this end, innovation is 
imperative not only to a company’s vitality but to further ensure performance 
recovery, as an antidote to mitigate customers’ risk perceptions [12]. 

Developing a turnaround strategy signals an upturn period, an organization’s 
reshaping to push innovation and service excellence [13]. Turnaround strategies are 
concentrated on revenue so as to achieve a company’s reposition in the long run, by 
introducing new pricing models or developing new products [14]. An interesting 
research, within the cruise sector, has been accomplished by Tianyu Pan et al. [15] 
regarding the perception of financial-affected and non-affected groups, highlighting 
the effectiveness of perceived crisis management on trust manipulation. As such, 
financial strategies, such as huge discounts, significantly affect customers’ purchas-
ing satisfaction, behavior, and intention for cruise services in the post-pandemic era 
[16]. Financial bonding strategies significantly influence customer loyalty and sat-
isfaction during periods of uncertainty [17]. 

The cruise sector needs to invest in recovery strategies based not only on new 
service developments or financial activities but also on current trends, arising from 
the pandemic. As people are becoming environmentally conscious, travelers tend to 
choose companies with environmental commitments [18]. As the cruise industry 
takes shape in the post-pandemic era, the development of responsible environmental 
practices is a must-do, as an integrated part of recovery strategies [19]. However, the 
main challenge during or after the implementation of turnaround strategies is the lack 
of communication, mainly when feedback channels are the pain point [20]. 

1.3 Crowdsourcing Data Within the Cruise Sector 

Given the devastating nature of the pandemic to the cruise sector, it is more than 
important to understand COVID-19 impact on customers’ perceptions and feelings,



regarding cruise services. Customers’ behaviors tend to change following crises and 
disasters, and so do online users’ behavior [21]. Holland et al. [8] identify a 
significant research gap regarding the extent to which the cruise community under-
stands customers’ risk perception and its effect on their intention to cruise. Franklyn-
Green et al. [22] concluded that the sustainability of the cruise industry relies on the 
reexamination of customers’ interactions. As consumers get more critical about the 
impact of the pandemic, tracking and analyzing users’ online behavior has emerged 
as a key trend within the sector, as an incentive for the development of targeted 
recovery strategies. Utilizing business data empowers cruise companies to gain more 
information on users’ online behavior and make smarter decisions regarding risk 
mitigation, performance recovery, and brand optimization. 
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If a cruise company aims at implementing a successful recovery strategy, it has to 
innovatively orchestrate processes and technology to create opportunities and meet 
market needs. Notably, integrating big data from several sources, such as the website 
or social media platforms, offers real-time process performance that enables com-
panies to be proactive. Motivated by Muritala et al. study [23] on customers’ online 
perceptions of cruises, based on Twitter, the present research investigates users’ 
online behavior, based on Web analytics. Specifically, the authors evaluate cus-
tomers’ risk perceptions for cruises, shaped by crisis escalation and track their online 
attitudes, based on behavioral factors, in favor of business recovery and brand 
optimization. It is a novel topic that will elucidate the purchasing behavior of online 
users and provide a solution to the pain point of turnaround strategies. Cruise 
companies can overcome the roadblocks that stem from a lack of communication 
by monitoring users’ behavior, based on big data. The identification and examination 
of crowdsourced key performance indicators (KPIs) are crucial for the efficacy of 
users’ decision-making process [24], mitigation of customers’ risk perception [25], 
digital marketing enhancement [26], and digital branding optimization [27]. 

2 Materials and Methods 

2.1 Problem Formulation and Research Hypotheses 

When data is used analytically to enhance and customize client online experiences 
and predict future online activities, it is valuable and profitable in the digital world. 
As an imminent result, the transportation and touristic industry have a significant 
challenge in transitioning from a corrective to a predictive approach. Adopting such 
a plan will help the cruise industry thrive economically, strategically, and operation-
ally by reducing customers’ risk perceptions [25]. 

The cruises industry could gain a considerable advantage in gaining vital knowl-
edge regarding consumers’ behavior to make effective managing decisions by 
reviewing Web analytics. Cruise operators will secure their organizations’ viability 
and financial growth during the era of “free data” by implementing a novel approach 
that allows the utilization of the available crowdsourced key performance indicators



(KPIs) like page views per user, time on site, reach percentage, and bounce rate, 
which is the metrics investigated in this article, as well as the number of globally 
confirmed daily new COVID-19 infections [28]. 
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Web metrics can help to measure the efficacy of marketing initiatives, website 
architecture, and content characteristics by underlining the customer – Web domain 
interaction mechanism. The ability for businesses to foresee client behavior during a 
crisis gives them a significant advantage in risk management strategy. 

The main objective of this study is to clarify the fluctuations of consumers’ online 
behavior during a pandemic crisis through crowdsourced Web metrics. This tech-
nique facilitates marketers with critical insights into Internet users’ activity as well as 
information on steps that could lead to higher conversion rates and improved 
viability. 

In order to promote the study’s goals, two research questions were developed: 

Hypothesis 1 (H1) Digital branding of the cruise operators’ Web domains as well 
as user engagement metrics of the “before-crisis” period will be significantly 
different from the “crisis” period. 

Research findings strongly suggest that customers have adapted their behavior to 
the new parameters induced by the COVID-19 pandemic [25]. Digital branding of 
the supply chain organizations responds differently, depending on the business 
sector and the related low-demand risk generated by the nature of the provided 
services. Knowledge of the way that these parameters behave during a crisis will 
facilitate cruise operators to follow effective risk management tactics beforehand and 
build strong brand recovery strategies during and after the crisis. 

Hypothesis 2 (H2) Fluctuation of global COVID-19 confirmed new infection cases 
will significantly affect cruises operators’ visibility through traffic ranking during 
the “crisis” period. 

Crisis escalation is a very important parameter that affects customers’ and 
organizations’ risk perception regarding the crisis-related hazard. The most common 
metric used to estimate COVID-19 crisis escalation is daily confirmed cases, either 
globally or regionally. An increase in that metric is expected to affect users’ 
engagement KPIs by triggering the dread-risk perception cognitive mechanism 
suggested by Fischhoff et al. [29]. The extent of application of the psychometric 
paradigm in the cruise line industry can help cruise operators forecast customers’ 
behavior and plan efficient brand recovery strategies during a pandemic crisis. 

2.2 Sample Selection and Data Collection 

To investigate our hypotheses, we formed a typical sample of the global cruise 
industry by unifying the data of five companies representing 59.7% of the passengers 
served globally for 2018 [30]. After forming our sample, we extracted passively 
crowdsourced big data regarding the studied KPIs from a Web analytics 
platform [31].
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The final dataset was created by estimating the monthly arithmetic mean for every 
parameter for two distinctive periods. The 12-month period before the eruption of 
the COVID-19 pandemic (March 1, 2019 to February 19, 2020) is labeled the 
“before-crisis” period and the 12-month period after the eruption of the COVID-
19 pandemic (March 1, 2020 to February 28, 2021) labeled “crisis” period. Starting 
date of the crisis was determined based on the dates that most countries had started 
implementing self-isolating and traveling restrictions. 

We utilized data from the STATISTA database [28] regarding the globally daily 
confirmed new infection cases of the COVID-19 virus. 

For greater precision and consistency with the dependent variables, these data 
were processed into an average daily value for each month, establishing the study’s 
independent variable (COVID cases). 

3 Results 

3.1 Statistical Analysis 

Between the two datasets, independent samples t-tests were used to identify statis-
tically significant differences between the COVID-free and COVID-crisis periods. 
Four of the five variables analyzed showed statistically significant variations 
(Table 1). 

We conducted a Pearson correlation coefficient (PCC–r) statistical analysis on 
our datasets to elucidate any apparent linear relationships between pairs of variables 
over the COVID-crisis period. There were three statistically significant associations 
found (Table 2), one at the 0.01 level of significance and two at the 0.05 level 
(two-tailed). 

Table 1 Results of the independent samples t-tests 

Levene’s test for equality 

t-Test for equality of means 

Significance 
(2-tailed) 

Mean 
difference 

Standard error 
difference 

Reach % 0.3930 *0.000 0.0034 0.0002 

Pageviews per 
user 

0.0060 *0.047 0.5208 0.2381 

Bounce rate 0.2060 0.417 -0.0067 0.0080 

Time on site 0.0620 *0.033 47.4709 20.9112 

Traffic rank 0.0000 *0.0000 -20334.0784 3179.4714 

The symbol “*” indicates a statistically significant result
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Table 2 Results of the Pearson correlation coefficient (PCC–r) statistical analysis 

Variables Pearson correlation Significance (2-tailed) 

Page views per user and time on site 0.853 0.010 

COVID cases and traffic rank 0.637 0.050 

Reach % and traffic rank -0.661 0.050 

Bounce Rate Time on Site 

Reach % Pageviews_ 

_ 

_ 

_ 

_ 

_ 

_ 

_ 

+ 

+ 

+ 

+ 

+ + 

_ 

COVID-19 CASES 

TRAFFIC RANK 

Fig. 1 Fuzzy cognitive mapping (FCM) of the variables investigated in the present research 

3.2 Development of a Diagnostic Explanatory Model 

For the next level of our analysis, we developed a fuzzy cognitive mapping (FCM) to 
visualize all of the cause-effect relationships between the COVID-19 and 
KPI-related factors investigated in this study (Fig. 1). FCMs (fuzzy cognitive 
mappings) are graph structures that are used to illustrate causal reasoning using 
connecting lines between variables, with different colors and widths representing 
different kinds and degrees of causal interaction. It incorporates in a “soft comput-
ing” technique, neural networks, and fuzzy logic in order to simulate human 
thinking. 

An FCM scenario was created in order to provide an additional level of analysis 
to our data. We created three scenarios simulating three different stages of crisis 
escalation. For scenario 1 (Fig. 2), we introduced a level of 0.6 of maximal pandemic 
escalation. For scenario 2 (Fig. 3), we assumed a level of 0.8 of maximum pandemic 
escalation, and for scenario 3 (Fig. 4), we simulated a high-level crisis at a level 0.9.
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Fig. 2 FCM scenario 1 results 

Fig. 3 FCM scenario 2 results 

4 Discussion 

This research aims to examine the influence of a pandemic crisis on cruise consumer 
online behavior by tracking Web domain user engagement key performance indica-
tors. Results of our research clearly suggest that online user engagement significantly 
declined for almost all of our studied variables (except bounce rate). This fluctuation 
is reflected in traffic ranking KPI, which strongly indicates a significantly degraded



digital branding position during the crisis period, verifying H1. The results of our 
study confirm the findings of Holland et al. [8] as well as Le and Arcodia [9]. 
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Fig. 4 FCM scenario 3 results 

The escalation of the crisis expressed through worldwide confirmed new COVID-
19 infections is suggested to significantly correlate with the fluctuation of cruise 
operators’ level of digital branding, confirming Η2 but is not correlated to a 
significant degree with other user engagement metrics. FCM scenario results support 
these findings and confirm H2 as well. 

Authors suggest that in an effort to gain customers’ support after travel restric-
tions are lifted, cruise companies could invest in marketing campaigns that highlight 
new product development, price reduction, and discount offerings. In addition, the 
recovery strategy should further include elements that mitigate customers’ risk 
perceptions and address their concerns. To this end, the enhancement of the 
website’s content or development of a blog providing information on risk percep-
tions and current environmental trends will cover concerns and entice online users 
back on board. 

5 Conclusion 

As the cruise industry swifts from response to recovery, the key for the industry’s 
players is to make strategic decisions on building resilience and resetting for a 
sustainable future. It is therefore essential to initially develop a viable recovery 
strategy and create an adaptive tool to adjust as the “new normal” emerges. Follow-
ing this, cruise companies should reset or renew their operations, through service 
innovations and the development of new pricing models, so as to rescale, reinvent,



reduce, or retire specific digital marketing activities for a new reality [32]. As such, 
finding new ways and ecosystems to reach potential customers and maintain existing 
ones becomes essential. 
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Digital marketing optimization activities integrate Web analytics to better under-
stand how recovery strategies influence end sales [33]. Through data-driven moni-
toring and analysis, cruise companies can evaluate the effectiveness of their recovery 
strategy, in the direction of altering business operations, in favor of brand optimiza-
tion. As the future is still largely defined by uncertainty, cruise companies should 
drive resources to the development of recovery strategies, by using Web analytics as 
the cornerstone for merging the gap between customers’ communication efforts and 
feedback channels. Therefore, other scientists with similar cases are studying similar 
problems, using modeling and simulation [34–36]. 
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1 Literature Review 

1.1 Risk Management in the Railway Sector 

According to the CER (Community of European Railway and Infrastructure) Covid 
Impact Tracker, the passengers’ revenue losses of the rail sector in the EE reached 
the alarming level of 50 billion euros over 2020–2021 [1]. Unfortunately, these 
major losses in passengers’ activities have confirmed, in the worst way, the slow 
recovery scenario made by UIC (International Union of Railways) in 2020, which 
had estimated a loss of 52.76 billion euros over the same period [2]. This is a clear 
alert that the supply chain was not fully aware of its vulnerability to global shocks 
[3]. The drop in passengers’ demand, due to the lockdown and severe transport 
restrictions, had a direct impact on the economy of the railway sector. However, 
whether it is a black swan event, like COVID-19, or other unpredictable events in 
demand, transportation companies have to be prepared to deal with the 
unexpected [4]. 

Adjetey-Bahun et al. [5] introduce a simulation-based model as a risk manage-
ment tool, able to quantify resilience in mass railway transportation systems to 
rapidly recover from perturbations. Risk management approaches in the railway 
sector have been extensively researched by the academia, in an attempt to provide
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insights on risk mitigation tools [6, 7], safety risk management [8], engineering risk 
[9], sustainability in risk management [10], to name a few. Sasidharan et al.’s [11] 
paper review on risk management practices in the railway industry elucidates 
multiple applications on risk management models, examining health, environmental, 
construction, electricity, information technology, and other issues. The authors 
further concluded that it is the multifaceted nature of the industry that requires 
various risk mitigation tools in all stages: design, construction, operation, and 
maintenance.
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1.2 Big Data and the Railway Sector 

With digitalization playing a very pivotal role, growing business and increasing 
traffic are more likely to happen online. Most industries, including rail transport, are 
experiencing a tidal wave of digital transformation, and thus, they are investing in 
scalability, accessibility, and, performance to meet and exceed online users’ expec-
tations. Therefore, a potential lack of investment in digital technology has no longer 
place, since most transportation companies heavily rely on their websites to maintain 
existing customers and attract new ones [12]. 

With the pandemic still a live threat, transportation companies need to reshape the 
business ecosystem, with the intention to be characterized by resilience and respon-
sibility. The tendency of the supply chain is to modernize the current technologies 
and built new digital capabilities [13]. To effectively achieve this purpose, compa-
nies should develop a robust framework, which will include a responsive and crisis 
management strategy. This framework should be technology-led, utilizing platforms 
that support Web analytics and social media data as a business-as-usual 
protocol [14]. 

Specifically for the railway industry, big data has been the point of several pieces 
of research, investigating operations, maintenance, and safety dimensions [15], since 
it offers ample opportunities to improve productivity, reliability, velocity, and safety 
of railroads [16]. Wang and Wang [17] point out the contribution of big data to 
consumers’ marketing aspects. Data exchange activity decodes and simplifies users’ 
online behavior and provides fruitful information on understanding future attitudes 
based on social features [18]. 

1.3 Customers’ Satisfaction and Social Behavior Within 
the Railway Sector 

Huge amounts of data can be collected, providing great value and big challenges 
simultaneously, since it offers descriptive and predictive business opportunities in a 
fast way [19]. Passive crowdsourcing data is proved to be a valuable risk



management tool, able to predict users’ online behavior [20]. To elevate and 
leverage business opportunities arising from the increasing data pool and its com-
plexities, big data analysis (BDA) caters to these needs in the long run and analyzes 
social science phenomena [21]. 
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However, there are aspects of the railway environment that are still in their 
infancy, regarding BDA [22]. Little research has been conducted on analyzing social 
behavior within this sector. Passive crowdsourcing has the potential to be used as a 
tool to collect behavioral information, since it furthers our understanding of each 
stage of consumers’ decision-making process [23, 24]. Thaduri et al. [25] raise 
concerns regarding customers’ satisfaction and railway companies’ reputation. 
However, their research focuses on the advancement of maintenance aspects as a 
prerequisite for customers’ satisfaction. The purpose of this paper is to provide a 
deep understanding of the impact of COVID-19 on online users’ behavior and 
purchasing attitudes toward railway companies, as an antidote to brand recovery. 
Capitalizing on data mining techniques for the development of digital marketing 
strategies, especially to be used as a risk management tool during a novel crisis, will 
enable the railway ecosystem to recover its brand name and optimize Web traffic and 
the overall business performance [26]. 

2 Materials and Methods 

2.1 Problem Formulation and Research Hypotheses 

Data is important and profitable in the digital era when it is used analytically to 
enrich and personalize client online experiences and anticipate future online actions. 
As a result, moving from a corrective to a predictive approach is a huge problem for 
the transportation industry. Adopting such a strategy will reduce risk perceptions and 
hence contribute to the railway industry’s economic, strategic, and operational 
growth [20]. By examining Web analytics, the railway business might gain a 
significant advantage in acquiring crucial behavioral knowledge to properly manage 
its digital brand. Railways will ensure that their brand thrives in this new digital era 
by adopting a new unified strategy that is suited to the behavioral key performance 
indicators (KPIs) accessible. Page views, time on site, reach percentage, and bounce 
rate are the authors’ four behavioral KPIs for this study. Authors also use the number 
of global daily new COVID-19 infections to track COVID-19 crisis escalation [27]. 

Behavioral KPIs can highlight the interaction between e-businesses and online 
consumers, allowing railway organizations to properly measure the effectiveness of 
marketing campaigns, website structure, and content quality. For organizations to be 
able to predict customers’ behavior during a crisis provides a critical advantage 
through targeted risk management planning [28–30]. 

The study’s initial goal is to track user engagement metrics, which are indicators 
of customers’ behavior and interactions with the company’s domain. During a crisis,



this procedure provides crucial insights into Internet users’ behavior as well as 
information to marketers on measures that could result in greater conversion rates. 
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Two research questions were created in order to promote the purposes of this 
study: 

Hypothesis 1 (H1) Traffic ranking will be significantly diminished during the 
COVID period through reach percentage, compared to the pre-COVID period. 

Railways is a special case of the transportation industry, since it is lucking the 
competition observed in other transportation sectors like aviation. Railways target 
more “regional” routes, and usually, a connection between two destinations is served 
between one or very few competitors. Self-isolation and traveling-limiting regula-
tions are expected to negatively affect the digital branding of railway organizations. 

Hypothesis 2 (H2) During the COVID period, COVID-19 cases value fluctuation 
will be related to the variations in traffic ranking. 

During the pandemic, the number of COVID-19 new infection cases was used as 
the primary indicator of crisis level of escalation. Customers, as the crisis is 
escalating and dread for the unknown hazard of COVID-19 is building up, are 
expected to increase their risk perception for traveling [31] and decrease their online 
interaction with railway organizations’ domains. 

2.2 Sample Selection and Data Collection 

We created our sample by selecting five of the top ten railway operators in terms of 
2018 revenues [32]. 

We isolated two research periods to investigate the behavior of our selected 
KPI-related variables. The first period (March 1, 2019, to February 29, 2020) was 
designated as the “pre-COVID period.” March 2, 2020, to February 28, 2021, refers 
to the first year of the COVID-19 crisis and was defined as the “COVID period.” We 
chose March 1, 2020, as the start date of the pandemic, since most countries had 
begun enacting border control regulations and self-isolation measures by that date, 
which we designated as the start date for our investigation. 

We collected every KPI value from the sample organizations using online 
analytics platform big data mining techniques [33] and produced a representative 
KPI-related variable based on the average value to accomplish more efficient data 
processing and statistical analysis. This method was used to analyze all of the KPIs. 
For our research, we used data from the STATISTA database on daily verified 
COVID-19 cases around the world [27]. These data were processed into an average 
daily value for each month, forming the study’s independent variable, for improved 
precision and compatibility with the dependent variables (COVID cases).



Levene’s test for equality
of variances significanceVariables (2-tailed) difference
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3 Results 

3.1 Statistical Analysis 

In order to depict any statistically significant differences displayed by our dependent 
variables, independent samples t-tests were applied between the pre-COVID and the 
COVID periods datasets. Results indicated statistically significant decreases in reach 
percentage, time on site, and bounce rate, as well as a significant increase in traffic 
rank (Table 1). 

Pearson correlation coefficient (PCC–r) statistical analysis was applied to our 
COVID period dataset, to highlight the statistically significant relations between our 
variables (Table 2). PCC analysis indicated five statistically significant correlations 
between variables, three at the 0.01 level of significance and two at the 0.05 level 
(two-tailed). 

A total of four statistically significant correlations were spotted, with one of them 
at the 0.01 level (2-tailed). 

3.2 Development of a Diagnostic Explanatory Model 

In the second level of data analysis, we utilized our variables and the suggested 
interconnections developed by statistical analysis and created a fuzzy cognitive 
mapping (Fig. 1) visualizing the proposed underlying neural process. 

Table 1 Independent samples t-tests results 

t-Test for equality of means 

Significance Mean 
Standard 
error 
difference 

Reach % 0.1260 *0.000 0.0124 0.0145 

Pageviews 0.5050 0.391 0.0664 0.2237 

Bounce rate 0.134 *0.024 0.6930 0.7834 

Time on site 0.8880 *0.000 8.8614 -3.1667 

Traffic rank 0.0010 *0.000 424.5856 -2396.6771 

The symbol “*” indicates a statistically significant result 

Table 2 Pearson correlation coefficient (PCC–r) statistical analysis results 

Variables Pearson correlation Significance (2-tailed) 

COVID cases and Pageviews 0.664 0.050 

COVID cases and Bounce rate -0.647 0.050 

Reach % and Bounce rate 0.604 0.050 

Traffic rank and Time on site 0.724 0.010
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Fig. 1 Fuzzy cognitive mapping of the studied variables 

FCMs (fuzzy cognitive mappings) are cause-effect structures, based on human 
reasoning processes. They can have varying degrees of causation among distinct 
causal players due to their cloudy nature [34]. 

To further investigate the interaction between variables in our model, we devel-
oped a scenario (Fig. 2) simulating an increase in COVID-19 cases (0.85) and a 
significant increase (0.75) in page views per user (for example by Web-content 
development). Results indicated that when both parameters are applied, traffic 
ranking is affected less by the crisis escalation. 

4 Discussion 

The purpose of the current study is to investigate the impact of COVID-19 on online 
users’ behavioral attitudes within the railway industry. From March 2020, most 
countries implemented strict measures of confinement, resulting in a major drop in 
global mobility. As such, rail traffic has been heavily affected by Covid-19, resulting 
in financial devastation. The outcomes of this research serve as evidence of this 
global halt.
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Fig. 2 FCM scenario results indicating a positive effect of page content improvement on domain 
visibility during a crisis escalation 

During the crisis period (COVID period), the reach percentage is significantly 
reduced, compared to the pre-COVID period. Although there is a statistically 
significant increase in time on site and, thus, online users tend to interact more 
with the railways’ websites, the traffic ranking is decreased, confirming H1. As 
online users decrease their searches for railway services, the traffic ranking is being 
worsened and thus digital branding reaches its lowest levels, compared to the 
pre-COVID period. Low levels of mobility, in some cases, if any at all, limitation 
of capacity, and timetable adjustments are only a few of the reasons that influence 
online users’ low interaction with railways’ Web domains.
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The findings provide further support to previous studies regarding risk perception 
[31]. During a novel crisis, online users’ uncertainty is higher, leading to higher 
levels of risk perception regarding railway traveling. However, crisis escalation 
seems not to be related to traffic ranking of the Web domains contradicting H2. As 
COVID cases are escalating though, online users tend to interact more with railways’ 
websites, by spending more time and viewing more content. 

FCM scenarios results suggest that improving site content could be an effective 
risk management and damage control strategy during a crisis. However, more 
parameters could be added to the scenarios providing a better perspective to the 
railways’ operators. 

5 Conclusion 

The Covid-19 pandemic has substantially affected passenger rail traffic, significantly 
altering customers’ travel behavior. The railway ecosystem has experienced 
COVID-19 in the worst way. Therefore, building a cutting-edge service blueprint, 
based on lowering consumers’ perceived risk, is imperative. Marketers of railway 
companies should be proactive if they want to stay ahead of the competition. Gaining 
and maintaining a competitive advantage in the e-marketplace requires the exami-
nation of behavioral attitudes, so as to define the indicators that affect consumers’ 
online purchasing process [35]. 

When the risk is on the table, it has to become the product [36]. Therefore, 
resources should be allocated to the development of a brand position strategy in 
order to mitigate risk perception, add value, and differentiate railway services among 
companies [37]. Since online brand experience is the sum of thoughts, feelings, and 
reactions, the differentiation should not only focus on technical aspects that elimi-
nate risk, but rather on emotional branding, since it favors brand perceptions and 
behavioral intentions [38]. 

The brand position strategy is an urgent that revitalizes brands [39]. One way to 
emotionally connect with more users and make them feel more involved with the 
brand is to use social media crowdsourcing effectively. Crowdsourced marketing 
campaigns usually involve the customers, which further leads to running engaging, 
interactive campaigns. To reaffirm their status as industry pioneers and tackle the 
pandemic, companies should invest in product innovations with the contribution of 
the audience [40]. In this case, behavioral KPIs researched in the present study can 
serve as an important indicator of customers’ online behavior regarding the effec-
tiveness of crowdsourcing marketing. 

Once the pandemic is over, the travel behavior is expected to change. The railway 
industry, in general, and each rail company, in particular, should greatly focus on 
users’ online behavior, not only to track existing trends but also to observe their 
reactions regarding crowdsourcing marketing. The brand position strategy should 
work as part of a unified risk mitigation strategy, by incorporating users’ social



behavior. Analyzing social behaviors through big data could contribute to better 
conversion rates, in favor of digital brand recovery and performance optimization. 
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The Role of Web Page Auditing 
in Centralized Payment Networks’ Digital 
Marketing Enhancement 

Damianos P. Sakas and Nikolaos T. Giannakopoulos 

1 Introduction 

The digital revolution may give rise to data processing, particularly in the banking 
industry, which is frequently employed to help the consumer get accessibility to 
banking goods and services. Digital promotion is any promotion of a commodity via 
the use of electronic channels and the World Wide Web. A goal of digital marketing 
is to increase website users and prospective clients as rapidly as possible [1]. Though 
it is known that innovation as well as the Web are widely accepted in culture, it is not 
unexpected that digital marketing strategies are indeed the primary option for several 
businesses. 

Digital marketing gained prominence as a result of electronic commerce. The 
advantage of digital marketing is much more efficient and profitable than conven-
tional marketing, and this seems to be a major reason that firms utilize it [2]. In the 
latest times, several firms expanded at the same time with the Internet’s flourishing, 
both as a beneficial means of giving information for promotion and as an advertising 
network to make revenue and improve branding [3]. Organizations develop Web 
pages to assist their operations, including payments, with many of them being 
unaware of how successful their Web pages are for acquiring new consumers [4]. 

Moreover, the influence of digital marketing consumers’ data on the branding 
efficiency of CPN websites has been found valuable [5]. Furthermore, as indicated 
by an assessment of the website’s data [6], visitor activity on CPN domains can 
primarily impact online ads as well as digital worldwide ranking [7]. 
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The paper is organized as follows: The first section is the literature review and 
related background of the referred topics, like CPNs digital marketing improvement 
and Web analytics role, as well as settlement of research hypotheses. The second part 
concerns statistical tool capitalization to extract valuable data for developing the 
diagnostic and hybrid models in the following stage. Lastly, insights are provided 
into the importance of website auditing for CPN firms’ digital marketing 
performance. 

2 Related Background 

With the digitizing of marketing, which serves as one of the transitional mediums 
frequently utilized by enterprises while monitoring the trend of technology, several 
organizations are beginning to abandon traditional commerce and transition to 
contemporary firms utilizing electronic channels. Digitization of promotion, inter-
actions, and payments made a quite easy task, from anywhere across the globe, 
making it easier for corporate drivers and customers to communicate. Through 
developing a strategic position between the authority and the online payment 
operator, there seems to be a substantial interaction in researching and studying 
creative approaches to the digital payment platform. Additional research conducted 
by Affandi et al. [8], demonstrated that digitization of branding may enhance 
revenues for business entrepreneurs. 

CPNs seem to be helpful in eliminating knowledge imbalance. Initially, CPNs 
might assist financing companies in improving affordability and consistency, as well 
as reducing communication barriers among banking institutions and SMEs [9]. This 
can assist banks in improving their capacity to handle risk data and lowering 
operational expenses [10]. Furthermore, Jaki and Marin [11] demonstrated that 
CPNs are a powerful driver in promoting loan availability to SMEs. Lu [12] 
indicated that CPNs’ services and option funding are successful in overcoming the 
financing deficit for SMEs, while Baber [13] displayed that CPNs enhance SMEs’ 
chance of borrowing with low rates. 

Big data might provide meaningful perspectives to a broad array of firms, 
including government entities, CPNs, and fundraising [14]. Big data utility and 
analysis endorses advancement in the CPN and Fintech market by turning operations 
more dynamic, platforms easier to use and promoting innovative approaches 
[15, 16]. 

Optimizing Web page functionality is an important strategy that firms may 
employ to boost online visibility, engage and keep new visitors, and provide precise 
and trustworthy content to a wider readership. User experience extends past surface-
level design; that generally relates [17] to a package’s utility, which encompasses 
characteristics including browsing or user-experienced difficulties on a Web page 
[18]. This covers the issue of how accessible or appealing a Web page is, both of 
which might impact the number of visitors who interact with the Web page.
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Usability additionally considers user involvement and web page’s capacity to 
meet other goals. Whenever people are unable to readily browse and utilize a Web 
page, they are less willing to keep accessing it as a resource of knowledge. Greater 
usability, on the other hand, can increase a platform’s appeal. As a result, Web pages 
are increasingly required to adapt to customer expectations, wishes, and demands 
[19, 20]. For optimizing Web page usability, some sectors have set defined rules for 
ease of access, information, advertising, and software [21]. 

Having analyzed the above factors, a research gap is noted regarding CPN firms’ 
individual website issues’ impact on their digital marketing strategy efficiency. Each 
website issue should be addressed individually and in total compared with represen-
tative variables of digital marketing strategy efficacy variables, such as organic 
traffic and its subfactor branded traffic. Hence, the following research hypotheses 
are formed to answer the above reflections: 

H1: “The more intense the website problems the more CPNs’ brand is weakened.” 
H2: “Presentation, size and links of a website affect the importance of CPNs’ onsite 

issues.” 
H3: “CPNs’ brand power and website issues’ importance variate their digital 

marketing performance.” 

3 Methodology 

To shape the methodological framework of this paper, the authors invoked signif-
icant research tools. These refer to performing a diagnostic model combined with 
hybrid modeling deployment. As inputs of these models, the coefficients of the 
regression analyses are used. In this way, the results of the models depict the current 
situation of CPNs’ website performance and its effect on the efficacy of digital 
marketing strategies. To do so, the exploratory and diagnostic model is developed 
according to Mpelogianni and Groumpos [22] research, to provide a cognitive mind 
map of the factors of the framework and their observed linking, by utilizing 
correlations and regression coefficients. Then, hybrid modeling takes place, by 
performing both agent-based and dynamic models to estimate the variation of the 
factors during a 100-day simulation period [23]. In this way, results of simulation 
can be explained and shape an analytical context for CPN firms to follow, regarding:

• Granting their digital marketers, the needful insights to increase their marketing 
strategies’ efficiency and attract more potential customers at their Web pages

• Accord and collect the indispensable big data analytics to decision-makers to 
estimate Web page issues effect on their digital marketing strategies and set action 
courses 

For paper’s purposes, the authors extracted website analytic data from the top 
5 leading firms in centralized payment networks market [24]. These data refer to 
daily observation and assortment of their Web page traffic and issues, capitalizing
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website decision support platforms [25]. Gathered data are analyzed in the coming 
sections, as described at the beginning of the methodological framework. 
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4 Results 

In this section of the paper, the outputs of the regression analysis are shown. Table 1 
shows the outcomes of the three performed linear regressions with dependent vari-
ables branded traffic, website issues, and organic traffic. As independent variables, 
the Web page issues were used, which sum up a number of potential other factors,

Table 1 Centralized payment networks’ regressions 

Variables Standardized coefficient R2 -value 

Dependent: Branded traffic 

Constant 
Web page issues 
Size of JS_CSS 
Number of JS_CSS 
Raw internal link rate 
Crawl depth 
Page load time 
Incoming internal links 
Outcoming internal links 
Outcoming external links 

– 
7.618 
6.237
-12.632
-1.000 
0.795
-1.841 
0.834 
1.631 
0.924 

0.977 9.458 0.099 
0.056 
0.063 
0.141 
0.246 
0.676 
0.200 
0.570 
0.059 
0.439 

Dependent: Web page issues 

Constant 
Branded traffic 
Size of JS_CSS 
Number of JS_CSS 
Raw internal link rate 
Crawl depth 
Page load time 
Incoming internal links 
Outcoming internal links 
Outcoming external links 

– 
0.117
-0.797 
1.749 
0.110
-0.154 
0.192
-0.063
-0.205
-0.130 

1.00 629.678 0.002** 
0.056 
0.034* 
0.040* 
0.331 
0.495 
0.325 
0.737 
0.045* 
0.363 

Dependent: Organic traffic 

Constant 
Branded traffic 
Size of JS_CSS 
Number of JS_CSS 
Raw internal link rate 
Crawl depth 
Page load time 
Incoming internal links 
Outcoming internal links 
Outcoming external links 
Web page issues 

–
-0.291 
3.706
-6.314
-0.512
-0.888
-0.400 
1.436 
2.174 
0.739 
3.190 

0.999 81.296 0.086 
0.427 
0.251 
0.315 
0.344 
0.362 
0.589 
0.193 
0.116 
0.303 
0.337 

* and ** indicate statistical significance at the 95% and 99% levels, respectively



like the size and number of JavaScript (JS) and Cascading Style Sheets (CSS), the 
Web page load time and crawl depth, the incoming and outcoming internal and 
external links, and also the raw internal link rate. All these factors form the most 
common Web page issues encountered.
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Table 1 shows that CPNs’ branded traffic is marginally insignificantly impacted 
by the total of Web page issues, the size of JS and CSS, and the outcoming internal 
links, due to regression’s p-value = 0.099 > a = 0.05 significance level and each 
issues’ p-value being also above the significance level of 0.05. Hence, the first 
research hypothesis (H1) is marginally rejected, meaning that CPNs’ brand does 
not weaken when website problems intensify. 

Next, the regression of Web page issues is produced, which is verified overall 
with R2 = 1.00 and p-value = 0.002 < a = 0.01 significance level. At least three 
independent variables are flagged as significant (the size and number of JS and CSS 
and the outcoming internal links), with p-values below 0.05 level of significance. So, 
the second research hypothesis (H2) is verified and onsite issues do get affected by 
the size, presentation, and links of a Web page. 

At last, organic traffic’s linear regression is neither verified overall, despite 
satisfactory R2 = 0.999, with p-value = 0.086 > a = 0.05 significance level. 
Additionally, none of the Web page factors pose significant effect on organic traffic 
variable (p-values over 0.05 level of significance). Hence, the third hypothesis 
(H3) is rejected, with website issues’ being unable to impact CPNs’ digital market-
ing performance, expressed by their organic traffic. 

5 Diagnostic Model 

Development of the diagnostic model of the research utilizes the fuzzy cognitive 
mapping (FCM) tool, offered from the MentalModeler website application 
[26]. FCMs are fuzzy-graph constructs that are used to describe inductive inference. 
Because of such fuzzy sets, they can have murky levels of causation among fuzzy 
causative elements. This network framework provides methodical causative disper-
sion, particularly forward and backward stringing, as well as the expansion of 
information sources by linking disparate factors [22]. As illustrated in Fig. 1, the 
strong positive correlations (blue bold arrows) of organic traffic, Web page issues, 
and branded traffic are discerned. On the other hand, negative correlations are 
represented by the red-colored arrows. 

6 Hybrid Model 

Hybrid modeling consists of both agent-based analysis and a dynamic modeling 
process. The model’s starting point is set as the potential Web visitor statechart, 
giving also start to the dynamic model of each website issue. The overall process



measures CPN web page issues’ variation, from eight factors commonly affecting a 
website to effects on their organic and branded traffic attraction. Thus, each website 
factor is made to follow the normal distribution and to affect the total Web page 
issues of CPNs, while at the same time, visitors enter these Web pages and interact 
with their content, as depicted by the statecharts’ links [23]. Through running the 
model shown at Fig. 2, the fluctuations of Web page issues and branded and organic 
traffic are produced. 
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Fig. 2 Hybrid modeling of CPNs’ website issues and traffic 

The execution of the hybrid model, as seen in Fig. 3, results in the fact that the 
website issues variation does not explain that of organic traffic, since these variables 
appear to have different highs and lows overall. On the contrary, branded traffic’s 
movement seems to shortly follow that of website issues, with highly connected 
variations over the model’s period. These results suggest that CPNs’ organic traffic, 
as a representative variable of digital marketing’s performance, does not variate in 
coordination with the issues appearing on their Web pages.
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Fig. 3 Model’s issues and traffic outcomes in 100 days 

7 Conclusions 

Throughout this paper, the aim of authors focused on developing a data-driven 
context for modeling CPNs’ digital marketing efficiency via analyzing their Web 
pages’ issues. The fact that the sum of Web page issues was not statistically causing 
a significant impact on organic and branded traffic was not endorsed by the simu-
lation process. Therefore, it was indicated that branded traffic does follow the 
variation of Web page issues over 100 days’ simulation, thus creating a strong 
connection between them. Organic traffic was yet to be impacted by the analyzed 
Web page issues. Other scientists with similar cases are studying similar problems, 
using modeling and simulation [27–29]. 

8 Practical Implications 

The implications applied in real-time situations present the need for CPN firms to 
further optimize their Web pages to reduce the observed issues for the visiting 
customers, as the analyzed factors presented in the paper’s results section. In this 
way, mostly their branded, and lesser their organic traffic can be increased, thus 
improving their digital marketing efficiency.
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Effects of Big Data and Web Analytics 
on the Optimization of Startups’ Branding 
and Market Share 

Damianos P. Sakas , Dimitrios P. Reklitis, and Panagiotis Trivellas 

1 Introduction and Hypotheses Developments 

According to prior studies, digital marketing may help startups grow, establish, and 
expand while also providing valuable methods to acquire a bigger market share 
[1, 2]. Additionally, digital marketing can provide an added value on the optimiza-
tion of corporate visibility and brand name [3–12]. Furthermore, approximately, 
40% of all startups lack a website, while 60% of those who do have a website lack a 
dedicated marketing team [13]. This unawareness may also explain why over 80% of 
startups bankrupt within the first months of conducting business [14]. 

Big data and web analytics can play a crucial role in the optimization of digital 
marketing strategies, since the extraction and their analysis are purified from poten-
tial cognitive biases that might affect the marketer’s decisions [15–17]. Our research 
is focused on big data predictive analytics and their relationship with web analytics 
for startups [18–20]. More precisely, marketers and decision-makers may use this 
type of analytics to collect historical data from startup websites and then develop a
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Description of the key performance indicators

model to analyze the relationships between the key performance indicators (KPIs) 
[18–20]. Table 1 presents the big data KPIs that have been extracted and analyzed 
for the purpose of this research.
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Table 1 Web analytics KPIs 

Key performance 
indicators 

World ranking Refers to the website global rank of a website on a specific day [21] 

Organic traffic cost Refers to an estimated amount of paid organic traffic in correlation to the 
competitors [21] 

Paid traffic Refers to an estimated amount of the total paid traffic in correlation to the 
competitors [21] 

Social media paid Refers to an estimated number of social media paid advertisements in 
correlation to the competitors [21] 

Average duration Refers to the average time that a customer spends on a website [21] 

Total visitors Refers to the number of total visitors that enter in a startup website [21] 

Pages per visit Refers to the total number of the pages that are viewed by a visitor every 
time they enter the website [21] 

After defining the extracted KPIs, it is crucial to formulate the research hypoth-
esis. Those hypotheses are designed in a way to help the startups’ marketers and 
decision-makers to understand the usage of those KPIs and incorporate them into 
their holistic strategy. 

Hypothesis 1 The “organic traffic cost” affects the “world ranking” variable 
through their “paid traffic” and the “social media paid” metrics. 

Hypothesis 2 “Pages per visits” affects the “world ranking” variable through their 
“total visitors” and the “average duration” metrics. 

2 Methodology 

The authors used a methodology that included quantitative elements of consumers’ 
digital path by investigating their behavior using big data and web analytics. To start, 
raw big data was collected daily from five large startup organizations over a span of 
6 months [22] and statistically processed, using Pearson’s correlation and regres-
sions. After that, the statistical study’s findings were utilized to create a paid 
campaign and visibility optimization scenarios that could be followed by startup 
marketers at a minimal cost and yield high returns. This approach was used because 
the raw collected big data were not impacted by any possible cognitive bias [15–17].
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3 Results 

3.1 Statistical Analysis 

Tables 2 and 3 present the findings of the H1. As can be observed, all correlations are 
significant. More specifically, negative correlations found between the brand name 
(world ranking) and the organic traffic cost, paid traffic, and social media paid 
advertisements with ρ = - 0.587��, ρ = - 0.564��, and ρ = - 0.769��, 
respectively. These findings highlight that the paid advertisements provide an 
added value to the brand name, since the lower the ranking, the better the brand 
name; number 1 in rankings is better than number 100. Furthermore, the regression 
analysis, as presented in Table 2, illustrates that for every 1% increase in brand 
name, the organic traffic cost increases by 17.9%, the total paid traffic decreases by 
3.8%, and the social media paid advertisements decrease by 98.7%. The findings are 
significant with p < 0.005 and suggests to startup managers to invest in social media 
ads, because this investment will attract much more users to their websites than using 
other type of advertisements. 

Tables 4 and 5 present the findings of the H2. As can be shown, negative 
correlations found between the brand name (world ranking) and the pages per visits 
and total visitors with ρ = - 0.251 and ρ = - 0.751��. Furthermore, a significant 
positive correlation can be observed between the world ranking and the average

Table 2 H1 correlations 

H1 World ranking Organic traffic cost Paid traffic Social media paid 

World ranking 1 

Organic traffic cost -0.578** 1 

Paid traffic -0.564** 0.548** 1 

Social media paid -0.769** 0.859** 0.733** 1 

**Correlation is significant at the 0.01 level (1-tailed) 

Table 3 H1 regression 

Variables Standardized coefficient R2 Value 

Constant (world ranking) – 0.614 16.435 <0.001 

Organic traffic cost 0.179 0.368 

Paid traffic -0.038 0.810 

Social media paid -0.897 <0.001 

Table 4 H2 correlations 

H1 World ranking Average duration Pages per visit Visitors 

World ranking 1 

Average duration 0.463** 1 

Pages per visit -0.251 0.175 1 

Visitors -0.751** -0.278 0.148 1 

**Correlation is significant at the 0.01 level (1-tailed)
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duration with ρ = 0.463��. These findings suggest that the content of the website 
needs to be rich in order to keep the customer on the website longer for optimizing 
the brand name. Furthermore, the regression analysis, as presented in Table 5, 
illustrates that for every 1% increase in brand name, the average duration increases 
by 32.5%, the pages per visits decreases by 21.5%, and the total visitors decrease by 
62.9%. The findings are significant with p < 0.005 and suggests to startup decision-
makers to make their website user-friendly in order to optimize visibility.
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Table 5 Web analytics KPIs 

Variables Standardized coefficient R2 Value 

Constant (world ranking) – 0.678 21.750 <0.001 

Average duration 0.325 0.005 

Pages per visit -0.215 0.051 

Visitors -0.629 <0.001 

3.2 FCM 

An FCM is a scaled kind of mind mapping in which stable models are created by 
specifying basic system properties like positive and negative Pearson’s correlations 
between the examined metrics and the impact of connection that a metric might 
produce to others. FCM is often used to illustrate the cause-and-effect relationships 
of a system on a macro-level analysis on the (-1,1) scale [23]. Additionally, FCMs 
may be used to describe a system that is impacted by a large number of metrics and 
to map the Pearson’s correlations between the metrics as well as the system 
[24]. Previous studies propose using a fuzzy cognitive map-based web analytics 
data for evaluating a digital marketing strategy. The creation of FCM will assist firms 
in implementing efficient digital advertising campaigns [10] with the goal of grow-
ing their digital brand name. 

Figure 1 illustrates the creation of the FCM by incorporating the analyzed big data 
KPIs and their interconnections. Figure 2 illustrates the paid advertisement optimi-
zation scenario. More specifically, as verified in the statistical analysis decision-
makers need to invest much more in social media advertisements, since this kind of 
investment will provide very fast a return on the corporate brand name. This is 
crucial for startups since the vast majority of them fail to survive the first year of 
operation [13, 14]. More specifically, to increase the corporate brand name by 10%, 
marketers need to increase their investments in social media ads by 5% and decrease 
the general paid advertisements on other websites by 2%. 

Figure 3 illustrates a scenario for optimizing the brand name by increasing the 
website’s visibility. As verified previously from statistical analysis, startup’ website 
developers need to develop their websites with more rich content in order to increase 
the average time on site. This will promote visibility and brand name. More 
specifically, to increase the brand name by 10%, the website user must remain on 
the website for 39% more time.
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Fig. 1 Fuzzy cognitive map system 

Fig. 2 Paid advertisement optimization scenario 

4 Conclusions 

As discussed, the majority of the startups bankrupt in the very first months of 
business activity [13, 14]. Our research provides valuable suggestions to marketers 
and decision-makers in order to optimize their startup’s brand name. First, they need 
to invest in social media ads much more than other types of advertisements. 
Additionally, they need to develop their websites in a user-friendly manner to extend 
the average time that a user spends on their websites. Finally, further research that 
will incorporate big data with knowledge management and corporate social respon-
sibility would be useful for the optimizations of the corporate brand name [25, 26].
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Fig. 3 Scenario for optimizing brand name by increasing the website’ visibility 
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Competitive Differentiation in Airlines’ 
Mobile Applications with the Assistance 
of Eye-Tracking Research 

Damianos P. Sakas , Dimitrios P. Reklitis, and Panagiotis Trivellas 

1 Introduction and Research Hypotheses 

It is vital for airlines to use digital marketing techniques in order to accomplish 
competitive differentiation [1]. A company’s continual relationship with its cus-
tomers is built with the assistance of electronic commerce [2]. In order to obtain 
more attention, companies promote their products through their mobile applications 
and their web pages [3]. As a consequence of that, airline companies could gain 
market share and accomplish competitive advantage through the correct usage of 
their platforms [4]. 

Social media advertising is among the most essential and effective ways to 
acquire new customers since it is easier to establish brand recognition on social 
media [5–11]. Additionally, by using social media marketing, airline companies may 
increase their brand name while simultaneously reducing misunderstandings that 
hurt their brand [12]. Despite that the amount of followers for airline companies has 
grown, user involvement has remained at low levels [12]. This might be averted if 
the marketing was “driven by ad content,” implying that customers attach great 
importance to ad content, especially if the ad can solve a specific issue or meet a 
specific customer need, such as booking a ticket as fast as possible [13]. 
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Table 1 KPIs 

Web analytics KPISs 

Social media 
traffic 

The metric social media traffic illustrates the redirections from social media 
sites such as Facebook, Twitter, and YouTube to the corporate mobile 
app [15]. 

Average time on 
site 

This KPI illustrates a median estimate of how much time each visitor stays on 
a mobile app [15] 

Bounce rate This metric presents the percentage of users that exit after seeing only one 
page in the mobile app [15] 

Pages per visit This metric illustrates an average of the total pages a visitor views on the 
mobile app in a single session [15] 

Total visits This metric presents the amount of total mobile app visitors for the given 
period [15] 

In order to examine the possible factors that play a role in the digital marketing 
strategy, five big data key performance indicators [14] have been extracted and used 
in the formulation of the research hypothesis (Table 1). 

Since the study of the digital marketing key performance indicators is critical for 
the acquisition of competitive differentiation of airlines, those KPIs were utilized in 
the formation of the hypothesis. Three key hypotheses have been created in the 
process of selecting the best digital marketing approach for airline firms to use. 
These study hypotheses are important for decision-makers since the findings might 
provide useful information about visitors’ activity on a mobile app. 

Hypothesis 1 The “Pages per Visits” affects the “Social Media Traffic” variable 
through their “Bounce Rate” metric. 

Hypothesis 2 “Pages per Visits” affects the “Average Time on Site” variable 
through their “Total Visits” metric. 

Hypothesis 3 The eye-tracking and facial expression research provide an added 
value to airline companies to achieve competitive differentiation from the examina-
tion of user engagement in their mobile apps. 

2 Methodology 

In this study, we implemented an approach that includes statistical analysis, Fuzzy 
Cognitive Maps, and eye-tracking research in order to assess the consumers’ mobile 
behavior. At first, behavioral big data was collected each and every day from four 
world-leading Airline mobile apps over 9 months. Next, those extracted data, are 
processed statistically and produce the Pearson’s correlations for the two main 
hypotheses. Following that, the correlations were utilized to create a mobile engage-
ment optimization scenario that could be implemented by airline companies. Finally, 
an eye-tracking experiment was conducted with the assistance of eight participants.
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3 Results 

3.1 Statistical Analysis 

Tables 2 and 3 present the results of the Pearsons’ correlations. 
As for the H1, the positive correlation between social media traffic and the bounce 

rate; with ρ = 0.577* , indicates that the majority of the visitors that enter mobile apps 
from the social media advertisements entered accidentally or couldn’t find what they 
needed on time and exited from the app fast. The interesting negative correlation 
between the social media traffic and the total visits; with ρ = - 0.520* , illustrates 
that the vast majority of the visitors to the mobile apps came from other sources such 
as Google or search engines. 

As for the H2, the positive correlation between the average time on site and the 
pages per visit; with ρ = 0.911** , illustrates that there is a high connection between 
those two behavioral factors. The negative correlation between the pages per visit 
and the total visits; with ρ = - 0.989** , indicates that mobile app users aim to book 
a ticket as fast as possible without redirecting to a lot of pages. 

3.2 Fuzzy Cognitive Map 

The correlation is incorporated into the Fuzzy Cognitive Map (FCM) in order to 
illustrate the macro analysis between the Key Performance Indicators (Fig. 1) [16]. 

We created a mobile engagement optimization scenario after applying Pearson’s 
correlations to the FCM (Fig. 2). More specifically, in order to optimize mobile 
engagement by attracting more visitors by 33%, airline companies need to invest 
more in social media advertisements for mobile apps. 

Table 2 H1 Pearsons’ correlation 

H1 Social Media Traffic Total visits Bounce rate 

Social media traffi 1  

Total visits -0.520* 1 

Bounce rate 0.577* -0.976** 1 
** Correlation is significant at the 0.01 level (1-tailed), * Correlation is significant at the 0.05 level 
(1-tailed) 

Table 3 H2 Correlations 

H2 Average time on site Pages per visits Total Visits 

Average time on site 1 

Pages per visit 0.911** 1 

Total visits 0.867** -0.989** 1 
** Correlation is significant at the 0.01 level (1-tailed)
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Fig. 1 FCM 

Fig. 2 Mobile engagement optimization scenario
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3.3 Neuromarketing Analysis 

Because of the strengths of neuromarketing analysis, this study has included the 
involvement of eight participants who had prior experience with airline mobile 
applications. All neuroethics criteria were considered in the research, including 
“Transparency and impartiality” and “Subjects’ Consent to Participate in the 
Study” [17]. The applicants agreed to take part in the study because they wanted 
to learn more about mobile engagement and involvement, as well as evaluate the 
success of various digital marketing techniques. The smartphone application 
“UXReality” was utilized to determine the user’s facial expressions and eye-tracking 
for this neuromarketing research. The users were provided with a weblink and 
instructions. The participants were asked to book a ticket using each airline’s 
mobile app. 

Figure 3 illustrates the heatmap, while Fig. 4 displays a snapshot of the process. 
The core focus of this neuromarketing analysis is to gather the metrics “AVG 
Duration” and “Involvement”, to verify the results of the FCM and the statistical 
analysis. The results, shown in Fig. 4, reveal that while the participants were able to 
finish the assigned task, their engagement “Involvement” with the digital platform 
was low. In the center of Fig. 3, a heat map is displayed, which represents the area in 
which the user’s attention was caught. Furthermore, as shown on the right-hand side

Fig. 3 Heatmap



of Fig. 3, the user remains “neutral”; the heatmap does not record any depiction of 
strong emotion and focuses, as was anticipated, on the selection of the fictional 
departure date. Figure 4 presents the assigned tasks, and the results reveal that the 
task clarity obtained a high marking of 95%, while the completion rate of the 
assigned tasks ranked at 100%. On average, the participants completed the assigned 
tasks in 45 seconds. These findings reveal that although the assigned tasks contained 
clear instructions, the user’s involvement remained low.
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Fig. 4 Eye-tracking results 

4 Conclusion and Limitations 

The study suggests to that airlines’ companies develop their mobile apps with clear 
instructions on how to book a ticket in order to accomplish competitive differenti-
ation as well as invest in social media advertisements. The limitation of the study can 
be identified in the number of the examined airlines and the number of participants in 
the experiment. Finally, future research on the possible benefits of the integration of 
knowledge management techniques in those platforms could be useful. Finally, 
future research on the possible benefits of the integration of knowledge management 
techniques in those platforms and their effects on corporate social responsibility 
could be useful [18, 19].
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Digital Marketing Strategy for Competitive 
Advantage Acquisition Through 
Neuromarketing in the Logistics Sector 

Damianos P. Sakas , Dimitrios P. Reklitis, and Panagiotis Trivellas 

1 Introduction and Research Hypothesis 

Digital marketing can be defined as the promotion of companies via the use of the 
internet in order to interact with potential clients [1]. In order to reach those customers, 
companies must use all those digital strategies and techniques that are available as well 
as develop various mechanisms to evaluate the results [2, 3]. According to previous 
research, implementing an efficient digital marketing strategy is crucial for optimizing 
the corporate brand name, profit, engagement, and user experience [4–13]. More 
specifically, logistics companies need to invest in digital marketing since is one of 
the key elements in the creation of competitive advantage [14]. Another crucial aspect 
of digital competitive advantage is the incorporation of big data in digital marketing 
strategy [14]. This can be beneficial since the great number of those data can provide a 
clear picture of the logistics of digital marketing campaign results in terms of visibility 
and user engagement [1, 4, 6]. 

Furthermore, the adoption of a neuromarketing analysis could be valuable in 
order to identify users’ engagement with logistics companies’ websites. An eye-
tracking analysis is only but a minor sub-part of wider neuromarketing analysis 
techniques. Increasingly, researchers rely on eye-tracking analysis to draw
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conclusions from both corporate websites and industries as a whole [15]. Eye-
tracking appears to be a useful method that proves to be valid when used in 
combination with facial expression detection [15], as it reveal the emotional state 
of the user. For these reasons, a multitude of software and hardware can be used to 
encourage the use of eye-tracking analysis. For the purposes of this study, eye-
tracking analysis was chosen as it enables the generation of outputs from user 
engagement metrics and in particular users’ emotional depiction and Involvement 
variables. But which are those involvement variables? For this research, the authors 
gathered from web analytics platforms the following Key Performance Indicators 
(KPIs) as depicted in Table 1.
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Table 1 Web analytics KPIs 

KPIs Description of the KPIs 

Organic traffic Organic traffic refers to visitors who enter the webpage without clicking or 
being redirected from a paid advertisement [16]. 

Average visits 
duration 

This key performance indicator monitors the amount of time a user spends 
on a webpage [16]. 

Bounce rate The KPI bounce rate is generated when a customer visits a website and then 
leaves without viewing anything else [16]. 

Pages per visit This KPI illustrates the number of pages that a user accesses on a 
website [16]. 

Total visitors This KPI measures the daily total number of people who visit a logistics 
website [16]. 

Those KPIs have been used in the formulation of the research hypothesis since the 
analysis of the digital KPIs is crucial for the corporate digital marketing strategy. In 
the process of identifying the optimum digital marketing strategy that can be adopted 
by the logistics companies, three main research hypotheses have been formulated. 
These research hypotheses are crucial for marketers and website developers since 
their results could produce valuable insights into the users’ conscious and subcon-
scious behavior on a website. 

Hypothesis 1 The “Average Visits Duration” affects the “Organic Traffic” variable 
through their “Bounce Rate” metric. 

Hypothesis 2 “Pages per Visits” affects the “Total Visitors” variable through their 
“Bounce Rate” metric. 

Hypothesis 3 The eye-tracking research provides an added value to digital market-
ing strategy in logistics companies through the assessment of user engagement. 

2 Methodology 

In this chapter, the authors followed a methodology that incorporates both quanti-
tative and qualitative aspects of users’ digital behavior. First, raw behavioral big data 
were gathered from three logistics leading companies, daily, over a 12-month period
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[17] and analyzed statistically including correlation and regressions. Followingly, 
the results of the statistical analysis have been used to develop a visibility and SEO 
optimization scenario which can be adopted from the logistics with low cost and 
could provide high results. Finally, to confirm the results obtained from the web 
analytics quantitative analysis, a qualitative analysis has been conducted with the use 
of eye-tracking neuromarketing analysis. 

Digital Marketing Strategy for Competitive Advantage Acquisition. . . 97

Moreover, in order to identify user engagement within logistics company 
websites, a neuromarketing eye-tracking analysis was conducted with the assistance 
of 16 adults. Eye-tracking was selected for the purposes of this research, as this form 
of analysis helps identify the areas of highest fixations within a website [18]. When 
individuals click on a website their eyes immediately focus on information that 
attracts their attention and will inherently display emotions during this observation 
process. Research has shown that emotional pictures and explicit context is more 
likely to attract the attention of a website visitor, who has also displayed more 
positive emotions during this type of exposure [19]. Before taking part, each 
participant provided written informed permission. 

3 Results 

3.1 Statistical Analysis 

The results of the first hypothesis are presented in Tables 2 and 3. Table 2 depicts the 
correlations between the examined metrics and more specifically, significant corre-
lations can be observed between the bounce rate, the organic traffic, and the average 
visit duration with ρ = 0.223** , and ρ = 0.608** respectively. Additionally, a 
significant negative correlation can be observed between the organic traffic and the 
average visit duration with ρ = - 0.207** . Table 3 illustrates the regression analysis 
for the H1. The results are significant ( p < 5%) and illustrate a 1% increase in 
organic traffic, followed by a 54.3% decrease in average visit duration and a 55.4%

Table 2 H1 correlations 

H1 Organic traffic Average visits duration Bounce rate 

Organic traffi

Average visits duration -0.207** 1 

Bounce rate 0.223** 0.608** 1 
** Correlation is significant at the 0.01 level (1-tailed) 

Table 3 H1 regression 

Variables Standardized coefficient R2 value 

Constant (organic traffic) – 0.236 55.140 <0.001 

Average visits duration -0.543 <0.001 

Bounce rate 0.554 <0.001



F p

increase in bounce rate. The findings suggest that when the organic traffic increases, 
the average visit duration decreases which illustrates that either some visitors enter 
the website accidentally or complete their query very fast.
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Table 4 H2 correlations 

H2 Total visitors Pages per visits Bounce rate 

Total visitors 1 

Pages per visit -0.050 1 

Bounce rate 0.197** -0.886** 1 
** Correlation is significant at the 0.01 level (1-tailed) 

Table 5 Web analytics KPIs 

Variables Standardized coefficient R2 -value 

Constant (total visitors) – 0.111 22.252 <0.001 

Pages per visits 0.580 <0.001 

Bounce rate 0.711 <0.001 

Tables 4 and 5 illustrate the results of the H2. Table 4 illustrates the Pearson 
correlations. More specifically, significant correlations can be found among the 
bounce rate, the pages per visit, and total visitors with ρ = - 0.886** and 
ρ = 0.197** , respectively. Additionally, a negative correlation was observed 
between the total visitors and pages per visit with ρ = - 0.050. Table 5 presents 
the regression analysis for the second hypothesis. The results are significant 
(p < 5%) and suggest a 1% increase in total visitors, followed by a 58.8% increase 
in pages per visit and 71.1% increase in bounce rate. The results suggest that when 
the total number of visitors increases, the number of pages per visit decreases which 
illustrates that the logistics websites to be effective need to be developed with fewer 
pages but with clear instructions. 

3.2 Formulation of Fuzzy Cognitive Map 

The above statistical analysis has been used to create a macro scale fuzzy cognitive 
map (Fig. 1). The fuzzy cognitive map (FCM) illustrates the cause-and-effect 
relationship between the KPIs using the (-1,1) range [20]. 

After incorporating the statistical analysis into the FCM, the authors present a 
visibility and SEO optimization scenario (Fig. 2). More specifically, if the logistics 
companies wish to improve their website visibility by 20%, companies need to 
improve their website development and enrich it with more keywords in order to 
elevate search engines. Furthermore, the websites need to be developed with fewer 
web pages because this creates less frustration for the user.
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Fig. 1 Fuzzy cognitive map 

Fig. 2 Visibility and SEO scenario
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3.3 Neuromarketing Analysis 

Due to the benefits provided by neuromarketing research, this study integrated the 
participation of 16 adults who had experience using logistics platforms. The study 
took into consideration all the neuroethics parameters, such as “Transparency and 
objectivity” and “Consent of subjects to participate in the study” [21]. The candi-
dates volunteered to participate in the study to gather data about user engagement 
and participation and to consider the effectiveness of potential digital marketing 
strategies. To carry out this neuromarketing analysis, the mobile application 
“UXReality” was used to identify the facial expressions and eye-tracking of the user. 

The users were provided with a weblink and instructions. The participants were 
asked to access a logistics website where they were asked to assess the efficacy of the 
booking process used on the website. Figure 4 illustrates the relevant results for H3, 
while Fig. 3 displays a snapshot of the process. The core focus of this 
neuromarketing analysis is to gather the metric “Involvement” and the variety of 
experienced emotions during the process. The results, shown in Fig. 4, reveal that 
while the participants were able to finish the assigned task, their “Involvement” with 
the digital platform was low. On the right-hand side of Fig. 3 a heat map is displayed, 
which represents the area in which the user’s attention was caught. Additionally, a 
snapshot of the current emotion is illustrated at the same time. Furthermore, as 
shown on the right-hand side of Fig. 3, the user’s status is “anger”; when tries to find

Fig. 3 Heatmap 

Fig. 4 Eye-tracking results



the correct webpage to search for a booking and cannot find it. Figure 4 presents the 
assigned tasks, and the results reveal that the “visual attention” obtained a high 
marking of 13%, while the “Involvement” obtained 57% and the study concluded 
with the average total emotional state of the participants in 89% negative.
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These findings reveal that although the assigned tasks contained clear instruc-
tions, the user’s “Involvement” remained low. Additionally, the longer it takes to 
search for a parcel creates sadness and anger. To optimize the SEO strategy logistics 
companies must make the websites with fewer pages with big and clear instructions. 
This result also highlights the findings of previous research which suggest creating 
easy-to-use logistics websites in order to increase user engagement [14]. 

4 Conclusion and Limitations 

In order to improve digital marketing strategy, logistics companies must develop 
their websites with fewer web pages as well as have to provide clear instructions on 
the main pages. The limitation of this research lies in the fact that 3pl companies 
used. Further research on other sectors could provide a more holistic view [22–24]. 
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Social Media Analytics for Customer 
Satisfaction Based on User Engagement 
and Interactions in the Tourism Industry 

Damianos P. Sakas , Dimitrios P. Reklitis, and Panagiotis Trivellas 

1 Introduction and Hypotheses Developments 

When travelers are making vacation plans and making hotel reservations, they 
frequently look for locations they have never stayed at before [1]. Gathering hotel 
information might help them to make better booking decisions [2–4]. Word of mouth 
(WOM) from friends has historically been used to lower risks, and as the web has 
gone mainstream, WOM is starting to become more significant [5]. 

Owing to the difficulty of the customer experience, determining customer satis-
faction is a basic task for hotel management. Studies have shown that there is a 
discrepancy between hotel administrators’ ideas of what constitutes customer satis-
faction and what precisely clients think is important when they reserve and review 
their hotel accommodations in the hospitality sector [6, 7]. 

This study field is difficult to understand using conventional survey methodolo-
gies. Therefore, it is critical to create new metrics and research methodologies to 
investigate the variables influencing consumer satisfaction. Utilizing big data and 
web analytic (WA) sources and cutting-edge research techniques to learn more about 
customer satisfaction is an intriguing area for future study [8, 9]. 
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Table 1 Web analytics 

WA Description of the WA 

Page performance 
index 

“The Page Performance Index (PPI) is a combination of engagement and 
growth” [14] 

Follower growth This analytic presents the percentage of followers growth on social media 
per month [14] 

Number of likes This metric presents the total likes of the social media page [14]. 

Number of friends This metric presents the total number of friends on the social media 
page [14]. 

Engagement Refers to the total interactivity of the customer with social media, including 
posts, likes, reactions, and comments [14]. 

Post interaction Refers to the number of interactions per post [14]. 

Numerous research on the topic has been conducted since social media has 
emerged as a crucial asset in the tourism sector for digital marketing and digital 
advertising [9, 10]. Before choosing where should stay, the potential clients, utilize 
online rating sites to do research and interact with corporate social media [11]. It is 
very important nowadays for potential customers to interact with corporate social 
media in order to book an apartment or even to evaluate their experience 
[12, 13]. For the purpose of this study, we gathered the following web analytics 
that will help us to indirectly evaluate the customer experience (Table 1). 

It is essential to develop the study hypothesis after establishing the retrieved web 
analytics. The two hypotheses are created in a way that will assist the marketers in 
comprehending how to use those KPIs and incorporating them into their overall plan 
and will provide an indirect picture of customer satisfaction. 

Hypothesis 1 The “Page Performance Index” affects the “Follower Growth” var-
iable through the “Number of Likes” metric. 

Hypothesis 2 The “Number of Friends” affects the “Page Performance Index” 
variable through their “Engagement” and the “Post Interaction” metrics. 

2 Methodology 

The authors’ research involved analyzing big data and web analytics to look at the 
quantitative aspects of customer satisfaction. Over the course of six months, daily 
big data was collected from eight world-leading hospitality social media [15]. This 
data was then statistically analyzed using correlation and regressions. The results of 
the statistical investigation were then used to develop a fuzzy cognitive map and two 
optimization scenarios. This method was utilized since there was no cognitive bias 
present in the big data that had been obtained in its unprocessed form [16].
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3 Results 

3.1 Statistical Analysis 

Tables 2 and 3 illustrate the findings of the H1. We can observe two significant 
correlations between the follower growth and the performance index as well as with 
the number of likes with ρ = 0.270* and ρ = 0.286* , respectively. That highlights 
that when the customers interact with the hospitality websites, they gain more 
followers and the brand name increases [17, 18]. Additionally, the regression 
suggests that for every 1% increase in followers, the page performance index, and 
the number of likes increase by 27.5% and 25.9%, respectively. These significant 
results, with p < 0.005 suggest to social media administrators to produce more posts 
per day to increase interactivity and as a consequence, followers and customer 
satisfaction will be increased. 

Tables 4 and 5 illustrate the findings of the H2. We can observe two significant 
correlations between the performance index with the number of fans as well as with 
the post-interaction with ρ = - 0.633** and ρ = 0.496** , respectively. That 
highlights that when the customers interact with the hospitality websites, they 
don’t gain more fans but the interaction with the post increases. Additionally, the 
regression suggests that for every 1% increase in page performance index, the

Table 2 H1 correlations 

H1 Follower growth Page performance Index Number of likes 

Follower growth 1 

Page performance index 0.270* 1 

Number of likes 0.286* 0.042 1 
* Correlation is significant at the 0.05 level (2-tailed) 

Table 3 H1 Regression 

Variables Standardized coefficient R2 value 

Constant (follower growth) – 0.149 5.757 0.005 

Page performance index 0.275 0.018 

Number of likes 0.259 0.026 

Table 4 H2 correlations 

Page performance 
Index 

Number of 
fans 

Post-
interaction 

Page performance 
index 

1 

Number of fans -0.633** 1 

Engagement -0.093 -0.105 1 

Post-interaction 0.496** 0.062 -0.157 1 
** Correlation is significant at the 0.01 level (1-tailed)



F p-

number of fans decreases by 54.3%, and engagement increases by 3.5%. These 
significant results, with p < 0.005, suggest that to increase customer interactivity and 
satisfaction there is a necessity to upload engaging content regularly without wor-
rying about the number of total fans.
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Table 5 Web analytics KPIs 

Variables Standardized coefficient R2 value 

Constant (page performance index) – 0.519 23.397 <0.001 

Engagement 0.035 0.686 

Number of fans -0.543 <0.001 

Post-interaction 0.359 <0.001 

Number of Fans 

+ + 

+ 

_ _ 

_ 

+ 

+ 

Engagement 

Post Interaction 

Follower growth 

Number of Likes 

Page Performance Index 

Fig. 1 Fuzzy cognitive map system 

3.2 FCM 

A fuzzy cognitive map is a scaled form of mind mapping where stable models are 
built by defining fundamental system attributes such as positive and negative 
correlations between the studied metrics and the influence of connectivity that a 
metric may have on others. The (-1,1) scale macro-level study of a system’s cause-
and-effect interactions is frequently illustrated using FCM [19]. These models might 
be used to explain a system that is affected by a lot of measurements [19]. Prior 
research suggests using web analytics data based on fuzzy cognitive maps to assess a 
digital marketing plan. The development of FCM will help businesses run effective 
digital marketing campaigns [20] to enhance their online reputation. 

The development of the FCM using the examined big data analytics and their 
relationships is shown in Fig. 1. The scenario for fans optimization is shown in 
Fig. 2. To improve the number of fans and indirect customer satisfaction,



decision-makers especially need to spend much more on social media marketing and 
uploading material often [1, 5]. More specifically, to increase the number of fans by 
20%, the social media administrator must increase user engagement and interaction 
by 3%. The scenario for optimizing engagement and interactivity is shown in Fig. 3. 
To improve engagement by 24% the social media administrators, must provoke the 
post-interaction to be increased by only 1%. 
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Fig. 2 Fans optimization scenario 

Fig. 3 Scenario for optimizing engagement and interactivity
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4 Conclusions 

As discussed, a company must optimize the user engagement with its websites and 
social media to promote indirectly customer satisfaction and increase its brand name 
[21, 22]. Finally, further research that will incorporate big data with corporate social 
responsibility would be useful for the tourism industry to investigate the potential 
benefits of customer satisfaction [23]. 
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1 Introduction 

The purpose is to find out how useful and beneficial it is for the company to allocate 
all its resources to the field of eco-advertising as well as the impact it will have on 
consumers. In this particular investment, what the company seeks is the competitive 
advantage over other companies and the recognition of the product. The time given 
to the company to evaluate these results is 12 months [4]. 

Moreover, Staff members of high-tech companies with high levels of technical 
knowledge led to increased financial and economic performance, in comparison with 
companies, in the same industrial sector, employing less technically qualified staff
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[30]. A significant relation among major capital structure and corporate governance 
parameters and firm performance of 10 leading energy sector companies traded in 
the NYSE. Furthermore, pecking order and agency cost theories play an important 
role in the financing of these firms, while static trade and irrelevance theory find no 
support [31].
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This research will analyze whether the eco-advertising factor can directly and to a 
large extent influence the success of a product in the market. The goal is to identify 
and analyze how eco-advertising as one of the tools of digital marketing will 
determine the relationship between eco-innovation and product success (product 
recognition and competitive advantage). 

1.1 Ecological Advertising 

The concept of eco-green advertising began in the 1970s due to the concerns of 
consumers about the environmental damage caused by the promotion of products, 
services, ideas, etc. [1] The number of green ads has increased almost tenfold in the 
last 20 years and is a strategy used by businesses to show that they are interested in 
environmental issues. 

2 Description of Hypothesis and Modeling Process (Table 1) 

Table 1 Description of the factors applied 

Analysis of the main factors: 

Social 
Media 

A key factor in the process is social media, in addition to the direct communication 
that is offered as a service. The purpose of the business is to attract and expand 
online communication with potential customers. Immediately after, the parameters 
that have been set for the proper operation of the factor are applied. 

Google 
Ads 

An additional key factor process is Google Ads, which also play a very important 
role and contribution to the overall business development and product promotion. 
Google ads enable businesses to promote their products or services through search 
campaigns (text campaigns) through text ads, Google display network (display 
network campaigns) and YouTube (video display campaigns), a forementioned 
platforms, the advantage of advertising in Google Ads is the ability to target 
advertising to specific audiences, based on the goals and needs of each business. 
Immediately after, the parameters that have been set for the proper operation of the 
factor are applied. 

Email A last key factor in the process is email marketing, which is the digital version of the 
well-known correspondence. This way the details become measurable (how many 
opened and read the emails, what date and time, and where they clicked), the 
upcoming message can be customized each time, making it more attractive for 
optimization of the results of the respective campaigns. Immediately after, the 
parameters that have been set for the proper operation of the factor are applied.
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3 Hypothesis 

H1: CA > 0, A < 0/Existence of social_media and google_ads, makes email don’t 
have the same acceptance from the customer. 

The effectiveness of the email has been reduced due to the existence of social_media 
and google_ads. 

H2: CA > 0, A > 0/Email gets customers’ trust. 
Acceptance of email rises and gets positive values. 
H3: CA > 0, A > 0/Google platform crashes and Instagram announces user 

interface problems. 
The customers turn to Facebook and twitter as an alternan solution getting an equal 

percentage of users (+20%). 
H4: CA > 0, A > 0/Facebook server malfunctions and google loses half of its users. 
Instagram and Twitter gain more power and google_ads lose half of its power. 
H5: CA > 0, A > 0, influencers < 0/All mail servers broke down because of a cyber-

attack and Instagram’s owner resigned. 
The factor of email is excluded from the system’s equation and Instagram loses 60% 

of its influence. 

4 Methodology 

The aim of the system under consideration is to find out how useful and beneficial it 
is for the company to allocate all its resources to the field of eco-advertising as well 
as the impact it will have on consumers. 

The business is considered to succeed when the resources spent on eco-advertising will 
bring positive results both in terms of product recognition and competitive advantage. 

This practically means for the system, that after the initial stock that is provided 
and constitutes 100% of the resources, those that feed the stocks, must lead it to its 
maximum possible value, which implies the ever-increasing value of the final value. 
The purpose of the whole project is the non-interruption of the process and at the 
same time the overcoming of the sum of the other opposite measure of parameters 
and factors that are applied. To achieve this, percentage changes had to be made. 
Time is referred as time units (tu). 

Initially, 100% of the processing is placed in Green_Adv in the context of 
perfectly competitive. This practically means that the resources that supply the 
following stocks must lead it to its maximum possible value, which implies the 
ever-increasing value of the final amount. 

The first element being used is Green_Adv. Then, if this stock is analyzed and 
goes through the factors that exist in the model, it will end up in A and CA. It is 
pointed out that the examined operating time of the system is from t = 0  to  t = 12.
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Initially, 100% of the resources that will affect the system during the starting 
process at time t = 0 are placed in Green_Adv. During the process of the system, 
other parameters will act because of the production of extra factors such as the 
following: 

Facebook Facebook has over 2 billion monthly users worldwide with 58 min 
average daily usage and is one of the most popular and important social networks, 
which makes it the ultimate tool to attract the right users, based on the common goal 
of businesses. 

Instagram Instagram, with over 800 million monthly users and 53 min of average 
daily usage worldwide, has grown significantly in recent years. This platform 
focuses mainly on professionals and businesses that base their communication on 
image/video while following a different approach from that of Facebook. 

Twitter Twitter, with over 330 million monthly users worldwide, is an important 
tool for businesses to convey their messages quickly and instantly to their audience. 
Twitter’s platform allows for a small content so that the messages posted by 
businesses are clear and highly targeted. 

Text Ads Search Campaigns through text ads, i.e., search campaigns are ads that 
have the form of text. In other words, Google enables businesses to define the 
keywords for the product or service they offer, because of which they appear at 
the top of its search results. 

Google Display Network GDN essentially offers the ability to display advertising 
messages on various sites, without any communication or agreement with them. It 
can be used mainly to promote offers from sites that have an e-shop, as well as to 
increase their brand awareness. 

YouTube It’s one of the most popular websites in the world, after Google. Busi-
nesses through advertising have the potential to attract new customers by encourag-
ing them to either watch more videos and learn more about the product or lead them 
to buy it. The information in the videos is preferred by the consumers because the 
combination of image and sound is better reflected in the consciousness of the 
customers. 

Analytics The Email Click and Email Open Rate indicators show us the total 
number of users who opened the sent emails, in relation to the total number of 
recipients. The higher the index, the more successful the recipient list as well as the 
upcoming email content. In other words, the company can make decisions based on 
statistical performance results (data-driven decisions). 

Campaigns Through email campaigns, the business can achieve a lot. Initially to 
introduce a new product to the public, to promote a special edition of the best seller 
product, to reward the public with a discount. The most important thing about these 
campaigns is that it notify the customers about the offers that are valid for a certain 
period.
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Newsletter One of the most effective and cost-effective methods used in internet 
marketing for product advertising campaign is the newsletter. These are newsletters, 
which contain news, offers, announcements, tips, or general information and are sent 
via email. It is not just an ad text, but it is a top tool for internet marketing and green 
advertising. 

After analyzing the key factors and sub-factors of Green_Adv an independent 
factor will be examined, to see if it will affect the results of the model. Specifically, 
one of the two factors that will lead to the success or failure of this product of 
recognition. 

Due to the increasing use of social media and especially Instagram, people from 
various sectors promote a product to influence the consumer habits of users. In other 
words, it was about the influencers, who have concluded an agreement with the 
companies to present in the most representative way the values of the brand, as well 
as the usefulness of the product. 

It is usually observed that if they finally connect with the product, then their 
followers will surely do the same, contributing positively to the growth of the brand. 
To note at this point, that a business is considered a success when the resources spent 
on eco-advertising will bring positive results both in terms of product recognition 
and competitive advantage. 

5 Hypothesis Trials and Results 

Initially, 100% of green advertising resources (green advertising) should be divided 
into three factors which are social media, advertising through the largest information 
retrieval company Google (google_ads) and email as shown in Table 2. The distri-
bution of the initial percentage is chosen to be as it is shown in Table 2. This is 
achieved by using a converter on the respective flow from the Green_Adv to each 
factor. Finally, the effect of influencers is applied as mentioned above. After 
researches, the following results are obtained regarding the behavior of the system. 
The green color in the following diagram indicates a positive to the system param-
eter, and red indicates the negative one. 

Social_media 
In this case, 55% of the initial percentage goes to social_media. From sm, 50% of the 
resources are selected to be distributed on Facebook via sm2F, 40% on Instagram via 
sm2I and the remaining 10% on Twitter via sm2T. 

Table 2 Quotation of 
variables 

Variables Percentage (%) 

Social_media (sm) 55% 

Google_ads (ga) 30% 

Email (e) (-)15%
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google_ads 
The next 30% of the percentage goes to google_ads in the same way as above. Flows 
distribute resources in the same way to Text_Ads, Google_Display_Network, and 
YouTube. A total of 40% is distributed through ga2TA in search campaigns via text 
ads and 10% in network advertising campaigns. 

Email 
The next 15% of Green_Adv resources go to email after the percentage has been 
placed on Green_Adv in the GA2e flow. A total of 45% of the email resources are 
available to the company in the analysis of data. 

And about the remaining parameters:

• All of Facebook’s resources are driven by the F2CA flow into one of the two 
factors that will determine the cost-effectiveness of competitive advantage (CA).

• 50% of Instagram resources are directed to the influencer factor. 85% of Twitter 
resources are directed to competitive advantage through T2CA streaming.

• All Text_ads resources will be routed to the CA through the TA2CA stream. 25% 
of GDN to -A- via GDN2A and 10% of YouTube Y2i resources to the 
influencers. YouTube is a key product promotion tool for influencers.

• 30% in the campaigns carried out by the company via mail mainly concern offers 
and discounts and 25% in the newsletter, this is achieved by the corresponding 
functions selected on each stream (e2A, e2C, e2N) with the percentage on the 
email.

• 95% of the data analysis resulting from the sending of emails is promoted to the 
competitive advantage through A2CA. will have a negative sign. Finally, 5% of 
the N2i newsletter flows to the influencers.

• The influencers factor gathers all the resources from the N2i, Y2i streams and 
50% of the I2i resources and from there 75% through i2A leads to the recognition. 
The total resources accumulated in CA and A feedback the model.

• The resources are on the vertical axis and the twelve months of the year (tu) are on 
the horizontal axis. Graphically shows the course of Green_Adv, CA, A and 
influencers. 

As it will be shown below, the system does not become viable, which is verified 
in the last stage of the process. 

6 Modeling and Simulation 

The system from the beginning of its operation and although the initial stocks that 
feed the positive route are at almost 95% of the initial percentage, it never manages 
to get positive for the A stock for 0–12tu. The consequence of this is the cancellation 
of the process since it is necessary for all three factors (CA, A, influencers) to be 
positive (Fig. 1).
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Fig. 1 Simulation model 

Fig. 2 Diagram during simulation phase 

Table 3 Quotation of vari-
ables in optimization 

Variables Percentage (%) 

Social_media (sm) 57.28% 

Google_ads (ga) 37.92% 

Email (e) 4.8% 

The above configuration of the model will result in the following results (Fig. 2): 
It is observed that although CA takes a positive value and equals to 

1037*Green_Adv at t = 12tu the A stock never takes a positive value and equals 
to -0.1046*Green_Adv. Consequently, the system will never manage to work 
(Table 3; Fig. 4).
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Fig. 3 Optimization model 

7 Optimization (Fig. 3) 

The goal of the company is through Green_Adv to gain a competitive advantage and 
recognition. The company aims at the maximum possible competitive advantage and 
maximum recognition. This practically, in the model, means that after the initial 
factor invested and is 100% of the resources, the resources that feedback the GA 
should lead it to its maximum possible value, as the higher the GA the bigger the 
CA-A. To achieve this goal modifications had to be made to the model values shown 
in the image below. Toward that direction, the resource percentages will vary. After 
many simulations, the result is as the following table: 

Τhe maximum possible profit is achieved if the percentage of resources flowing 
from GA to social_media, google_ads, and email is differentiated. 57.28% should be 
available on social_media, ga 37.92% and email 4.8%. It is observed that in the 
fourth month, after the optimization GA also increased the key factors CA and A. As 
the GA increased both the financial profit of the company and the success of the 
product increased. An important factor that positively affected the recognition is the 
influencers factor due to the positive impact 25% of the resources are directed to A 
through i2A (Tables 4, 5, 6, 7, 8, 9).
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Fig. 4 Diagram during optimization phase 

Table 4 Explanation of flows and factors 

Variables Type Explanation 

sm2F social_media*50% Flow to Facebook (F) 

sm2I social_media*40% Flow to Instagram (I) 

sm2T social_media*10% Flow to Twitter (T) 

Table 5 Explanation of flows and factors 

Variables Type Explanation 

ga2TA google_ads*40% Flow to Text_Ads (ta) 

ga2GDN google_ads*10% Flow to Google_Display_Network (GDN) 

ga2Y google_ads*50% Flow to Youtube (Y) 

Table 6 Explanation of flows and factors 

Variables Type Explanation 

e2A Email*45% Flow to analytics (A) 

e2C Email*30% Flow to campaigns (C) 

e2N Email*25% Flow to newsletter (N)
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Table 7 Explanation of flows and factors 

Variables Type Explanation 

I2i Instagram*50% Flows to influencers (i) from Instagram 

Y2i Youtube*10% Flows to influencers (i) from Youtube 

N2i Newsletter*5% Flows to influencers (i) from newsletter 

Table 8 Explanation of flows and factors 

Variables Type Explanation 

F2CA Facebook*100% Flows to CA from Facebook 

TA2CA 100% Flows to CA from Text_ads 

A2CA Analytics* 95% Flows to CA from analytics 

T2CA Twitter* 85% Flows to CA from twitter 

GDN2A Google_Display_Network*25% Flows to A from GDN 

C2A – Campaigns*15% Flows to A from campaigns 

i2A – Influencers*0.25% Flows to A from influencers 

CA2GA CA*100% Green_Adv(GA) from CA 

A2GA A*100% Green_Adv(GA) from A 

Table 9 Explanation of flows and factors 

Variables Type Explanation 

social_media (sm) 74.81% Green_adv 

Email (e) 25.19% Green_adv 

sm2F social_media*70/100 Flow to Facebook (F) 

sm2I social_media*0% Flow to Instagram (I) 

sm2T social_media*30% Flow to twitter (T) 

Y2i Youtube*52.5% Flows to influencers (i) from Youtube 

N2i Newsletter*47.5% Flows to influencers (i) from newsletter 

More specifically: 

(a) The following factors affect social media: 
(b) The following factors affect google ads: 
(c) The following factors affect email: 
(d) The following factors affect influencers: 
(e) The following factors are from and to CA and A: 

It is observed that CA & A at t = 0tu begin from the initial value of 100% but 
then at the output, and at the same time, they both obtain a positive value as well. At 
t = 12tu the CA≈1,18*Green_Adv & A ≈ 0.0904*Green_Adv approximately. A 
result that, compared to modeling, shows a tremendous change (Fig. 5). 

After the change in the distribution of resources, the model shows an increase in 
competitive advantage and recognition. The model is consequently fed back. There-
fore, the model after optimization is much more efficient.
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Fig. 5 Diagram during optimization phase 

Fig. 6 Optimization model 

(a) However, to achieve the examination of other scenarios, the viability of the 
system will be examined if it is considered that Google platform crashes and 
Instagram announces user interface problems. Based on this assumption, below 
the behavior of the system is listed (Fig. 6). 

The parameter percentages that are applied to the above are: 
The following diagram clarifies the behavior of the system (Fig. 7). 
It is observed that at t = 12tu the CA≈1.264*Green_Adv and 

A ≈ 0.0988*Green_Adv approximately, which means that the initial scope is 
succeeded (Table 10).



(b) Additionally, the viability of the system will be examined if it is considered that 
Facebook server malfunctions and Google loses half of its users. Based on this 
assumption, below the behavior of the system is listed. The parameter percent-
ages that are applied to the above are: 
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Table 10 Explanation of flows and factors 

Variables Type Explanation 

social_media (sm) 52.39% Green_adv 

google_ads (ga) 28.47% Green_adv 

Email (e) 19.14% Green_adv 

sm2F social_media*0% Flow to Facebook (F) 

sm2I social_media*65% Flow to Instagram (I) 

sm2T social_media*35% Flow to Twitter (T) 

ga2TA google_ads*20% Flow to Text_Ads (ta) 

ga2GDN google_ads*5% Flow to Google_Display_Network (GDN) 

ga2Y google_ads*25% Flow to Youtube (Y) 

Fig. 7 Diagram during optimization phase 

Fig. 8 Resources diagrams during optimization phase 

The following diagram clarifies the behavior of the system (Fig. 8). 
It is observed that at t = 12tu the CA≈0.9879*Green_Adv and 

A ≈ 0.2551*Green_Adv approximately, which means that the initial scope is 
succeeded.
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Table 11 Explanation of 
flows and factors 

Variables Percentage (%) Explanation 

social_media (sm) 57.28% Green_adv 

google_ads (ga) 37.92% Green_adv 

Email (e) 4.8% Green_adv 

Fig. 9 Optimization model 

(c) Closing, the viability of the system will be examined if it is considered that all 
mail servers broke down because of a cyber-attack and Instagram’s owner 
resigned. Based on this assumption, below the behavior of the system is listed 
(Table 11; Fig. 9). 

The parameter percentages that are applied to the above are: 
As a result, influencers = Y2i*25/100 – I2i*60/100. 
The following diagram clarifies the behavior of the system (Fig. 10). 
It is observed that at t = 12tu the CA≈1.182*Green_Adv and 

A ≈ 0.0792*Green_Adv approximately, but influencers = -0.1714*Green_Adv 
which means that the initial scope is succeeded. Therefore, the model is considered 
to succeed in the process.
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Fig. 10 Resources diagrams during optimization phase 

8 Conclusion 

This research is part of a research project examining and optimizing how useful and 
beneficial it is for the company to allocate all its resources to the field of 
eco-advertising as well as the impact it will have on consumers. The target of the 
company is to have a return of at least the initial return of investment (ROI) 
resources. But to be as profitable as possible, the company’s investment must be 
sought in an optimal version of the model with a different sharing of resources. After 
a study and several tests, the resources were distributed so that the company with the 
same financial investment had the maximum possible monetary gains. Optimization 
played a prominent role in this. It is observed that the GA starts from the initial value 
of 100%, then decreases for a short time due to the investment and after the fourth 
month increases more especially after the optimization than before. So, it brings 
more money to the company. After the second month, there is an increase in CA and 
A after optimization, where this is particularly important because they are the two 
main factors that will lead to the optimal increase in GA. Therefore, the Post-
optimization model is more efficient. 

At the bottom line, as digital marketing in general and green advertising and the 
media used evolve day by day, companies are called upon to adapt to change to 
remain competitive [15, 16]. Year after year, more and more consumers are turning 
to products and businesses that are transparent about their impact on society and their 
ecological footprint. Eco-advertising as an aspect of eco-innovation and R&D 
orientation [17] can be a key and determining factor for the success of a product in 
the market. 

Across this line of reasoning, during pandemic and economic crises, a “place-
based” typology of stakeholders has been put forth [18], which synthesize and enrich 
human activity and well-being with several factors, such as natural environment, 
remoteness, connectivity, and eco-efficiency, in order to establish sustainable 
development in challenging destinations such as tourist attractions [19–24]. Addi-
tionally, future research in CSR and advertising could be beneficial for the environ-
ment [25–29].
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1 Introduction 

The purpose is to find out how useful and beneficial it is for the company to allocate 
all its resources to the online store as well as the impact it will have on consumers 
[1]. In this particular investment, what the company seeks is the competitive 
advantage over other companies and the recognition of the product. The time 
given to the company to evaluate these results is 12 months. 

Moreover, staff members of high-tech companies with high levels of technical 
knowledge led to increased financial and economic performance, in comparison with 
companies, in the same industrial sector, employing less technically qualified staff 
[2]. A significant relation among major capital structure and corporate governance 
parameters and firm performance of 10 leading energy sector companies traded in 
the NYSE. Furthermore, pecking order and agency cost theories play an important

D. M. Mastrakoulis 
Department of Informatics and Telecommunications, University of Thessaly, Lamia, Greece 
e-mail: dmastrakoulis@aua.gr 

D. K. Nasiopoulos 
Department of Agribusiness and Supply Chain Management, BICTEVAC LABORATORY 
Business Information and Communication Technologies in Value Chains laboratory, School of 
Applied Economics and Social Sciences, Agricultural University of Athens, Athens, Greece 

D. A. Arvanitidis (✉) · E. C. H. Zara 
Department of Informatics and Telecommunications, University of Peloponnese, Tripolis, 
Greece 
e-mail: darvanitidis@aua.gr 

C. Marinagi 
Department of Agribusiness and Supply Chain Management, School of Applied Economics and 
Social Sciences, Agricultural University of Athens, Athens, Greece 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
D. P. Sakas et al. (eds.), Computational and Strategic Business Modelling, 
Springer Proceedings in Business and Economics,

129

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-41371-1_13&domain=pdf
https://orcid.org/0000-0001-7386-1029
mailto:dmastrakoulis@aua.gr
mailto:darvanitidis@aua.gr
https://doi.org/10.1007/978-3-031-41371-1_13#DOI


role in the financing of these firms, while static trade and irrelevance theory find no 
support [3].
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This research will analyze whether the e-shop factor can directly and to a large 
extent influence the success and recognition of a product in the market. The main 
goal is to identify and analyze how the online store (e-shop) as one of the tools of 
digital marketing will determine the relationship between eco-innovation and prod-
uct success (competitive advantage and recognition) [4–8]. 

1.1 E-Shop 

E-shops are constantly growing and enable each customer to search for the item they 
want, compare it (video images), and see the current offers [9]. In addition, it can 
have an image of the time of preparation, shipping, and receipt of its order. In 
addition, they enable the customer to order specialized items from other cities even 
abroad. The prices in the online stores are usually cheaper, while the payment 
method (credit card, cash on delivery, and Paypal) of the order facilitates the 
acquisition of the products. 

2 Description of Hypothesis and Modeling Process (Table 1) 

Table 1 Description of the factors applied 

Analysis of the main factors 

Website A key factor in the process is the website. The companies create a website, which 
contains detailed information about the products and services they offer. The 
purpose of the website through the presentation of the good is to make the 
browsers and the existing customers buy the product again or one of the other 
products. Immediately after, the parameters that have been set for the proper 
operation of the factor are applied. 

Advertising An additional key factor process is advertising. There are many ways in which the 
e-shop can be advertised and promoted; however, the ideal approach is to choose 
the most suitable methods that suit the respective online store. The purpose, 
however, is to develop and increase e-shop sales. Immediately after, the param-
eters that have been set for the proper operation of the factor are applied. 

Cooperations A last key factor in the process is cooperation. An important part, perhaps even 
before the construction of the online store begins, is the collaborations that need to 
be done. Especially those that are developed with the transport companies 
(courier), with the banking institutions, and with lawyers and accountants. 
Immediately after, the parameters that have been set for the proper operation of 
the factor are applied.
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3 Hypothesis 

H1: CA > 0, A < 0, e-bay<0/ The cyber attack reduces by 50% the functionality of 
the e-shop. 

The e-shop page is under cyber attack with the result that the site displays 50% of the 
products and makes it impossible to communicate with the banking institutions. 

H2: CA > 0, A > 0, e-bay>0/ e-bay-marketplaces are down 30%. 
The facilities of the e-bay server are occupied by terrorists so 30% of the auctions do 

not take place. 
H3: CA > 0, A > 0, e-bay>0/ Social media loses 47% of its power. 
Due to the emergence of a global movement with complaints about the violation of 

the privacy of social media users, 47% of all users are affected and abstained. 
H4: CA > 0, A > 0, e-bay>0/ The marketplace stops working. 
The institution of the global marketplace is deactivated due to a decrease in the 

absorption of transactions. 
H5: CA > 0, A > 0, e-bay>0/ 95% failure to deliver products. 
Transport companies in Europe due to a war between three countries receive the 

goods seven days late and fail to deliver 95% of the products on time. 

4 Methodology 

The aim of the system under consideration is to identify and analyze how the online 
store (e-shop) as one of the tools of digital marketing will determine the relationship 
between ecological innovation and product success (competitive advantage and 
recognition). 

The purpose is to find out how useful and beneficial it is for the company to 
allocate all its resources to the online store as well as the impact it will have on 
consumers. In this particular investment, what the company seeks is the competitive 
advantage over other companies and the recognition of the product. 

This practically means for the system that after the initial stock is provided and 
constitutes 100% of the resources, the resources that feed the stocks, must lead it to 
its maximum possible value, which implies the ever-increasing value of the final 
value. The purpose of the whole project is the non-interruption of the process and at 
the same time the overcoming of the sum of the other opposite measure of param-
eters and factors that are applied. To achieve this goal, percentage changes had to be 
made. Time is referred to as time units (tu). 

Initially, 100% of the processing is placed in e-shop in the context of perfectly 
competitive. This practically means after the resources that supply the following 
stocks must lead it to its maximum possible value, which implies the ever-increasing 
value of the final amount.
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The first element being used is e-shop. Then, if this stock is analyzed and goes 
through the factors that exist in the model, it will end up in A and CA. It is pointed 
out that the examined operating time of the system is from t = 0 to  t = 12. 

Initially, 100% of the resources that will affect the system during the starting 
process at time t = 0 is placed in e-shop. During the process of the system, other 
parameters will act because of the production of extra factors such as the following: 

Visual Approach The visual approach or graphic representation of a website, in 
essence, concerns the graphic image of the e-shop and the way in which the page is 
displayed on the internet. 

CMS The CMS concerns the management part of the e-shop. It is the software that 
helps the user to manage his website and to present it properly on the internet. What a 
CMS seeks is to automate some repetitive processes and to facilitate others so that no 
technical knowledge is required to implement them. 

Technical Support After the completion of the website and from time to time, the 
website needs to be periodically improved and maintained. The site should be 
regularly maintained and constantly monitored to avoid errors or even malicious 
practices. 

Marketplaces The marketplace is a large e-shop that hosts many merchants. The 
final consumer basket may consist of products received from different merchants/ 
companies. 

Google Ads E-shop advertising can be done either through Google Dynamic 
Search Ads where it is an easy way to find people who are looking for exactly. 
Shoppers look for it through Google Shopping Ads where the products appear at the 
top of the search results along with images, prices, and titles, enabling the online 
store to make direct sales. 

Social Media Social media is a tool that enhances the recognition of the online store 
and increases the revenue and sales of the e-shop [10]. 

Transport Company In case the company does not have its own means of 
transporting products, one of the most important collaborations is with a transport 
company. There are many shipping options, and special attention should be paid to 
both the cost and the services offered by each of them (delivery time, shipping areas, 
and delivery cost). 

Banking Institutions Another important cooperation of the e-shop is with the 
banking institution. For these transactions, the banking institutions provide their 
services for a fee. This charge is usually a fixed amount plus a percentage of the total 
amount. 

Lawyer—Accountant The cooperation with a lawyer should be done early, before 
the construction of the e-shop as there are issues that need to be considered and 
addressed (company articles of association, amendments, GDPR). The accountant 
on the other hand gives advice on tax issues, business, and insurance. In addition, he 
is the one who deals with the observance of tax obligations, and not only.
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E-bay is a shopping website that is best known for consumer auctions and sales to 
consumers but is also extremely popular with online marketers where they use it as a 
sales channel [11]. 

E-shops are constantly growing and can provide a wide variety of products at low 
and competitive prices. They enable the respective customer to have an idea of the 
time of preparation, sending, and receipt of his order. In addition to products that can 
be found in stores in the area, e-shops allow the customer to order specialized items 
from other cities even abroad. The prices in the online stores are usually cheaper, 
while the payment method (credit card, cash on delivery and Paypal) of the order 
facilitates their acquisition. The online stores manage to obtain the lowest prices on 
products since they remain “open” 24 h a day, 365 days a year, do not have high 
rental outlets, and do not need specific specifications as a conventional store would 
need to be considered successful. The size of the staff varies depending on the needs 
of each company. 

5 Hypothesis Trials and Results 

Initially, 100% of e-shop resources should be divided into three factors which are 
website, advertising, and collaborations as shown in the Figure below. The distri-
bution of the initial percentage is chosen to be as it is shown in Table 2. This is 
achieved by using a converter on the respective flow from the e-shop to each factor. 
After researches, the following results are obtained regarding the behavior of the 
system. The green color in the following diagram indicates a positive to the system 
parameter and red indicates the negative one. 

Website 
For example, 29.3% of the e-shop ‘s resources go to the website since the es2w 
stream has the percentage set to es. The website selects 50% of the resources to be 
distributed to g_i (graphic_illustration) via the w2gi stream, 30% to the CMS via 
w2CMS, and the remaining 20% to technical support via the w2ta stream. 

Advertising 
The next 25.4% of the e_shop goes to a (advertising) In the same way as previously 
explained. Through streams, resources are distributed in the same way to market-
places, google_ads, and social_media. 30% is distributed through a2m to market-
places, 30% to ads via Google (google_ads) via a2ga and the remaining 40% to ads 
via social_media with the flow a2sm. 

Table 2 Quotation of 
variables 

Variables Percentage (%) 

Website(w) 29.3% 

Advertising(a) 25.4% 

Collaborations(c) 45.3%
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Collaborations 
The remaining 45.3% of the e_shop goes to the collaborations that will be made to 
properly build and operate the e_shop. From the resources of collaborations, the 
company has 10% in the cooperation with the transport companies. 45% in collab-
orations with banking institutions and the remaining 45% in collaborations with 
lawyers-accountants. This is achieved with the corresponding functions selected on 
the respective flow (c2c, c2b, c2l_a) with the percentage on the e_shop. 

And about the remaining parameters:

• 15% of marketplace resources along with 25% of google_ads resources will be 
redirected to the external eBay agent via m2s and ga2s streams respectively. 95% 
of sm resources will be redirected to -A- via sm2A.

• All g_i and CMS resources are routed through the gi2A and CMS2A stream to 
one of the two factors that will determine the success of the cost, in recognition 
(A). ta2CA flow.

• 25% of the resources spent on lawyers-accountants together with 85% of the 
resources in banking institutions are promoted to product recognition through 
b2A. A percentage with a negative sign is driven through the c2s flow to the eBay 
sub-factor.

• The e-bay factor gathers all the resources from the flows ga2s, m2s, and c2s and 
from there 50% through eb2CA leads to the competitive advantage. All the 
resources gathered in CA and A feeds back the model. 

As it will be shown below, the system does not become viable, which is verified 
in the last stage of the process. As mentioned above a business success is considered 
when the resources spent to create online stores (e-shop), will bring positive results 
in terms of product recognition and competitive advantage. The results from the 
operation of the model are shown in the following graph. The resources are on the 
vertical axis and the twelve months of the year are on the horizontal axis. Graphically 
shows the trajectory of e_shop, CA, A, and e-bay. 

6 Modelling and Simulation 

The system from the beginning of its operation and although the initial stocks that 
feed the positive route is 100% of the initial percentage, it never manages to get 
positive for the A, e_shop, and e_bay stock for 0-12tu. The consequence of this is the 
cancellation of the process since it is necessary all three factors (CA, A, ebay) to be 
positive (Fig. 1). 

The above configuration of the model will result in the following results (Fig. 2): 
It is observed that although CA takes a positive value it equals to -

0.0386*e_shop at t = 12tu, the A stock never takes a positive value and equals to 
1.202*e_shop. Consequently, the system will never manage to work.
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Fig. 1 Simulation model 
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Fig. 2 Diagram during simulation phase 

7 Optimization (Fig. 3) 

The goal of the company is through the e_shop to gain a competitive advantage and 
recognition. The company aims at the maximum possible competitive advantage and 
maximum recognition. This practically, in the model, means that after the initial 
capital invested and which is 100% of the resources, the resources that return the es 
must lead it to its maximum possible value, as the larger the es, the larger the CA-A 
(Table 3; Fig. 4).
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Fig. 3 Optimization model 

Table 3 Quotation of vari-
ables in optimization 

Variables Percentage (%) 

Website(w) 31.7% 

Advertising(a) 29.1% 

Collaborations(c) 39.2% 

Towards that direction, the resource percentages will vary. After many simula-
tions, the result is as the following table: 

Τhe maximum possible profit is achieved if the percentage of resources flowing 
from e_shop to website, advertising, and collaborations is differentiated. 31.7% 
should be available on website, advertising 29.1%, and collaborations 39.2%. It is 
observed that the in fourth month, after the increase of the competitive advantage 
CA, the resources of the e_shop also increased. As the e_shop grew, so did the 
business profit of the business and the success of the product. An important factor 
that had a positive effect is the eBay factor which, due to the positive effect it had on 
the optimization of the model, had a positive effect both in terms of increasing the 
competitive advantage and in terms of increasing the total resources that feed back 
the model.
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Fig. 4 Diagram during the optimization phase 

Table 4 Explanation of flows and factors 

Variables Type Explanation 

w2gi Website*50% Flow from website to graphic_illustration 

w2CMS Website*30% Flow from website to CMS 

w2ta Website*20% Flow from website to technical_assistance 

More specifically: 

(a) The following factors affect the website (Table 4): 

(b) The following factors affect advertising (Table 5): 

(c) The following factors collaborations (Table 6): 

(d) The following factors affect e_bay (Table 7): 

(e) The following factors are from and to CA and A (Table 8): 

It is observed that CA & A at t = 0tu begin from the initial value of 100% but 
then at the output, and at the same time, they both obtain a positive value as well. At 
t = 12tu the CA = e_shop & A ≈ 4182*e_shop approximately. A result that, 
compared to modeling, shows a tremendous change (Fig. 5).



138 D. M. Mastrakoulis et al.

Table 5 Explanation of flows and factors 

Variables Type Explanation 

a2m Advertising*30% Flow from advertising to marketplaces 

a2ga Advertising*30% Flow from advertising to Google_ads 

a2sm Advertising*40% Flow from advertising to social_media 

Table 6 Explanation of flows and factors 

Variables Type Explanation 

c2c Collaborations*10% Flow from collaborations to courier 

c2b Collaborations*45% Flow from collaborations to banks 

c2la Collaborations*45% Flow from collaborations to lawyer_accountant 

Table 7 Explanation of flows and factors 

Variables Type Explanation 

m2s Marketplaces*15/100*70/100 Flow from marketplaces to ebay 

ga2s Google_ads*25/100 Flow from Google_Ads to ebay 

c2s -Couriers*5/100 Flow from couriers to ebay 

Table 8 Explanation of flows and factors 

Variables Type Explanation 

ta2CA technical_assistance*35/100 Flow to CA 

eb2CA e_bay*50/100 Flow to CA 

gi2A graphic_illustration Flow to A 

CMS2A CMS Flow to A 

sm2A social_media*95/100 Flow to A 

b2A Banks*85/100 Flow to A 

300 
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100 
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e_shop CA A e_bay 

Fig. 5 Diagram during optimization phase
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Table 9 Quotation of variables in optimization 

Variables Percentage (%) 

Website(w) 19.48% 

Advertising(a) 14.71% 

Collaborations(c) 65.81% 

Table 10 Explanation of flows and factors 

Variables Type Explanation 

sm2A Social_media*95/100*53/100 Flow from social_media to A 
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Fig. 6 Diagram during optimization phase 

After the change in the distribution of resources, the model shows an increase in 
competitive advantage and recognition. The model is consequently fed back. There-
fore, the model after optimization is much more efficient. 

(a) However, to achieve the examination of other scenarios, the viability of the 
system will be examined if it is considered that social media loses 47% of its 
power. Based on this assumption, below the behavior of the system is listed. 

The parameter percentages that are applied to the above are (Tables 9 and 10): 
The following diagram clarifies the behavior of the system (Fig. 6). 
It is observed that at t = 12tu the CA = e_shop and A ≈ 8.4623*e_shop 

approximately, which means that the initial scope is succeeded. 

(b) Additionally, the viability of the system will be examined if it is considered that 
the institution of the global marketplace is deactivated. Based on this assump-
tion, below the behavior of the system is listed (Fig. 7). 

The parameter percentages that are applied to the above are (Table 11): 
The following diagram clarifies the behavior of the system (Fig. 8). 
It is observed that at t = 12tu the CA = e_shop and A ≈ 6.2253* e_shop 

approximately, which means that the initial scope is succeeded.
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Fig. 7 Diagram during optimization phase 

Table 11 Quotation of variables in optimization 

Variables Percentage (%) 

Website(w) 42.13% 

Advertising(a) 17.39% 

Collaborations(c) 40.48% 
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Fig. 8 Resources diagrams during optimization phase
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Table 12 Explanation of 
flows and factors 

Variables Percentage (%) 

Social_media (sm) 14.91% 

Google_ads (ga) 47.25% 

Email (e) 37.24% 

300 

250 

200 

150 

100 

50 

0 
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e_shop CA A e_bay 

Fig. 9 Resources diagrams during optimization phase 

(c) In conclusion for another scenario, the viability of the system will be examined if 
it is considered that couriers fail to deliver products for a percentage of 95%. 

The parameter percentages that are applied to the above are (Table 12): 
The following diagram clarifies the behavior of the system (Fig. 9). 
It is observed that at t = 12tu the CA = e_shop and A ≈ 2.4479*e_shop 

approximately which means that the initial scope is succeeded. Therefore, the 
model is considered to succeed in the process. 

8 Conclusion 

This research is part of a research project examining and optimizing how useful and 
beneficial it is for businesses to maintain an e-shop. Businesses need to use the 
proper marketing and strategies to cope with the competitive environment and 
maximize their sales profits and product recognition [12–14]. The rapid changes 
that are taking place in the IT sector, shape and bring a series of changes that affect 
commercial companies. E-commerce is one of these changes since it is a modern 
method of promoting products and services with rapid development in the field of 
internet [15–17]. 

The speed and ease with which trading can take place, rank e-commerce high in 
the preferences and activities of internet users. As it has been analyzed above, 
through the appropriate website, the right e-shop advertising, and the right collab-
orations before the creation and during its operation will determine the success of the 
product and will bring the desired results for the company. In conclusion, as shown 
by the modeling, the use of this means of ecological innovation—creation of an



online store—for both a newly established company and an existing one, is now 
necessary. 

142 D. M. Mastrakoulis et al.

Following this argumentation, pandemic and economic crises enforce a “place-
based” typology of stakeholders [18], which promote eco-innovation and sustainable 
development in challenging locations and tourist destinations [19–21], coupling 
human activity and well-being to several factors, such as digitalization, natural 
environment, connectivity, and eco-efficiency. Furthermore, future research on 
corporate social responsibility should be considered with the assistance of digital 
marketing in order to ensure the survivability of the e-shops [22–26]. 
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Social Networks and User Interaction 
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and Catherine Marinagi 

1 Introduction 

The purpose of this research is to find out how useful and beneficial it is for the 
company to allocate all its resources to the social media sector as well as the impact it 
will have on consumers. In this particular investment, what the company seeks is a 
competitive advantage over other companies and the recognition of the product. The 
time given to the company to evaluate these results is 12 months. At first glance and 
on a highly theoretical basis, it is believed that the costs that the company will spend 
on social media will have a positive impact and consequently will determine the 
success of the product [1–6]. 
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Moreover, staff members of high-tech companies with high levels of technical 
knowledge led to increased financial and economic performance, in comparison with 
companies, in the same industrial sector, employing less technically qualified staff 
[7]. A significant relation among major capital structure and corporate governance 
parameters and firm performance of 10 leading energy sector companies traded in the 
NYSE. Furthermore, pecking order and agency cost theories play an important role in 
the financing of these firms, while static trade and irrelevance theory find no 
support [8]. 

This research will analyze whether the social media factor can directly and to a 
large extent, influence the success of a product in the market. The goal is to identify 
and analyze how social media as one of the tools of digital marketing will determine 
the relationship between eco-innovation and product success (product recognition 
and competitive advantage) [9]. 

1.1 Social Media 

The phenomenon of social networks is not something new, what has changed is their 
scope and penetration into the daily lives of users. 

The modern way of life and the need of people for communication have made 
social networks very popular with the result that the development of these networks is 
growing day by day. Their ever-increasing usage rates prove their consolidation [1–6]. 

2 Description of Hypothesis and Modeling Process (Table 1) 

Table 1 Description of the factors applied 

Analysis of the main factors: 

Facebook A key factor in the process is social media, in addition to the direct communication 
that is offered as a service. 
Facebook can be used effectively by businesses to spread a message and at the same 
time is a feedback tool offering important information about both consumer behavior 
and their reviews of the products and services they offer. The presence of a company 
on Facebook through a positive and attractive appearance, can significantly enhance 
its social image. Immediately after, the parameters that have been set for the proper 
operation of the factor are applied. 

YouTube An additional key factor process is YouTube. Most users use YouTube to listen to 
music, while a slightly smaller percentage use it to watch everyday videos. YouTube 
offers businesses the opportunity to create their own channel and advertise their 
product through it. Immediately after, the parameters that have been set for the proper 
operation of the factor are applied [2, 10, 11]. 

Twitter The last key factor in the process is Twitter. This platform allows users to read and 
send short messages called tweets. Twitter, like other social media, facilitates the way 
businesses communicate and connect with the rest of the world as they have the 
potential to reach a huge market without geographical restrictions. Immediately after, 
the parameters that have been set for the proper operation of the factor are applied.
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3 Hypothesis 

H1: CA > 0, A < 0/Hackers affect Facebook and personalized ads post obscene 
content resulting in 6% of users deleting their account. 

Facebook’s impact is reduced by 48% resulting to video marketing turn to 
negative axis. 

H2: CA > 0, A > 0/Facebook’s Content marketing is being replaced by another 
application that is not frequently updated with business information. 

Thirty-eight percent of businesses stop sending information. 
H3: CA > 0, A > 0/ Twitter’s programmatic returns to the previous state, targeting 

only a small portion of customers, with a lot of money. 
Twenty-four percent of users delete their account. 
H4: CA > 0, A > 0/ Twitter stops offering discount coupons from small businesses 

to users. 
Eighteen percent of users and 14% of businesses stop using Twitter and the traffic 

becomes a negative factor. 
H5: CA < 0, A < 0, youtubers > 0, social_media < 0/All mail servers broke down 

because of a cyber-attack and YouTube’s owner resigned. 
The factor of Metrics is excluded from the system’s equation and so YouTube loses 

60% of its youtubers. 

4 Methodology 

The aim of the system under consideration is considered when the resources spent on 
the creation and support of social media will bring positive results both in terms of 
product recognition and competitive advantage. Additionally significant purpose of 
businesses is to attract new customers, to strengthen their relationship with existing 
ones and to convey the information they want. This practically means for the system, 
that after the initial stock is provided and constitutes 100% of the resources, the 
resources that feed the stocks, must lead it to its maximum possible value, which 
implies the ever-increasing value of the final value. The purpose of the whole project 
is the non-interruption of the process and at the same time the overcoming of the sum 
of the other opposite measure of parameters and factors that are applied. To achieve 
this goal, percentage changes had to be made. Time is referred to as time units (tu). 

Initially, 100% of the processing is placed in social_media in the context of 
perfectly competitive. This practically that after the resources that supply the fol-
lowing stocks must lead it to its maximum possible value, which implies the ever-
increasing value of the final amount. 

The first element that will start the model with, is social_media. Then, if this 
stock is analyzed and goes through the factors that exist in the model, it will end up 
in A and CA. It is pointed out that the examined operating time of the system is from 
t = 0  to  t = 12.



148 D. M. Mastrakoulis et al.

Initially, 100% of the resources that will affect the system during the starting 
process at time t = 0 is placed in social_media. During the process of the system, 
other parameters will act because of the production of extra factors such as the 
following: 

Marketplace In addition to the many features that Facebook offers (messages, 
notifications, status updates, and event updates) a very important part is the Market-
place where in addition to the fact that users can post their own ads for product sales 
(in their area or with the ability to send), companies and their brands can follow. The 
Marketplace is used by businesses mainly to advertise their products, reach new 
people and as a sales channel as they enable customers to make purchases without 
leaving the company’s Facebook page [12]. 

Personalized Ads In personalized ads the communication with the customer 
becomes more personal, making him feel familiar with the brand and gaining a 
place in his shopping choices. Targeted advertising always makes a difference in a 
business. The campaigns find their target and the data collected boosts sales. 
Personalized ads on Facebook, that is, those that use a user’s psychological profile 
and not just his demographic characteristics (age and gender), significantly increase 
the likelihood that users will click on them and buy products [11]. 

Video Marketing Video marketing is a powerful tool in the hands of businesses 
that can inform, entertain, and attract the public. To date, most professionals who use 
video as part of their strategy plan to continue using it, and a large percentage plan to 
invest further in future video campaigns. Using videos, businesses can engage their 
audience in a creative way, share key messages, promote a new product, and increase 
brand recognition [11]. 

Content Marketing Content marketing is the art of communicating with customers 
and creating opportunities without selling. The purpose is to provide information 
that makes the buyer smarter. In other words, companies on their part provide 
consistent, continuous, and valuable information to the buyers, and they, in turn, 
reward them with their loyalty and loyalty. 

Content marketing can take many forms, the most common of which are like a 
blog post, videos, infographics, PDFs, eBooks, social media posts, and interviews. 

Homepage Ads In addition to the two main categories of ads (TrueView Video and 
Display Ads) that have been available on YouTube in recent years, there is also the 
possibility of advertising on the main YouTube page. 

Metrics – YouTube Analytics (YouTube Insight) This is a free analysis tool 
(metrics and reporting tool) which is offered to all YouTube users who have an 
account and allows them to see statistics for the audience that watches their videos. 
This tool alone can’t help to increase the views of a video, but with the correct 
analysis of the statistics it provides, the chances of maximizing the views and 
consequently the revenue increase.
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Programmatic A big innovation in the field of digital marketing is programmatic 
buying, a specially designed software, which has revolutionized the way in which 
advertising space is purchased from websites. Automates the purchase, placement, 
and optimization of business advertising using AI (artificial intelligence) and 
machine learning technologies. 

Traffic One of the key metrics that indicate signs of success is traffic to the social 
site. The more customers who visit it, the more chances it has for sales. 

Convert The main goal of businesses using social media is to convert visitors into 
leads, which to achieve this, their personal data/contact information must have been 
collected. 

5 Hypothesis Trials and Results 

Initially, 100% of social_media resources should be shared among the three factors 
which are Facebook, YouTube, and Twitter. The distribution of the initial percent-
age is chosen to be as it shown in Table 2. This is achieved by using a converter on 
the respective flow from the social_media to each factor. Finally, the effect of 
influencers is applied as mentioned above. After research the following results are 
obtained regarding the behavior of the system. The green color in the following 
diagram indicates a positive to the system parameter and red indicates the negative 
one. 

Facebook 
In this case, 38.42% of the social_media resources go to Facebook since in the sm2F 
stream the percentage on sm has been placed. Facebook selects 25% of the resources 
to be distributed in the marketplace via F2m streaming, 35% to personalized_ads 
(pa) via F2pa and the remaining 40% to video_marketing (vm) via F2vm streaming. 

YouTube 
The next 35.31% of social_media goes to YouTube in the same way as previously 
explained. Through streams, resources are distributed in the same way to 
content_marketing, Homepage_ads, and metrics; 30% is distributed through Y2cm 
to content_marketing, 30% to Homepage_ads through Y2Ha, and the remaining 
40% to metrics with m2p flow. 

Table 2 Quotation of 
variables 

Variables Percentage (%) 

Facebook (F) 38.42% 

YouTube (Y) 35.31% 

Twitter (T) 26.27%
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Twitter 
The remaining 26.27% of social_media goes to Twitter. The company has 10% of 
the Twitter resources in programmatic. Forty-five percent in traffic and the 
remaining 45% in convert. This is achieved with the corresponding functions 
selected on each stream (T2p, T2t, and T2c) with the percentage on Twitter. 

And about the remaining parameters:

• Twenty percent of marketplace resources are driven through the m2cm flow to 
content_marketing (cm).

• Fifty percent of personalized_ads (pa) resources are routed to the metrics factor 
via pa2m and 20% of video_marketing (vm) resources are routed to 
content_marketing (cm) via vm2cm.

• Ten percent of the resources collected in content_marketing (cm) is directed to the 
external youtubers factor and from there a negative percentage through the y2A 
flow to the competitive advantage A.

• Ten percent of content_marketing resources are routed through the cm2y stream 
to the external youtubers factor. At this point it has been defined the youtubers 
factor to negatively affect the product recognition by 5%. Twenty-five percent of 
Homepage_ads resources through Ha2m are directed to the metrics factor, and 
from there 60% are directed to the programmatic factor.

• From programmatic, 45% through p2CA is led to CA (Competitive Advantage). 
Sixty-five percent of traffic is led through t2m to the metrics factor. Thirty-five 
percent of convert resources are driven by competitive advantage5. All the 
resources gathered in CA and A feedback the model. 

As it will be shown below, the system does not become viable, which is verified 
in the last stage of the process. 

6 Modeling and Simulation 

The system from the beginning of its operation and although the initial stocks that 
feed the positive route is at 100% of the initial percentage, it never manages to get 
positive for the A stock for 0–12tu. The consequence of this is the cancellation of the 
process since it is necessary both factors (CA, A) be positive. 

The results from the operation of the model are shown in the following graph. The 
pores are on the vertical axis and the 12 months of the year are on the horizontal axis. 
Graphically shows the course of social_media, CA, A, and youtuber (Fig. 1). 

The above configuration of the model will result in the following results (Fig. 2): 
It is observed that although CA takes a positive value and equals 

1384*social_media (at t = 12tu) the A stock never takes a positive value and equals
-0.0142*social_media. Consequently, the system will never manage to work under 
these circumstances.
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Fig. 1 Simulation model 
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Fig. 2 Diagram during simulation phase 

7 Optimization (Fig. 3) 

The goal of the company is to gain a competitive advantage and recognition through 
social media. The company aims at the maximum possible competitive advantage 
and maximum recognition. This practically, in the model, means that after the initial 
capital that is invested and is 100% of the resources, the resources that feed back the



social media should lead it to its maximum possible price, as the bigger the sm the 
bigger it will be the CA–A. To achieve this goal modifications had to be made to the 
model values shown in the image below. Toward that direction, the energy percent-
ages will vary. After many simulations the result is as the following table (Table 3; 
Fig. 4): 
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Fig. 3 Optimization model 

Table 3 Quotation of vari-
ables in optimization 

Variables Percentage (%) 

Facebook (F) 40.2% 

YouTube (Y) 39.4% 

Twitter (T) 20.4% 

Τhe maximum possible profit is achieved if the percentage of resources flowing 
from social_media to, Facebook, YouTube, and Twitter is differentiated. It is 
observed that after the fourth month in the process of optimization the key factors 
CA and A are increased. An important factor that positively affected the recognition 
is the youtubers factor that due to the positive impact 5% of the resources are 
directed to A through y2A.
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Fig. 4 Diagram during optimization phase (tu = 8) 

Table 4 Explanation of flows and factors 

Variables Type Explanation 

F2m Facebook*25/100 Flow from Facebook to marketplace 

F2pa Facebook*35/100 Flow from Facebook to personalized_ads 

F2vm Facebook*40/100 Flow from Facebook to video_marketing 

More specifically: 

(a) The following factors affect Facebook (Table 4): 

(b) The following factors affect YouTube (Table 5): 

(c) The following factors affect Twitter (Table 6): 

(d) The following factors affect youtubers (Table 7): 

(e) The following factors are from and to CA and A (Table 8): 

It is observed that CA & A at t = 0tu begin from the initial value of 100% but 
then at the output, and at the same time, they both obtain a positive value as well. At
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t = 12tu the CA≈1.44*social_media & A ≈ 0.109*social_media approximately. A 
result that, compared to modeling, shows a tremendous change (Fig. 5). 
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Table 5 Explanation of flows and factors 

Variables Type Explanation 

Y2cm Youtube*30/100 Flow from YouTube to content_marketing 

Y2m Youtube*40/100 Flow from YouTube to metrics 

Y2Ha Youtube*30/100 Flow from YouTube to Homepage_ads 

Table 6 Explanation of flows and factors 

Variables Type Explanation 

T2p Twitter*10/100 Flow from Twitter to programmatic 

T2t Twitter*45/100 Flow from Twitter to traffic 

T2c Twitter*45/100 Flow from Twitter to convert 

Table 7 Explanation of flows and factors 

Variables Type Explanation 

y2A YouTubers*5/100 Flows to A from youtubers 

Table 8 Explanation of flows and factors 

Variables Type Explanation 

A2sm A Flow from A to social_media 

p2CA Programmatic*45/100 Flow to CA from programmatic 

c2CA Convert*35/100 Flow to CA from convert 

CA2sm CA Flow from CA to social_media 
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0 2 4 6 8 10  

social_media CA A youtubers Facebook Youtube Twitter 

Fig. 5 Diagram during optimization phase 

After the change in the distribution of resources, the model shows an increase in 
competitive advantage and recognition. The model is consequently fed back. 

Therefore, the model after optimization is much more efficient.



(a) However, to achieve the examination of other scenarios, the viability of the 
system will be examined if it is considered that Twitter’s programmatic returns to 
the previous state, targeting only a small portion of customers, with a lot of 
money. Based on this assumption, below the behavior of the system is listed 
(Fig. 6). 
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Fig. 6 Optimization model 

Table 9 Explanation of flows 
and factors 

Variables Percentage (%) 

Facebook (F) 37.14% 

YouTube (Y) 28.79% 

Twitter (T) 34.07% 

The parameter percentages that are applied to the above are as follows (Table 9): 
The following diagram clarifies the behavior of the system (Fig. 7). 
It is observed that at t = 12tu the CA≈1.434*social_media and A ≈ 0.0967* 

social_media approximately, which means that the initial scope is succeeded. 

(b) However, to achieve the examination of other scenarios, the viability of the 
system will be examined if it is considered that Twitter stops offering discount 
coupons from small businesses to users.
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Fig. 7 Diagram during optimization phase 

Table 10 Explanation of 
flows and factors 

Variables Percentage (%) 

Facebook (F) 29.12% 

YouTube (Y) 38.43% 

Twitter (T) 32.45% 

Fig. 8 Optimization model 

Based on this assumption, below the behavior of the system is listed. The 
parameter percentages that are applied to the above are as follows (Table 10; Fig. 8): 

The following diagram clarifies the behavior of the system (Fig. 9).
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Fig. 9 Energy diagrams during optimization phase 

Fig. 10 Optimization model 

It is observed that at t = 12tu the CA≈1.34*social_media and 
A ≈ 0.1466*social_media approximately, which means that the initial scope is 
succeeded. 

(c) However, to achieve the examination of other scenarios, the viability of the 
system will be examined if it is considered that all mail servers broke down 
because of a cyber-attack and YouTube’s owner resigned. Based on this assump-
tion, below the behavior of the system is listed (Fig. 10).
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Table 11 Explanation of 
flows and factors 

Variables Percentage (%) 

Facebook (F) 31.82% 

YouTube (Y) 29.01% 

Twitter (T) 35.73% 
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Fig. 11 Energy diagrams during optimization phase 

The parameter percentages that are applied to the above are as follows (Table 11): 
The following diagram clarifies the behavior of the system (Fig. 11). 
It is observed that at t = 12tu the CA≈0.1192*social_media and 

A ≈ 1.158*social_media approximately but youtubers = -0.1548*Green_Adv 
which means that the initial scope is succeeded. Therefore, the model is considered 
to fail in the process. 

8 Conclusion 

This research is part of a research project examining and optimizing how useful and 
beneficial it is for the company to allocate all its resources to the social media sector 
as well as the impact it will have on consumers. 

The businesses target is to have a return of at least the initial ROI (return of 
investment) resources. But to be as profitable as possible, the company’s investment 
must be sought in an optimal version of the model with a different sharing of 
resources. After a study and several tests, the resources were distributed so that the 
company with the same financial investment had the maximum possible monetary 
gains. Optimization played a prominent role in this. 

It is observed that social_media starts from the initial price of 100%, then 
decreases for a short time due to the investment and after the fourth month increases 
more especially after the optimization than before. So, it brings more money to the 
company. After the fourth month, there is an increase in CA and A’s after optimi-
zation, where this is particularly important because they are the two main factors that 
will lead to the optimal increase of social_media. Therefore, the post-optimization 
model is more efficient.



Social Networks and User Interaction as a Determinant. . . 159

In conclusion, social media is the modern way of transmitting experiences and as 
it is understood, no modern company can miss the place where the products and 
services they offer are discussed and judged. On the other hand, social media is a 
place for businesses where they can present their products and services, improve 
communication with their customers, exchange information and gain information 
about the competition. 

As digital marketing evolves day by day, businesses are bound to adapt to change 
if they are to remain competitive [13, 14]. In fact, companies have no choice but to 
create a social media presence or not, but their concern is how well they will create 
it. Thus, the alignment of business strategies based on new technologies with the 
external environment may provide a sustainable competitive advantage to modern 
enterprises [15, 16]. 

Across this line of reasoning, emerging crises enforce a “place-based” typology 
of stakeholders [17], which fuel sustainable development especially in congested 
areas and tourist destinations [18–23] reenforcing human activity and wellbeing with 
several factors, such as digitalization, natural environment, and connectivity. 
Finally, except for digital advertising, future research on CSR and green marketing 
should be considered for the ethically sustainable use of social media [24–28]. 
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Energy Saving of an RPAS (Remotely 
Piloted Aircraft System) Using Solar Panels, 
Modeling, and Optimization 

Dimitrios A. Arvanitidis, Dimitrios K. Nasiopoulos , 
Dimitrios M. Mastrakoulis, and Panagiotis Reklitis 

1 Introduction 

Recently, the use of flying platforms such as unmanned aerial vehicles (UAVs) is 
rapidly growing for many applications in commercial, civilian, and military fields. 
The UAVs are very common with real-time monitoring, providing wireless cover-
age, remote sensing, search and rescue, delivery of goods, security and surveillance, 
precision agriculture, etc. UAVs have several key potential applications in wireless 
systems with their inherent attributes such as mobility, flexibility, and adaptive 
altitude. They can be equipped with panoptic cameras, sensors, etc., to be more 
likely to perform various tasks such as surveillance and military services [11], search 
and rescue [14], and remote sensing [4, 16]. 

There are two options available to increase the flight time. The first one is to 
increase the battery capacity, which in the conditions of current state-of-the-art
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battery material technologies is a very limited option. Precisely, the battery might be 
too large for the drone or UAV to fly, or the material of the battery might be too 
expensive for the deployment to be feasible.
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The second option is to charge the battery from an external source of energy 
intermittently. It can be either wired or wireless approaches. 

Additionally, they play an important role in the telecommunications infrastruc-
ture supporting the Internet of Things (IoT) vision [9] and wireless sensor networks 
(WSNs). Commercial UAVs commonly use lithium and lithium-ion batteries that 
can maintain a flight time of about 20–40 min [1]. However, the energy limitations 
are a problem not only for UAVs but also for wireless sensor networks [8]. When 
UAVs do not use any alternative energy sources from the ambient environment, they 
may fail several tasks due to the limited operating time. Energy harvesting tech-
niques are the process by which energy is derived from ambient sources such as solar 
energy, wind energy, and electromagnetic energy. They can be used to extend the 
lifetime of battery for low-power devices [2]. 

Moreover, staff members of high-tech companies with high levels of technical 
knowledge led to increased financial and economic performance, in comparison with 
companies, in the same industrial sector, employing less technically qualified staff 
[30]. A significant relation among major capital structure and corporate governance 
parameters and firm performance of 10 leading energy sector companies traded in 
the NYSE. Furthermore, pecking order and agency cost theories play an important 
role in the financing of these firms, while static trade and irrelevance theory find no 
support [31]. 

There is a lot of work being done on the use of PV (photovoltaic) panels in RPA, 
where they are used to increase flight duration and consequently recharge the battery 
[15]. What is most important to us is the fact that this helps significantly in increasing 
the flight duration of an RPA, given that the flights must cover a large area of land or 
forest. 

2 Description of Hypothesis and Modeling Process (Table 1) 

Table 1 Description of the forces applied 

Solar energy A key factor in the movement of a TRPA, as through it, any planned or not 
movement of the system takes place and through the solar flow, the resources 
go to solar energy. 

Dynamic energy An equally important factor of TRPA, which is applied to the system due to 
gravity but also the loss of energy, due to the movement of the UAV based on 
the altitude gradients and the configuration of the ground. Through the altitude 
flow the resources go to the surface. 

Air resistance 
energy 

The third factor of the model is the energy developed by the air resistance 
force, which is applied to the system in the opposite direction of motion. 
Through the airflow the resources go to air resistance. 

Thermal energy The fourth and final factor of TRPA is the energy applied to the system 
because of its activation, from the beginning of the movement. Through the 
heat flow the resources go to thermal loss.
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3 Hypothesis 

H1: Finalenergy < 0/ percentages of energy factors vary. 
Each factor is assigned with some amount of energy from the initial TRPA. 

Nevertheless, the system is not vital. 
H2: Finalenergy > TRPA/40% energy consumption. 
The system is sustainable and with maximum energy savings. As a result, the UAV 

manages to save 40% of the energy it consumes. 
H3: Finalenergy>0 after T/2/Ethermal=0. 
Thermal energy turns to zero and as a result, the system achieves the continuation of 

the flight by managing to save energy in the second half of the journey. 
H4: AltFinalenergy<0/33.4% functional panels. 
Solar panels malfunctioned at 66.6% of the total surface and as a result, the 

alternative final energy is affected to such an extent that the UAV must land to 
recharge. 

4 Methodology 

The primary goal is the energy saving of an autonomous UAV, to which solar panels 
are attached to utilize solar energy. With the use of Anylogic PLE, the initial energy 
goes through the factors present in the model and it returns either in the form of 
energy saving and augmentation with the consequence of not requiring recharging, 
or in the form of its partial loss, in the possible application of the factor of different 
weather phenomena (rain, snow, night, and cloudy) and simultaneous for unbal-
anced factors malfunction a part of the solar panels surface. Time is referred to as 
time units (tu). 

Initially, 100% of the energy is placed in TRPA in the context of faithful 
observance of the ECP (energy conservation principle) i.e., the sum of EDYN 

(dynamic energy) and EKIN (kinetic energy). 
This practically means that after the initial energy that exists in the system and is 

100% of the resources, the resources that supply the surface, air resistance and solar 
energy must lead it to its maximum possible value, which implies the ever-increasing 
value of the final energy amount, i.e., when the system tends to land. To land and 
with ECP in mind, it is reasonable that the kinetic energy will tend to zero, in contrast 
to the initial energy where the speed is constantly increasing for the system to 
achieve the purpose of the whole project and at the same time to exceed the sum 
of the other counter measures of forces applied.
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Table 2 Energy types and 
supply quota in modeling 

Type of energy Percentage (%) 

Dynamic energy (-) 32  

Air resistance energy (-) 9  

Solar energy 42 

Thermal energy (-) 17  

5 Hypothesis Trials and Results 

Initially, 100% of the resources of TRPA (initial stock) must be divided into the four 
factors which are solar energy, surface, air resistance, and thermal. 

It is chosen to make a random distribution of energy in each stock. This is 
achieved by using a converter on the respective flow from TRPA to each factor. 
After researches, the following results are obtained regarding the behavior of the 
forces in the system. The green color in the following diagram indicates a positive to 
the system power and red indicates a negative one (Table 2). 

5.1 Solar Energy 

In this case, 42% of TRPA resources go to solar energy since the percentage of 
TRPA has been placed in solar flow. Then through the gain flow that determines the 
size of the energy received it ends up in the energy filter. When the resources reach 
the energy filter it must be ascertained whether the energy accumulated in the solar 
panels is greater than the sum of the other three energies under consideration, to 
make the model viable. 

5.2 Dynamic Energy 

The next 32% of the initial stock goes to the surface in the same way as previously 
explained. When the resources reach the altitude loss and by applying the given 
parameters, the magnitude of the reported energy applied to the system will emerge. 
In the same way these resources of the initial stock flow to the energy filter. When the 
resources reach the energy filter there is a condition that is satisfied, the resources 
flow to the total energy. 

5.3 Air Resistance Energy 

The next 9% of the initial stock goes to air resistance in the same way as previously 
explained. When the resources reach the airloss and by applying the parameters that



are set, the size of the energy applied to the system will emerge. In the same way 
these resources of the initial stock flow into the energy filter. When the resources 
reach the energy filter the condition exists and if satisfied, the resources flow to total 
energy. 
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5.4 Thermal Energy 

The last 17% of the initial stock goes to thermal in the same way as previously 
explained. When the resources reach the flow thermal loss and by applying the 
parameters that are set, the size of the energy applied to the system will emerge. 

6 Modeling and Simulation 

The system from the beginning of its operation and although the force that feeds the 
kinetic energy of the UAV is more than 40% of the initial energy, at no time for 
0–15tu, it manages to get positive values. 

The consequence of this is the cancellation of the flight due to a lack of energy to 
support the flight (Fig. 1). 

Fig. 1 Simulation model
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Fig. 2 Energy diagrams during the modeling phase 

The above configuration of the model will result from the above quota (Fig. 2): 
Subsequently, these resources of the initial stock flow into the energy filter. When 

the resources reach the energy filter the condition exists and if satisfied, the resources 
flow to the total energy. 

It is observed that the system in modeling for time t = 1.74tu the Finalenergy =-
-TRPA and consequently the UAV will stop moving as it has lost all its energy. The 
simulation ran up to t = 15tu while the Finalenergy kept dropping. However, no 
point is detected (as shown in the diagram) where the Finalenergy curve enters the 
positive value axis. 

7 Optimization 

Energy savings can be achieved by consuming energy from the sun (solar panels) or 
by reducing the effect of some forces as well as few as possible stops for refueling or 
charging the battery with the corresponding benefit of not interrupting surveillance 
of the selected space. 

This practically, in the system, means that after the initial energy that exists and is 
100% of the resources, those that supply the surface, air resistance and solar energy 
must lead it to its maximum possible value, which implies the ever-increasing price 
of the final energy value, i.e., when the system tends to land. 

With ECP in mind, it is reasonable that the kinetic energy will tend to be zero, in 
contrast to the initial energy where the speed is constantly increasing for the system 
to achieve the purpose of the whole project and at the same time to overcome the sum 
of the other counter measures of forces applied. 

The maximum possible profit is achieved if the percentage of resources flowing 
from TRPA to solarenergy, surface, airresistance, and thermal is differentiated. 
Toward that direction, the energy percentages will vary. After many simulations, 
the result is as the following table (Table 3): 

The aim of the system is to save energy and the smallest possible number of UAV 
stops to charge the battery. This means that in the system the final energy should be 
greater than the initial one in the short term. These percentages are placed on the 
converters bearing the name of each stream. More specifically:



(a) In the dynamic energy where ΕΔΥΝ = m*g*h, in the altitude loss the factor 
dynamic energy as well as the parameters maze, g and height are affected, 
consequently their configuration becomes as follows (Table 4): 
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Table 3 Energy types and 
supply quota in optimization 

Type of energy Percentage (%) 

Dynamic energy (-) 17.31 

Air resistance energy (-) 16.27 

Solar energy 50.97 

Thermal energy (-) 15.45 

Table 4 Explanation of flows and factors in the process of optimization in dynamic energy 

Name Type Explanation 

Maze 3.5 Weight in kg 

G 9.81*3.6 Acceleration of gravity. The number 3.6 helps 
convert m/s to km/h 

Height 1 Km 

Dynamic 
energy 

Maze*g*height Dynamic energy 

Altitude loss – 
altitude*dynamicenergy*8/ 
100 

It is assumed that energy is reduced by 8% 

Surface Dynamicenergy – 

Altitude TRPA*17.31/100 The flow to surface 

Table 5 Explanation of flows and factors in the process of optimization in air resistance energy 

Name Type Explanation 

Maze 3.5 Weight in kg 

Velocity 25 Velocity in km/h 

Length 10 The surveillance area to be covered by the sys-
tem in km 

Airenergy 1/ 
2*maze*velocity*velocity*40/ 
100 

Energy from air resistance 

Airloss –air*airenergy*2/100 It is assumed that energy is reduced by 2% 

Airresistance Airenergy – 

Air TRPA*16.27/100 The flow to airresistance 

(b) In the air resistance energy which is calculated with ΕΑ = 40%*EKIΝ = 40%*1/ 
2*m*v2 , the airloss is affected by the airenergy factor as well as the parameters 
velocity, flight time, length, and maze, consequently their configuration becomes 
as follows (Table 5): 

(c) In the kinetic energy where ΕKIΝ = 1/2*m*v2 , the gain is affected by the 
solarenergy factor as well as the parameters velocity, flight time, length, and 
maze, consequently their configuration becomes as follows (Table 6):
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Table 6 Explanation of flows and factors in the process of optimization in kinetic energy 

Name Type Explanation 

Maze 3.5 Weight in kg 

Velocity 25 Velocity in km/h 

Length 10 The surveillance area to be covered by the system 
in km 

Kineticenergy 1/ 
2*maze*velocity*velocity 

Kinetic energy 

Gain Solar*kineticenergy*70/ 
100 

It is assumed that 70% of the energy is applied 

Solarenergy Kineticenergy – 

Solar TRPA*50.97/100 The flow to solarenergy 

Flighttime 4 Hours (h) or time units (tu) 

Table 7 Explanation of flows and factors in the process of optimization in thermal energy 

Name Type Explanation 

Maze 3.5 Weight in kg 

g 9.81*3.6 Acceleration of gravity. The number 3.6 helps con-
vert m / s to km / h 

Height 1 Km 

Thermalenergy Maze*g*height*40/ 
100 

Thermal energy 

Thermalloss -
heat*thermalenergy*5/ 
100 

It is assumed that energy is reduced by 5% 

Thermal Dynamic energy – 

Heat TRPA*15.45/100 The flow to thermal 

(d) In the thermal energy where Εθ = m*g*h*40%, the gain is affected by the 
solarenergy factor as well as the parameters velocity, flighttime, length, and 
maze, consequently their configuration becomes as follows (Table 7; Fig. 3): 

It is observed that TRPA at t = 0tu begins from the initial value of 100% but then 
at the output, i.e., at Finalenergy, it has a negative value, which means that the 
movement burdens the battery. At t = 2.4tu, it is obvious that the model is entering 
an optimization trajectory as Finalenergy > 0. However, at t = 15tu the 
Finalenergy = 39,597*TRPA approximately. A result that, compared to modeling, 
shows a tremendous change. Therefore, the model after optimization is much more 
efficient and it is easily understood that the cost savings are easily calculated from 
the sum Finalenergy-TRPA. 

(a) However, to achieve the examination of other scenarios and the maximum 
possible energy in the system, it is assumed that the final energy of the system 
is redistributed to three of the four factors, not including the thermal energy, in 
percentages as follows (Table 8):
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Fig. 3 Energy diagrams during the optimization phase 

Table 8 Energy types and 
power supply quota in opti-
mization (no thermal energy) 

Type of energy Percentage (%) 

Dynamic energy (-) 20.22 

Air resistance energy (-) 36.11 

Solar energy 43.67 

thermal solarenergy energyfilter totalenergyTRPA 

Finalenergy 

surface airresistance 

0 2 4 6 8 10 12 14 

30,000 

40,000 

50,000 

60,000 

20,000 

10,000 

0

-10,000 

Fig. 4 Energy diagrams during optimization phase with thermal energy to zero 

The following diagram clarifies the landscape in the field of energy flow in the 
system. More specifically, it is observed that TRPA at t = 0tu starts from the initial 
value of 100% but then at the output, i.e., at Finalenergy, it has a maximum negative 
value at t = 2.18tu, which means that the movement burdens the battery. At 
t = 3.27tu the system enters an optimization trajectory as Finalenergy > 0. Since 
the autonomy time of the UAV, is assumed to be 4-time units (t = 4tu), obviously, 
there is success to the energy savings plan since the system will not have to stop for 
charging (Fig. 4). 

It is observed that at t = 15tu where Finalenergy equals the sum 
totalenergy*284/100–TRPA (where totalenergy equals the sum of all actions 
performed on the system), it manages to be exponentially greater than initial energy. 
More specifically the Finalenergy = 26,945*TRPA approximately. Therefore, the 
model after optimization is much more efficient and it is easily understood that the 
cost savings are easily calculated from the sum Finalenergy-TRPA. A result that,
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compared to modeling, indicates a huge change. Therefore, the model after optimi-
zation is much more efficient and it is easily understood that the cost savings are 
easily calculated from the sum Finalenergy-TRPA. 
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Table 9 Explanation of flows and factors in the alternative optimization process 

Name Type Explanation 

Solardamage -2/3*kineticenergy Loss of solar energy 

Badweather –gain*90/100 Inextricably linked to the parameters of 
kinetic energy 

Alternative Totalenergy*10/ 
100 + solardamage 

– 

AltFinalenergy Alternative+totalenergy 
+badweather 

Alternative final energy 

30,000 
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10,000 

0

-10,000 
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energyfilter totalenergy 

TRPA 

Finalenergy AltFinalenergy 

surface airresistance 

Fig. 5 Optimization model with AltFinalenergy included 

(b) An alternative examination of the system flow will bring different behaviors and 
at the same time different results in the model. Therefore, it is assumed that 
conditions arise differently from before that significantly affect the system. One 
of them is climate change or the sun’s absence and the second will be the loss 
(malfunction of a percentage of solar panels due to an unbalanced factor (e.g., 
hail)). In case the percentage of functional panels is set to 33.4%, the values of 
the parameters that apply will be configured as follows (Table 9; Figs. 5 and 6): 

The following pictures clarify the landscape in the field of energy flow in the 
system. More specifically, it is observed that TRPA at t = 0tu starts from the initial 
value of 100% but then at the output, i.e., in Finalenergy it has a negative value, 
which means that the movement burdens the battery. At t = 9.175tu it is obvious that 
the model is approaching its maximum negative value where approximately 
AltFinalenergy = -5559*TRPA. 

Finally, at t = 15tu where AltFinalenergy is equal to the sum of alterna-
tive + totalenergy + badweather, has achieved to overcome the initial energy. 
Especially at t = 13.71tu the AltFinalenergy gets above zero. Therefore, the model



after optimization is still efficient and the saving value can be exported for 
AltFinalenergy-TRPA. Nevertheless, it is concluded that since it has been stated 
from the beginning as the autonomy time of the UAV’s 4-time units (t = 4tu), 
obviously there isn’t success to the energy savings plan since the system will have to 
stop for charging at least three (3) times on t = 4tu, t = 8tu and t = 12tu. Therefore, 
the system isn’t considered to be functional. 
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Fig. 6 Energy diagrams during the optimization phase with AltFinalenergy included 

8 Conclusion 

This research is part of a research project examining and optimizing in the Anylogic 
PLE environment, how to save energy on an unmanned aircraft by exploiting test 
flight research data. 

On the current model under consideration, the explanation given for the negative 
value of Finalenergy and AltFinalenergy is that every 4tu (as the battery life is 
predetermined) a landing will be required for recharging. Through this paper, it was 
accomplished to identify the necessity of additional energy sources that can be 
attached to an unmanned aerial vehicle. 

The whole procedure concerns the movement of the aircraft with the addition or 
not of energy sources other than its built-in battery. The behavior of the aircraft was 
examined in conditions of the sun’s radiation absence (night, solar eclipse, etc.) and 
in case of malfunction of the solar panels due to mechanical damage. Further 
research and application of additional alternative energy sources is required as 
well as the changes that the aircraft can make in its movement.
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Of course, there are other alternative energy sources such as hydrogen cells or the 
addition of an additional battery, as well as many other ways to save energy by 
determining the aircraft’s movement. 

During the pandemic crisis and economic recession, the usage of unmanned 
aircraft as well as the exploitation of alternative energy sources may provide 
interesting solutions to the problem of routing in cities [17] and tourist locations. 
In this context, UAVs have attracted the interest of researchers in stakeholder 
analysis, and the sustainable supply chain domains in order to enrich human activity 
and well-being with connectivity and several factors, such as natural environment 
and critical infrastructure [18]. Indeed, the adoption of new technological alterna-
tives such as unmanned aircraft may provide a viable solution for sustainable 
tourism and connectivity for the benefit of residents’ quality of life [19–23]. Finally, 
future research in digital marketing, CSR, and market application could be consid-
ered in order to make the UAV projects viable [24–29]. 
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Energy Saving of a Drone Using a Hydrogen 
Cell Battery, Modeling, and Optimization 

Dimitrios A. Arvanitidis, Dimitrios K. Nasiopoulos , 
Dimitrios M. Mastrakoulis, and Panagiotis Reklitis 

1 Introduction 

The aim of the study is to determine when it is most appropriate, in terms of system 
mass, to use a battery or hybrid system (lithium battery and fuel cell battery) to 
power the drone. The model allows the combination of different types of fuel and 
battery systems. Model tuning data is obtained from commercial products. A hybrid 
system seems to be of interest for longer flights. 

Today, most commercial drones are electric and battery-powered. Batteries have 
many disadvantages when it comes to using drones for some special applications. 
The main problem is the durability of the batteries. Nowadays, for commercial

D. A. Arvanitidis (✉) 
Department of Informatics and Telecommunications, University of Peloponnese, Tripoli, 
Greece 
e-mail: darvanitidis@aua.gr 

D. K. Nasiopoulos 
Department of Agribusiness and Supply Chain Management, BICTEVAC LABORATORY 
Business Information and Communication Technologies in Value Chains laboratory, School of 
Applied Economics and Social Sciences, Agricultural University of Athens, Athens, Greece 

D. M. Mastrakoulis 
Department of Informatics and Telecommunications, University of Thessaly, Lamia, Greece 
e-mail: dmastrakoulis@aua.gr 

P. Reklitis 
Department of Agribusiness and Supply Chain Management, Organizational Innovation 
and Management Systems, School of Applied Economics and Social Sciences, Agricultural 
University of Athens, Athens, Greece 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
D. P. Sakas et al. (eds.), Computational and Strategic Business Modelling, 
Springer Proceedings in Business and Economics,

175

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-41371-1_16&domain=pdf
https://orcid.org/0000-0001-7386-1029
mailto:darvanitidis@aua.gr
mailto:dmastrakoulis@aua.gr
https://doi.org/10.1007/978-3-031-41371-1_16#DOI


drones, flight time is usually limited to 40 min [5]. In addition, the charge time of the 
batteries is still very long compared to the refill time for appliances such as internal 
combustion engines or fuel cells. One possible solution for extending the use of 
drones to more applications could be to develop a hybrid fuel system consisting of 
fuel cells and a battery. The fuel cells are powered by a hydrogen generator. 
Hydrogen is the lightest element in nature and has a high LHV of almost 120 MJ/ 
kg, three times higher than gasoline [7]. Therefore, fuel cells could potentially have a 
high specific energy. Commercial aircraft have intermittent operating conditions and 
do not operate at full power throughout the flight. Therefore, the fuel cells could 
operate at constant power while the battery exceeds the power peaks in flight. 
Therefore, a hybrid system is of interest.

176 D. A. Arvanitidis et al.

Moreover, staff members of high-tech companies with high levels of technical 
knowledge led to increased financial and economic performance, in comparison with 
companies, in the same industrial sector, employing less technically qualified staff 
[27]. A significant relation among major capital structure and corporate governance 
parameters and firm performance of 10 leading energy sector companies traded in 
the NYSE. Furthermore, pecking order and agency cost theories play an important 
role in the financing of these firms, while static trade and irrelevance theory find no 
support [28]. 

Another advantage of using fuel cells is that it takes a few minutes to refill the 
tank if hydrogen is used under pressure. In addition, at the end of the service life, 
most fuel cell components can be recycled or reused. One of the biggest disadvan-
tages of fuel cells is the high cost [3]. The capacity of the model lies in the fact that if 
a value in the model is changed, the status and the results of the modeling change. 
Taking advantage of the capacity of the model, many different situations can be 
analyzed and arrive at process optimization. It is pointed out that in contrast to the 
above, the following model examines the motion of the drone with the simultaneous 
use of the lithium battery and the fuel cell battery, in this case, hydrogen. 

2 Description of Hypothesis and Modeling Process 
(Tables 1 and 2) 

For time t = 0 to  Τ: 

For time t = T/2 to Τ:
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Table 1 Description of the forces applied (0-T/2) 

Propeller energy A key factor in the movement of this drone is the energy produced by the 
activation of the propellers, as it activates the movement of the system 
and through propflow ends up in the stock of Totalpropellerenergy. 

Rechargeable battery 
energy 

Another factor in the movement of the drone is the energy stored in an 
additional battery that has been placed in the system, as it charges the 
main battery and through rechflow ends up in the stock of 
Totalrechargeenergy. 

Battery energy Particularly, significant factor in the movement of the drone is the energy 
produced by the activation of the battery and through battflow ends up in 
the stock of Totalbatteryenergy. 

Hydrogencell energy Another factor for the movement of a drone is the energy stored in the 
hydrogen cells which through HCflow ends up in the stock of 
TotalHydroCellsenergy. 

Table 2 Description of the forces applied (T/2-T) 

Kinetic energy A key factor in the movement of this drone is the kinetic energy, as through it 
any programmed or unplanned movement of the system takes place and 
through kinflow ends up to the stock of Totalkineticenergy. 

Air resistance 
energy 

The third factor of the drone is the energy developed by the air resistance 
force, which is applied to the system in the opposite direction of motion and 
through resflow ends up at the stock of Totalairresistance. 

Thermal energy Another factor of the drone is the energy applied to the system because of its 
activation, from the beginning of the movement and through thermflow ends 
up to the stock of Totalthermalenergy. 

Dynamic energy An equally important factor of the drone is the dynamic energy applied to the 
system due to gravity and energy loss due to the movement of the drone based 
on altitude gradients and ground configuration. Through dynflow ends up to 
the stock of Totaldynamicenergy. 

3 Hypothesis 

H1: Efin < 0/The system has only its battery as a power source. 
Only two powers affected the drone for the first half of the time. 
H2: Efin > 0/Hydrogen cells and an extra battery are added to the system. 
Two extra powers were added to the system to contribute to the drone’s energy 

saving. 
H3: Efin < 0/The system has only battery as power source and for 0 to T/2 63% 

energy consumption of Earx. 
The two powers that affect the system for the period 0 to T/2 are supplied with 63% 

of the initial energy and the next 37% goes to the energies affecting the drone for 
the period T/2 to T. 

H4: Efin > 0/Hydrogen cells and an extra battery are added to the system and for 0 to 
T/2 63% energy consumption of Earx.
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The powers that affect the system for the period 0 to T/2 are supplied with 63% of the 
initial energy and the next 37% goes to the energies affecting the drone for the 
period T/2 to T. 

H5: Efin > 0/Hydrogen cells and an extra battery are added to the system and for 0 to 
T/2 37% energy consumption of Earx. 

The powers that affect the system for the period 0 to T/2 are supplied with 37% of the 
initial energy and the next 63% goes to the energies affecting the drone for the 
period T/2 to T. 

H6: Efin < 0/Extra Battery is being removed from the system. 
For the period 0 to T/2, the hydrogen cells have been removed from the system and 

so the percentage of that energy goes to the extra battery. 
H7: Efin > 0/Hydrogen cells are being removed from the system. 
For the period 0 to T/2, the extra battery has been removed from the system and so 

the percentage of that energy goes to the hydrogen cells. 

4 Methodology 

The aim of the system is to save energy, which can be achieved by absorbing energy 
from the hydrogen cells or by adding a second battery and at the same time 
increasing the effect of some forces. The primary goal is to have as few stops as 
possible to refuel or charge the battery with the corresponding benefit of no  
interrupting the assigned mission. Practically the resources of the system that 
feedback the stocks, must lead it to its maximum possible value, which implies the 
ever-increasing value of the final value of energy, i.e., when the system tends to land. 
The purpose of the whole project is the non-interruption of the flight through the 
minimization of the system requirement for energy and at the same time the 
overcoming of the sum of the other opposite measures of forces that are applied. 
To achieve this goal, percentage changes had to be made. Time is referred to as time 
units (tu). 

Initially, 100% of the energy is placed in Earx in the context of faithful observance 
of the ECP (energy conservation principle) i.e., the sum of propeller and battery 
energy. 

This practically means that after the initial energy that exists in the system and is 
100% of the resources, the resources that supply the energy stocks must lead it to its 
maximum possible value, which implies the ever-increasing value of the final energy 
amount. It is therefore understandable that while the drone speed should reasonably 
be constantly increasing in order not to interrupt the flight, it should also be such, that 
the amount of energy (with a positive sign) feeds the flight to exceed the opposing 
forces.
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Table 3 Energy types and 
supply quota in modeling 

Type of energy Percentage (%) 

Propeller energy (-) 14  

Battery energy 36 

Kinetic energy 22 

Air resistance energy (-) 8  

Thermal energy (-) 7  

Dynamic energy (-) 13  

5 Hypothesis Trials and Results 

Initially, 100% of the drone resources Earx (initial stock) must be divided into the four 
factors which are Totalpropellerenergy, Totalbatteryenergy, Totalrechargeenergy, 
and TotalHydroCellsenergy. 

It is initially selected not to apply the hydrogen cells as well as the additional 
battery with consequent distribution, to be done with as in the below table. This is 
achieved by using a converter on the respective flow from the drone to each factor. 

After research, the following results are obtained regarding the behavior of the 
forces in the system. The green color in the following diagram indicates a positive to 
the system power and red indicates the negative ones (Table 3). 

5.1 Propeller Energy 

In this case, 14% of the drone ‘s resources go to Totalpropellerenergy since in the 
propflow flow the percentage has been placed on the drone. Then through the flow 
sum1 that determines the magnitude of the energy received it ends up in 
SUMENERGY1. 

5.2 Rechargeable Battery Energy 

Although no percentage of the original energy (0%) is available here, the flow would 
go to Totalrechargeenergy in the same way as previously explained. When the 
resources reached the rechflow, the given parameters would be applied, and the 
size of the corresponding action would be obtained.



180 D. A. Arvanitidis et al.

5.3 Battery Energy 

The next 36% of the initial factor goes to Totalbatteryenergy in the same way as 
above. When the resources reach sum3 and with the application of the given 
parameters, the magnitude of the reported energy applied to the system will emerge. 
In the same way these resources of the initial factor flow to SUMENERGY1. 

5.4 Hydrogen Cell Battery Energy 

Although no percentage of the original energy (0%) is available here either the flow 
would go to TotalHydroCellsenergy in the same way as above. When the resources 
reached the rechflow, the given parameters would be applied, and the size of the 
corresponding action would be obtained. Nevertheless, in SUMENERGY2, as 
mentioned above it can be observed the effect of four new forces in the middle of 
the flight’s time (Emid = T/2). For reasons of non-deviation from the initial position 
and considering the ECP, it is assumed that flowtotalsum1 is equal to 
½*SUMENERGY1. The consequence of this is that the sum of the new actions is 
equal to the other 50% of Earx. 

It must be mentioned that when the resources reach SUMENERGY1 and after the 
four of the eight forces have affected the system, the sum of the remaining actions 
under consideration is added, to make the model viable. This statement is ascertained 
in the next stock of SUMENERGY2. All the amount of energy ends up in Efin, where 
in case of a negative value or less than Earx, it is reasonably concluded that there is 
not enough energy for the drone to swing or fly. 

5.5 Kinetic Energy 

In this case, 22% of the drone’s resources go to Totalkineticenergy in the same way 
as above. When the resources reach sum5 and with the use of the given parameters, 
the magnitude of the reported energy applied to the system will emerge. In the same 
way, these resources flow to SUMENERGY2. 

5.6 Air Resistance Energy 

The next 8% of the initial value goes to Totalairresistance in the same way as above. 
When the resources reach sum6 and with the use of the given parameters, the 
magnitude of the reported energy applied to the system will emerge. In the same 
way, these resources flow to SUMENERGY2.
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5.7 Thermal Energy 

The next 7% of the initial value goes to Totalthermalenergy in the same way as 
previously explained. When the resources reach flowsum7 and by applying the 
parameters that are set, the size of the energy applied to the system will emerge. 
Subsequently, these resources flow into SUMENERGY2 as well. 

5.8 Dynamic Energy 

Finally, another 13% of the initial value is directed to the surface in the same way as 
above. When the resources reach sum8 and with the use of the given parameters, the 
magnitude of the reported energy applied to the system will emerge. In the same 
way, these resources flow to SUMENERGY2. 

6 Modeling and Simulation 

The system from the beginning of its operation and although the power that feeds the 
movement of the drone is at 35% of the initial energy, at no time for 0-15tu, it 
manages to get positive values. The consequence of this is the cancellation of the 
flight due to a lack of energy to support the flight (Fig. 1). 

The above configuration of the model will result in the following results (Fig. 2): 
These initial stock resources then flow into SUMENERGY1. When the resources 

reach SUMENERGY1 the condition exists and if satisfied, the resources flow to 
SUMENERGY2. It is observed that Εfin = 3*Earx at t = 0.65tu and equals to -
0.06499*Earx at the end of the mission (t = 15tu). 

Consequently, the drone will stop moving as it has lost all its energy. The 
simulation ran up to t = 15tu while Εfin continued to rise in the negative axis. 
However, no point is detected (as shown in the diagram) where the Εfin curve enters 
the positive value axis. 

7 Optimization 

The aim of the system is to save energy, which can be achieved by absorbing energy 
from the hydrogen cells or by adding a second battery and at the same time 
increasing the effect of some forces. The main goal is to have as few stops as 
possible to refuel or charge the battery with the corresponding benefit  of  no  
interrupting the assigned mission. Practically for the system, it means that after the 
initial energy that exists and constitutes 100% of the resources, the resources that



s

feedback the stocks must lead it to its maximum possible value, which implies the 
ever-increasing value of the final value of energy, i.e., when the system tends to land. 
The purpose of the whole project is the non-interruption of the flight through the 
minimization of the system requirement for energy and at the same time the 
overcoming of the sum of the other opposite measures of forces that are applied. 
With ECP in mind, it makes sense for the drone-driven force to tend to zero, as 
opposed to the principle of motion where the speed is constantly increasing for the 
system to achieve the purpose of the whole project and at the same time surpass the 
sum of the others. Countermeasures applied. The maximum possible profit i  
achieved if the percentage of resources flowing from the drone to the stocks is 
differentiated. Toward that direction, the energy percentages will vary. After many 
simulations, the result is as the following table (Table 4): 
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Fig. 1 Simulation model 

Fig. 2 Energy diagrams during the modeling phase
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Table 4 Energy types and 
supply quota in optimization 

Type of energy Percentage (%) 

Propeller energy (-) 18.,21 

Rechargeable battery energy 11.52 

Battery energy 11.52 

Hydrogen cell battery energy 8.75 

Kinetic energy 21.77 

Air resistance energy (-) 8.53 

Thermal energy (-) 9.32 

Dynamic energy (-) 10.38 

Table 5 Explanation of flows and factors in the process of optimization in propeller energy 

Name Type Explanation 

D C_d*ρ*A*V*V/2 Traction (vertical) force 

V 15 Speed (m/s) 

k 1.10 Empirical factor 

Vi_b T/2*ρ*A*V Inductive speed 

ρ 0.8 Steadily 

Α 1.2 Propeller area 

Ω 6 Angular speed of the propeller 

R 29 Helix radius 

C_d0 0.008 Vertical drag coefficient 

μ V*cosa_d/Ω*R Advanced ratio 

C_d 0.022 Vertical drag coefficient of the propeller of the 
drone center node 

T 15 Rotor push 

cosa_d 0 Coefficient of the drone angle of attack 

Propellerenergy D*V + k*T*Vi_b + (ρ*A*Ω 
*R*Ω*R*Ω*R*σ*C_d0* 
(1 + 4.6*μ*μ)/8) 

Propeller energy 

sum1 -Totalpropellerenergy – 

Propflow Earx*12.5/100 The flow to Totalpropellerenergy 

The aim of the system is to save energy and the smallest possible number of 
drones stops to charge the battery. This means that in the system the final energy 
should be greater than the initial one in the short term. These percentages are placed 
on the converters bearing the name of each stream. More specifically: 

(a) The propeller energy where Totalpropellerenergy = propellerenergy*propflow, 
is affected by the following factors (Table 5): 

(b) The recharging energy (second battery) of the system, where, 
Totalrechargeenergy = batteryenergy*rechflow*20/100 is affected by the fol-
lowing factors (Table 6):
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Table 6 Explanation of flows and factors in the process of optimization in recharge battery energy 

Name Type Explanation 

εS 163 Gravimetric efficiency index (E/m) amount of 
energy per unit mass 

ηDOD 0.8 Battery discharge depth by affecting its life cycle 

Mazebatt 0.78 Battery weight (kg) 

Batteryenergy εs*ηDOD*mazebatt*20% Recharge energy 

sum2 Totalrechargeenergy*20% – 

Rechflow Earx*12.5/100 The flow to Totalrechargeenergy 

Table 7 Explanation of flows and factors in the process of optimization in battery energy 

Name Type Explanation 

εS 163 Gravimetric efficiency index (E/m) amount of energy per 
unit mass 

ηDOD 0.8 Battery discharge depth affects by affecting its life cycle 

Mazebatt 0.78 Battery weight (kg) 

Batteryenergy εs*ηDOD*mazebatt Battery power 

Sum3 Totalbatteryenergy – 

Battflow Earx*12.5/100 The flow to Totalbatteryenergy 

Table 8 Explanation of flows and factors in the process of optimizing the hydrogen cell energy 

Name Type Explanation 

σ n*R*c/π*R*R Rotor rigidity 

Mazehydrcell 1.4 Cell battery weight 

n 2 Number of blades 

π 314,159,265 Mathematical constant (π = P/δ) 
R 29 Propeller radius 

g 9.81 Acceleration of gravity in m/s2 

HydrCellsenergy σ*mazehydrcell*g Cell battery power 

sum4 TotalHydroCellsenergy – 

HCflow Earx*12.5/100 The flow to TotalHydroCellsenergy 

(c) In battery power (primarybattery) where Totalbatteryenergy = 
batteryenergy*battflow the following factors affect as follows (Table 7): 

(d) The energy of hydrogen cells where TotalHydroCellsenergy = 
HydrCellsenergy*HCflow is influenced by the following factors as follows 
(Table 8):
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(e) In kinetic energy where Totalkineticenergy = kineticenergy*kinflow, the fol-
lowing factors affect as follows (Table 9): 

(f) The energy applied by the air resistance where Totalairresistance = 
airresistance*resflow*40/100 is affected by the following factors as follows 
(Table 10): 

(g) The thermal factors that develop in the system where Totalthermalenergy = 
thermalenergy*thermflow*30/100, are affected by the following factors as fol-
lows (Table 11): 

(h) The dynamic energy developed in the system where Totaldynamicenergy = 
dynamicenergy*dynflow is influenced by the following factors (Table 12): 

Table 9 Explanation of flows and factors in the process of optimization in kinetic energy 

Name Type Explanation 

Maze (drone) 7 Drone weight (kg) 

V 15 Speed in m/s 

Kineticenergy 0.5*maze*V*V Kinetic energy 

sum5 Totalkineticenergy – 

Kinflow Emid*25/100 – 

Emid Earx/2 The energy in the middle of the system path 

Table 10 Explanation of flows and factors in the process of optimization in air resistance energy 

Name Type Explanation 

Maze (drone) 7 Drone weight (kg) 

V 15 Speed in m/s 

Airresistance 0.5*maze*V*V Air resistance energy 

sum6 -Totalairresistance – 

Resflow Emid*25/100 – 

Emid Earx/2 The energy in the middle of the system path 

Table 11 Explanation of flows and factors in the process of optimization in thermal energy 

Name Type Explanation 

Maze (drone) 7 Drone weight (kg) 

g 9.81 Acceleration of gravity in m/s2 

Height 25 The height at which it flies 

Thermalenergy Maze*g*height Thermal energy 

sum7 –Totalthermalenergy – 

Thermflow Emid*25/100 – 

Emid Earx/2 The energy in the middle of the system path
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Table 12 Explanation of flows and factors in the process of optimization in dynamic energy 

Name Type Explanation 

Maze (drone) 7 Drone weight (kg) 

g 9.81 Acceleration of gravity in m/s2 

Height 25 The height at which it flies 

Dynamicenergy Maze*g*height Dynamic energy 

sum8 -Totaldynamicenergy – 

Dynflow Emid*25/100 – 

Emid Earx/2 The energy in the middle of the system path 

Fig. 3 Energy diagrams during optimization phase 

It is observed that Earx at t = 0tu begins from the initial value of 100% but then at 
the output, and at the same time at Efin, it has a positive value as well. At t = 15tu the 
Efin ≈ 7.333*1013 *Earx approximately. A result that, compared to modeling, shows 
a tremendous change (Fig. 3). 

Therefore, the model after optimization is much more efficient and it is easily 
understood that the cost savings are easily calculated from the sum Efin-Earx. More 
specifically, it is observed that the drone at t = 0tu starts from the initial value of 
100% and then at the output, i.e., at Efin with geometric progression, the eventually 
produced energy increases. At t = 1.48tu the model is entering a maximum optimi-
zation trajectory as Efin > Earx. Finally, at t = 15tu the Efin manages to be exponen-
tially greater than the initial energy. Therefore, the model after optimization is much 
more efficient and it is easy to understand that the value of savings is easily 
calculated from the sum of Efin-Earx, thus achieving optimization. 

(A) However, to achieve the examination of other scenarios and the maximum 
possible energy in the system, the viability of the system will be examined if: 

(a) Remove the extra battery and hydrogen cells. 
(b) It is considered that 63% of the total energy of the system is utilized in the 

first part of the traffic, in percentages as follows (Table 13):
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Table 13 Energy types in 
optimization (no extra battery 
and hydro cells) 

Type of energy Percentage (%) 

Propeller energy (-) 41,18 

Battery energy 21,82 

Kinetic energy 12,49 

Air resistance energy (-) 7,32 

Thermal energy (-) 6,13 

Dynamic energy (-) 11,06 

Totalpropellerenergy 

Totalthermalenergy Totaldynamicenergy 

Totalbatteryenergy TotalHydroCellsenergy TotalkineticenergyTotalrechargeenergy 

SUMENERGY1 SUMENERGY2 EmidTotalairresistance 

Efin 

Earx 

0 2 4 6 8 10 12  

500000000000

-500000000000

-1000000000000

-1500000000000

-2000000000000 

0 

Fig. 4 Energy diagrams during optimization phase (no extra battery and hydro cells) 

The following diagram clarifies the landscape in the field of energy flow in the 
system (Fig. 4). 

It is observed that at t = 0.5tu the Efin=-2*Earx and at t = 15tu that Efin = -
0,1196*1013 *Earx approximately, which means that the movement needs more 
energy than the battery can provide. At no point after 2.54tu, the drone manages to 
get a positive value. Therefore, the model after this simulation lacks efficiency and it 
is easily understood that there is no success to the energy savings plan since the 
system will have to stop charging, so the cost savings are easily calculated from the 
sum Efin-Earx. A result that, compared to modeling, indicates almost the same results 
(negative axis) with different values. Obviously, the model after optimization is the 
least efficient since the drone won’t manage to perform correctly. 

(B) An alternative examination of the system flow will bring different behavior and 
at the same time different results in the model. Therefore, here it is assumed that 
conditions arise differently from before that significantly affect the system. 

(a) Extra battery and hydrogen cells attach to the drone. 
(b) It is considered that 63% of the total energy of the system is utilized in the 

first part of the traffic, in percentages as follows (Table 14): 

The following diagram clarifies the landscape in the field of energy flow in the 
system (Fig. 5). 

It is observed that at t = 4.5tu the Efin overcomes the value of SUMENERGY2 
and at t= 15tu the Efin = 13,207*1013 *Earx approximately. That is almost twice the



previous result of the optimization process. Therefore, the model is considered to 
succeed in the energy saving process. 
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Table 14 Energy types in 
optimization (no extra battery 
and hydro cells-63% in the 
first half) 

Type of energy Percentage (%) 

Propeller energy (-) 18.21 

Rechargeable battery energy 14.76 

Battery energy 14.76 

Hydrogen cell battery energy 15.27 

Kinetic energy 19.98 

Air resistance energy (-) 4.21 

Thermal energy (-) 7.73 

Dynamic energy (-) 5.08 

Fig. 5 Energy diagrams during the optimization phase (no extra battery and hydro cells-63% in the 
first half) 

Table 15 Energy types in 
optimization (63% in the first 
half) 

Type of energy Percentage (%) 

Propeller energy (-)9.32 

Rechargeable battery energy 7.81 

Battery energy 7.81 

Hydrogen cell battery energy 12.06 

Kinetic energy 22.87 

Air resistance energy (-) 13.49 

Thermal energy (-) 12.82 

Dynamic energy (-) 13.82 

(C) A different approach to system behavior could be as follows: 

(a) Add extra battery and hydrogen cells. 
(b) It is considered that 37% of the total energy of the system is utilized in the 

first part of the traffic in percentages as follows (Table 15): 

The following diagram clarifies the landscape in the field of energy flow in the 
system (Fig. 6).
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Fig. 6 Energy diagrams during the optimization phase (63% in the first half) 

Table 16 Energy types in 
optimization (extra battery 
added and hydro cells off the 
system) 

Type of energy Percentage (%) 

Propeller energy (-) 18.21 

Rechargeable battery energy 20.27 

Battery energy 11.52 

Hydrogen cell battery energy 0 

Kinetic energy 21.77 

Air resistance energy (-) 8.53 

Thermal energy (-) 9.32 

Dynamic energy (-) 10.38 

It is observed that at t = 5.015tu the Efin equals the value of SUMENERGY2 and 
at t = 15tu the Efin = 10,543*1013 *Earx approximately. That is almost twice the 
previous result of the optimization process. Therefore, the model is considered to 
succeed in the energy saving process. 

(D) Another approach to system behavior could be: 

(a) Add extra battery and remove hydrogen cells. 
(b) It is considered that 50% of the total energy of the system is utilized in the 

first part of the traffic and the rest to Emid, in percentages as follows 
(Table 16): 

The following diagram clarifies the landscape in the field of energy flow in the 
system (Fig. 7). 

More specifically, it is observed that the drone at t = 0tu starts from the initial 
value of 100% and then at the output, at Efin with geometric progression, the 
eventually produced energy decreases. Therefore, the system can’t be considered 
reliable. It is observed that at t= 1tu the Efin=-14*Earx and at t= 15tu that Efin=-
0,532*1011 *Earx approximately, which means that the movement needs more 
energy than the battery can provide. Obviously, at no point at all the drone manage 
to get a positive value.
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Fig. 7 Energy diagrams during the optimization phase (extra battery added and hydro cells off the 
system) 

Table 17 Energy types in 
optimization (hydro cells 
added an extra battery off the 
system) 

Type of energy Percentage (%) 

Propeller energy (-) 18.21 

Rechargeable battery energy 0 

Battery energy 11.52 

Hydrogen cell battery energy 20.27 

Kinetic energy 21.77 

Air resistance energy (-) 8.53 

Thermal energy (-) 9.32 

Dynamic energy (-) 10.38 

Fig. 8 Energy diagrams during optimization phase (hydro cells added an extra battery off the 
system) 

(E) Another approach to system behavior could be as follows: 

(a) Add hydrogen cells and remove the extra battery. 
(b) It is considered that 50% of the total energy of the system is utilized in the 

first part of the traffic and the rest to Emid, in percentages as follows 
(Table 17): 

The following diagram clarifies the landscape in the field of energy flow in the 
system (Fig. 8).
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It is observed that at t = 4.49tu the Efin equals the value of SUMENERGY2 and 
at t = 15tu the Efin = 17,696*1013 *Earx approximately. That is almost by far the 
highest result of the optimization process and simultaneously the biggest amount of 
energy saved. 

8 Conclusion 

This research is part of a research project examining and optimizing how to save 
energy on a drone by exploiting test flight research data. The whole procedure 
concerns the movement of the aircraft with the addition of energy sources or not, 
such as an additional battery or hydrogen cells. Further research and application of 
additional alternative energy sources is required as well as the changes that the 
aircraft can make in its movement. In the present work, the behavior of the drone was 
examined if hydrogen cells and/or an additional battery were attached to it, as well as 
the variation of the quota received by the respective stock. 

On the current model under consideration, the explanation given for the negative 
value of Efin is that the drone will not be able to carry out any mission assigned to it 
unless an additional energy source is attached to the drone. In this drone, the 
hydrogen cells are a determinant factor and therefore the extra battery doesn’t 
prove “strong” enough to keep it moving. Of course, there are other items that 
need to be considered such as the ability of the drone to store energy for the system to 
be able to use it to increase the distance traveled or increase the flight time. 

Besides, the adoption of drones has been proven to be a promising alternative to 
the problem of connectivity and routing in cities [15] and tourist locations, 
supporting the preservation of tourist areas for the benefit of residents’ well-being 
[16–19]. In line with this logic, stakeholders’ analysis along the supply chain tapping 
on new technologies such as drones can offer a valuable alternative for sustainable 
development based on remoteness, connectivity, and cohesiveness during a crisis 
[20]. Future research in digital marketing and corporate social responsibility should 
be considered in order to raise funds for UAV projects [21–26]. 
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to Increase Flight Time and Distance 
Traveled, Modeling, and Optimization 
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1 Introduction 

The aim of the system under consideration is to extend the flight time and conse-
quently the distance traveled through energy savings, which can be achieved by 
consuming energy from the solar panels attached to the drone. 

This research corresponds to the pursuit of energy savings for an autonomous 
drone, to which solar panels are attached to achieve enough solar energy for its 
smooth movement. Then, if this stock is analyzed and passed through the factors 
present in the model, it is returned either in the form of saving and increasing energy 
with the consequence of not requiring recharging, or in the form of high energy 
consumption, due to the removal of additional cells that provide power other than the
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battery. The overall BESS control structure based on the modern third-order gener-
ator model is shown in the following Figs. 1 and 2 [1–3].
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To simulate the SG excitation system and speed control system, the BESS 
inverters must have inertia and damping characteristics. A typical third-order SG 
model is based on the second-order rotor motion equation and the first-order 
transient electric equation [4–8]. 

Fig. 1 Active support control strategy based on a third-class SG model 

Fig. 2 Three-dimensional 
display for flexibility: 
amplitude, ramp rate, and 
duration
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The flexibility of BESS can be analyzed in three dimensions [9]: 

(a) In the absolute power output range (MW) 
(b) At the power output change speed or ramp rate (MW/min) 
(c) During energy levels (MWh) 

ΔPbattery = - km
� Δf-DΔð Þ 1Þ

The BESS power unit regulation can then be expressed as a formula (2): 

kbattery = -Δbattery=Δf= Km -Dð Þ 2Þ

The difference factor of BESS can be expressed as a formula (3): 

battery%= 100=kbattery = 100= Km -Dð Þ 3Þ

BESS distributes a part of the power support according to its own difference 
factor when the power system load contributes to the output frequency modulation. 
The main purpose is a simple procedure for extending the flight time of a 
multicopter. 

Many of the concepts presented here also apply to fixed-wing drones. The 
optimization process is a loop, so it is considered necessary for certain assumptions 
to be made. The rotation of the propellers creates a push and at the same time, allows 
the drone to take off and hover. In hover, the combined thrust of the propellers is 
equal to the total weight of the drone [3, 10, 11] (Fig. 3). 

As a theoretical approach it could be assumed that the maximum thrust achieved 
by the propeller must be approximately twice the swing thrust. Efficiency is the ratio 
of output divided by input. The propellers convert mechanical energy into 
impulse [3]. 

PropellerEfficiency=Thrust=MechanicalPower 

=Thrust=Torque� RotationSpeed ð4Þ

Fig. 3 Example of thrust 
and weight of a drone
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Battery capacity can be expressed as the total flight time (FT) in hours, multiplied 
by the power produced (Power in Watt): 

FlightTime� Power=Ebattery ð5Þ

The capacity of the battery (Ebattery) is equal to the weight of the battery (Wbattery 

in grams) multiplied by the energy density (sigmabattery in Wh/g): 

Ebattery = battery
� Wbattery ð6Þ

The total power (Power in Watt) is equal to the weight of the drone (Wdrone 

(g) = Wframe (g) + Wbattery (g)) divided by the performance of the propellers (in g/W): 

Power=Wdrone=propefficiency ð7Þ

Propeller performance is a function of the total weight of the drone with the 
number of propellers on the drone. Thus, by combining the equations, the flight time 
appears to be: 

FT= battery
� Wbattery

� propefficiency=Wdrone ð8Þ

Increasing the battery weight increases the ratio in the above equation but reduces 
the performance of the propeller. With the use of modeling is more efficient to 
simulate the factors and powers that apply to the system. This process draws useful 
conclusions before it is implemented. The Anylogic PLE program was used for the 
simulation. The capacity of the model lies in the fact that if a value in the model is 
differenced, the situation changes as well as the results of the modeling. Taking 
advantage of the capacity of the model, many different situations can be analyzed 
and arrive at process optimization. It is pointed out that in contrast to previous 
examinations, here the possibility will be examined through the following analysis to 
extend the flight time of the system, which reasonably implies the increase in the 
distance it can travel. 

2 Description of Hypothesis and Modeling Process (Table 1)
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Table 1 Description of the forces applied 

Solar energy A key factor in the movement of this drone is the energy received by 
the sun’s rays, as it is very important in activating the movement of 
the system. Resources therefore flow from TRPA to Esolar stock 
through soperc. 

Propeller energy An additional key factor in the movement of this drone is the energy 
produced by the activation of the propellers, as it activates the 
movement of the system. Resources therefore flow from TRPA to 
Eprop stock through prperc. 

Kinetic energy of the 
drone system 

Another factor in the movement of this drone is the kinetic energy of 
the drone, i.e., “body” and battery as through it any programmed or 
unplanned movement of the system takes place. Resources are 
therefore created and flow from TRPA to Edrone stock through 
drperc. 

Framework energy A different factor compared to what has been analyzed so far is the 
framework energy. Resources therefore flow from TRPA to Eframe 
stock through frperc. 

Battery energy A particularly significant factor in the movement of the drone is the 
energy produced by the activation of the battery, as through it the 
system operates smoothly, and the main thing is the energy that 
pushes the drone in motion as it contains the unique force applied to 
the principle of motion t = 0. Resources therefore flow from TRPA to 
Ebattery stock through battperc. 

Thermal energy At the end of the movement of the system, some forces are applied 
which in the existing example will be interpreted as the denaturation 
into an energy that has a negative effect on the system. This is done by 
streaming resources to Ethermal stock through thperc. 

3 Hypothesis 

H1: Efin < 0/The system has battery as a power source (no solar panels) 
Four powers affect the drone at the beginning of the process and one more later. 

H2: Efin > 0/Propellers and solar panels are added to the system 
Two extra powers were added to the system to contribute to the drone’s energy 

saving. 
H3: Efin > 0/The system has no thermal losses 

The thermal losses don’t affect the system so more energy is saved. 
H4: Efin < 0/The panels that are used to collect sun’s energy are removed from the 

system 
The power from solar panels that boosted the system is no longer active. 

H5: Efin > 0/Solar panels are excluded from the system as well as the thermal losses 
Although the system loses a boost power it also gains the thermal loss 

exclusion. 
H6: Efin > 0/The battery is working properly for a 32% 

The battery isn’t working at 100% properly something that means that the rest 
of the power must help so that the system remains vital. 

H7: Efin > 0/The battery is working properly for a 32% and number of propellers is 
differentiated
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The battery isn’t working at 100% properly something that means that the rest 
of the power must help so that the system remains vital. Three out of four 
propellers are excluded from the system and so the system weight is changed. 

4 Methodology 

The aim of the system under consideration is to extend the flight time and conse-
quently, the distance traveled through energy savings, which can be achieved by 
consuming energy from the solar panels attached to the drone. The pursuit is to have 
as few stops as possible to refuel or charge the battery, with the corresponding 
benefit of not interrupting the assigned mission. This practically means for the 
system, that after the initial energy that is provided and constitutes 100% of the 
resources, the resources that feed the stocks, must lead it to its maximum possible 
value, which implies the ever-increasing value of the final value of energy, that is, 
when the system tends to land. The purpose of the whole project is the 
non-interruption of the flight through the minimization of the system requirement 
for energy and at the same time the overcoming of the sum of the other opposite 
measures of forces that are applied. To achieve this goal, percentage changes had to 
be made. Time is referred to as time units (tu). 

Initially, 100% of the energy is placed in TRPA in the context of faithful obser-
vance of the ECP (energy conservation principle), that is, the battery energy. This 
practically means that after the initial energy that exists in the system and is 100% of 
the resources, the resources that supply the energy stocks must lead it to its maximum 
possible value, which implies the ever-increasing value of the final energy amount. It 
is therefore understandable that while the drone speed should reasonably be constantly 
increasing in order not to interrupt the flight, it should also be such that the amount of 
energy (with a positive sign) feeds the flight to exceed the opposing forces. 

5 Hypothesis Trials and Results 

Initially, 100% of the drone resources must be divided into five factors which are 
EBATTERY, EDRONE, EPROP, EFRAME, and Ethermal. In the beginning, it is selected not 
to apply the solar cells with consequent distribution, to be done with as in Table 2. 
This is achieved by using a converter on the respective flow from the drone to each

Table 2 Energy types and 
supply quota in modeling 

Type of energy Percentage (%) 

Propeller energy 29 

Kinetic energy drone 13 

Framework energy (-) 20  

Thermal energy (-) 10  

Battery energy 28



factor. This is achieved by using a converter on the respective flow from TRPA to 
each factor. Then around the middle of the system path and after all the actions have 
been finalized into the BESS (battery energy storage system), the performance of the 
system is examined among the removal of the solar panels. The bottom line is the 
effect of Ethermal is applied as mentioned above. After researches, the following 
results are obtained regarding the behavior of the forces in the system. The green 
color in the following diagram indicates a positive to the system power and red 
indicates a negative one (Table 2).
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Propeller Energy 
In this case, 29% of TRPA resources go to EPROP through soperc flow. Then through 
the bess2 flow that determines the magnitude of the energy received it ends up in 
BESS. 

Solar Energy 
ESOLAR will not be powered as it is considered that the solar panels have not yet been 
attached during the modeling. 

Kinetic Energy of the Drone System 
The next 13% of the initial factor TRPA goes to EDRONE in the same way as 
mentioned above. When the resources reach bess3 and with the application of the 
given parameters the size of the mentioned energy that is applied in the system will 
emerge. The resources of TRPA end up in BESS. 

Framework Energy 
The next 20% of the initial factor goes to EFRAME. When the resources reach bess4 
and with the application of the given parameters the size of the reported energy 
applied to the system will emerge. 

Thermal Energy 
Various forces, thermal energy is generated, which here is considered to affect the 
system by a percentage of 10% of the initial value of thermal energy. 

Battery Energy 
The final 28% of the initial factor goes to EBATTERY in the exact same way as above. 
When the resources reach bess5 and by applying the given parameters the size of the 
reported energy applied to the system will emerge. In the same way these resources 
of TRPA flow to BESS. When the system reached a specific point in the middle of 
the path (BESS), it was considered a test to examine the effect of solar energy on the 
system (alternative). Therefore, in a second route, the solar panels were removed and 
consequently the positive effect of this energy on the system. Nevertheless, the 
alternative system is deliberately not tested by thermal energy. As it will be shown 
below, the model does not become viable, which is verified in the next stage of 
Finalenergy. The total energy produced in the event of a negative value or less than 
the initial system energy (TRPA), reasonably concludes that the energy is not 
sufficient to continue the drone flight.
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6 Modeling and Simulation 

The system from the beginning of its operation and although the power that feeds the 
movement of the drone is at 41% of the initial energy, at no time for 0–15tu, it 
manages to get positive values. The consequence of this is the cancellation of the 
flight due to a lack of energy to support the flight (Fig. 4). 

The above configuration of the model will result in the following results (Fig. 5): 
These initial stock resources then flow into BESS. When the resources reach 

BESS, the condition exists and if satisfied, the resources flow to Finalenergy. It is 
observed that Εfin never takes a positive value and equals to-2584*105 *Earx at the 
end of the mission (t = 15tu). 

Consequently, the drone will never manage to take off. The simulation ran up to 
t = 15tu while Εfin continued to rise in the negative axis. However, no point is

Fig. 4 Simulation model 

Fig. 5 Energy diagrams during the modeling phase



detected (as shown in the diagram) where the Εfin curve enters the positive 
value axis.
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7 Optimization (Fig. 6) 

The aim of the system is to save energy and at the same time extend the drone flight 
time, which can be achieved by absorbing energy from the solar cells. Practically for 
the system, it means that after the initial energy that exists and constitutes 100% of 
the resources, the ones that feedback the stocks, must lead it to its maximum possible 
value, which implies the ever-increasing value of the final value of energy, that is, 
when the system tends to land. The purpose of the whole project is the 
non-interruption of the flight through the minimization of the system requirement 
for energy and at the same time the overcoming of the sum of the other opposite 
measures of forces that are applied. With ECP in mind, it makes sense for the drone-
driven force to tend to zero, as opposed to the principle of motion where the speed is 
constantly increasing for the system to achieve the purpose of the whole project and 
at the same time surpass the sum of the other countermeasures applied. The maxi-
mum possible profit is achieved if the percentage of resources flowing from the 
drone to the stocks is differentiated. Toward that direction, the energy percentages 
will vary. After many simulations, the result is as the following table (Table 3): 

Fig. 6 Optimization model
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Table 3 Energy types and 
supply quota in optimization 

Type of energy Percentage (%) 

Solar energy 8.32 

Propeller energy (-) 15.31 

Kinetic energy drone 28.34 

Framework energy (-) 24.88 

Thermal energy (-) 5.86 

Battery energy 17.29 

Table 4 Explanation of solar flows and factors 

Name Type Explanation 

Wbatt 0.5 Battery weight 

g 9.81 Acceleration of gravity in m/s2 

S 1000 The total distance examined 

Wframe 0.2 Frame weight 

Wdrone 3.5 Drone weight 

solarenergy (Wbatt + Wframe + Wdrone)*g*S Solar energy 

bess1 Esolar The flow to BESS 

soperc – The flow to the Esolar 

Table 5 Explanation of propeller energy flows and factors 

Name Type Explanation 

Totalthrust thrust*numberofpropeller Pushing the system from all 
propellers (4) 

Thrust 0.075 Push the system from a propeller 

S 1000 The total distance examined 

Numberofpropeller 4 Number of propellers 

Propellerefficiency (Wframe + Wbatt)/ 
numberofpropeller 

Propeller efficiency 

Wframe 0.2 Frame weight 

Wbatt 0.5 Battery weight 

Torque numberofpropeller*thrust Torque 

Propenergy totalthrust*S/propellerefficiency Propeller energy 

bess2 Eprop The flow to BESS 

Prperc – The flow to Eprop 

Since the system’s final energy should be greater than the initial one in the short 
term the above percentages are placed on the converters bearing the name of each 
stream. More specifically: 

(a) In solar energy where Esolar = solarenergy*soperc, the following factors affect as 
follows (Table 4): 

(b) In propeller energy where Eprop = propenergy*prperc, the following factors act 
as follows (Table 5):
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Table 6 Explanation of drone kinetic energy flows and factor 

Name Type Explanation 

velocity 60 Speed in m/s 

Wbatt 0.5 Battery weight 

Wdrone 3.5 Drone weight 

power Wdrone/propellerefficiency The power of propellers 

droneenergy 0.5*(Wdrone + Wbatt)*velocity*velocity Kinetic energy 

Bess3 Edrone The flow to BESS 

drperc – The flow to Edrone 

Table 7 Explanation of framework energy flows and factors 

Name Type Explanation 

velocity 60 Speed in m/s 

Wframe 0.2 Frame weight 

frameenergy 0.5*Wframe*velocity*velocity Kinetic energy 

Bess4 -Eframe The flow to BESS 

frperc – The flow to Eframe 

Table 8 Explanation of battery energy flows and factors 

Name Type Explanation 

Wbatt 0.5 Battery weight 

Σbatt 1/(Km_batt-Dbatt) Energy density 

Km_batt 97 Proportional battery power frequency ratio 

Dbatt 20 Battery damping factor 

Battenergy σbatt*Wbatt Battery power 

Bess5 -Ebattery The flow to BESS 

Battperc – The flow to Ebattery 

(c) The following factors affect the drone kinetic energy where 
Edrone = droneenergy*drperc (Table 6): 

(d) The framework energy where, Eframe = frameenergy*frperc is influenced by the 
following factors as follows (Table 7): 

(e) In the battery energy where, Ebattery = battenergy*battperc the following factors 
affect as follows (Table 8): 

(f) In thermal energy where, Ethermal = thermalenergy*x/100 (x depends on the 
scenario) the following factors affect as follows (Table 9): 

From the previous diagrams, the differences in the flow of time are obvious. 
No_solarpanel is analyzed as follows (Table 10):
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Table 9 Explanation of thermal energy flows and factors 

Name Type Explanation 

Wbatt 0.5 Battery weight 

Wdrone 3.5 Drone weight 

Wframe 0.2 Frame weight 

G 9.81 Acceleration of gravity in m/s2 

S 1000 The total distance examined 

thermalenergy (Wdrone + Wbatt + Wframe)*g*S Thermal energy 

BESSflow BESS The flow from BESS to Finalenergy 

Finalenergy thperc + BESSflow Final action 

Thperc -Ethermal The flow to Finalenergy 

BESS bess2 + bess3 + bess1 + bess5 + bess4 The sum of the actions that affect the 
system 

Table 10 Explanation of no_solarpanel flows and factors 

Name Type – value 

no_solarpanel Solarpanelloss 

solarpanelloss BESS – bess1 

BESS bess2 + bess3 + bess1 + bess5 + bess4 

bess1 Esolar 

Table 11 Explanation of flows and factors in the “ideal” optimization process 

Name Type Explanation 

FT σbattery*Wbattery*propefficiency/ 
Wdrone 

Flight time 

σbatt 1/(Km_batt-Dbatt) Difference rate 

Km_batt 97 Proportional power frequency 
factor 

Dbatt 20 Depreciation rate 

Wbatt 0.5 Battery weight 

Wframe 0.2 Frame weight 

propellerefficiency (Wframe + Wbatt)/numberofpropeller Propeller efficiency 

numberofpropeller 4 Number of propellers 

In the process of modeling as well as in optimization, the value is positive. 
Nevertheless, as the aim here is to increase the flight time, the FT factors are 
analyzed as follows (Table 11): 

It is observed that TRPA at t = 0tu begins from the initial value of 100% but then 
at the output, and at the same time at Efin, it has a positive value as well. At t = 15tu 
the Efin ≈ 5403*108 *Earx approximately. A result that, compared to modeling, 
shows a tremendous change (Fig. 7). 

Therefore, the model after optimization is much more efficient and it is easily 
understood that the cost savings are easily calculated from the sum Efin-TRPA. More 
specifically, it is observed that the drone at t = 0tu starts from the initial value of



100% and then at the output, that is, at Efin with geometric progression, the 
eventually produced energy increases. At t = 3.78tu the model is entering a 
maximum optimization trajectory as Efin > TRPA. Finally, at t = 15tu the Efin 

manages to be exponentially greater than the initial energy. Therefore, the model 
after optimization is much more efficient and it is easy to understand that the value of 
savings is easily calculated from the sum of Efin-TRPA, thus achieving optimization. 

A. However, to achieve the examination of other scenarios and the maximum 
possible energy in the system, the viability of the system will be examined if it 
is considered that there are no thermal effects to the system. Based on this, below 
the behavior of the system is listed (Fig. 8). 
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Fig. 7 Energy diagrams during the optimization phase 

Fig. 8 Simulation model (no thermal losses) 

The energy percentages that are applied to the above are (Table 12): 
The following diagram clarifies the landscape in the field of energy flow in the 

system (Fig. 9).
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Table 12 Energy types in 
optimization (no thermal 
losses) 

Type of energy Percentage (%) 

Solar energy 7.51 

Propeller energy (-) 18.47 

Kinetic energy drone 24.89 

Framework energy (-) 29.15 

Battery energy 19.98 
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40,000 

20,000 
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–20,000 
0 

TRPA 

no_solarpanel 

Esolar Eprop Edrone Eframe Ebattery BESS Finalenergy 

FT 

2 4 6 8 10 12  

Fig. 9 Energy diagrams during the optimization phase (no thermal losses) 

Table 13 Energy types in 
optimization (no solar panels) 

Type of energy Percentage (%) 

Propeller energy (-) 14.07 

Kinetic energy drone 23.48 

Framework energy (-) 21.13 

Thermal energy (-) 3.02 

Battery energy 38.30 

2,000 

0 

–2,000 

–4,000 

–6,000 

–8,000 
0 

TRPA Eprop Edrone Eframe Ebattery BESS Finalenergy FT 

2 4 6 8 10 12 14 

Fig. 10 Energy diagrams during the optimization phase (no solar panels) 

It is observed that at t = 15tu the Efin ≈ 6302*108 *Earx approximately, which 
means that the energy saving plan is succeeded. Obviously, the model after optimi-
zation is very efficient since the drone manages to perform correctly. 

B. An alternative examination of the system flow will bring different behavior and at 
the same time different results in the model. Therefore, here it is assumed that the 
system receives no effect from the sun (no solar panels) (Table 13). 

The following diagram clarifies the landscape in the field of energy flow in the 
system (Fig. 10).
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It is observed that at t = 15tu the Efin ≈-0,6461*108 *Earx approximately. That 
is almost twice the previous result of the optimization process. Therefore, the model 
is considered to fail in the energy saving process. 

C. A different approach to system behavior could be as follows: 

(a) Removal of solar panels and thermal power. 
(b) Thermal power and therefore the system will develop as follows (Fig. 11): 

The energy percentages that are applied to the above are (Table 14): 
The following diagram clarifies the landscape in the field of energy flow in the 

system (Fig. 12). 

Fig. 11 Simulation model (no solar cells and no thermal losses) 

Table 14 Energy types in 
optimization (no solar cells 
and no thermal losses) 

Type of energy Percentage (%) 

Propeller energy (-) 21.81 

Kinetic energy drone 22.89 

Framework energy (-) 26.09 

Battery energy 29.21 

Fig. 12 Energy diagrams during the optimization phase (no solar cells and no thermal losses)
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Table 15 Energy types in 
optimization (battery is 68% 
less efficient) 

Type of energy Percentage (%) 

Solar energy 11.17 

Propeller energy (-) 19.42 

Kinetic energy drone 27.19 

Framework energy (-) 19.93 

Thermal energy (-) 9.43 

Battery energy 12.86 
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–20,000 
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TRPA EthermalEsolar Eprop Edrone Eframe Ebattery BESS Finalenergy 
FT 

2 4 6 8 10 12 14 

Fig. 13 Energy diagrams during the optimization phase (battery is 68% less efficient) 

Table 16 Energy types in 
optimization (battery is 68% 
less efficient) 

Type of energy Percentage (%) 

Solar energy 11.17 

Propeller energy (-) 19.42 

Kinetic energy drone 27.19 

Framework energy (-) 19.93 

Thermal energy (-) 9.43 

Battery Energy 12.86 

It is observed that at t = 15tu the Efin ≈ 1665*105 *Earx approximately. There-
fore, the model is considered to succeed in the energy saving process. 

D. Another approach to system behavior could be that 68% of battery malfunctions. 
In accordance with that the energy percentages will develop as follows 
(Table 15): 

The following diagram clarifies the landscape in the field of energy flow in the 
system (Fig. 13). 

More specifically, it is observed that the drone at t = 0tu starts from the initial 
value of 100% and then at the output, at Efin with geometric progression, the 
eventually produced energy decreases. Therefore, the system can’t be considered 
reliable. It is observed that at t = 3.88tu the Efin≈-4567*106 *Earx and at t = 15tu 
that Efin ≈ 5,76*105 *Earx approximately, which means that the system manages to 
complete its mission although the battery is almost at 30% of its efficiency. 

E. Finally, it is assumed that the drone is left with one propeller instead of four and 
because of that the total weight is decreased by 1.05 kg (about 350 g/propeller). 
To understand the significance of that action here it is assumed that the system 
has a malfunctioned battery as in H6 (Tables 16 and 17):
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Table 17 New values after 
modification to the system 

Name New Value 

Numberofpropeller 1 

Wdrone 2.45 

500,000 

400,000 

300,000 

200,000 

100,000 

0 

–100,000 
0 

TRPA EthermalEsolar Eprop Edrone Eframe Ebattery BESS Finalenergy 
FT 

2 4 6 8 10 12 14 

Fig. 14 Energy diagrams during the optimization phase (battery 32% working, propellers excluded 
from system) 

The following diagram clarifies the landscape in the field of energy flow in the 
system (Fig. 14). 

More specifically, it is observed that the drone at t = 0tu starts from the initial 
value of 100% and then at the output, at Efin with geometric progression, the 
eventually produced energy decreases. Therefore, the system can’t be considered 
reliable. It is observed that at t = 4.86tu the Efin gets >0 and about 8.28*Earx and at 
t = 15tu that Efin ≈ 4585*105 *Earx approximately, which means that the system 
manages to complete its mission although the battery is almost at 30% of its 
efficiency. In contrast to all the above hypotheses and because of the modifications 
that took place, the FT gained in this one is 0.028tu totally instead of 0.005tu. 

8 Conclusion 

This research is part of a research project examining and optimizing how to save 
energy on a drone by exploiting test flight research data. The whole procedure 
concerns the movement of the aircraft with the addition of solar cells or not and at 
the same time the presence or exclusion of the thermal losses that can be applied by 
nature to the drone. Further research and application of additional alternative energy 
sources are required as well as a way to reduce in significant level the thermal loss. 

In this work, the behavior of the drone was examined if solar cells are attached to 
it, as well as the importance of the battery existence for the current drone and finally 
the ability of solar panels to increase the energy of the system to such an extent that it 
significantly extends flight time and simultaneously the distance traveled. On the 
current model under consideration, the explanation given for the negative value of 
Efin is that the drone will not be able to carry out any mission assigned to it unless an 
additional energy source is attached to the drone. In this drone, the solar cells are not



a determinant factor to increase the flight time of the drone. Considering the 
dependent variables of flight time, it is understood that by decreasing the weight 
of the drone and/or decreasing the number of propellers, the desired result can be 
achieved. Of course, there are other items that need to be considered such as the 
ability of the drone to store energy for the system to be able to use it to increase the 
distance traveled or increase the flight time. 
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Regarding relevant managerial and policy implications, for example, the com-
plexity of routing in cities [12] as well as in tourist locations may be resolved by the 
adoption of drones [13]. In particular, residents at tourist destinations may consider 
new technologies such as UAVs, as an interesting alternative policy in order to 
leverage sustainable supply chain, economic benefits, and human well-being, pre-
serving at the same time the natural environment and community cohesiveness [12, 
14, 15]. Finally, future research in CSR and digital advertising could be beneficial 
for UAV companies in order to raise funds for their projects [16–21]. 
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1 Introduction 

The aim of the system under consideration is to extend the flight time and, conse-
quently, the distance traveled through energy savings, which can be achieved by 
consuming energy from the solar panels attached to the drone. This research 
corresponds to the pursuit of energy savings for an autonomous drone, to which 
solar panels are attached to achieve enough solar energy for its smooth movement. 
Then, if this stock is analyzed and passed through the factors present in the model, it 
is returned either in the form of saving and increasing energy with the consequence 
of not requiring recharging, or in the form of high energy consumption, due to the 
removal of additional cells that provide power other than the battery. 
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Fig. 1 Autopilot control loop subset 

Nevertheless, if it becomes possible to develop a method for autonomous and 
cheap periodic energy recovery, a drone can be built for efficient continuous flight, 
limited not only by fuel but also by the life of the material. The main advantage of a 
multi-day flight platform is its ability to be expanded by additional electronic means 
[1]. Fast-growing platforms can act as ad-hoc communication hubs, invaluable for 
emergency response functions. To simplify the problem, the aircraft will use a 
program to maintain the aircraft interconnection with the pilots. A practical case 
for automation here is an on-board autopilot operating on commands. A damping 
mechanism to reduce Dutch roll oscillations falls into this role. The next outer loop 
consists of an altitude controller and a direction and speed controller, in terms of 
rolling, deflection, and acceleration position (throttle), to be able to keep these 
parameters constant as required for the coordination of turns [2] (Fig. 1). 

Andre Noth’s doctoral dissertation, “Design of Solar Powered Airplanes for 
Continuous Flight,” sheds light on the relationship between various aspects of 
aircraft design [3–5]. The following equations have been adapted from his method-
ology. The interdependence between variables complicates the mathematical models 
used to predict the physical properties of the aircraft. 

Equation (1) adds the masses that for any set of parameters, remain constant and 
do not depend on other values: 

m1 =mav þ mpl ð1Þ

Equation (2) derives the mass of the frame (air) from the constant of the 
structural mass: 

m2 = kaf rx2 bx1 ð2Þ

Equation (3) determines the mass of the solar panels:
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m3 = ksc þ kencð ÞAsc ð3Þ

Equation (4) derives the mass of the Maximum PowerPoint Tracker (MPPT): 

m4 = kmppt
�Imax

�ηsc
�ηcbr

�ηmppt
�Asc ð4Þ

Equation (5) shows that the mass depends on the Tnight overnight duration and the 
efficiency with which the kbat batteries can be discharged: 

m5 = Tnight
�PEtot=dchrg

�kbat ð5Þ

Equation (6) derives the propulsion of the total mass: 

m6 = kprop
�PEflight ð6Þ

To aggregate the size of the total mass, the individual masses are combined: 

mtot =∑6 
i= 1mi ð7Þ

To pump the mechanical power required for the flight, it is considered the total 
mass of the aircraft and its design. The drag coefficient has two components:

• The CDafl drag coefficient
• The drag coefficient 

These are added to reach the CD. Lack of FAA clearance limits the aircraft to a 
flight ceiling much lower than the target altitude. 

Pmech =mtot 
2=3� 1=bð Þ � CDCL 

2=3�sqrt 2rg3 =ρ ð8Þ

The necessary electrical power for the flight is calculated by the following type: 

PEflight =Pmech=ηctrl
�ηmot

�ηgrb
�ηplr ð9Þ

To calculate the total electrical power used: 

PEtot =PEflight þ 1� Pav þ Ppld =ηbec ð10Þ

Finally, the necessary energy production of solar cells: 

Asc =PEtot
� π=2�ηsc

�ηcbr
�ηmppt

�ηwthr � 1 þ Tnight=Tday � 1=ηchrg�ηdchrg � 1Imax 

ð11Þ
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Airfoil lift coefficient 
Airfoil drag coefficient 
Parasitic drag coefficient 
Maximum irradiance 
Energy density of lithium-polymer batteries 
Mass density of solar cells 
Mass density of encapsulation 
Mass to power ratio of MPPT 
Mass to power ratio of propulsion group 
Structural mass constant 
Mass of avionics 
Efficiency of step-down converter 
Efficiency of sollar cells 
Efficiency of  the curved solar panels 
Efficiency of  of battery charge 
Efficiency of  motor controller 
Efficiency of  battery discharge 
Efficiency of  gearbox 
Efficiency of  motor 
Efficiency of  MPPT 
Efficiency of  propeller 
Irradiance margin factor 
Payload mass 
Aspect ratio 
Power of avionics 
Airframe mass wingspan coefficient 
Airframe mass aspect ratio coefficient 
Payload power consumption 
Air density (2500 m altitude) 
Day duration 
Night duration 
Wingspan 

0.8 
0.013 
0.006 

950 W/m2 

0.044852191 kg/m3 

0.32 kg/m2 
0.26 kg/m2 

0.2 kg 

726545.455 J/kg 

0.00042 kg/W 
0.008 kg/W 

0.65 
0.169 
0.9 
0.95 
0.95 
0.95 
0.97 
0.85 
0.97 
0.85 
0.7 
0.5 kg 
10.0 
8.5 W 
3.1
-0.25 
0.5 W 

0.8 kg/m3 

34200 s 
52200 s 

3 m 

CL 
CDafi 

CDpar 

Imax 
kbat 
ksc 
kenc 
kmppt 
kprop 
kaf 
mav 
hbec 

hsc 
hcbr 
hchrg 
hctrl 
hdchrg 
hgrb 
hmot 
hmppt 
hplr 
Nwthr 
mpld 

Pav 

Ppld 

Tday 
Tnight 

b 

x1 
x2 

r 

p 

Fig. 2 The input values used for the calculations 

Figure 2 contains the input values used for the calculations. After using a 
computer program to calculate a fixed point for equations and initial inputs, the 
model generates the following values for the level properties [2]: 

Unmanned aerial vehicles (UAVs) are gaining the attention of the research 
community and the telecommunications industry with the rapid development of 
the Internet of Things (IoTs). For data collection and dissemination, IoT-based 
technologies are provided [6, 7]. The estimated flight time depends on three param-
eters [4, 8–11]: 

(a) The available battery capacity mounted on the UAV 
(b) The discharge limit 
(c) The average power of the amplifier 

And consequently:



ð

ð
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AT=CB
�DL=AAD ð12Þ

The discharge limit is calculated at 80%, while the AAD is calculated using the 
following Eq. (13): 

AAD = c�PW=ΔV ð13Þ

Accordingly, Eq. (14) is formulated as follows: 

AT=CB
�DL= AAD þ EUð Þ 14Þ

Scenarios for the Development of Knowledge About Energy 
The specific use factor depends on the user’s location, density as well as the UAV 
coverage radius [12]. User density is usually divided into three categories: 

(a) Sparsely populated areas 
(b) Residential area (city) 
(c) Densely populated areas [13] 

It is observed that the existence of a larger number of cells (more UAVs) requires 
transmission power. When there are fewer cell numbers, a high transmission power 
(≥53.9 W) is required. This result is incorporated mathematically using the follow-
ing equation [13–15]: 

EU =PT=ΔV ð15Þ

Scenario 1 (a): height increasing 
To calculate UAV (AT) time without any clear usage, these steps are followed:

• Calculate the average draw Amp using Eq. (2)
• Calculate UAV time using Eq. (1) 

Scenario 1 (b): No clear use (UAV is hovering) 
UAV flight altitude not only affects base station coverage and user density but also 
results in higher power usage. Here, examining link quality can also be an important 
point focusing on the high mobility environment of a drone in the network [6–9, 16– 
20]. Increasing the altitude by 15 m leads to an additional power consumption of 
0.5 A [21–23]. Equation (2) to cover the Amps for the height factor (AHF) is 
configured as in Eq. 16. 

AAD =C� PW=Vð Þ þ AHFð Þ 16Þ

The following are the steps for calculating UAV time (AT) without any specific 
use but considering the altitude factor.
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2 Description of Hypothesis and Modeling Process 

Scenario 1 (Table 1) 

Scenario 2 (Table 2) 

Table 1 Description of the forces applied 

Kinetic energy A key factor in the movement of this drone is the kinetic energy of the drone, 
as through it any programmed or unplanned movement of the system takes 
place. Resources are therefore created and flow from BSD to IoT stock 
through flow9. 

Air resistance 
energy 

Another factor is the energy produced by the air resistance. Resources there-
fore flow from BSD to the IoT stock through flow11. Then the stock of 
FLIGHT “breaks” into two pieces. In Scenario 1 = scenario1flight, the air 
resistance is applied. 

Dynamic energy The last factor is the dynamic energy presented in the system. Resources 
therefore flow from the BSD to the IoT stock through flow10. Then the stock 
of FLIGHT “breaks” into two pieces. In Scenario 2 = scenario2hover, the 
dynamic energy is applied. 

Table 2 Description of the forces applied 

Solar energy A key factor in the movement of this drone is the energy received by the sun’s 
rays, as it is very important in activating the movement of the system. The energy 
percentages of BSD go to E_kin since in flow8 the percentage is placed on BSD. 
It then flows to the IoT via flow1, which determines the amount of energy 
received. 

Dynamic 
energy 

An additional key factor in the movement of this drone is the energy produced by 
the activation of the propellers, as it activates the movement of the system. The 
initial factor energy percentages go to E_dyn in the same way as above through 
flow10, with the significant difference that it goes directly without the interven-
tion of FLIGHT and IoT. Respectively, when the resources reach flow6 and by 
applying the given parameters, the magnitude of the reported energy applied to 
the system will emerge. In the same way these resources of the initial factor flow 
to FINALENERGY2. 

Kinetic 
Energy 

Another factor in the movement of this drone is the kinetic energy of the drone, 
i.e., “body” and battery as through it any programmed or unplanned movement of 
the system takes place. The energy percentages of the initial factor go to E_air in 
the same way as mentioned above through flow11, with the significant difference 
that it goes directly, without the intervention of FLIGHT and IoT. Respectively, 
when the resources reach flow8 and by applying the given parameters, the 
magnitude of the reported energy applied to the system will emerge. In the same 
way these resources of the initial factor flow to FINALENERGY1.
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3 Hypothesis 

H1: Efin < 0/The system has battery as a power source (no solar panels) 
The system is fully functional. 

H2: Efin > 0/The solar panels are fully functional and there are no losses 
No losses affect the system’s functionality. 

H3: Efin > 0/Solar panels are 30% functional 
Two extra powers were added to the system to contribute to the drone’s 

energy-saving 
H4: Efin < 0/The system lacks the presence of solar panels and has 50% less losses 

The power from solar panels that boosted the system is no longer active 
H5: Efin > 0/The drone can no longer move but only hover 

Although the system loses a boost power it also gains the thermal loss 
exclusion 

4 Methodology 

The aim of the system under consideration is to extend the flight time and conse-
quently, the distance traveled through energy savings, which can be achieved by 
consuming energy from the solar panels attached to the drone. The pursuit is to have 
as few stops as possible to refuel or charge the battery, with the corresponding 
benefit of not interrupting the assigned mission. This practically means for the 
system, that after the initial energy that is provided and constitutes 100% of the 
resources, the resources that feed the stocks, must lead it to its maximum possible 
value, which implies the ever-increasing value of the final value. of energy, i.e., 
when the system tends to land. The purpose of the whole project is the 
non-interruption of the flight through the minimization of the system requirement 
for energy and at the same time the overcoming of the sum of the other opposite 
measures of forces that are applied. To achieve this, percentage changes had to be 
made. Time is referred to as time units (tu). Initially, 100% of the energy is placed in 
BSD in the context of faithful observance of the ECP (Energy Conservation Princi-
ple). This practically means that after the initial energy that exists in the system and 
is 100% of the resources, the resources that supply the energy stocks must lead it to 
its maximum possible value, which implies the ever-increasing value of the final 
energy amount. It is therefore understandable that while the drone speed should 
reasonably be constantly increasing in order not to interrupt the flight, it should also 
be such that the amount of energy (with a positive sign) feeds the flight to exceed the 
opposing forces.
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5 Hypothesis Trials and Results 

It should first be clarified that the Drone starts its movement with the aim of moving 
to an area within the city that does not have access to the network. It will perform a 
movement consisting of two (2) distinct stages. The first concerns the movement of 
the system in space until it reaches the required area and when it returns from it. The 
second concerns the drone hover. 

In this case, several stocks will be analyzed and several factors that exist in the 
model will be influenced. In more detail, from BSD it will continue to FLIGHT, then 
to IoT where from there it will be divided into scenario1flight and scenario2hover. 
Finally, after all the factors and parameters are affected, the final energy is divided 
into FINALENERGY1 and FINALENERGY2, respectively. 

Initially, 100% of the energy is placed in the BSD in the context of faithful 
observance of the ADE. (Energy Conservation Principle) that will affect the system 
during the take-off process at time t = 0, i.e., P_Etot (Total system power). During 
the movement of the system, other forces will be affected because of the production 
of energies E_kin (kinetic energy), E_dyn (dynamic energy), E_air (airresistance 
energy). 

After researches, the following results are obtained regarding the behavior of the 
forces in the system. The green color in the following diagram indicates a positive to 
the system power and red indicates a negative ones (Table 3). 

Kinetic Energy 
In this case, 39% of BSD resources go to E_kin through flow12. E_kin is applied 
there, where through flow7 it ends up in FLIGHT. 

Air Resistance Energy 
The next 19% of the initial factor BSD goes to Eair in the same way as mentioned 
above. Respectively, when the resources reach flow11 and with the application of the 
given parameters the size of the mentioned energy that is applied in the system will 
emerge. Then the stock of FLIGHT “breaks” into two pieces. In Scenario 
1 = scenario1flight the air resistance is applied. The resources of BSD end up into 
scenario1flight. 

Dynamic Energy 
The final 42% of the initial factor goes to Edyn in the exact same way as above. 
Respectively, when the resources reach flow13 and by applying the given parameters 
the size of the reported energy applied to the system will emerge. In the same way 
these resources of BSD flow to FLIGHT. Then the stock of FLIGHT “breaks” into 
two pieces. In Scenario 2 = scenario2hover the dynamic energy is applied. 

Table 3 Energy types and 
supply quota in modeling 

Type of energy Percentage (%) 

Kinetic energy 39 

Air resistance energy (-) 19  

Dynamic energy (-)  42
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6 Modeling and Simulation 

The system from the beginning of its operation, at no time for 0–14tu (on the 14.2tu 
the energy is granted with a positive value), manages to get positive values. The 
consequence of this is the cancellation of the flight due to a lack of energy to support 
the flight (Fig. 3). 

The above configuration of the model will result in the following results (Fig. 4): 
These initial stock resources then flow into FLIGHT. When the resources reach 

FLIGHT, the condition exists and if satisfied, the resources flow to IOT to be divided 
further into FINALENERGY 1&2. It is observed that FINALENERGY2 can’t 
achieve a positive value at no time until 14.2tu and equals 22,4189*BSD. Consid-
ering that the battery’s drone lasts for approximately four-time units, the drone will 
never manage to complete its mission. 

Fig. 3 Simulation model 

Fig. 4 Energy diagrams during the modeling phase
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7 Optimization (Fig. 5) 

The aim of the system is to save energy and at the same time extend the drone flight 
time, which can be achieved by absorbing energy from the solar cells. Practically for 
the system, it means that after the initial energy that exists and constitutes 100% of 
the resources, the ones that feedback the stocks must lead it to its maximum possible 
value, which implies the ever-increasing value of the final value of energy, i.e., when 
the system tends to land. The purpose of the whole project is the non-interruption of 
the flight through the minimization of the system requirement for energy and at the 
same time the overcoming of the sum of the other opposite measures of forces that 
are applied. With ECP in mind, it makes sense for the drone-driven force to tend to 
zero, as opposed to the principle of motion where the speed is constantly increasing 
for the system to achieve the purpose of the whole project and at the same time 
surpass the sum of the other countermeasures applied. The maximum possible profit 
is achieved if the percentage of resources flowing from the drone to the stocks is 
differentiated. Toward that direction, the energy percentages will vary. After many 
simulations, the result is as in Table 4: 

Fig. 5 Optimization model 

Table 4 Energy types and 
supply quota in optimization 

Type of energy Percentage (%) 

Kinetic energy 66.33 

Air resistance energy (-) 8.41 

Dynamic energy (-) 5.51 

Solar energy 19.75
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Since the system’s final energy should be greater than the initial one in the short 
term the above percentages are placed on the converters bearing the name of each 
stream. More specifically: 

(a) In solar energy where Esolar = m_tot*v*v*x/200, the following factors affect as 
follows (Table 5): 

(b) The dynamic energy where E_dyn = m_tot*g*h, is influenced by the following 
factors (Table 6): 

(c) The kinetic energy of the drone where E_kin = m_tot*v*v/2, is affected by the 
following factors (Table 7): 

Table 5 Explanation of solar flows and factors 

Name Type Explanation 

m1 m_av + m_pld Weight m1 

m2 k_af*sqrt(r*sqrt(x1)*sqrt(x2)) Weight m2 

m3 (k_sc + k_enc)*Asc Weight m3 

m4 k_mppt*I_max*η_sc*η_cbr*η_mppt*Asc Weight m4 

m5 T_night*P_Etot/η_dchrg*k_bat Weight m5 

m6 k_prop*P_Eflight Weight m6 

m_tot m1 + m2 + m3 + m4 + m5 + m6 Weight m_tot 

v sqrt(F/2*Q_air*A) Βάρoς drone 
flow10 BSD*x/100 Flow to E_solar 

flow9 E_solar Flow to FLIGHT 

E_solar m_tot*v*v*x/200 Solar energy 

Table 6 Explanation of flows and factors of dynamic energy 

Name Type Explanation 

m1 m_av + m_pld Weight m1 

m2 k_af*sqrt(r*sqrt(x1)*sqrt(x2)) Weight m2 

m3 (k_sc + k_enc)*Asc Weight m3 

m4 k_mppt*I_max*η_sc*η_cbr*η_mppt*Asc Weight m4 

m5 T_night*P_Etot/η_dchrg*k_bat Weight m5 

m6 k_prop*P_Eflight Weight m6 

m_tot m1 + m2 + m3 + m4 + m5 + m6 Weight m_tot 

g 9.81 Acceleration of gravity in m/s2 

flow6 -E_dyn*x/100 Flow to scenario2hover 

flow13 BSD*x/100 Flow to E_dyn 

h v*t The height at which the drone hovers 

t 15 The time it takes to test the model 

E_dyn m_tot*g*h Dynamic energy
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Table 7 Explanation of kinetic energy flows and factors 

Name Type Explanation 

m1 m_av + m_pld Weight m1 

m2 k_af*sqrt(r*sqrt(x1)*sqrt(x2)) Weight m2 

m3 (k_sc + k_enc)*Asc Weight m3 

m4 k_mppt*I_max*η_sc*η_cbr*η_mppt*Asc Weight m4 

m5 T_night*P_Etot/η_dchrg*k_bat Weight m5 

m6 k_prop*P_Eflight Weight m6 

m_tot m1 + m2 + m3 + m4 + m5 + m6 Weight m_tot 

V sqrt(F/2*Q_air*A) Drone speed 

flow12 BSD*x/100 Flow to E_kin 

flow7 E_kin Flow to FLIGHT 

E_kin m_tot*v*v/2 Kinetic energy 

Table 8 Explanation of flows and factors of air resistance energy 

Name Type Explanation 

m1 m_av + m_pld Weight m1 

m2 k_af*sqrt(r*sqrt(x1)*sqrt(x2)) Weight m2 

m3 (k_sc + k_enc)*Asc Weight m3 

m4 k_mppt*I_max*η_sc*η_cbr*η_mppt*Asc Weight m4 

m5 T_night*P_Etot/η_dchrg*k_bat Weight m5 

m6 k_prop*P_Eflight Weight m6 

m_tot m1 + m2 + m3 + m4 + m5 + m6 Weight m_tot 

g 9.81 Acceleration of gravity in m/s2 

flow8 -E_air Flow to scenario1flight 

flow11 BSD*20/100 Flow to E_air 

h v*t The height at which the drone hovers 

t 15 The time it takes to test the model 

E_air m_tot*g*h*x/100 Air resistance energy 

Table 9 Explanation of flows 
and factors of air resistance 
energy 

Name Type 

BSD P_Etot 

Flow BSD 

FLIGHT P_total + flow9 + flow7 + flow 

flow1 FLIGHT 

IOT flow1 

(d) In the air resistance energy where E_air = m_tot*g*h*20/100, the following 
factors affect as follows (Table 8): 

Common elements of the two scenarios (Table 9):
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Scenario 1 (Table 10) 

Scenario 2 (Table 11) 

Parameter tables (Tables 12 and 13): 
It is observed that BSD at t= 0tu begins from the initial value of 100% but then at 

the output, and at the same time at IOT, it has a positive value as well. At t = 15tu 
the FINALENERGY1 ≈ 6589*103 *BSD and

Table 10 Explanation of 
flows and factors of air resis-
tance energy 

Name Type 

flow2 IOT 

scenario1flight AT_EU + flow2 + flow8 

flow4 scenario1flight 

FINALENERGY1 flow4 

Table 11 Explanation of 
Flows and Factors of Air 
Resistance Energy 

Name Type 

flow3 IOT 

scenario2hover AA_D_HF + flow3 + flow6 

flow5 scenario2hover 

FINALENERGY2 flow5 

Table 12 Explanation of 
other variables 

Name Type 

A π*r*r 
P_th K*sqrt(F*F*F)/r 

F_total 2*Q_air*A*v*v 

AA_D m_tot*P_w/ΔV 
AA_D_HF m_tot*((P_w/ΔV) + A_HF) 
AT C_B*D_L/AA_D 

EU P_T/ΔV 
P_Eflight Pmech/ηctrl*ηmot*ηgrb*ηplr 
P_Etot P_Eflight + (Pav + Ppld)/ηbec 
P_total sqrt(F*F*F/2*Q_air*π*r*r) 
AT_EU C_D*D_L/(AA_D + EU) 

Q_air M_air/A*v*t 

M_air F*t/2*v 

K sqrt(1/2*π*Q_air) 
W 2*v 

Vol A*h 

m_pld 0.5 

m_av 0.2 

I_max 950



V 6

FINALENERGY2 ≈ 6608*103 *BSD approximately. A result that, compared to 
modeling, shows a tremendous change (Fig. 6).
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Table 13 Explanation of 
other variables 

Name Type Name Type 

η_sc 0.169 A_HF 15 

η_mppt 0.97 P_w 170 

k_mppt 0.00042 k_sc 0.32 

η_cbr 0.9 k_enc 0.26 

T 15 k_bat 726545.455 

R 10 C_B 8.8 

Π 3.14 P_T 6.088 

B 3 C_L 0.8 

η_chrg 0.95 Ρ 0.8 

T_night 52200 C_D 0.013 

η_dchrg 0.95 η_ctrl 0.95 

η_wthr 0.7 η_mot 0.85 

T_day 34200 η_grb 0.97 

x2 -0.25 η_plr 0.85 

x1 3.1 η_bec 0.65 

k_af 0.044852191 P_pld 0.5 

k_prop 0.008 P_av 8.5 

F 0.95 D_L 0.80 

Δ 3  

Fig. 6 Energy diagrams during the optimization phase 

Therefore, the model after optimization is much more efficient and it is easily 
understood that the cost savings are easily calculated from the sum 
FINALENERGY1 + FINALENERGY2-BSD. More specifically, it is observed 
that the drone at t = 0tu starts from the initial value of 100% and then at the output, 
i.e., at IOT with geometric progression, the eventually produced energy increases. 
Therefore, the model after optimization is much more efficient and it is easy to 
understand that the value of savings is easily calculated from the sum of IOT – BSD, 
thus achieving optimization. 

A. However, to achieve the examination of other scenarios and the maximum 
possible energy in the system, the viability of the system will be examined if it 
is considered that the solar panels retain only 30% functionality. Based on this, 
below the behavior of the system is listed (Fig. 7).
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Fig. 7 Simulation model (30% functionality) 

Table 14 Energy types in 
optimization (30% 
functionality) 

Type of energy Percentage (%) 

Solar energy 19.47 

Dynamic Energy (-) 23.79 

Kinetic energy drone 31.52 

Air resistance energy (-) 25.22 

Fig. 8 Energy diagrams during optimization phase (30% functionality) 

The energy percentages that are applied to the above are (Table 14): 
The following diagram clarifies the landscape in the field of energy flow in the 

system (Fig. 8). 
It is observed that at t = 15tu the FINALENERGY1 ≈ 3661*103 *BSD and 

FINALENERGY2 ≈ 1006*103 *BSD approximately, which means that energy 
saving plan has not succeeded since the FINALENERGY2 turns positive at t = 14tu. 

B. An alternative examination of the system flow will bring different behaviors and 
at the same time different results in the model. Therefore, here it is assumed that 
the system receives no effect from the sun (no solar panels) and at the same time 
the other losses of the system are 50% smaller (Table 15).



230 D. A. Arvanitidis et al.

Table 15 Energy types in 
optimization (no solar panels) 

Type of energy Percentage (%) 

Dynamic energy (-) 38.14 

Kinetic energy drone 37.65 

Air resistance energy (-) 24.21 

Fig. 9 Energy diagrams during optimization phase (no solar panels) 

Fig. 10 Simulation model (hover) 

The following diagram clarifies the landscape in the field of energy flow in the 
system (Fig. 9). 

It is observed that at t = 15tu the FINALENERGY1 ≈ 3170*103 *BSD and 
FINALENERGY2 ≈ 5159*102 *BSD approximately. That is almost the same as the 
previous result of the optimization process. Therefore, the model is considered to fail 
in the energy-saving process. 

C. A different approach to system behavior could be the assumption that somehow 
the drone reaches the desired area to assist in the development of fifth-generation 
mobile networks with IoT. So now the hovering process is examined only 
(Fig. 10):
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Table 16 Energy types in 
optimization (hover) 

Type of energy Percentage (%) 

Solar energy 27.98 

Dynamic energy (-) 34.19 

Kinetic energy drone 37.83 

Fig. 11 Energy diagrams during the optimization phase (hover) 

The energy percentages that are applied to the above are (Table 16): 
The following diagram clarifies the landscape in the field of energy flow in the 

system (Fig. 11). 
It is observed that at t = 15tu the Efin ≈ 2151*103 *BSD approximately. 

Nevertheless, the energy turns positive at t = 12tu. Therefore, the model is consid-
ered not to succeed in the energy-saving process. 

8 Conclusion 

This research is part of a research project examining and optimizing how to save 
energy on a drone by exploiting test flight research data. The whole procedure 
concerns the movement of the aircraft with the addition of solar cells or not and at 
the same time the presence or exclusion of the thermal losses that can be applied by 
nature to the drone. Further research and application of additional alternative energy 
sources are required as well as a way to reduce in significant level the thermal loss. In 
the present work, the behavior of the drone was examined if solar cells are attached 
to it, as well as the importance of the battery existence for the current drone and 
finally the ability of solar panels to increase the energy of the system to such an 
extent that it significantly extends flight time and the time that the drone can perform 
hovering over an area in order to assist in the development of fifth-generation mobile 
networks. 

On the current model under consideration, the explanation given for the negative 
value of FINALENERGY1 is that the drone will not be able to carry out any mission 
assigned to it unless an additional energy source is attached to it. The explanation 
given for the negative value of FINALENERGY2 is that the drone will never 
manage to hover over the assigned area and so the whole project must be abandoned.



Of course, there are other items that need to be considered such as the ability of the 
drone to store energy in one or more internal or external batteries for the system to be 
able to use it to minimize the drone’s vulnerabilities that may come up by using only 
one battery system. 
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Several managerial implications may be proposed, such as the adoption of drones 
in order to resolve routing issues in cities [24] and tourist locations. Following this 
rationale, researchers have highlighted the crucial role of these new technologies 
(drones) as a key pillar of sustainable development bridging human activity and 
well-being with connectivity and several factors, such as the natural environment 
and critical infrastructure [25–28]. Additionally, future research in digital advertis-
ing and CSR is crucial for the expansion and viability of UAV projects [29–34]. 
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Modeling and Simulation of Examining 
the Performance of a Drone 
for Long-Distance Endurance 

Dimitrios M. Mastrakoulis, Dimitrios K. Nasiopoulos , 
Dimitrios A. Arvanitidis, Elli Ch. Zara, and Alexandros Plagiannakos 

1 Introduction 

The aim of the system under consideration is to extend the flight time and, conse-
quently, the distance traveled through energy savings, which can be achieved by 
consuming energy from the solar panels attached to the drone. 

This research corresponds to the pursuit of energy savings of an autonomous 
drone, to which extra batteries are attached to achieve enough energy for its smooth 
movement [1]. Then, if this stock is analyzed and passed through the factors present 
in the model, it is returned either in the form of saving and increasing energy with the 
consequence of not requiring recharging, or in the form of high energy consumption, 
due to the removal of additional batteries that provide power other than the main 
battery. There are many other aircraft parameters that determine the endurance of 
any aircraft, however, for simplicity, the endurance calculation will be estimated as 
shown in the equation below [2]: 
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Endurance=Battery Capacity=Current ð1Þ

The durability of the aircraft will depend to a large extent on:

• Aircraft size
• Weight
• Lifting weight 

A large fixed-wing aircraft with a large wingspan would be much more robust 
than a small quadrotor. Durability also plays an important role in increasing the 
range of the aircraft. 

How far an unmanned aerial vehicle can travel is called range. The range of the 
aircraft depends on [1, 3–9]:

• The amount of electricity produced by the aircraft
• Endurance
• Flight speed
• Aerodynamic performance 

Using mathematical relations, the range of a drone can be easily determined. The 
range calculation for both fixed wing drones and quadrotors can be calculated using 
the following equation. 

The kV value is the number of revolutions per minute that the motor will rotate 
when 1 V is applied to the motor. The “pitch” value is the pitch (in inches) of the 
drone propeller. Durability is the time in hours that an aircraft can stay in the air. 

Range=KV�V�60�Pitch�Endurance=12�5260 ð2Þ

This equation will allow a general estimate of the total drone range. The following 
parameters are required to calculate the range accurately:

• Length of the wing
• Weight
• The lift coefficient of the spoiler used in the aircraft 

Any entity concerned with aircraft safety should be particularly concerned about 
the endurance and range capabilities of different types of drone categories. 

For further explanation, an example of using a large aircraft with a fixed wing will 
be presented. With this example, the demonstration will include a set that deals with 
drone safety, the range of a possible attack, and the speed at which the attack can 
occur. 

To further adjust the scenario, a few parameters are required for the large, fixed 
wing, so that the strength and range can be simulated. Below are the parameters of 
“drone for example” [1, 9–15].

• Battery capacity (Ah) = 20 Ah
• Current (amps) during the flight = 10 A
• Voltage = 14.8 V



• kV = 1000
• Pitch = 7″ 
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Fig. 1 Drone approach area of interest in Washington, DC 

Using these parameters, strength, range, and speed can be determined. These 
values were calculated using a more accurate method of determining speed, strength, 
and range.

• Endurance = 2 hours
• Range = 100 miles
• Speed = 50 mph 

Somehow, one entity that could deal with drone safety is a soccer field within a 
big city. For this example, the FedEx field of action in Washington, DC, is selected. 
However, this example can be applied to any event or location (Fig. 1). 

As can be seen from the picture, this drone may have come from an extremely 
large area near the point where the event takes place. For the drone to approach the 
area of interest from the outer ridge of the aircraft range and retreat to its original 
position will take only 2 hours. 

This example illustrates why a system designed to detect potential threats 
is the key to any entity focusing on protecting itself from the effects of hostile 
drones. 

2 Description of Hypothesis and Modeling Process (Table 1)
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Table 1 Description of the forces applied 

Analysis of forces at the beginning of motion: 

Battery energy A key factor in the movement of this drone is the energy stored in the battery 
that is attached to this system. Resources therefore flow from Initialenergy to 
Batteryenergy stock through battflow. Then the parameters that have been set 
for the harmonious movement and operation of the drone are applied. 

Kinetic energy An additional key factor in the movement of this drone is the kinetic energy of 
the drone, i.e., “body” and battery as through it any programmed or unplanned 
movement of the system takes place. Resources are therefore created and flow 
from Initialenergy to Kineticenergy stock through kinflow. Then the param-
eters that have been set for the harmonious movement and operation of the 
drone are applied. 

Wing battery A key factor in the movement of this drone is the energy produced by the 
movement of the wings, as it activates the movement of the system. Resources 
therefore flow from Initialenergy to Propenergy stock through propflow. 
Then the parameters that have been set for the harmonious movement and 
operation of the drone are applied. 

Analysis of the added forces at the end of the motion: 

Air resistance 
energy 

At the end of the system movement, a force is applied which in the existing 
model will be interpreted as the denaturation into an energy that negatively 
affects the system. This is done by flowing resources from Airresistance stock 
through airflow to Finalenergy. Then the parameters that have been set are 
applied and play an important role in the movement of the system and its 
operation. 

Back up wing 
energy 

Another key factor in the movement of this drone is the energy produced by 
the movement of the wings, as it activates the movement of the system. 
Resources therefore flow from Initialenergy to Propenergy stock through 
propflow. Then the parameters that have been set for the harmonious move-
ment and operation of the drone are applied. 

3 Hypothesis 

H1: Finalenergy > 0, maxrange < 0/The system has kinetic energy 
Three powers affect the drone at the beginning of the process and one more 
(negative) later 

H2: Finalenergy > 0, maxrange > 0/Battery that carries the same amount of energy 
as the drone’s wings both energies are added to the system 

One extra power added to the system to contribute to the drone’s energy 
saving. 

H3: Finalenergy > 0, maxrange > 0/The system has no resistance from the 
environment (air) 

The environmental losses don’t affect the system so more energy is saved. 
H4: Finalenergy > 0, maxrange > 0/Both batteries collecting wing energy are 

damaged 
The energy collected from the wing batteries that boosted the system is now 

excluded.
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H5: Finalenergy < 0, maxrange < 0/Main battery is excluded from the system and 
environment performs full resist to the system 

The system doesn’t manage to keep working with the use of both wing 
batteries. 

4 Methodology 

The aim of the system under consideration is to extend the flight time and consequently, 
the distance traveled through energy savings, which can be achieved by consuming 
energy from the solar panels attached to the drone. The pursuit is to have as few stops as 
possible to refuel or charge the battery, with the corresponding benefit of  no  
interrupting the assigned mission. This practically means for the system, that after the 
initial energy that is provided and constitutes 100% of the resources, the resources that 
feed the stocks, must lead it to its maximum possible value, which implies the ever-
increasing value of the final value of energy, i.e., when the system tends to land. The 
purpose of the whole project is the non-interruption of the flight through the minimi-
zation of the system requirement for energy and at the same time the overcoming of the 
sum of the other opposite measures of forces that are applied. To achieve this goal, 
percentage changes had to be made. Time is referred to as time units (tu). 

Initially, 100% of the energy is placed in Initialenergy in the context of faithful 
observance of the ECP (Energy Conservation Principle). This practically means that 
after the initial energy that exists in the system and is 100% of the resources, the 
resources that supply the energy stocks must lead it to its maximum possible value, 
which implies the ever-increasing value of the final energy amount. It is therefore 
understandable that while the drone speed should reasonably be constantly increas-
ing in order not to interrupt the flight, it should also be such that the amount of 
energy (with a positive sign) feeds the flight to exceed the opposing forces. 

The first element being used is Initialenergy. Initially, this chapter seeks to 
examine and analyze how it will make possible the autonomy of the drone and 
consequently increase the flight time and the total distance it will travel. Then, if this 
stock is analyzed and goes through the factors that exist in the model, it will end up 
in Finalenergy, which is, as will be seen below, a key “ingredient” for calculating the 
maxrange. It is pointed out that the examined operating time of the system is from 
t = 0 to  t = 15. 

Initially, 100% of the energy that will affect the system during the take-off 
process at time t = 0 is placed in Initialenergy, and more specifically, the battery 
energy (Batteryenergy). During the movement of the system, other forces will act 
because of the production of energies Kineticenergy (kinetic energy), Wingenergy 
(energy produced by the propellers), Batteryenergy (battery energy) in the interme-
diate motion of the BackupWingenergy (energy produced by the backup propellers), 
and at the end of the motion the Airresistance (energy produced by the air 
resistance).
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5 Hypothesis Trials and Results 

Initially, 100% of the drone’s resources must be shared among the three factors 
which are Batteryenergy, Kineticenergy, and Wingenergy as shown in Fig. 2 below. 
Initially, the distribution of energy is chosen to be as shown in Table 2. This is 
achieved by using a converter on the respective flow from the Initialenergy to each 
factor. Then and around the middle of the system path all the actions are gathered in 
Systemenergy. Finally, the effect of Airresistance is applied as mentioned above. 

After researches, the following results are obtained regarding the behavior of the 
forces in the system. The green color in the following diagram indicates a positive to 
the system power and red indicates a negative ones. 

Battery Power 
In this case, 30% of the initial factor goes to Batteryenergy. When the resources 
reach sum1 and by applying the given parameters the size of the reported energy 
applied to the system will be obtained. In the same way these resources of the initial 
factor flow to Systemenergy. 

Kinetic Energy 
The next 8% of the initial factor goes to Kineticenergy in the same way as above. 
Respectively, when the resources reach sum2 and with the application of the given 
parameters, the magnitude of the mentioned energy that is applied in the system will 
emerge. In the same way these resources of the initial factor flow to Sumenergy. 

Fig. 2 Simulation model
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Table 2 Energy types and 
supply quota in modeling 

Types of energy Percentage (%) 

Kinetic energy 8 

Battery energy (-) 30  

Wing energy 62 

Wing Energy 
The next 62% of Initialenergy’s resources go to Wingenergy after the percentage has 
been placed on Initialenergy in the propflow stream. Then through the flow sum3 
that determines the size of the energy received, it ends up in Sumenergy. 

As it will be shown below, the model does not become viable, which is verified in 
the next stage of Finalenergy. The total energy produced in the event of a negative 
value or less than the initial system energy (TRPA), reasonably concludes that the 
energy is not sufficient to continue the drone flight. 

6 Modelling and Simulation 

The system from the beginning of its operation and although the power that feeds the 
movement of the drone is at 70% of the initial energy, it never manages to get 
positive for 0–15tu. Nevertheless, the maxrange (the parameter that defines the 
distance it has been traveled) never until 15tu gets over zero (>0). The consequence 
of this is the cancellation of the flight due to a lack of energy to support the flight. 

The above configuration of the model will result to the following results (Fig. 3): 
These initial stock resources flow into Systemenergy. When the resources reach 

Systemenergy the condition exists and if satisfied, the resources flow to Finalenergy. 
It is observed that although Finalenergy takes a positive value and equals to 
1643*108 *Initialenergy at t = 14.45tu the maxrange never takes a positive value 
and equals -5,12*1019 . 

Consequently, the drone will never manage to take off. The simulation ran up to 
t = 15tu and at no point before 14.45tu is detected (as shown in the diagram), where 
the Finalenergy curve enters the positive value axis. It is considered that the battery 
lasts for 12tu. After that point, the drone won’t be able to perform a flight. 

7 Optimization (Fig. 4) 

The aim of the system is to save energy and at the same time extend the drone flight 
time, which can be achieved by absorbing energy from the wing batteries. Practically 
for the system, it means that after the initial energy that exists and constitutes 100% 
of the resources, the ones that feedback the stocks must lead it to its maximum 
possible value, which implies the ever-increasing value of the final value of energy,



i.e., when the system tends to land. The purpose of the whole project is the 
non-interruption of the flight through the minimization of the system requirement 
for energy and at the same time the overcoming of the sum of the other opposite 
measures of forces that are applied. With ECP in mind, it makes sense for the drone-
driven force to tend to zero, as opposed to the principle of motion where the speed is 
constantly increasing for the system to achieve the purpose of the whole project and 
at the same time surpass the sum of the other countermeasures applied. The maxi-
mum possible profit is achieved if the percentage of resources flowing from the 
drone to the stocks is differentiated. 
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Fig. 3 Energy diagrams during modeling phase 

Fig. 4 Optimization model 

Toward that direction, the energy percentages will vary. After many simulations, 
the result is as the following table (Table 3): 

After a study, the maximum possible profit is achieved if the percentage of 
resources flowing from the drone to the stocks is differentiated. Everyone will 
receive different percentages of the energy initially given to the system under



consideration. These percentages are placed on the converters that bear the name of 
each stream. More specifically: 

(a) The following factors affect battery power where 
Battenergy = batterycapacity*voltage/2 (Table 4): 
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Table 3 Energy types and 
supply quota in optimization 

Types of energy Percentage (%) 

Wing energy 30.67 

Battery energy (-) 10.28 

Kinetic energy 59.05 

Table 4 Explanation of battery energy Flows and factors 

Name Type – price Explanation 

voltage 14.8 Voltage 

batterycapacity 20 Battery capacity 

battflow Initialenergy*10/100 Battery power flow - percentage of the 
original 

sum1 -Battenergy*battflow Flow to Sumenergy 

Systemenergy buwingflow + 
sum2 + sum1 + sum3 

The sum of all energies 

Table 5 Explanation of drone kinetic flows and factors 

Name Type – price Explanation 

Speed 50*1609.34 50 miles per hour (1609.34 converts it to km/h) 

maze 3.5 Drone weight 

Kineticenergy 0.5*maze*speed*speed The kinetic energy 

kinflow Initialenergy*30/100 The flow of kinetic energy – percentage on the 
original 

sum2 Kineticenergy* kinflow The flow to Sumenergy 

Systemenergy buwingflow + 
sum2 + sum1 + sum3 

The sum of all energies 

(b) The kinetic energy of the drone where Kineticenergy = 0.5*maze*speed*speed, 
is influenced by the following factors (Table 5): 

(c) The wing factors where Wingenergy = batterycapacity*currentduringcruise, are 
affected by the following factors (Table 6): 

(d) In the backup wing energy where BackupWingenergy = batterycapacity * 
currentduringcruise, the following factors affect as follows (Table 7): 

(e) The energy produced by the air resistance where Airresistance = maze*g*range, 
is influenced by the following factors as follows (Table 8):
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Table 6 Explanation of flows and factors of wing energy 

Name Type – price Explanation 

batterycapacity 20 Battery capacity 

Currentduringcruise 10 The value of the current during the 
movement of the system 

Wingenergy batterycapacity*currentduringcruise Wing energy 

sum3 Wingenergy*wingflow The flow to Sumenergy 

propflow Initialenergy*60/100 Wing energy flow – percentage on 
the original 

Systemenergy buwingflow + sum2 + sum1 + sum3 The sum of all energies 

Table 7 Explanation of flows and factors of wing energy 

Name Type – price Explanation 

batterycapacity 20 Battery capacity 

Currentduringcruise 10 The value of the current during the 
movement of the system 

BackupWingenergy batterycapacity*currentduringcruise Spare wing energy 

buwingflow BackupWingenergy Wing energy flow – percentage on 
the original 

Systemenergy buwingflow + sum2 + sum1 + sum3 The sum of all energies 

Table 8 Explanation of flows and factors of air resistance energy 

Name Type – price Explanation 

range KV*voltage*60*pitch*endurance/ 
12*5260 

The range of strength 

Pitch 7 The extent of the wings 

KV 1000 Constantly equal to 

endurance batterycapacity/ 
currentduringcruise 

System battery life 

voltage 14.8 Voltage 

currentduringcruise 10 The value of the current during the 
movement of the system 

g 9.81*3600 Acceleration to speed in km/h2 

airflow -Airresistance*3/100 Air resistance flow 

From the previous diagrams, the differences in the flow of time are obvious. 
It is observed that Initialenergy at t = 0tu begins from the initial value of 100% 

but then at the output, and at the same time at Finalenergy, it has a positive value as 
well. At t = 15tu, the Finalenergy≈9922*1011 * Initialenergy, approximately, a 
result that, compared to modeling, shows a tremendous change (Fig. 5). 

Therefore, the model after optimization is much more efficient and it is easily 
understood that the cost savings are easily calculated from the sum Finalenergy – 
Initialenergy. More specifically, it is observed that the drone at t = 0tu starts from the



initial value of 100% and then at the output, i.e., at Finalenergy with geometric 
progression, the eventually produced energy increases. At t = 9.35tu the model is 
entering a maximum optimization trajectory as Finalenergy > Initialenergy and 
maxrange > 0. Finally, at t = 15tu the Finalenergy manages to be exponentially 
greater than the initial energy. Therefore, the model after optimization is much more 
efficient and it is easy to understand that the value of savings is easily calculated 
from the sum of Finalenergy – Initialenergy, thus achieving optimization. 

A. However, to achieve the examination of other scenarios and the maximum 
possible energy in the system, the viability of the system will be examined if it 
is considered that there is no resistance effect from the environment to the 
system. Based on this, below the behavior of the system is listed (Fig. 6). 
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Fig. 5 Energy diagrams during the optimization phase 

Fig. 6 Simulation model (no airresistance)
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Table 9 Energy types in 
optimization (no airresistance) 

Types of energy Percentage (%) 

Wing energy 23.49 

Battery energy (-) 37.82 

Kinetic energy 38.69 

Fig. 7 Energy diagrams during optimization phase (no airresistance) 

The energy percentages that are applied to the above are (Table 9): 
The following diagram clarifies the landscape in the field of energy flow in the 

system (Fig. 7). 
It is observed that at t = 15tu the Finalenergy≈7393*1011 *Initialenergy 

approximately and maxrange gets above zero, which means that the energy saving 
plan has succeeded. Obviously, the model after optimization is very efficient since 
the drone manages to perform correctly. 

B. An alternative examination of the system flow will bring different behavior and at 
the same time different results in the model. Therefore, here it is assumed that the 
system receives no effect from the energy stored in the system from the wings 
(both main and backup) (Fig. 8 and Table 10). 

The following diagram clarifies the landscape in the field of energy flow in the 
system (Fig. 9). 

It is observed that at t= 11.63tu both the Finalenergy and maxrange are>0 and 
that at t = 15tu the Finalenergy ≈ 4,5*1011 *Initialenergy approximately. That is 
almost twice the previous result of the optimization process. Therefore, the model is 
considered to succeed in the energy-saving process. 

C. A different approach to system behavior could be: 

(a) Removal of the system’s main battery 
(b) Airresistance to maximum and, therefore, the system will develop as follows 

(Fig. 10):



Modeling and Simulation of Examining the Performance of a Drone. . . 247

Fig. 8 Simulation model (no wingenergy) 

Table 10 Energy types in 
optimization (no wingenergy) 

Types of Energy Percentage (%) 

Battery energy (-) 69.31 

Kinetic energy 30.69 

Fig. 9 Energy diagrams during optimization phase (no wingenergy) 

The energy percentages that are applied to the above are (Table 11): 
The following diagram clarifies the landscape in the field of energy flow in the 

system (Fig. 11). 
It is observed that at t = 15tu, the Finalenergy ≈ 2638*1012 *Initialenergy, 

approximately, and maxrange < 0. Therefore, the model is considered to fail in the 
energy-saving process.
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Fig. 10 Simulation model (no main battery and airresistance maximum) 

Table 11 Energy types in 
optimization (no main battery 
and airresistance maximum) 

Types of Energy Percentage (%) 

Wing energy 61.87 

Kinetic energy 38.13 
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Fig. 11 Energy diagrams during optimization phase (no main battery and airresistance maximum) 

8 Conclusion 

This research is part of a research project examining and optimizing how to save 
energy on a drone by exploiting test flight research data. The whole procedure 
concerns the movement of the aircraft with the addition of two batteries supplied



from the wings or not and at the same time the presence or exclusion of the 
environmental effect that can be applied by nature to the drone. Further research 
and application of additional alternative energy sources is required as well as a way 
to reduce in significant level the environmental effect. In the present work, the 
behavior of the drone was examined if wing batteries are attached to it, as well as 
the importance of the battery existence for the current drone and finally the ability of 
the environmental effect to decrease the energy of the system to such an extent that it 
significantly doesn’t allow the continuity of the flight. Therefore, it also examines 
the maximum range that the drone will manage to fly if the system’s final energy is 
above zero. 
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On the current model under consideration, the explanation given for the negative 
value of Finalenergy is that the drone will not be able to carry out any mission 
assigned to it unless an additional energy source is attached to the drone or there are 
no environmental effects. In this drone, the energy from the wings is not a determi-
nant factor to increase the flight time of the drone. Considering the dependent 
variables of flight time, it is understood that by decreasing the maze or the dimen-
sions of the drone to succeed in less air resistance, the desired result can be achieved. 

Referring to managerial implications, the usage of drones for the resolution of 
supply chain problems and complexities such as routing in cities [16] and tourist 
destinations has been suggested. 

Considering policy implications involving all actors of the supply chain ecosys-
tem, drones may offer an alternative technological solution for establishing connec-
tivity and remoteness in isolated communities or tourist destinations, during 
pandemic and economic crises, assuring human activity and residents’ well-being 
as well as connectivity and several other factors, such as natural environment 
preservation and cohesiveness [17–19]. Finally, future research in corporate social 
responsibility should be considered with the assistance of green digital marketing in 
order to ensure the viability of UAV companies [20–25]. 
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Part III 
Business Transformation 

Konstadinos Kutsikos 

Description: Driving business growth in a complicated and uncertain economic 
environment has been the goal for all businesses across the globe for the past few 
years. The ever-evolving role and needs of customers can only add to this turmoil. 
For example, how do we design and execute one-to-one marketing activities in a 
world rocked by social media, where “one” is really the influencer for an unknown 
group of people? Although the overarching goal is about exploring how internal and 
external marketing activities may influence (or be influenced by) business transfor-
mation activities, we welcome contributions from academics and practitioners that 
explore trends and developments in other fields that affect business transformation 
activities. Such fields include (but are not limited to): Business Strategy (e.g. real 
options strategic management), Organizational Development (e.g. networked orga-
nizations), Leadership, Innovation Management, Change Management, Information 
Management (e.g. enterprise interoperability). 
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Distance Education and Digital Disruptions 
in the COVID-19 Era 

Georgios Grigoriadis 

1 Introduction 

The term “Conventional Education” is widely considered education in the class-
room, where the teacher and the learner are in the same place at the same time. 
Nowadays, the interest focuses on the perception, the attitude, and the view of the 
distance learning as an “open,” continuous and accessible process, which corre-
sponds to the learning needs of all types and is formed for all people. Since the 
mid-1990s, Information Computing Technologies have given additional impetus to 
distance learning, contributing significantly to its spread, giving simultaneously a 
new dynamic to this field. The techno-centric approaches, which initially prevailed, 
led finally to create educational environments which lack critical thinking. Based on 
the above, the following research questions arose and in this project, an attempt is 
made to find out the answers. The first question concerns the transition of traditional 
education structure into distance education in combination with the use of new 
technologies. In particular, the subject transition to a contemporary way of educa-
tion is considered to be important due to the existing pandemic period. Secondly, 
innovative technological achievements could not leave the field of education without 
a decisive impact. Accordingly, the next question emerged about the reformation of 
the education process and how individuals can adopt the discussed new model. In 
recent years, the focus of research has been on the pedagogical dimension of 
Information Technologies in distance learning. Creative integration of Information 
Technologies in a wider social context and the wide use of technology within 
pedagogical terms create the right conditions under which collaborative environ-
ments could be developed which would encourage exploratory and critical thinking
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[1, 2]. Recently, due to the situation formed by the coronavirus pandemic, a 
successful change took place in the field of education which replaced the commu-
nication and material posting tools that are used in the learning process. distance 
learning, both synchronous and asynchronous, revealed new ways to approach 
knowledge subjects and establish communication between teachers and students.
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2 Education Models 

The traditional form of education based on the physical presence of the students and 
the teachers has changed considerably and has shifted to another state of education. 
According to Papalampropoulos P. [3], there are various theories of education 
available in international literature. The education models could be separated into 
two basic categories. We can support that traditional education is a way of learning 
that happens “in person” and in real time (between teachers and students). As a 
result, all didactic interactions took place necessarily in the same place and at the 
same time, with workshops, lectures, seminars, manuals, and supervision by trainers/ 
teachers [4, 5]. 

The second type of educational model is distance learning. The term distance 
learning, in general, is used to describe a teaching process during which one or more 
learners are remotely located from their teacher/trainer. In such a situation, using 
technology is necessary to ensure that basic communication can successfully be 
established among people involved in the educational process and of course the 
learners’ access to the teaching material [6]. At the same time, communication 
should aim at establishing an agreeable learning environment for the student, 
without affecting academic progress. Distance learning revealed new ways to 
approach knowledge subjects and establish a communication form between teachers 
and students. To some extent, the education community reached closer to the digital 
world and a new dimension to the various types of learning was given [3]. 

In the context of rapid developments that take place in the twenty-first century, 
traditional teaching has failed to fully correspond to new social realities. Hence, 
technological progress determines the future of education, identifying distance 
learning as an up-to-date suggestion, which takes advantage of the positive aspects 
of traditional teaching, also taking advantage of its own features. Compared to 
traditional teaching, distance learning requires more organization, preparation, and 
cooperation among all stakeholders involved in its implementation. This sense of 
collaboration is really important, since it strengthens bonds in the teaching team, and 
generates a stronger sense of closeness, constructive interaction, and cooperation 
among both teachers and students [7].
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3 New Technologies 

The majority of educational structures worldwide, it is attempting to develop new 
learning methods that are based on the use of digital technologies. The rapid growth 
of the Internet and its specific applications, combined with the introduction of a 
multitude of new Information and Communication Technologies (ICT), has sparked 
a revolution in the form, function, and possibilities of educational activities, cur-
rently introducing and establishing the terms “distance learning” and “e-learning” 
[3]. Furthermore, this growth is creating new data in Open and Distance Education 
significantly altering the environment of learning, communication and interaction 
with the introduction of Open Educational Resources-OERs, Massive Open Online 
Courses (MOOCs), Learning Analytics-LA and Educational Data Mining-EDM 
mainly in Higher Education. As a result, the new trends in education have been 
influenced by new trends in technology. Digital learning is an opportunity with great 
potential to develop and improve teaching quality [8]. It also results in changing the 
traditional teaching models. However, since the 2010s, it has been acknowledged 
that the digital revolution has affected distance learning rather more slowly, com-
pared to other fields. Progress in distance learning, as a result of the digital revolu-
tion, was slow and gradual, and therefore, breakthrough change did not take place 
directly [9]. The introduction of new technologies to the education sector, combined 
with their spectacular development, has changed the landscape, when it comes to 
how knowledge is transmitted in distance learning [10]. The use of “Emerging 
Technologies” should produce a radical change in learning processes. 

4 Interaction of Distance Learning and the Teaching 
Process 

In distance education, learning is based on the interaction between learners and their 
teachers and between learners at each other, going beyond traditional methods of 
interaction, since emphasis is placed on communication through ICT (e.g., email, 
radio, television, videotapes, computers, and teleconferencing). Another key char-
acteristic of teaching through distance learning is that the orientation of educational 
methods is changed, since a certain part of responsibility concerning the teaching 
material, bears down on the teacher regardless of its form. The tools of synchronized 
and unsynchronized communication are used to help each student/learner to be 
educated through an online learning environment. Thus, learning becomes more 
“independent”, as it is managed more by the learner now, compared to the past. 

There seems to be general confusion about the options that refer to ways that 
innovation, in general, and digital innovation, in specific, can be promoted in a 
distance education environment. It is also required to adopt and accept the idea that 
the use of digital technology allows gradually the implementation of better methods 
to achieve new learning and teaching objectives. In short, to accomplish innovation



in learning and teaching, a multi-strategy approach is required, which will include 
systematic educational innovations, such as ways to address new approaches that 
will result in the development of a future practice to facilitate the work of those 
involved in the education process [11]. 
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The new teaching model emerges as an opportunity to improve education in the 
twenty-first century. Along with direct response to address the problem, it is also 
required to develop sound planning, which will result from utilizing existing human 
resources in the field of distance education, combined with a methodical approach 
based on pedagogical requirements and strategic partnerships driven by a vision of 
enhanced efficiency and quality of the standards applied to education provided 
[12, 13]. The purpose is not to provide teaching on its own, but rather to facilitate 
the students’ learning process. The point of this effort made by teachers is to show 
learners how to approach learning [14]. 

5 Conclusion 

In the context of rapid developments that take place in the twenty-first century, 
traditional teaching has failed to fully correspond to new social realities. Hence, 
technological evolution determines the future of education, identifying distance 
learning as an up-to-date suggestion, which takes advantage of the positive aspects 
of traditional teaching, while adding new features. It has been observed that the new 
teaching model can mitigate the differences between formal, nonformal, and infor-
mal learning to benefit learners, indicating possible practices that may be applied, in 
order to harness the potential of informal learning applied to learners. Moreover, it 
attempts to promote methods, through which open and lifelong learning can be 
boosted by modern digital networks. In terms of transforming the educational 
framework in a more human-centered direction, it was shown in research that a 
change in the characteristics that determine the human identity, i.e., the adoption of a 
humanitarian mentality, will lead to the desired situation, where the educational 
framework will be characterized by philosophical and humanitarian principles. 
Another way to interlink technology with learning and strengthen their relationship 
is through online lessons, with the simultaneous development of web courses and 
other interactive material that can boost communication among learners. In this way, 
a virtual knowledge environment with the use of distance learning is established, in 
the form of a knowledge management structure, which strengthens interaction 
among users [15, 16]. In addition, virtual classrooms can yield benefits through 
the interaction that takes place during teleconferencing. 

Other conclusions that can be drawn refer to the possibility that is offered by 
digital tools towards the implementation of more effective and interesting teaching 
for students/learners with disabilities or special learning needs, ensuring higher 
motivation and autonomy in learning, even in an emergency, such as the period of 
the coronavirus pandemic. By connecting various types of teaching applications, the 
function of distance learning has all the required characteristics that are used in the



context of a traditional education system. This is educational modernization, since it 
offers maximum autonomy to learners, which can be implemented without the direct 
supervision of teachers, in a learning environment that guides and supports the 
process. 
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Motivations of Business Ecosystem 
Participants for Value Co-creation: 
An Overview 

Margaret Mastropetrou, Konstadinos Kutsikos, and George Bithas 

1 Introduction 

The purpose of this review is to discuss the motivations of a business ecosystem’s 
participants and the drivers to join a network and a value co-creation process. This 
information will be analyzed and combined or intertwined, in order to overcome the 
knowledge frontier and lead to the exploration of new ideas, such as the connection 
of stakeholders’ motives to their assigned roles in the ecosystem. The importance of 
this research effort lies in the fact that although the concepts of stakeholders’ 
motivations and their roles have been explored separately, it is the first time that 
they are analyzed together in a business ecosystem level. After gaining an in-depth 
insight on the existing studies, concerning the research question, the purpose is to 
draw a general conclusion, which will in turn lead to identifying more specific gaps 
and proposing guidelines for future research. 
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2 Background 

Value is not usually created in a single organization, but rather co-created in complex 
networks [1], such as business ecosystems. This collaboration contributes to the 
complementary services for a greater goal [3, 17, 23, 26]. Value co-creation or “the 
joint, collaborative, concurrent, peer like process of producing new value” [12, 27] is  
considered to be co-created by the interaction of multiple stakeholders, rather than 
two single entities [19, 24, 25]. Frow P. et al. [11] suggest that exchange happens 
because no single actor has all the resources to function effectively in isolation and, 
in order to co-create value, needs to take part in resource integration practices. This 
may happen even when the priorities, goals, and values of the participants appear to 
conflict instead of align. This interaction in the context of a complex network can be 
expressed as a “stakeholder ecosystem” [13], in which a stakeholder “is any person 
or group that is affected by how an organization pursues its own goals” [10]. 

Provided that business ecosystems foster value co-creation by the stakeholders, 
exploring the reasons why stakeholders join an ecosystem is necessary. In other 
words, the identification of stakeholders’ motives is important, in order for the focal 
firm to set up effective resource integration practices, which can consequently lead to 
worthwhile value co-creation. Ultimately, all stakeholders may be viewed as 
resource integrators that collectively co-create value [21, 22, 29]. 

In order to understand the motivations of stakeholders, the role of each stake-
holder in the ecosystem has to be explored as well as the way each motivation leads 
to the adoption of a specific role. The reason for this connection is because roles are 
fundamental for the viability of the business ecosystem [5]. 

According to Iansiti M. and Levien R. [15], the most important member of an 
ecosystem is the “keystone” or ecosystem leader, which is supported by the “niche 
players” or “complementors” that form the majority of the ecosystem and generate 
the greatest part of innovations and created value. Based on the basic roles, Bithas 
G. et al. [5] have proposed a model where roles are described in terms of three sets of 
attributes (role elements): service innovation, collaboration and resilience. 

In order to model and analyze the relationships among the stakeholders in a 
business ecosystem, which includes human organization and other forms of social 
structures, the i* framework is proposed. I* is an agent-oriented goal modeling 
framework. Goal modeling aims to determine what various actors want and how 
(and whether) those wants will be achieved. I* stands for distributed intentionality 
[35] building on the premise that actors don’t merely interact with each other through 
actions or information flows but relate to each other at an intentional level.
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3 Methodology 

The methodology followed is the systematic literature review (SLR). This method 
was chosen because it is the most transparent, inclusive, and explanatory type of 
study [9] and because a systematic mapping study has been already conducted, 
providing a roadmap for this current study. The steps for the SLR include scoping, 
planning, conducting the search, and reporting the results. 

Firstly, it was clarified that although the concepts of ecosystems and value 
co-creation were previously studied, the perspective was different and the examina-
tion of those concepts in combination with stakeholders’ motives has not taken 
place. Thus, a gap in the literature is identified. Then, after identifying the purpose of 
the review, the research question that emerged, using the CIMO logic [9], was as 
follows: What is the relationship between a business ecosystem role and a new 
participant’s motivation? Before moving on, a review protocol was developed in 
order to enhance the quality of the review [20], find possible mistakes [6] and 
increase the reliability and repeatability of the review [6]. The inclusion criteria 
mainly concern the inclusion of studies that provide scientific research findings and 
reviews or reports, concerning the topic of business ecosystems and value 
co-creation, not in general, but in relation with stakeholders’ motivations, intentions, 
goals, and roles. The next step is the search of scientific databases, using keywords, 
synonyms, timeframes, and backward and forward searching. The study selection 
includes the review of title and abstract of each paper and the matching of the 
inclusion-exclusion criteria. This process can be repeated several times, and some 
modifications are made. After that, the quality assessment takes place, for which the 
JBI checklists were used in order to evaluate the selected studies. Finally, the data 
extraction is a crucial step, where after obtaining the list of papers from the literature 
search, information is taken from each paper to serve as the raw material for the 
synthesis step [33]. This information, along with the assessment from the previous 
step, were all presented in a table. 

4 Results 

In order to answer the review question, what motivations drive stakeholders to join a 
business ecosystem, an exploration of several studies has taken place. Stakeholders 
see several opportunities in joining a business ecosystem. Since no single firm can 
provide the value offerings alone, ecosystem players need to have strong collabora-
tion and relationship with community members, groups, and organizations to form a 
win-win situation for themselves and for end users. After all, ecosystems provide 
opportunities to participate in diversified fields and explore a huge market. It is found 
that in business companies, the motivation of people is, at least, made up of three 
components: extrinsic factors (such as salary, incentives, and job recognition), 
intrinsic factors (such as job satisfaction and learning), and also prosocial factors



related to satisfying the needs of the main stakeholders of an organization [2, 31, 
32]. A more analytical description of these motivations and aspirations follows: 
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1. Reputation enhancement motives: The ecosystem’s positive image is expected 
to enhance each stakeholder’s reputation [34]. The attractiveness of the orches-
trator and the available alternatives affect the degree of attachment of the 
complementor [16]. 

2. Experimentation motives: In order to develop new products/services within the 
ecosystem, and beyond it. Actors expect to hybridize solutions and tools from 
other actors and transfer them into their specific ecosystem [34]. 

3. Relationship motives: In order to develop new partnerships and collaborations. 
Co-creation allows stakeholders to connect with each other [34]. 

4. Communication: A multicentered flow communication enables stakeholders to 
co-create a shared storytelling and build a shared identity of the ecosystem [34]. 

5. Mapping practices: Mapping practices identify and organize micro-specialized 
competences into complex resource integration, meaning that the value created 
by each stakeholder’s activity might be used and produce serendipitous results 
by other actors in the ecosystem [34]. 

6. Smoother decision-making: Multi-stakeholder co-creation is enabled by formal-
ized shared processes, managed by dedicated teams, where decision-making is 
smoothed by the designated presence of a decision maker [34]. This is critical to 
maintain harmony among ecosystem players and to ensure a healthy cooperative 
ecosystem [18]. 

7. New skills: Multi-stakeholder co-creation depends on and builds individual 
characteristics: creativity, flexibility, and negotiation are requisite skills to 
build shared value [30, 34]. 

8. Standardization: Ecosystem players have their own proprietary solutions. They 
try to influence and aspire their solution to evolve as de facto standards. They 
aspire to influence toward standardization, which could go in their favor to 
capture bigger market share [18]. 

9. Social motives: Get products to market with a larger goal of bringing better 
quality of life to the society [18]. 

10. Diversification: Business goal is to exploit market potential by developing 
vertical solutions in various industrial sectors [18]. 

In order to ensure the sustainable development of the ecosystem, along with the 
efficient value co-creation process, the connection between the participants’ motives 
and the roles they take up has to be explored. The role of each complementor in the 
ecosystem is important as it is a sign of the engagement and the intensity of value 
co-creation [5]. Thus, it would be very interesting to explore how each motive may 
lead to certain roles. According to Bithas G. et al. [5], the roles are defined according 
to the axes of their model, which include value co-creation, resources capitalization, 
and the intensity of value co-creation. Various roles are assigned according to the 
different combinations of positions along the axes. 

For the modeling of the relationships among the ecosystem participants, the use 
of i* framework has been explored. The literature review has provided enough



evidence that i* is the best framework for the purposes of the review question. 
Firstly, it represents the intentional goals of each actor and how the goals can be 
achieved [35], as well as the interactions between them. Furthermore, it is used to 
obtain an understanding about organizational relationships and the rationales behind 
them, thus emphasizing social aspects by providing a graphical depiction of system 
actors, intentions, dependencies, and responsibilities [14]. Therefore, researchers 
consider i* as a modeling approach that contributes in analyzing and re/designing 
organizations [7]. It also offers a more open and strategic conception of agents than 
other goal-oriented requirements frameworks [8]. Finally, it helps participants and 
stakeholders understand the implications of an organization design need not capture 
the actual problem-solving knowledge [36]. 
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5 Conclusions and Future Research 

The literature has investigated participants’ intentions mostly from the strategic and 
organizational perspective. Identifying stakeholder motives is important for the focal 
organization in setting up effective resource integration practices, which can then 
lead to worthwhile value co-creation. For this reason, establishing the connection 
between stakeholders’ motivations and their assigned roles is essential for value 
co-creation practices, as well as for the viability of the ecosystem. This concept is not 
studied in the academic literature nor under a managerial perspective. Thus, it 
provides material for further investigation. Based on the model of Bithas G. et al. 
[5], the relation between the ecosystem participants’ motivations and their assigned 
roles in the network will be explored in the future study. Another point for future 
consideration is the adaptation of i* modeling framework into an actual ecosystem, 
aiming to present the intentions and relations of stakeholders in a real-life example, 
which in turn will definitely open more paths to explore [4, 28]. 
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The Emergence of Business Ecosystems 
in the Healthcare Industry 

Dimitra Giannaraki and Konstadinos Kutsikos 

1 Introduction 

The healthcare sector is one of the largest, most complicated, and dynamic in the 
global economy, consisting of diverse entities with a wide range of activities. The 
latter are nowadays affected by globalization, technological disruption, and fierce 
competition. Sociodemographic, regulatory, and economic challenges are further 
stressing healthcare providers to deliver healthcare at higher levels of affordability, 
accessibility, and quality. 

Key questions then emerge: Can a single entity achieve the above by itself? At 
what cost? And how sustainable would that be? Organizations in other industries 
facing similar challenges have been exploring collaborative solutions. James 
F. Moore [1, pp. 75–83] suggested that a firm is embedded in a business environ-
ment, named business ecosystem [2, 3], and needs to co-evolve with other firms 
through developing beneficial relationships of collaboration and competition with 
other organizations, just as symbiotic activities occur in natural ecosystems [1]. The 
ecosystem perspective in the healthcare industry could help industry players focus 
on business model innovation, based on coexistence, service co-development, and
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value co-creation. Indeed, they could join forces toward achieving a common goal: 
to deliver better care to more people at an affordable cost.
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Based on these observations, this article highlights how the business ecosystem 
concept can be applied in the healthcare industry. It intends to identify and empha-
size the drivers and trends that may force healthcare organizations to reassess their 
strategies, engage in collaborative business model innovation, and implement 
healthcare business ecosystemic models. 

2 Methodology 

The research methodology that was followed is the design science research (DSR) 
methodology, due to its ability to identify and explore practical field problems [4]. In 
the context of this article, the first two DSR steps are briefly presented: (a) the 
clarification of field problem to be addressed and (b) the literature-based exploratory 
research. 

Activities of the first DSR step were triggered by the exploration of the present 
status of healthcare service systems to identify their complexities. Literature-based 
research was then based on a systematic mapping study due to its ability to provide a 
broad review of a research area and identify the primary studies in a specific field 
[4–7]. This was then followed by the definition of research questions, the circum-
stantial research based on selected search strings, the filtering of findings according 
to inclusion and exclusion criteria, results extraction, and their qualitative assess-
ment and classification. 

Overall, two research questions were formed: (a) What are the main elements that 
nowadays indicate a high level of unsustainability of traditional healthcare systems? 
(b) How are healthcare models reshaped in the context of the business ecosystems’ 
revolution? 

3 Drivers for Disruption 

The application of the aforementioned research methodology quickly uncovered an 
important trend: The global healthcare industry is experiencing tremendous uncer-
tainty and rapid change, which is inevitably leading to transformation. Its future is 
now shifting to well-being and customer-centric models, while healthcare organiza-
tions are expected to restructure their strategies to overcome the major inefficiencies 
of the industry [8]. 

The first driver for such changes is the level of healthcare expenditures, which is a 
function of a wide range of demographic, social, and economic factors, heavily 
depending on internal financing and the organizational structure of each healthcare 
system. Nowadays, a steady increase of global healthcare expenditures is observed, 
attributed to primary healthcare for the rehabilitative and preventive management of



illnesses and diseases [8–10]. On one hand, chronic diseases have registered a 
tremendous increase, denoting the necessity for intensive curative and rehabilitative 
healthcare that is usually of high complexity and cost [11, 12]. On the other hand, 
over the last 50 years, there is a remarkable increase in life expectancy, which is 
expected to be further increased in the future [13]. This trend is linked to the rapid 
growth of aging population, who require a greater part of healthcare expenditures. 
Considering, as well, the rife contingency of the aging population to suffer from 
chronic diseases, it is inevitable to experience more pressure on healthcare systems. 
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The second driver is the lack of patients’ empowerment and engagement in 
healthcare issues [14]. In a society characterized by massive consumerism and 
information deluge, customers’ awareness is enhanced, resulting in higher demands 
and expectations of goods and services. In the healthcare industry, patients that have 
greater awareness of health issues anticipate being treated like customers and receive 
improved value, in terms of treatment relative to costs [12, 15]. They expect 
convenience, improved affordability, accessibility, and control over their decisions 
on medical treatments, including personalized solutions [13, 16]. 

These drivers create a breeding ground for significant transformation [12, 17, 
18]. Healthcare organizations must reassess their strategies in order not only to 
reduce costs but also to extent their offerings to more specialized, digital, friendly-
in-use, affordable and personalized services. At the same time, they realize that 
development of such services requires extensive resources and capabilities, making 
it increasingly difficult for a single organization to manage them alone [14]. Cost-
sharing and dynamic resources’ exchange among entities are suggested to overcome 
these complications and enable healthcare providers to create and deliver value to 
patients [19, 20]. 

Hence, collaborative approaches are the key solution to overhaul problems, 
reduce risks and costs, and develop new opportunities and perspectives [21– 
23]. On the one side of the spectrum, collaboration enables healthcare organizations 
to spend less on investments that are outside their core competency, such as new 
technologies or marketing, and concentrate their resources in areas that have the 
specialization to compete [24, 25]. On the other side of the spectrum, collaboration 
enables disruptors from other industries to contribute new capabilities and resources, 
leading to new healthcare services and potentially new business models [26–28]. 

4 Healthcare Business Ecosystems 

The imperative of collaboration-driven innovation that has emerged led to the 
adoption of the business ecosystems approach in the healthcare industry 
[29]. A healthcare business ecosystem (HBE) could be defined as a coordinated 
network of interdependent and interacting enterprises (within and/or outside the 
healthcare industry) that share and combine their resources to produce a set of 
healthcare capabilities of value across all HBE stakeholders, such as patients, pro-
viders, payers, pharmaceuticals, etc. HBE’s objective is not only to deliver enhanced



and efficient experiences for patients and stakeholders, such as individualized and 
aggregated services to patients, or increased providers’ productivity, but also to 
address solutions to the healthcare industry’s inefficiencies [22, 30]. 
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To achieve that, a HBE is not a stable network with prefixed partners and roles. It 
is an evolving and constantly changing environment that aggregates and orchestrates 
its stakeholders according to available resources, value propositions, and the 
demands of the market [17]. Various HBE models have emerged to incorporate 
the preventive and customer-centered healthcare delivery [13, 14, 31]. The rest of 
this section is focused on two ecosystemic models. 

4.1 Medical “6 Ps” Healthcare Ecosystem 

A “6 Ps” HBE, whose stakeholders are entities that look for medical solutions, 
consists mainly of medical stakeholders, organized around the first “P”, i.e., the 
patient. The distinct role and features of each stakeholder are:

• Patients linked to a HBE are characterized by improved engagement, access to 
personalized healthcare and preventive assistance.

• Providers are all the professionals and organizations that provide care. They can 
now work together in multidisciplinary teams, forming a vast network of medical 
information about treatments, medications, and therapies. Each such stakeholder 
can then offer more accurate, personalized, and efficient care.

• Payers, the organizations that cover healthcare costs, have now a central, 
interacting role with providers-patients by focusing their services on costs trans-
parency and reduction, to make health accessible to everyone.

• Pharmaceuticals and pharmacies that relate to patients and providers form the 
core of services and products delivery. By integrating and sharing all information 
that is generated within the HBE, their activities are improved in terms of offering 
more accurate and efficient medication study, process, and delivery.

• Policy makers, that regulate healthcare operations, are called to play a supportive 
but fundamental role in a HBE establishment: facilitate the collaboration among 
multiple entities to consider the marketer patients’ needs and adapt their policies 
respectively [32]. 

It is evidenced that a “6  Ps” medical-based HBE intends to offer effective, 
accessible, and affordable care by organizing and managing its medical stakeholders 
around patients’ needs.
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4.2 Holistic Healthcare Ecosystem 

A 360° HBE model is suggested by McKinsey & Company (2020), and it could be 
characterized as a holistic one, with a wide range of features at operational and 
strategic level [30]:

• Home care, near-home care, and self-care are critical advances that the holistic 
HBE aims to establish on a large scale. Telehealth and virtual care are going to be 
delivered mainly through patients’ engagement by remote- and self-monitoring 
practices. Traditional care will also be delivered in different but more affordable 
and convenient ways near the patient’s location.

• The modalities of traditional healthcare will be connected with consumers in a 
HBE by improving healthcare teams’ coordination, support in scheduling, acces-
sibility, and quality.

• Daily life activities form a key part of this HBE model, focusing on public 
actions, behaviors, and habits through tracking them. As a result, a significant 
pool of health and wellness data can be collected. Tracking has a great role in 
patients’ actions and behaviors that in turn affect health state and well-being. It 
also identifies a broad framework for health status and preventive actions.

• Financial support is a fundamental part of HBE, as every stakeholder operation or 
patient activity has to be supported by economically efficient solutions.

• Last but not least, social care is also in scope since patients’ health is indirectly 
related to some community elements (e.g., transportation services) and social 
determinants or needs (e.g., faith institutions and family support) that have to be 
considered in order to be served as well. 

All these features are organized around the patient or healthy people, who define 
contextually their needs and drive the emergence of tailored services within the 
HBE, either for treatment or for nontraditional healthcare provision [30, 33]. 

5 Discussion 

Following these strategic developments in the healthcare industry, many industry 
players may rethink their strategy and move away from traditional business models 
toward the creation of business ecosystems in order to deliver increased value. Our 
research identified the following managerial guidelines for a healthcare organization 
interested in engaging in HBE development: 

1. Define the scope of the ecosystem. The first step is to define the healthcare 
ecosystem scope for the co-creation of healthcare services and/or products. This 
is directly linked to the target customer groups of the HBE, combined with the 
target stakeholder organizations for its formation. 

2. Value proposition. The second step is to assure that value will be clearly delivered 
to all HBE stakeholders (including target customers). It is mandatory to focus on
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patients and healthy individuals and create tangible value propositions in the form 
of healthcare services, as well as an effective omnichannel approach to improve 
their experience throughout their care journey. In terms of HBE stakeholders, 
they need to be committed to collaboration so as to coordinate their value 
co-creation activities. 

3. Technology integration. Collaboration between HBE stakeholders can be facili-
tated through innovative digital technologies. The medical data generation, 
storage, efficient management, and their sharing among the HBE stakeholders 
are usually enabled through digital platforms. Hence, the selection of the most 
appropriate digital infrastructure that supports the healthcare ecosystem’s opera-
tions and management practices is a mandatory step. 

4. Governance. The aforementioned activities require a masterful orchestration of 
governance practices within the healthcare ecosystem. Depending on the HBE 
model, stakeholders shall be organized with distinct roles and rules of partner-
ship. A committed leader acts as the core driver to build and organize the 
ecosystem. Fair business agreements need to be clearly defined to manage the 
varying levels of cooperation. An important aspect of governance application is 
the continuous identification and invitation of new stakeholders in the HBE to 
ensure growth and success. 

6 Conclusions 

In a constantly evolving and changing business environment, the dynamic and 
complex healthcare industry is confronted with many inefficiencies, leading the 
sector to a transformation future. It is evidenced that healthcare ecosystems may 
act as a catalyst for healthcare organizations to balance costs of care and the 
empowerment and engagement of patients in their own health conditions. In this 
article, two fundamental healthcare ecosystemic models were identified: (a) a med-
ical one, which accrues and connects stakeholders from the healthcare industry in 
order to offer improved solutions for patients, and (b) a holistic one, which is focused 
not only on healthcare but also on well-being of customers, where ecosystem 
stakeholders from various industries offer holistic care and wellness services. 
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1 Introduction 

Artificial intelligence (AI)—what is it? The pursuit of AI hinges on replicating the 
behavior and complexity of humankind. The development of computer technology 
has led to the emergence of many studies aiming to learn, recognize, and synthesize 
human speech; to create vision systems that can recognize people’s faces; to teach 
cars how to drive without drivers; etc. Systems exhibiting levels of human behavior 
are called AI systems. The study of these systems is an independent scientific 
discipline that itself incorporates other scientific disciplines. 

According to one definition, artificial intelligence is a science and technology that 
includes a set of tools that allow computers to answer questions and draw expert 
conclusions on the basis of their accumulated knowledge—that is, knowledge that 
was not put into them by their developers. Other scientific disciplines incorporated 
into AI include computer science, informational technology, neuroscience, and other 
technologies created from it. 

AI systems can be divided into two classes: strong (or general) AI and weak 
(or applied) AI. First, strong, or universal, AI is comparable to human intelligence: 
This type of AI can learn how to mimic people, and not inferior on level develop-
ment most of people, as in many ways even surpasses them. There are many more 
strict definitions but for understanding given definitions enough. 

All other AI systems are subsumed under weak AI, insofar as they can do only 
one thing, such as searching for inquiries on the Internet, diagnosing a specific 
disease, etc. Such AI increase efficiency and productivity. AI systems can already 
perform many tasks better than humans can, and in the near future, these systems
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will be increasingly improved. The process of working on projects with weak AI 
requires significant preparation. Machines can separately carry out tasks such as 
searching for information, recognizing speech and people, mimicking natural lan-
guage, drawing logical conclusion, and others by using powerful machine-learning 
tools, but they are developing rapidly, pushing AI technologies forward every year 
and progressing toward the creation of strong AI. In connection with weak AI, 
mention should be made of the so-called AI effect. As soon as AI has achieved a 
previously unthinkable result on a task, it ceases to be considered an AI task—i.e., it 
is devalued. This effect reflects Larry Tesler’s theorem, where AI is whatever hasn’t 
been done yet.
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Scientists working on AI have attempted to solve the issue of how to represent 
knowledge. Their solutions have made it possible to create so-called expert systems 
(ESs, systems that help in decision-making by using their knowledge bases); the 
methods of self-learning for machines have become crucial, especially in attempts to 
replicate the work of the human nervous system. The latter resulted in the creation of 
artificial neural networks (ANNs). Thus, at the heart of all research on AI lies the 
idea of modeling the processes of human thinking with a computer. After all, the 
science of AI is a cognitive science; i.e., it studies the acquisition (collection, 
accumulation, and perception) of knowledge. Once AI is comparable to the human 
intellect, it will have an unlimited range of applications and will change our 
existence. 

In January 2016, the founder of the World Economic Forum, Davos Claus 
Schwab, named artificial intelligence one of the main driving forces of the fourth 
industrial revolution: “This Fourth Industrial Revolution is coming at us, as a 
tsunami; its basic driving forces are achievements in the field of artificial intelli-
gence, robotics, nanotechnology, the Internet of Things, and other sciences” [10]. 

There has been a qualitative transition from the computing era to the cognitive era 
(in terms futurologists and the Second Machine Age), at which point a new type of 
computer quickly learned how to deal with structured, unstructured, and fuzzy-
structured data and thus started replacing the work of people, for a large number 
of cognitive tasks [2]. 

2 The Three Waves of Artificial Intelligence 

AI has been in use for over half a century, during which it has sometimes piqued the 
interest of researchers and has sometimes almost completely disappeared. 

The first works on AI date back to the 1950s. They started with attempts to create 
the following three types of programs: 

1. A program for playing chess was started in 1954 by analysts A. Newell, J. Shaw, 
and G. Simon. A. Turing and K. Shannon volunteered to help them, as well as a 
group of Dutch psychologists. In 1957, the chess program (NSS) was completed.
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The work was based on heuristics, which regulates decisions in the absence of 
theoretical grounds [9]. 

2. Machine translation programs that translate one natural language to another 
started to be developed in the USSR in 1954–1957, first translating English and 
Chinese on a BESM-2 computer at the Institute of Precise Mechanic and Com-
puting Equipment (ITMiVT), under the direction of L.N. Queen. In 1954, 
computers developed by the IBM Corporation, under the leadership of Professor 
Leon Dostert, were able to translate 60 Russians phrases into English by using 
dictionaries, consisting of 250 total pairs of words and on the basis of six 
grammar rules. The results seemed promising, but the problem turned out to be 
much more difficult than expected. The goal of the translation was to teach 
computers not only rules but also exceptions, and the technical limitations of 
computers at that time obviated their ability to complete this task. Nevertheless, 
attempts to create such systems set powerful impetuses to develop mathematical 
linguistics. 

3. The third program of the 1950s, namely one for automatic proof theorems, 
underwent such massive development that, in 1960, the universal solver tasks 
(GPS) was invented, which could automatically prove theorems from planimetry 
and solve algebraic problems, among other tasks [9]. 

In 1963, John McCarthy marked the first wave of AI by creating the first language 
for programming AI tasks: the list-processing (LISP) language. The advent of this 
language opened up functional programming. Note that these first high-level lan-
guages were procedural. The second wave of AI, which began in the late 1960s, was 
associated with the advent of logic programming (language prologue, 1971) and the 
boom in so-called expert systems (ESs). These were also the beginnings of AI, where 
ESs specialized in managing knowledge, interviewing experts in subject areas, 
manually compiling knowledge bases (BZ), drawing logical conclusions—all of 
which were important elements in self-learning. In addition, there were problems 
with experts who did not share their knowledge or who stopped doing so as soon as 
they realized that the introduction of ESs would lower their professional status 
because novice specialists could use ESs to achieve high-level results. 

The creation of ESs generated great interest in the problem of representing 
knowledge in computer systems. As a result, semantic networks, frame systems, 
production systems (systems based on rules), and combinations of these started to 
appear over time. Meanwhile, work on machine translation systems for texts con-
tinued and made significant progress. The development of such systems became a 
particularly urgent task during the Cold War, when the United States gathered a large 
number of materials in Russian, but there were not enough human resources for their 
rapid translation. “In the 1990s, project companies IBM Candide was involved ten-
year-old experience translations of the transcripts of the meetings of the Canadian 
Parliament, published in French and English—about three million sentences. Since 
these were official documents, their translations have been made with meeting 
extremely high standards. By the standards of that time the amount of data was 
huge. This technology, known as ‘statistical machine translation,’ has transformed



the task of water into one big mathematical problem” [8]. However, improvements 
to the quality of machine translation stalled. 

280 D. M. Maksubova et al.

The second wave also includes the creation of advanced programs for games such 
as checkers and chess. In 1974, the first World Chess Championship featuring chess 
programs spelled victory for the Soviet chess program Kaissa (M. Donskoy, 
A. Arlazarov, A. Bitman, and A. Uskov). The success of Kaissa turned out to be a 
worldwide sensation because everyone predicted the victory of the US program. 
According to M.V. Donskoy, although Kaissa played better than earlier programs 
did, programs capable of defeating grandmasters were still far. In general, they were 
founded on formal logic, which is applicable to formalizable tasks such as logic 
games. 

The current resurgence of interest in AI marks the third wave and differs from the 
previous ones in both amplitude and coverage. Solving AI problems now requires 
technical facilities, widespread wireless networks, the Internet, and highly advanced 
work in this area. The third wave started with the famous victory of the US chess 
program Deep Blue (2.5:3.5) over the then world chess champion, Garry Kasparov, 
in the six-game match. 

At the beginning of the third wave, the so-called genetic programming allowed 
for the imitation of biological processes to solve certain tasks, such as searching for 
optimal solutions. Since then, the focus of AI has been subject to the vicissitudes of 
changing directions and the attention paid to specific programs. An intelligent 
software agent is an active software system or software and a hardware system 
(e.g., robots) that autonomously performs the function (or set of functions) for which 
it was created. Somet of the main problems of these agents include agents’ commu-
nication, the development of languages for such communication, the coordination of 
agent behavior, the distribution of roles in agent coalitions, and the collective 
behavior of agents [3]. 

The current stage has been characterized by the very rapid development of ANN 
technologies—networks that simulate the work of biological neurons in living 
beings. The simplest ANN consists of three layers of artificial neurons: an input 
layer, hidden layers, and an output layer. The input layer receives signals from the 
outside world; in the hidden layers, which may consist of one to five layers, these 
signals are processed and transferred to the output layer; and the output layer forms 
the results. 

Others systems have been developed thanks to new technologies. The first wave 
of AI development saw machine translations that have since achieved high accuracy, 
ESs, etc. In 2006, a Google Translate system was developed on the basis of using 
Big Data. The trillion words used by Google Translate in 2006 consisted of scattered 
snippets of Internet content. It became a “training set” for AI to calculate and learn 
which English words precede and follow other English words. New words that 
appear in natural languages can be added to the system, and obsolete ones can be 
removed. “Her re-water is more precise, although very far from perfection: by mid 
2012. it has covered more than 60 languages and is now even capable of receiving 
voice input on the 14 languages for instant translation” [8].
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One of the questions for modern AI is whether this third wave will end up as 
another disappointment while interest in AI declines or whether it will result in 
concerted efforts by scientific communities around the world to achieve progress in 
specific subject areas. According to the author, the stakes for AI are now very high 
and its development will only increase. 

3 The History of AI’s Achievements 

Numerous scientific works on AI have been devoted to computer vision. This 
direction of AI is associated with the development deep learning (more on that 
below). For the first time, computers were capable of performing some visual 
classification tasks better than people can. For example, the accuracy of IBM Watson 
at determining the optimal treatment for lung cancer was 90%, outperforming the 
accuracy of oncologists’ diagnoses by 40%. 

Machine learning (also called statistical learning) is an important concept in AI. 
The basis of this technology was laid by Arthur Samuel in 1959, when he proposed 
working on teaching computers without specifically using programmed algorithms. 
In the simplest sense, programming is learning, but for AI to improve, it must carry 
out certain tasks and exercises itself. 

Machine education is a framework that uses a database of training examples the 
computer or neural network can configurate (learning), after which it recognizes and 
classifies new incoming data according to the configuration of the training. Algo-
rithms and methods teach computers to make decisions on the basis of available data. 
Adding training examples improves their results on recognition tasks, and in this 
way, self-learning takes place. Using this technology on a large database of photos, a 
computer taught itself to recognize faces, and it did so this with higher accuracy than 
a human could reach. 

The real breakthrough in machine learning occurred in early 2016, when the 
Google AlphaGo program was able to beat Go champion Lee Sedol. This game is 
among the most intellectually challenging games in the world, even more difficult 
than chess (the board is composed of 19 × 19 cells, and there are many more 
positions than the corresponding number in chess), in which winning requires 
sorting through all the possible moves. Observing others’ victories allowed AlphaGo 
to engage in deep machine training (deep learning, or DL), which is now the current 
trend in developing AI. The term deep learning is applied to artificial neural 
networks (ANNs) with more than one hidden layer, so formally, deep also indicates 
a more complex multilayer neural network architecture (see p. 134). What is unique 
to deep learning is that the machine itself finds signs (key traits that it uses to separate 
one class of objects from another) and structures them hierarchically: from the 
simplest to the most complex. Deep learning encompasses various technologies 
and works on large datasets. The program Alpha Go at first analyzed 29.4 million 
moves in 160,000 games between professional players, and then two copies of the 
program started playing against each other, adding new batches to the training set.



Having played millions of games, the program learned to evaluate the most advan-
tageous positions on the board [5]. 
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Deep-learning technology is now an integral part of research in the field of speech 
and image recognition, for creating control systems for uncrewed vehicles, diagnos-
ing diseases, solving other complex problems, and carrying out other complex tasks. 
The development of deep-learning technology started with the distribution of deep 
learning implemented by IBM in the summer of 2017. Training via DL significantly 
reduces training time. What current AI cannot do and what separates it from total AI 
is the inability to use previously acquired skills to learn new ones; AI cannot learn 
new skills on the basis of previously acquired ones. It lacks the ability to generalize 
from its accumulated knowledge so as to use it in different contexts. 

The widespread adoption of smartphones has spawned the likewise widespread 
usage of speech assistants, which incorporate elements of AI. The well-known 
applications of AI include Google (Google), Siri (Apple) Cortana (Microsoft), 
Echo (Amazon), and Alice (Yandex), among others, which are already used by 
millions of people. Data applications are also available on tablets and personal 
computers. By training on more and more datasets from these users, over time, 
these programs will become more intelligent and irreplaceable. 

The next important projects for developing AI require detection structures that 
replicate those of the human brain. Such projects are very expensive, and their 
adoption has therefore been limited to a few countries and large corporations. This 
reverse design, which suggests that the subtleties of the human brain and how it 
functions must first be isolated before constructing hardware and software. Eventu-
ally, scientists hope to create a computer with human-level AI. Several important 
projects (with investments in the billions of dollars) are currently aiming to achieve 
this result. Simulating the human brain is part of a dedicated international project, 
namely the Human Brain Project (HBP), which includes a team from the Swiss 
Federal Polytechnic School in Lausanne, under the guidance of Professor Henry 
Markram (Henry Markram), and more than a hundred scientific groups from around 
the world. The project aims to synthesize all the knowledge we have on the brain into 
a single complete model brain housed inside a supercomputer. This project is 
expected to be completed by the end of 2023. Another project, the Brain Activity 
Map Project (2013), was designed to ensure that in 10 years, US scientists would be 
able to record and map the activity of each neuron in a human brain. 

About a dozen less-capacious but no-less-important projects are currently study-
ing the human brain. In one of them, Blue Brain, which is based in Switzerland, 
scientists are studying how neuronal ensembles work. The Synapse Project, funded 
by the US Defense Advanced Research Projects Agency (DARPA) and IBM, has 
created physical copies of the human brain in the form of special microcircuits with 
artificial neurons. This AI application is called neuromorphic electronics [1]. China 
is also developing similar projects. However, researchers’ efforts have been ham-
pered by insufficiently exhaustive brain modeling and the current technological 
limitations on contemporary supercomputers: This task would requires tens of 
exaflops, but our current supercomputers have achieved benchmark scores only 
one-tenth of that.
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Among the other global projects that are using AI methods and system analytics is 
Human Genome Project, where AI is planned to be used to determine the DNA 
sequences of all life on the planet. For example, Amazonia Third Way Initiative is 
developing a project titled Earth Bank of Codes, which aims to collect the genetic 
sequence of the natural world [6]. 

4 State-Sponsored Studies on AI in Russia 

Russia entered the third wave of AI with a significant delay. AI research is funded by 
the Russian Foundation for Basic Research (RFBR) and the Russian Science 
Foundation (RSF), but because of a lack of coordination, funding for research and 
development is generally inadequate, and the results are incongruent. The current 
best AI developments in Russia are military robots. 

Currently in Russia, AI projects are focusing on speech recognition, facial 
recognition, image recognition, and autonomous vehicles, among others. Large 
Russian companies are already using AI for their businesses. Machine-learning 
company MTS predicts that customers will take advantage of AI services to save 
themselves time, which will at the same time increase sales [2]. 

Sberbank, together with MIPT, is developing a project to use AI technology in a 
call center. The objective of this neurointelligence project, called iPavlov, is to 
develop algorithms using deep learning to create conversational AI. This technology 
should reduce the burden on employees and raise the quality of service for clients 
[3]. The Yandex company develops AI applications for production optimization in 
industry. In addition, the company introduced the CatBoost machine-learning 
method, the successor method of Matrixnet, which is used in the delivery of almost 
all of Yandex’s services [3]. ABBYY uses AI technology in decision-making. 
FlexiCapture, for example, is a versatile platform using AI to process information. 
It determines the type of document, extracts data from it, and sends those data to 
information systems, such as CRM, accounting systems, and procurement manage-
ment systems [3]. Finally, AI applications are being developed for robots and 
uncrewed aerial vehicles (UAVs), such as drones. 

Universities independently conducts scientific research on AI, and large-scale 
research projects on AI featuring university collaborations are nearly to completely 
absent. The greatest concern here is teaching and learning cognitive sciences. Many 
of these disciplines simply do not have qualified teachers. Training programs lag far 
behind the needs of the labor market. 

In general, there are about a dozen strong teams in Russia working on AI. 
The Federal Research Center in Russia, “Informatics and Control” (FIC PS RAS), 

has developed several applications for AI [2]: 

1. Exactus Expert is a system for evaluating the quality of scientific publications on 
semantic research and analysis 

2. Exactus Patent is used for patent information for semantic research and analysis
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3. Exactus Like is used for detecting similar texts and calculating the degree of 
semantic proximity 

4. Text Appliance conducts system analyses on unstructured information. 

The main problem is that Russia has so few research fundamentals to develop 
products. There is a gap between the science, which survived the “dashing ’90s,” and 
the implementation of its developments as finished products [7]. 

5 Main Directions for Future Work in AI 

Works in the field of AI is now underway in many countries and is being deployed 
broadly. Such works can be grouped under the following directions: 

1. In deep learning, efforts have been aimed at significantly reducing the training 
time of the ANN and reducing the volume of teaching examples. An ideal ANN 
should learn in real time. 

2. Robots should synthesize their answers on the basis of the body of knowledge 
that was loaded into them, according to the context and sequence of words. 
Robots should learn to correlate incoming information with their knowledge 
base and apply it to other topics [8]. 

3. Neuromorphic microcircuits and computers based on them, such as microchips, 
have already been released by corporations such as IBM and Intel. They ca 
contain up to 4096 artificial neurons and up to 256 million synapses, so this 
direction is very promising. 

4. Work continues on mapping the human brain and modeling how it works. 
5. Speech interfaces require systems and services that can recognize and clearly 

understand speech. They must also be able to discern the contexts of speech 
because context is an essential part of natural language. Studies have shifted to 
developing systems capable of interacting with humans through dialogue, not 
just reacting to default requests. Broadcast search systems and a number of 
popular voice query applications, especially those on smartphones, have already 
become commonplace, and the volume of such queries will only increase. 

6. The development of brain–computer interfaces started rapidly, has since slowed 
down, but will continue. 

7. Researchers are studying the group behavior of robots and the interactions 
between robots and humans in the course of performing operations. Their efforts 
have focused on determining effective distribution tasks that incorporate both 
humans and machines. This direction is important for both military robots, 
service robots, and robots employed in production. 

8. AI is being implemented in the Internet of things (IoT), Industry 4.0, and other 
parts of our digital world to process the vast numbers of data generated by such 
systems, because without AI, completing such tasks would be too onerous. 

9. The navigation systems for autonomous vehicles use AI in cities. This is one of 
the most promising directions from a market viewpoint. This technology should
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be available on uncrewed vehicles and other autonomous vehicles starting in 
2022 and be widespread by 2025. 

10. Researchers should consider developing a new class of systems, such as a 
“human intelligence on demand” service, robots as a service (RaaS), etc. 

11. Hyperpersonalization services could keep users constantly connected to the 
network; then on the basis of their past data and by using behavior modeling, 
applications using AI could make suggestions for which services they should 
offer and which decisions should be made under various circumstances. 

12. Future works need to solve AI’s catastrophic forgetting. When an AI system is 
confronted with something that it has never been trained on, it will constantly 
repeat the same mistakes. Attempts to retrain current systems have led to a 
phenomenon called catastrophic forgetting, where AIs forget information and 
knowledge from previous tasks while they are learning new ones, because its 
study of the new subject matter violates its prior knowledge [7]. 

13. A regulatory framework for using robots still needs to be developed. “Robots as 
subjects of law have not yet been legally formalized in any country in the world, 
since for this it is necessary to officially recognize that a robot is not just a thing 
but a creation, endowed, albeit artificial, but with intelligence, as well as with its 
own will. Therefore, there are still no laws in the world that direct or prohibit 
robots directly.” Legislators face the difficult task of balancing interests in 
technical progress, security for societies and states, and people’s individual 
needs. In 2008 in South Korea, introduced a law promoting the development 
and spread of smart robots. In February 2017, the European Parliament adopted 
the Civil Law Rules on Robotics, which established ethical principles that aim to 
protect humankind from robots [4]. 

14. AI still requires further development in understanding context, reasoning, pre-
cedents, and more. 

15. According to a number of experts, current developments in the field AI lack the 
hardware and software to properly combine the virtual and real worlds, though it 
is being attempted in robotics, such as with tactile hand-surface robots. 

6 Conclusion 

Over the past decades, the possibility or impossibility of modeling human thinking 
has remains one of the major philosophical problems in the field of AI because that 
modeling could allow AI to gain consciousness. The question is no longer entirely 
hypothetical and obviously remains crucial for predicting the future of the technol-
ogy, not only Russia but also other parts of the planet. Half a century of the history of 
AI development has shown that such predictions are unreliable. Although AI can 
train on neural networks, they can do so only in the ways that they have already 
mastered. Other scientists are studying such problems by using modeling and 
simulations [8, 9].
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Evaluating an Impact of Digital 
Transformation 

Ilya Vasilyevich Solntsev and Tatiana Vyacheslavovna Bart 

1 Introduction 

Despite the presence of a large number of studies on the digital economy [1]; 
Institute for Emerging Market Research of the SKOLKOVO Business School 
[2, 6, 8], most of them only indirectly affect the effects generated by digital 
transformation. 

Litvintseva and Karelin [3] studied the impact of digital factors on the well-being 
of the population in the constituent entities of the Russian Federation, measured 
through gross regional product per capita. The digital component of the quality of 
life of the population was determined on the basis of the Russian digital index. As a 
result, it was revealed that the positive impact of digitalization is observed in 
economically developed and rich regions of Russia, while in less developed regions, 
this impact may be accompanied by digital risks. 

In the work of Eskindarov et al. [10], the risks and benefits of digital transfor-
mation in Russia are analyzed. 

Wang et al. [34] have shown that for Chinese companies, having a digital 
transformation strategy has a positive impact on short-term and long-term financial 
results. 

Important aspects of digital transformation are: increasing customer awareness 
[23], influence on purchasing decisions [18], and increasing the ability to evaluate 
products and services on the Internet. 
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Digital products are more user-friendly [37] and available through various chan-
nels 24/7 [12, 35]. 

Organizations, in turn, better understand their customers [24] and adjust their 
internal processes, resources, and costs accordingly [11, 16, 28, 36] and develop new 
types of relationships with them [36]. 

Tolboom [33] has analyzed the impact of digital transformation across nine 
dimensions of the Canvas business model and found that almost all of them contain 
at least one element that is expected to change moderately or even more. The greatest 
impact can be made on the value proposition of organizations, customer segments, 
relationships with them, and the resources used. The author assumes that due to 
digital transformation, the range of products and services, their availability and 
usability will increase; productivity will increase, whereas prices will slightly 
decrease. There will be increased awareness of products and services in the market, 
and it will become easier to evaluate them. In addition, customers will have more 
shopping opportunities, and the level of service will increase. 

Solntsev and Petrenko [9], considering approaches to the formation of a digital 
transformation strategy, note that the assessment of the relevant effects can be 
carried out at the state level (GVA, jobs, import substitution, and social sphere) 
and at the level of an individual company, taking into account industry specifics. 
The authors also classify emerging effects into tangible and intangible ones 
and provide a list of indicators that characterize the effectiveness of digital 
transformation. 

At the same time, even in those works where the effects of digital transformation 
are considered, approaches to their assessment are not proposed. The purpose of this 
study is to eliminate this methodological gap and form increments of scientific 
knowledge through the solution of the following tasks: 

1. Analyze and classify the effects generated by digital transformation. 
2. Suggest approaches to assessing these effects at the level of the state and 

companies. 

2 Effects of Digital Transformation 

For the most detailed analysis of the effects of digital transformation, see the OECD 
report “Measuring the Digital Transformation. A Roadmap for the Future” [29]: 

1. Growth in labor productivity – the volume of output (value added) produced per 
unit of labor input (the number of employees or, if data permits, the number of 
hours worked). The cost for each industry is calculated relative to the economy as 
a whole (that is, GDP per person employed in each country). Interestingly, on 
average across the OECD, the level of labor productivity in the “information 
industries” is about 65% higher than in the rest.
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2. Cross-industry effects and gross value added. The development of information 
technologies ensures the growth of production volumes not only in the informa-
tion industries but also allows the development of related sectors; one example is 
the glass of a smartphone screen. The global demand for goods and services in the 
information industries through international trade and investment can stimulate 
the activity of many other leading domestic industries. Thus, high-tech products 
in the present-day market are the result of numerous stages of production in many 
countries. Combining the value added generated by the information industries 
with the value added of other domestic industries, embodied in the global demand 
for information sector products, represents the first step towards defining an 
“extended information footprint”. 

3. New jobs. Although digitalization often results in the replacement of human 
labor, the development of new products and the need for the resources needed 
creates a demand for human capital. For example, according to the OECD, for 
every 10 additional jobs created in the European Union between 2011 and 2017, 
four were in IT-intensive occupations. According to the study Lyashok et al. [5], 
new technologies lead to increased employment and reduced working hours. In 
addition, digitalization has a positive impact on wages [4]. 

4. Well-being. The OECD identifies 11 parameters of well-being and calculates a 
special Better Life Index.1 The impact of digital transformation on these dimen-
sions is ambiguous – there are both risks and opportunities in areas such as work– 
life balance, social connections, governance, and civic engagement. New tech-
nologies allow workers to be more mobile. Often there is no need to be physically 
at the workplace all the time. Remote work allows you to manage your time more 
flexibly and can contribute to increased job satisfaction and work–life balance. At 
the same time, the employer’s expectations of constant communication and an 
increase in the number of working hours outside of working hours are increasing. 
It should also be noted that access to and use of teleworking tools is biased 
towards highly skilled workers and that the burden of reconciling work and 
family life through teleworking can often fall on women more than men [19]. 

Work is closely related to self-esteem and the well-being of people. In 
particular, the Internet can be useful when looking for a new job. The 
Internet also provides a new arena for people to engage in civic and political 
debate. This aspect of digital transformation is sometimes seen as a risk as online 
political participation is thought to exacerbate ideological divisions. However, 
recent research has found only limited evidence that political polarization may be 
related to online media use [21]. 

Satisfaction is typically measured through face-to-face surveys. Ideally, indi-
cators of the welfare impact of digital transformation should reflect not only 
people’s use of digital technologies but also how much this use makes them more 
or less satisfied with their lives. 

1 https://www.oecdbetterlifeindex.org/ru/#/11111111111

https://www.oecdbetterlifeindex.org/ru/#/11111111111
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5. Success in education. At the state level, this group of indicators primarily assesses 
the impact of digital technologies (primarily the Internet) on learning outcomes at 
school. For example, the Program for International Student Assessment (PISA) is 
conducted every 3 years for 15-year-old students nearing the end of their com-
pulsory education. PISA assesses how well they can apply what they learned in 
school to real-life situations. Across the OECD, 90% of schoolchildren enjoy 
using digital devices, and 61% reported forgetting time when using them. About 
55% of students in OECD countries report feeling unwell when not connected to 
the Internet. In countries such as France, Greece, Portugal, and Sweden, this ratio 
reaches about 80% compared to about 40% in Estonia and Slovenia. 

At the corporate level, educational programs and advanced training of 
employees can also become one of the objects of evaluation in the framework 
of digital transformation projects. According to the OECD, employees of com-
panies with a high digital intensity are more likely to participate in training than 
others. In addition, workers performing non-standard tasks or tasks that require 
intensive use of information technology usually have relatively higher skills. 
Company-based learning helps motivate and reward employees and align their 
competencies with the needs of the firm. Training can also help reduce income 
inequality and equip low-skilled workers with the skills they need to manage 
digital transformation. However, evidence suggests that much of the training is 
aimed at upskilling middle- and high-skilled workers rather than low-skilled 
workers. 

6. Health. Digital technologies have a multidirectional impact on human health. For 
example, online resources can help people better understand and manage their 
health. The demand and popularity of online booking are influenced by a wide 
range of factors, including an aging population that increases the need for 
healthcare, the skills people have, and the extent to which online booking offers 
better services compared to other channels. In addition, in 2018, half of all people 
aged 16–74 in the OECD accessed health information online. 

Information technology is aimed at optimizing working time and providing 
new ways of organizing work. However, the Internet and other digital tools have 
dramatically increased the flow of information managed by employees, which has 
a direct impact on perceived stress levels. Research has shown new forms of 
information flows in a wide range of areas such as investment analysis, manage-
ment decision-making, pricing, and many others. These information flows pass 
through a range of digital media such as email, intranets and messaging systems 
[22]. The resulting information overload is associated with technostress, “a form 
of stress associated with people’s attempts to cope with ever-evolving informa-
tion technology and changing physical, social, and cognitive responses” [13, 17, 
30]. Workplace information overload reduces job satisfaction and results in 
poorer health [27, 30], while perceived email overload is associated with burnout 
and reduced work engagement [31]. 

7. New business opportunities. Government support can help people build digital 
businesses.
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8. Social integration. Digital technologies have revolutionized many everyday 
activities, from communicating with others to shopping and banking, searching 
for information, and entertainment content. Social networks allow people to 
maintain existing social relationships and build new ones. At the same time, 
data on the impact of social networks on real social connections and mental health 
is ambiguous. Some scholars warn that social networking may crowd out face-to-
face communication and reduce the quality of face-to-face contact [32]. However, 
there is plenty of evidence to support the idea that social media does increase 
social capital [20]. However, it is likely that not all sectors of society benefit 
equally from social media. For example, people with physical disabilities (includ-
ing the elderly) may benefit more from online networks but are less likely to have 
the skills needed to access and use them. 

3 Risks of Digital Transformation 

Digital transformation not only creates a number of opportunities but also comes 
with various risks that can affect the lives and well-being of people. Thus, a constant 
connection to the Internet poses a potential risk to free time and the mental health of 
workers. The time spent on email outside of work and the employer’s expectation 
that employees are available at all times have been shown to significantly reduce 
people’s satisfaction with their work–life balance [15]. Workers who perform 
computer-intensive jobs are more likely to experience anxiety outside the workplace 
than those whose work does not require intensive use of information technology. 
Connected devices could also allow employers to track behavior and performance in 
new ways. 

Another negative effect is disinformation and cyberbullying, the distribution of 
which has become more accessible with the use of digital technologies. While the 
former is not necessarily illegal and largely depends on people’s ability to think 
critically, exposure to cyberbullying can lead to serious mental health problems such 
as anxiety, depression, and even self-harm [25]. 

An important aspect is information security. Digitization of information and 
network connectivity creates new challenges for protecting sensitive data and net-
work communications. At the corporate level, it is important to approve a formal 
information security policy. National digital security strategies describe how coun-
tries prepare for and respond to attacks on their digital networks. They can be 
considered an important aspect of national preparedness in terms of managing digital 
security risks. 

Finally, individuals are also increasingly providing (sometimes unknowingly) 
personal information to service providers and online platforms. The digitization of 
information and improved network connectivity create new challenges for protecting 
personal data, while attacks occur on a regular basis. In addition, people’s privacy 
can be affected by the extraction of additional information that can be obtained by
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necessarily considered personal data. 
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Among the negative manifestations of digitalization, it is also necessary to take 
into account environmental aspects. The production and use of information products 
are associated with the formation of “greenhouse gases” such as carbon dioxide 
(CO2). The amount of CO2 produced by the information industry in relation to the 
amount of output produced varies greatly between countries. Data from the United 
Nations Environmental and Economic Accounting shows that in most European 
countries, less than 5 tons of CO2 is produced for every million dollars of informa-
tion industry output. This figure largely depends on the volume of production of 
information products and the extent to which each country relies on fossil fuels for 
electricity generation. The products of digital industries also pose an environmental 
problem at the end of their life cycle, leading to an increase in e-waste. Improper and 
unsafe handling and disposal, including by open burning, pose significant risks to the 
environment and human health, and hinder the achievement of sustainable develop-
ment goals. The proliferation of digital technologies and device types also leads to 
the generation of electronic waste – E-waste [14]. 

E-waste also refers to all items of electrical and electronic equipment that have 
been discarded. This includes cooling and freezing equipment, screens and monitors, 
lamps, as well as small appliances and telecommunications equipment – mobile 
phones, personal computers and printers. In OECD countries, there were 17 kg of 
e-waste per capita in 2016, equivalent to 41 kg per $100,000 of GDP. E-waste per 
capita ranges from nearly 30 kg per person in Norway to 8 kg in Turkey and less in 
countries such as China and India, broadly in line with digitalization in these 
countries. 

However, it should be noted that in some cases technology can replace other 
polluting activities. For example, the use of telecommuting technologies can help 
reduce commuting emissions. The environmental problems posed by e-waste, which 
often contains hazardous and environmentally harmful substances, can be mitigated 
through recycling and reuse. 

Eskindarov et al. [10] additionally highlight the following digital transformation 
risks: 

1. Dependence on the Internet and foreign technological solutions 
2. Reduction of jobs with low and medium skill levels 
3. Digital inequality at the level of countries, regions, companies, and citizens, 

which allows IT companies to influence decision-making by economic entities, 
shape public opinion, and influence political processes 

4. Reducing the possibilities of control by the state, including the implementation of 
protectionist measures to protect national producers 

5. Decrease in the income of Russian companies, caused by a shift in consumer 
demand towards foreign products and, as a result, a reduction in tax payments 

6. Formation of a new shadow sector of the economy (Internet fraud, DarkNet, and 
cyber-attacks) and the need to establish responsibility for “digital” crimes
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4 Assessing the Effects of Digital Transformation 

For the state, the result of assessing the socio-economic effects of the implementa-
tion of digital transformation projects can be a monetary assessment of the growth in 
gross domestic product, calculated on the basis of gross value added and tax 
payments. At the same time, the increase in gross value added should be discounted 
taking into account the project implementation period. The average yield of long-
term federal loan bonds with a maturity of 10 years can be used as a discount rate. 

The increase in gross value added is formed due to two components: 

1. The IT industry that ensures the release of Russian products: 
2. Related industries that ensure the production of the necessary Russian products 

(cross-industry effects): 

By analogy with gross value added, tax and other payments to the budget system 
of the Russian Federation are divided into payments by IT companies and their 
counterparties. 

The main advantage of this approach can be considered as a monetary assessment 
of the effects generated by digital transformation. At the same time, it is good 
practice to analyze “natural” indicators that take into account industry specifics. 
On the example of oil and gas companies, such metrics include: growth in reserves, 
production, depth of processing; reduction of repair time, downtime, loss of hydro-
carbons; productivity growth (refineries and individual fields); energy saving; and 
number of automated filling stations. 

Companies with state participation can also disclose the volume of increases in 
tax and dividend payments to the budget, but in this case, it will be quite difficult to 
allocate the part attributable to digital transformation projects. 

Also, to assess the effects of digital transformation, a cost approach to manage-
ment can be used, including such an indicator as economic value added: 

EVA= ROIC-WACCð Þ×CE 3ð Þ  

where: 

ROIC – return on invested capital; 
WACC – cost of invested capital; 
CE – capital invested in DH. 

Value will only be created if the return on digital investment exceeds the cost of 
capital. In the case under consideration, the volume of investments in digital 
transformation projects with a division into various sources of capital and their 
cost can be used as invested capital. Thus, the main advantage of this approach 
can be considered a net increment in the value of the company, realized through 
digital transformation. At the same time, the calculation of profitability will be 
difficult, because digital projects are often embedded in existing business processes 
and may not generate funds on their own. In this situation, it will be necessary to



calculate the “digital” increment in operating profit after tax (NOPAT), which will be 
the basis for calculating ROIC. 
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Many digital transformation projects are aimed at solving social problems and 
improving the comfort level of citizens. To assess non-material effects associated 
primarily with the growth of satisfaction of citizens and employees (which is the 
result of the introduction of digital products), surveys built according to the “will-
ingness to pay” method can be used, which allows to estimate the amount that the 
respondent is ready to give for a specific product/service/experience/convenience. 

The main advantages of this technique include the simplicity and accuracy of the 
results. At the same time, it is necessary to note the complexity of forming a sample, 
which should take into account the individual characteristics of the respondents: 
gender, age, and income level. It is also extremely important to correctly formulate 
questions, accurately describing the subject of research and the conditions in which 
the choice will be made. 

5 Conclusion 

As part of this study, the effects generated by digital transformation projects were 
analyzed. The results showed that these effects are formed not only at the company 
(or project) level but also affect a whole block of government issues in the economy 
and social sphere. Despite the presence of a large database of works devoted to the 
digital economy, they only indirectly affect the problem of assessing the generated 
effects and do not contain methodological proposals or a criteria platform. 

The author proposes the following approaches to assessing the effects of digital 
transformation: 

1. At the state level – through an assessment of the growth in gross domestic 
product, calculated on the basis of the growth in gross value added and tax 
payments. 

2. At the corporate level – through the calculation of economic value added. 
3. At the level of assessing non-material effects, including the growth in well-being 

and satisfaction – through the use of the “willingness to pay” methodology. 

Other scientists with similar cases are studying similar problems, using modeling 
and simulation [38, 39]. 

Further research in this area may be aimed at a more detailed study of methods for 
assessing each of the considered effects, as well as at justification of a special digital 
index by analogy with the OECD digital government concept.
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Part IV 
10th Symposium on Management 

Challenges (IANOS): Crisis Kills or Links? 
Panagiotis Trivellas 

This symposium attempts to cast light on concurrent advances on the fields of 
Organisational Behaviour, HRM, Innovation and Knowledge Management, Strate-
gic Leadership, Sustainability, SCM, Cultural Heritage and Higher Education. 
Diverse and modern perspectives on the development and evolution of the relative 
disciplines on regional and national level are discussed and debated. 

However, does the current crisis impose threats to survival (Knowledge Innova-
tion Leadership Learning Strategy: KILLS?) or yield opportunities for changes and 
synergies to growth (Leadership Innovation Networking Knowledge Strategy: 
LINKS?)? Are the same fundamental cornerstones such as leadership, strategy, 
knowledge and innovation produce both excellence and perish? 

In the light of the current recession, this symposium aims to track different views 
and discuss and publish research on the challenges in the field of management which 
influences societies, cultures, networks, organizations, teams and individuals. Fur-
thermore, this session puts special emphasis on the investigation of those business 
processes fostering innovation and facilitating management transitions from domi-
nant structures to more evolutionary, developmental paradigms. 

P. Trivellas 
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Towards the Development 
of Context-Sensitive Agrifood 
Entrepreneurial Skills Frameworks 

Anna Anastasopoulou, Haris Marentakis, and Panagiotis Trivellas 

1 Introduction 

In agrifood ecosystems in Europe that are constantly changing and experiencing 
major disruptions (e.g., the ongoing COVID-19 pandemic or the war in Ukraine) 
much depends on finding creative ways to adjust to new circumstances, demonstrat-
ing resourcefulness, flexibility, and readiness for new learning. New learning that 
targets the upskilling and the reskilling of the labor force in the agrifood sector, as 
well as the identification of people with specialized skills, are two key factors in 
creating dynamic and resilient agrifood ecosystems. 

Between 2012 and 2015, the European Commission funded a pilot project which 
included a survey of 2205 young farmers under 40, focus group discussions, and 
interviews with key stakeholders, to provide a comprehensive assessment of their 
specific needs and inform EU policy-making [42]. This project revealed that the 
knowledge needs of the interviewed young farmers are focused on entrepreneurial 
skills related to marketing, finance, networking, and communication followed by 
technological and managerial skills. The regulatory framework for EU rural devel-
opment 2014–2020 already highlighted that knowledge transfer and diffusion should 
be adapted to the needs of rural actors, who require an appropriate level of training. 
Young farmers constitute an important group as they can contribute the most to 
fostering sustainability, innovation, resilience, and resource efficiency, which are 
necessary to achieve the SDGs and EU objectives. Besides, the declining number of 
young farmers in the agricultural sector [8] holds back generational renewal and 
raises concerns about the knowledge capital in this sector. According to the new
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Common Agricultural Policy of the EU, agriculture is required to achieve higher 
levels of production of safe and quality food, while preserving the natural environ-
ment [16]. The evolution of agriculture, as well as the challenges faced by farm 
businesses in multiple crisis contexts, require an appropriate level of training, 
cultivating not only technological and managerial but also entrepreneurial skills. In 
line with this logic, farm entrepreneurship should enable socially and environmen-
tally responsible farming, promoting resilient food systems with properly function-
ing supply chains, as well as other strategic choices, such as those related to the 
succession and diversification of farms.
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Innovations, automation, rapid and often unpredictable changes in production 
and consumption, and global and regional natural and social phenomena, such as 
climate change, biodiversity loss, and population aging, are just some of the factors 
that may shape what agrifood businesses and employees need to know and be able to 
do. Moreover, there is a great degree of uncertainty over what new agrifood 
industries will emerge and the skills that will be in high demand in the future. 
Therefore, there is a need to develop a better understanding of the relationship 
between skills and agrifood labor market needs, such as trends for skills supply 
and demand and skill mismatches, and adopt solutions aiming to bridge gaps 
between the skills available in the labor market, the demands for current and future 
skills, and the education and training opportunities, and provisions. 

A solution to bridge such gaps is to design instruments that facilitate communi-
cation and the development of shared understandings regarding occupations, skills, 
and qualifications. This is exactly what so-called skills frameworks are aimed for. 
They attempt to standardize skills taxonomies and ontologies, thus offering a 
common skills language for policy-makers, administrators, individuals, education 
and training providers, and the business and workplace world, to help the sharing of 
information on sectors, careers, jobs, and skills required for occupations and job 
roles. 

Given that the knowledge needs of particularly young farmers are primarily 
focused on entrepreneurial skills, this study aims to set the basis for a discussion 
and empirical validation of a framework for entrepreneurial skills in agrifood 
ecosystems across Europe. Toward this aim, the following steps have been taken:

• Review of existing skills frameworks
• Mapping of entrepreneurial concepts with existing skills frameworks
• Preliminary literature review on entrepreneurial skills in agrifood ecosystems
• Mapping of entrepreneurship-related concepts discussed in the reviewed agrifood 

literature to identify gaps and needs for further research
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2 Identification and Mapping of Entrepreneurial Skills 
in Three Comprehensive Skills Frameworks: The Cases 
of O*Net, SCT, and ESCO 

In this chapter three of the most developed comprehensive frameworks of capacities 
and skills (O*Net, SCT, and ESCO) are reviewed to identify and map “entrepre-
neurship-related” concepts to corresponding capacities, skills, and/or abilities in 
these taxonomies. 

In the USA, the Occupational Information Network (O*Net) framework [25, 26] 
is aimed to specify the character of occupations (via job-oriented descriptors) and 
people (via worker-oriented descriptors). In the context of O*Net, skills are defined 
as “. . .  a person’s level of proficiency or competency to perform a task” ([27], 
p. 464). Furthermore, abilities are defined as “... relatively enduring basic capacities 
for performing a wide range of different tasks” (ibid., p. 457). The O*Net framework 
adopts a skills hierarchy that includes a total of 35 basic and cross-functional skills. It 
further identifies 52 abilities organized hierarchically into four ability types (cogni-
tive, physical, psychomotor, and sensory), six work values, defined as aspects of 
work that are important to a person’s satisfaction, and seven work styles, which are 
personal characteristics that can affect how well someone performs a job. 

In Canada, the “Skills and Competencies Taxonomy” (SCT) is meant to address 
the needs of the world of work to improve the comparability and application of skills 
concepts throughout sectors and occupations. It defines skills as “developed capac-
ities that an individual must have to be effective in a job, role, function, task, or duty” 
[17]. Personal abilities and attributes are defined as the “inherent and developed 
aptitudes that facilitate the acquisition of knowledge and skills to perform at work” 
(ibid.). Finally, competencies are defined as “the combined utilization of personal 
abilities and attributes, skills and knowledge to effectively perform a job, role, 
function, task, or duty.” At the level of skills, the taxonomy distinguishes 47 total 
skills organized into five skill types (foundational, analytical, technical resource 
management, and interpersonal). Furthermore, the SCT taxonomy includes 85 abil-
ities organized into four ability types and personal attributes. 

The “European Skills, Competences, Qualifications and Occupations” (ESCO) 
represents the European response to address the need to link skills to occupations. 
Currently, the ESCO skills database offers access to an impressive list of 13,890 
“skill concepts” [25]. The ESCO skills pillar applies a wide definition of skills which 
includes skills, competencies, and knowledge by skill type. In ESCO skill is defined 
as the ability to apply knowledge and use know-how to complete tasks and solve 
problems. Competence is the proven ability to use knowledge, skills, personal, 
social, and/or methodological abilities, in work or study situations, and professional 
and personal development. Finally, knowledge means the outcome of the assimila-
tion of information through learning. Knowledge is the body of facts, principles, 
theories, and practices that are related to a field of work or study. The ESCO 
framework, unlike O*Net and SCT, does not adopt a strictly hierarchical structure



to organize competencies/skills, apart from the case of transversal skills and 
competencies. 
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In the following paragraphs, the focus is on the place of entrepreneurship as skill, 
ability, or personal attribute and knowledge in the three frameworks under review. In 
the ESCO framework, under the “life” category of transversal skills and competen-
cies is included the “applying entrepreneurial and financial skills and competencies” 
concept which is defined as follows: “Manage own and others finances and 
resources. Demonstrate perseverance, openness to opportunity and risks, the ability 
to mobilize resources and willingness to learn from experience” [11]. This skill 
concept is hierarchically related to two narrower concepts. The first is “show 
entrepreneurial spirit,” which is described as follows: “Develop, organize and 
manage an own business venture, identifying and pursuing opportunities and mobi-
lizing resources, keeping in mind a profitability perspective. Demonstrate a proactive 
attitude and determination to achieve success in business” [12]. The second skill 
concept is “manage financial and material resources,” which is defined as 
“. . .undertake effective financial planning, using credit, savings, investments, and 
pensions to achieve short and long term goals, using financial advice and guidance 
services with a critical mindset, comparing deals and offers when acquiring products 
or services, and actively selecting appropriate insurance products” [13]. Further 
search in the ESCO database produced two more results. The first was about 
entrepreneurship as a “knowledge concept” in the knowledge sub-domain “manage-
ment and administration,” which refers to “the development, organization, and 
management of an own business venture” [14]. The second result is “social entre-
preneurship,” which is another “knowledge concept” defined as “the process of 
creating, managing and scaling-up a venture in order to address social 
challenges” [15]. 

The SCT framework uses the term “Entrepreneurial Mindset,” defined as “the 
personal characteristic of identifying and seizing opportunities and moving from 
idea to achievement” [18]. Entrepreneurship is considered as a personal quality, “. . .  
most often developed from social context, background, and individual experiences, 
which can make a difference to work performance” (ibid). Finally, the O*Net 
framework does not include entrepreneurship among its list of 35 skills and 42 per-
sonal abilities and attributes. Both the O*Net and SCT frameworks use the term 
“enterprising” as a personal interest for work environments and outcomes. In O*Net, 
“enterprising occupations” are defined as those which “. . .  frequently involve 
starting up and carrying out projects. These occupations can involve leading people 
and making many decisions. Sometimes they require risk taking and often deal with 
business” [24]. In SCT “enterprising occupations”  “. . .  are characterized by the 
dominance of activities that entail the interaction with others to attain organizational 
or self-interest goals. They frequently involve starting up and carrying out projects, 
influencing, leading, or mobilizing people and making decisions and sometimes 
require risk taking and dealing with business. They foster enterprising competencies 
and achievements. Workers in those occupations are audacious, popular, self-
confident, sociable, and possess leadership and speaking abilities...” [19].
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Overall, all three skills frameworks do not offer a comprehensive taxonomy of 
entrepreneurial skills. However, they do offer the ground to identify potential 
competencies, skills, abilities, and knowledge that may contribute to the develop-
ment of an entrepreneurial skills framework. Focusing on the aforementioned 
definitions adopted by the ESCO, O*Net, and SCT frameworks, we identified 
15 separate “entrepreneurship-related” concepts (e.g., perseverance, openness to 
opportunity and risk-taking, management of resources, and identifying and seizing 
opportunities). This is indicative of the multidimensionality of the concept of 
“entrepreneurship” as competence or skill. The list of “entrepreneurship-related” 
concepts is presented in the first column of Table 1. In the next three columns of 
Table 1, the competencies, skills, abilities, and knowledge concepts of the three 
aforementioned frameworks that best correspond to each of the 15 “entrepreneur-
ship-related” concepts in the list are mapped. 

Moreover, the list of 15 entrepreneurship-related concepts that were identified in 
our analysis corresponds almost perfectly to 14 out of 15 competencies (apart from 
“Ethical and sustainable thinking”) included in the “EntreComp: the European 
Entrepreneurship Competence Framework,” which was developed by the 
European Commission as a reference framework “. . .  to explain what is meant by 
an entrepreneurial mindset” ([9], p. 3). This finding provides a strong indication that 
the list of 15 “entrepreneurship-related” concepts and the corresponding competen-
cies, skills, abilities, and knowledge of the ESCO, O*Net, and SCT taxonomies can 
offer a solid basis to deepen our inquiry into entrepreneurial skills as these are 
specifically identified and discussed in the academic literature in the agri-food sector. 

3 A Preliminary Review of the Literature 
on Entrepreneurial Skills in Agrifood Ecosystems 

In this section, we perform a preliminary semi-systematic literature review of 
empirical research papers and project reports on the agrifood sector, which defines, 
analyzes, and discusses competencies, skills, abilities, and knowledge that relate 
directly or indirectly to entrepreneurship. A semi-systematic literature review was 
adopted because entrepreneurship skills in agrifood have been conceptualized dif-
ferently and studied within diverse disciplines, something which hinders a full 
systematic review process [32]. The initial set of papers and resources has been 
retrieved through Google Scholar, using combinations of keywords: “farming busi-
ness” and “entrepreneurship skills.” Search results were narrowed to contain the 
keywords “skills assessment/evaluation” and “skills development.” A final list of 
21 papers for review was constructed after keeping only those that reported empirical 
research findings. 

In the Greek context, research has empirically explored the linkage between 
enhanced performance and managerial skills profiles, which include several entre-
preneurial competencies such as leadership, creativity, and innovation [34, 35]. Fur-
thermore, Trivellas et al. [36] mapped the skills and competencies profiles of



ESCO (EU) O*NET (USA) SCT (Canada)

managers from more than 150 firms in the Greek agrifood sector and revealed the 
implications for organizational and supply chain effectiveness of marketing and 
logistics skills that included skills related to entrepreneurship, such as strategic and 
communication skills. 
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Table 1 Mapping “entrepreneurship-related” concepts to the corresponding competencies, skills, 
abilities, and knowledge of the ESCO, O*Net, and SCT taxonomies 

Entrepreneurship-related 
concepts 

1 Perseverance Show determination Persistence Perseverance 

2 Proactivity Taking a proactive 
approach 

Initiative Initiative 

3 Openness to opportunity and 
risk-taking 

Identify new business 
opportunities 
Demonstrate willing-
ness to take risks 

Tolerance of 
ambiguity 
Risk-taking 
Self-confidence 
Risk 
management 

4 Determination to achieve 
success 

Show determination Achievement 
Effort 

Achievement 
Competitiveness 

5 Willingness to learn from 
experience 

Demonstrate the will-
ingness to learn 

Active 
learning 

Active learning 
Continuous 
learning 

6 Leading/influencing/mobi-
lizing people 

Lead others Leadership Leadership 

7 Management of resources Manage resources Resource 
management 

Resource 
management 

8 Financial planning Create a financial plan 
to optimize financial 
performance 

Economics and 
accounting 

Finance 

9 Critical mindset Think critically Critical 
thinking 

Critical thinking 

10 Comparing deals and offers Working with num-
bers and measures 

Mathematical 
reasoning 

Mathematical 
reasoning 

11 Identifying and seizing 
opportunities 

Show entrepreneurial 
spirit 

Enterprising Entrepreneurial 
mindset 

12 Moving from idea to 
achievement/starting up and 
carrying out projects 

Thinking creatively 
and innovatively 
Show initiative 
Work independently 

Fluency of 
ideas 
Initiative 
Independence 
Innovation 

Fluency of ideas 
creativity 
Initiative Inde-
pendence 
Innovation 

13 Decision-making Make decisions Judgment and 
decision 
making 

Decision 
making 

14 Interaction with others Communicating 
Build trust 

Active listen-
ing social skills 

Interpersonal 
skills 

15 Speaking abilities Using more than one 
language 

Oral compre-
hension 
Oral 
expression 

Active listening 
Oral compre-
hension 
Oral expression
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Sorensen et al.’s [33] semi-systematic literature review on agriculture sustain-
ability identified, amongst others, entrepreneurship-related skill categories, includ-
ing systemic perspective, lifelong learning, knowledge integration, network 
building, and technology knowledge. De Wolf and Schoorlemmer [4], in the context 
of the ESoF project [31], synthesized the results of research conducted in six 
European countries into five farmers’ skills categories needed for success: (1) pro-
fessional, (2) management, (3) opportunity, (4) strategic and (5) co-operation/ 
networking, and highlighted that the last three groups are related to entrepreneurial 
skills. Extending this rationale, Vesala [38] argued that these complex, higher-level 
skills may be conceptualized as meta-level entrepreneurial skills. Dias et al. [5] 
argued that developing entrepreneurial skills and attitudes in the European agricul-
tural sector sets the ground for success not only in diversified activities but also in 
core business activities. Pyysiäinen et al. [29] pointed out that different mixes of 
entrepreneurial skills are required for conventional farming and business diversifi-
cation in the Finish context. Building on Chen et al. [3] findings, they conceptualize 
two subgroups of skills: (a) an essential specific category encompassing marketing, 
management, and financial control, and (b) a general entrepreneurial attitude (meta-
level) category consisting of innovation and risk-taking. Zainalbidin et al. [41] 
identified as important for entrepreneurial work culture in the farming community 
in Malaysia the following factors: innovativeness, risk-taking, profit orientation, 
visionary, managerial skills, and self-confidence. 

Despite the importance of entrepreneurial skills for business success in the 
agrifood sector, several studies indicate that these are not adequately developed. 
Dias et al. [6], in an extensive literature review on agricultural entrepreneurship from 
2013 to 2017, concluded that farmers have lower entrepreneurial skills than entre-
preneurs in other sectors, there are fewer female entrepreneurs in this sector, and 
younger farmers have fewer opportunities to become entrepreneurs. Phelan and 
Sharpley [28] argued that farmers in the North West of England lack many of the 
identified critical business and entrepreneurial skills and competencies for 
succeeding in farm tourism, such as emotional coping, critical evaluation, network-
ing, self-awareness, environmental scanning, business concept, goal setting, and 
negotiation. Xaba [40] discussed major gaps in strategic planning, marketing, 
production, ICT, and financial management skills, which are essential for the 
entrepreneurial development of South African black farmers. Wiafe and Yona [39] 
elaborated on quantitative survey data from 200 smallholder farmers from central 
Malawi to find that only a small portion of farmers received proper and adequate 
training in the development of business management and entrepreneurial skills. 
Agbolosoo and Anaman [1], exploring the required entrepreneurial skills of small 
potato farmers in a region of Kenya, concluded that most farmers possess medium-
level abilities that can be enhanced through training. McLennan’s [21] study on 
young farmers in Australia discussed the barriers to achieve entering or expanding 
agricultural business and the business skills required to overcome those barriers. 

As it is implied above, context is of paramount importance when considering 
gaps in entrepreneurship-related skills. Results from a survey on required skills in 
the agrarian sector in Armenia [20] emphasized future trends in competitiveness,



technology, and the circular food economy. Khachatryan [20] identified several 
entrepreneurial skills, such as the capacity to learn, and the capacity to adapt to 
new situations, among the most important ones according to local employers in the 
agrarian sector. McElwee [22] reviewed research in six European countries and 
concluded that the heterogeneity of farmers in terms of farm size, geography, 
location, etc. should be taken into account, as well as the degree and the mix of 
existing and required entrepreneurial skills. The proposed skills-set includes generic 
business and management skills, marketing, financial, business planning, commu-
nication, and collaboration. Based on an empirical study of 3000 farms in the UK, 
McElwee and Bosworth [23] discussed different farmers’ diversification approaches 
considering the degree of entrepreneurship activities, associated skills, and farmer 
profiles, as well as factors such as the farm size, ownership, employment, business 
organization, age, and educational background. Similarly, through an extended 
survey on young farmers’ required skills in 28 EU member countries, Zondag 
et al. [42] concluded that several factors should be taken into account for the design 
of skills development programs (i.e., specific needs, geographical area, business 
sector, level of education, and farm situation), while very often farmers seem not to 
be aware of the technological and entrepreneurial skills needed. 
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The entrepreneurship-related concepts identified in the reviewed papers and 
reports presented above were mapped to the corresponding competencies, skills, 
abilities, and knowledge of the “Skills and Competencies Taxonomy” (SCT). This is 
anticipated to provide us with insights regarding the relative emphasis (and gaps, 
areas for further research) that is placed in the agrifood literature on different 
categories of entrepreneurship competencies/skills, abilities, and knowledge as 
these were identified in Table 1. 

As is shown in Fig. 1, in the agrifood literature reviewed, the majority of 
references on entrepreneurship-related skills have to do with “resource manage-
ment” (n = 56) (e.g., management skills, organizational management, HRM, and 
business planning, are only some of the most used terms). The categories “from ideas 
to achievement” (n = 25) (e.g., vision, creativity, adaptability, and innovation), 
“financial planning” (n = 21), (e.g., budget, pricing, and cost management), “oppor-
tunities and risks” (n = 17) (e.g., dealing with uncertainty, risk-taking, and challenge 
acceptance), and “communication” (n = 17) are following. On the other hand, the 
entrepreneurship-related concepts of “mathematical reasoning,” “perseverance,” 
“proactivity,” “critical mindset,” and “new learning,” although important for entre-
preneurship are much less discussed in the agrifood literature reviewed. 

4 Discussion 

Because of their potential impact, frameworks for entrepreneurial skills in agrifood 
ecosystems have to be backed by valid, up-to-date, and comprehensive scientific 
evidence. Furthermore, such evidence as well as the methods through which data 
were collected and analyzed should be open to public scrutiny. This helps to ensure



that entrepreneurial skills in agrifood ecosystems meet high-quality standards. 
Moreover, it is necessary to engage in independent, rigorous, and comprehensive 
scientific research on skills and their links to specific job tasks, and occupations in 
the agrifood sector. Indicative of the above is the finding of our analysis of the 
relevant literature that “mathematical reasoning,” “proactivity,” “perseverance,” 
“critical mindset,” and “new learning” are competencies/skills that need to be further 
explored empirically to help promote entrepreneurship in agrifood ecosystems. 
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Fig. 1 Mapping “entrepreneurship-related” concepts identified in the literature review to the SCT 
taxonomy 

One source of data for the development of an entrepreneurial skills framework for 
the agrifood eco-systems is experts. Experts, academics, and researchers with an 
in-depth knowledge of the agrifood sector can play a crucial role in the identification 
of entrepreneurial skills types and individual skills, the development of skill descrip-
tions, the creation of skill hierarchies and ontologies, and the rating of entrepreneur-
ial skills in terms of importance and skill level for specific types of businesses in the 
sector (e.g., [2]). On the other hand, a wide variety of practitioners in the field, from 
large food supply-chain managers to small farmer-owners, are likely to be the most 
valid sources of information on the day-to-day tasks that are required to start-up and 
successfully run a business in an agrifood ecosystem (e.g., [26]). They can also offer 
invaluable insights regarding the relative importance and the level of mastery of 
entrepreneurial skills required in the process of setting up a business in an agrifood 
ecosystem. 

As previous studies have demonstrated that there is a gap in skills perceptions 
between employees and employers (e.g., Tsirkas et al. [37]), it is of utmost



importance to engage and draw upon the experiences and perspectives of different 
actors in the field. Job posting information and information on job seekers and 
employers in the agrifood ecosystem published online are sources that can also 
offer invaluable insights. Big data mining and analytics that cluster and map skills to 
occupations are a recent addition to the methods adopted to assist the construction of 
skills/occupations frameworks [7, 30]. 
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An interesting finding of our analysis is that resource management skills are the 
most studied among the 15 entrepreneurship-related concepts identified in Table 1. 
However, resource management represents only a subset of the skills needed to 
promote an entrepreneurial spirit in the agrifood sector. A much broader spectrum of 
skills is needed to spark entrepreneurial behaviors and endeavors. It is thus of great 
importance to discuss the conceptual/theoretical underpinnings, the methods, and the 
data on the basis of which such frameworks are developed, validated, and updated. 
The development of an entrepreneurship skills framework that responds to the needs 
of a particular agrifood ecosystem has to build on synergies between stakeholders 
and take into consideration all the different stakeholder voices in the field, not only 
as implementers but also as active participants in the conceptualization, design, and 
update of such a framework. This approach calls for a wider change in paradigm that 
moves away from top-down generic taxonomies and “global” skills descriptions to 
place-based, bottom-up, and evidence-based understandings of the multiplicity of 
perspectives, life experiences, and local wisdom on what kind of skill combinations 
and skills’ mastery are needed to set-up and successfully run a business within a 
specific agrifood ecosystem. 
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1 Introduction 

In Greece, over the last decade, there has been a growing interest in the fields of 
innovation, especially in the field of environment and the redesign of resource 
management policies [1]. The combined activity in these areas can be described as 
“green innovation”, where the term “green” describes a direction toward the benefit 
of the natural environment and the term “innovation” mainly refers to the application 
of research [2]. The interest in this direction is indirectly justified by the current 
environmental issues and directly justified by the available institutional, legislative, 
and financial incentives, as formed in a National and European framework for 
dealing with the former. 

Indeed, issues of wide influence are able and do shape various trends in human 
activities. In coordinated terms, however, human behaviors can be oriented through 
the legal framework that governs them. All human activities are expected to be in 
harmony with the legal relationships that describe the variables of the system to 
which they belong. This system can be of any nature if it is governed by specific 
legislation. An example is an administrative system, such as a country. In the current 
study, that administrative system is the country of Greece. 

So, at the national level, there are laws and regulations governing the field of 
innovation and the field of the environment. However, there is considerable explor-
atory interest in whether this broader framework can be applied effectively in 
specific areas. Areas with a large footprint in the environment and a significant 
presence in human activities. Such an area of activity is that of the supply chain. 
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A supply chain is behind every economic asset and its management. So, taking 
into consideration the scope of its activities, the reduction of its environmental 
footprint is a major step for green growth. Specifically, supply chain management 
involves the integrated approach to business operations and strategies that involve 
the flow of materials and information from the inbound and outbound ends of a 
business [3]. The companies involved in these processes are the same companies that 
are under pressure and incentives, from overlying systems, to reduce their environ-
mental footprint, because of climate change and the need for this issue to be 
addressed directly by the private sector too. 

In the bibliography, the above is defined as a green supply chain. The green 
supply chain is a process that aims to minimize the ecological impact of a product or 
service. It covers all phases of a product’s life, from the extraction of raw materials, 
the design of products, and their distribution to their final use by consumers, and 
their disposal at the end of their life cycle [4]. Although the green supply chain made 
its appearance in research, it has yet to appear effectively in action, through an 
integrated implementation. 

Green supply chain innovation is critical for attaining operational and financial 
excellence, rather than merely financial performance [5]. Beyond a shared topic of 
multiple interpretations put up by academics via concurrent techniques, green supply 
chain innovation has been interpreted by businesses and literature [6, 7]. Firms may 
be driven to undertake green operations more effectively in order to generate higher 
performance [8], as well as to integrate with customers and suppliers [9]. This 
integration may also be seen as a critical operational capability from the perspective 
of green supply chain innovation [10]. 

Therefore, research requires a complete understanding of the relationship 
between green supply chain innovation and green innovation. Moreover, green 
supply chain innovation gives a chance for enterprises to learn about green supply 
chain innovation in an acceptable manner. Earlier green supply chain innovation 
studies have ignored the potential connection between different types of green 
supply chain innovation [10, 11], while others have overlooked the impact of 
technical advances and operational competencies on green supply chain innovation 
and corporate success [12]. 

2 Purpose of this Paper 

Starting from the interest that has been noted in the field of green innovation and its 
application in supply chain systems, the purpose of this chapter is to evaluate the 
legal framework of Greece in terms of its ability to support the combined develop-
ment of the above sectors. As the object of this study concerns the current legislative 
provisions, qualitative, and posterior evaluations will be carried out. The main 
objective of this chapter is to assess the legal framework in terms of strengths and 
weaknesses that are maintained in the current situation, which may facilitate or 
complicate, respectively, the implementation of practical innovation in supply chain



processes. At the same time, it is important to be evaluated for its prospects and 
potential failures that may occur in future scenarios. A suitable tool that meets the 
above guidelines and is suitable for cases of instructions and regulation is the SWOT 
(strengths, weaknesses, opportunities, and threats) analysis. 
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3 Methodology 

The SWOT analysis, according to the bibliography, concerns the analysis of the 
internal and external environment of an organization, to identify internal advantages 
that can be used to take advantage of opportunities and avoid external threats, while 
limiting its weaknesses [13]. The method’s usefulness applies to cases beyond 
organizations and businesses, such as plans and programs. 

Starting with the internal environment of the legal framework of interest, to 
evaluate its strengths and weaknesses, the main goal and its objectives will be 
identified first. Next, regarding the external environment, the factors that can play 
the role of opportunity or threat will be identified too. At the same time, the major 
institutional framework related to supply chain, innovation, and environmental 
issues will be mapped, as it will be used as an evaluation background. Finally, the 
subjects, the described actions, and the requested results of the targets will be used as 
criteria in the SWOT analysis. 

3.1 Current Situation of the Legal Network 

The existing legal framework needs to be identified as a reference point for the 
targets that will be determined, as it may contain objectives and directions, but also 
as an object of evaluation. For this reason, the main points of the legal framework of 
the country are listed below. Specifically, the regulations and directions that need a 
general application in time and place were collected. That being said, it does not 
include special provisions that do not apply to the whole country and that may 
change in the short term. 

The Constitution of Greece 

When approaching the legal framework for any purpose, it is necessary to include 
the constitution of Greece. The purpose of the constitution is, among other things, to 
indicate how the power will be exercised and to set guidelines so that the rest of the 
regulations and institutional provisions concern the application of the articles it 
contains. The following are the articles related to the current study.



● Article 16: This article establishes that art, science, research, and teaching are free 
and that their development and promotion are the responsibility of the state [14].

● Article 22: This article establishes that work is a right protected by the State, 
which must ensure adequate employment conditions [14]. Those conditions are 
thoroughly described.

● Article 24: The aim of this article is the protection of the environment and 
specifically states, among other things, that the protection of the natural and 
cultural environment is an obligation of the State and a right that everyone 
has [14].

● Article 101: This article mainly consolidates the administrative function of the 
state and creates the level at which the legislation will be applied (Constitution of 
Greece 2013).

● Article 106: In this article, the state is appointed as a planner and a coordinator of 
the country’s economic activity in order, among other things, to protect the 
general interest and to bring economic growth in all sectors [14]. 
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Articles 16, 22, and 24 have been selected as they relate directly to the subject of 
this study, while articles 101 and 106 have been selected as they form an important 
part of the framework defining how the institutional and legal framework is 
implemented. 

Law 4302/2014 

Law 4302 of 2014, as published by the Greek Official Gazette 225/A’/2014, targets 
directly the regulation of supply chain issues [14]. Specifically, issues of all material 
are included with some of the basic articles that represent the structure of the 
legislation being listed below.

● Part A′ 

– Chapter A′ – General provisions 

Article 1 – Definitions 
Article 2 – Scope 
Article 3 – Regime for Exercising Supply Chain Activities 
Article 5 – Green Supply Chain 
Article 6 – Supply Chain Promotion Actions 
Article 7 – Council Establishment for Supply Chain Development and 

Competitiveness 

– Chapter B′ – Storage and Distribution Centers 

Article 8 – Installation and Operation of Storage and Distribution Centers 
Article 10 – Traffic Connections

● Part B′ – National Corporate/Commercial Parks of Supply Chain and other 
Provisions



Article 14 – National Corporate/Commercial Park of Supply Chain 
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It is noted that as is the case with most legislation, the above law has been 
amended several times. For example, the Article on the green supply chain was 
added by Par. 3 of Article 48 of Law 4442/2016. 

Law 4310/2014 

The object of Law 4310 of 2014, as published by the Greek Official Gazette 258/A’/ 
2014, is the promotion of research, technological development, and innovation 
[15]. Specifically, it lays the foundations for the involvement of stakeholders around 
these objects, describes their development incentives of a monetary or rewarding 
nature, and discusses other provisions of interest. 

It is important that this law aims to implement Article 16 of the Constitution and 
that in 2016 it was amended by Law 4386, without of course differentiating its main 
body and its initial goals. The following are the indicative chapters that are included.

● Chapter A′ – Objectives Purposes Meaning of Terms
● Chapter B′ – Planning and Implementation Instruments
● Chapter C′ – Enhancing Technological Development and Innovation Research
● Chapter D′ – Promoting Excellence in Research, Technological Development, 

and Innovation Researcher Mobility
● Chapter E′ – Nuclear Energy Management, Technology, and Radiation Protec-

tion Greek Atomic Energy Committee (GAEC)
● Chapter F′ – Transitional Authorizing Delegated Provisions Supervised 

Organizations 

Law 4864/2021 

This legislation includes regulations for strategic investments and improvement of 
the funding environment through the acceleration of processes, creates a framework 
for tech companies, and deals with other urgent provisions for development [16]. It 
was published by the Greek Official Gazette 237/A’/2021 as a response to the rapid 
growth of start-ups and the tendency to apply research to find solutions to contem-
porary issues. 

Parts of significance in the content of the legislation are the relevant provisions for 
the development law, which are described in particular with Law 4887 of 2022, and 
the third part that legislatively frames the spin-off companies, i.e., the companies that 
implement in business a research result [17].
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Special Framework for Spatial Planning and Sustainable Development 
of Industry 

The present concerns spatial planning and is published by the Greek Official Gazette 
151/AAP/2009. Its purpose is to transform the spatial structure of the national sector 
of industry in the direction of sustainable development, which includes three dimen-
sions: environment, society, and economy [18]. This includes, but is not limited to, 
the following goals:

● Green to protect the environment and promote sustainability
● Social for equality and cohesion
● Economic nature for prosperity and development of the entrepreneurship sector 

Innovation, the environment, and the supply chain are often mentioned within the 
above national plan, sometimes as objectives and sometimes as parts of systems and 
processes. 

3.2 Target and Sub-targets 

For the sake of the present study, the target and sub-targets of the legal framework 
are identified to be used later as evaluation guidelines. The target is derived directly 
from the purpose of the study and is specifically the implementation of green 
innovation in the supply chain. To achieve the above goal, individual sub-targets 
are identified, as formulated below. 

Sub-target 1 – Creation of Incentive Framework for Innovation 
and Green Entrepreneurship 

Encouraging incentives of a monetary and rewarding nature in green and innovative 
actions and initiatives. These include the promotion of green Corporate Social 
Responsibility (CSR) and funding programs. 

Sub-target 2 – Connection of Research and Business Sectors 

A necessary condition for innovation is the business application of research results. 
In addition to cultivating a climate, several issues that may arise during the transfer 
of the idea to the market, such as intellectual property or funding, need to be 
addressed.
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Sub-target 3 – Modernization of Supply Chain Operations 
and Facilitation of Communications Between Individual Flows 

Digital transformation and optimal coordination between logistics process flows can 
result in resource savings. In fact, for a company, it is very important economically 
to effectively coordinate them, especially the main logistics functions that absorb the 
basic costs [19]. It also includes the most efficient way of storage, transport, and 
distribution of products. 

Sub-target 4 – Use of Smart Technologies 

Use of new technologies, such as IoT, to optimize processes and maximize their 
performance and reduce environmental footprint. Examples are smart retail and 
smart logistics [20]. 

Sub-target 5 – Insurance of Flexibility and Adaptability Against Modern 
Issues 

The supply chain, as the process of delivering to the consumer the product that meets 
one or some of its needs, must respond to potential crises that are occurring or may 
occur in the future. An example is the transport sector that, as is expected, will be 
affected by climate change [21]. 

Sub-target 6 – Usability of the Legal Framework 

An important factor is the usability of the legal framework, how easily one navigates 
it and locates what he is looking for, and whether the communication with the 
competent implementing authorities is contributory. 

3.3 The External Factors 

To evaluate the legal framework of Greece in terms of the applicability of green 
innovation in the supply chain, it is necessary to identify the influential factors of the 
external environment. The external environment, in this case, includes the factors 
outside the legal framework of Greece that influence it and, at the same time, can’t  be  
controlled by it. Taking into consideration the number of processes and entities the 
supply chain includes; the variety of influential factors keeps increasing. Supply 
chains facilitate the production of everything, from computers and cars to lifesaving 
medicines and food, and support world trade in goods that are worth almost $20



trillion. End products have up to many thousands of parts, sourced from diverse 
geographies around the world [22]. To lay the groundwork for the SWOT analysis, 
main and modern factors were identified, as they follow. 
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The Economy 

Economic trends and issues have a great influence on the activity of all sectors, 
including supply chain or innovation. The situation or the objective of any economic 
system, such as a country or the whole world, affects individual economic activities, 
like the supply chain or the funding of innovative initiatives. Numerous factors can 
intervene with the selected sectors for this study. For example, the inflation of an 
economic system brings a general increase in the prices of goods and services, 
affecting the supply chain directly. One more factor that affects the supply chain is 
unemployment, as an important factor in the demand for products. Moreover, in the 
case of economic growth of a system, funding directly green innovation is much 
more approachable financially. 

Climate Change and Environment 

One of the most challenging issues the whole world needs to address is climate 
change. Climate change already made its appearance through many events and there 
is a need for integrated adaptations, as it is expected to further intensify in the future 
and affect every part of our lives. The supply chain is expected to undergo a lot of 
difficulties too. For example, drought has already impacted supply chains across the 
world. In Europe specifically, drought has had a significant impact on the flow of 
goods through waterways by reducing the transport flows [22]. Of course, climate 
change has become a keystone for the growth of green innovation, while the planet’s 
resources determine greatly major supply chain functions, like the distribution of 
products, or variables, like the prices of products. 

Geopolitics 

Any main event in geopolitics that may arise can influence significantly the supply 
chain, as the global market and its prices are changing. A recent example is the major 
changes in the supply chain regarding products that come from Russia, whose 
geopolitical behavior brought difficulties for Europe to commerce with. 

Global Health 

Events of health interest, on a global scale, have a significant impact on the supply 
chain, just like the outburst of the COVID-19 pandemic. In this case, the majority of



industries had to change and adapt to the emerging issues and needs, while extreme 
social changes were taking place. The pandemic shifted the industrial activity so that 
some sectors flourished and some others declined, with a great impact on the supply 
chain. For example, because of the pandemic crisis, some shortages emerged, 
resulting in supply chain activity holding up and abrupt price increases. 
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3.4 SWOT Analysis 

To qualitatively evaluate the legal framework, the SWOT analysis method will be 
used, the criteria of which are the strengths, weaknesses, threats, and opportunities of 
the subject under consideration. The advantages arise from the positive effects that 
the legal framework is going to have on the targets, while respectively, the weak-
nesses are reflected as the negative effects. In terms of opportunities, the current 
situation will be studied in terms of its advantages and the possible perspectives will 
be determined. At the same time, the potential threats arise mainly from the devel-
opment that the weaknesses may touch off or from external factors of the spatial, 
institutional and economic system, called Greece. Figure 1, presented below, shows 
the summarized SWOT analysis. 

Strengths 

The current legal framework provides for several incentives to implement innovation 
and green ideas. Specifically, the Green Fund and the 2022 Development Fund are

Strengths 
Adequate financial incentives 

Connection of research and 
entrepreneurship 

Promotion of digital transformation 

Weaknesses 
Complicated and not easy to use 

Does not take sufficient measures 
for the underdeveloped 
technological infrastructure 
Insufficient emphasis on supply 

Opportunities 
Growing development of the 
innovation sector 

Economic benefits for the private 
sector 
Business management optimization 

Threats 
Limited flexibility and adaptability 

Inability to implement interventions 

Modern crises 

Fig. 1 SWOT analysis



some major tools for mobilizing green actions, which could be implemented, among 
other subjects, in supply chain issues. At the same time, with the creation of a 
specific legal framework for spin-off companies, the connection of research with the 
market was significantly supported, while the digital transformation promoted in 
spatial directions is a tool for the modernization of the supply chain.
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Weaknesses 

A major weakness, which characterizes the entire Greek legal framework, is its 
complexity which makes it inaccessible and not easy to use. This is due to the many 
parts and ad hoc amendments, which result in scattered information. At the same 
time, the country’s technological infrastructure, such as that of the Internet, is not 
sufficiently developed and often makes it difficult to use smart technologies. There-
fore, the legal framework has not been able to adequately coordinate the implemen-
tation of competent interventions. The legal framework for the implementation of 
innovative ideas in the supply chain is insufficiently developed, as there are mainly 
partial reports without specific directions in this area. 

Opportunities 

The existing legal framework largely manages to cover the range of issues around 
green innovation and the supply chain. It is an opportunity for the research sector and 
the market to take advantage of it and develop a joint approach. Minimizing the 
resources required in supply chain processes could also mean minimizing financial 
costs, while through digital transformation, the optimization of procedures and 
streamlining of communication could lead to new and more efficient business 
management methods. 

Threats 

The legal framework around the axes of work is newly formed and quite complex 
because of the various amendments it has received. This may limit its ability to 
support the supply chain and green innovation industry on current issues and threats, 
such as climate change, that is, to reduce its flexibility and adaptability. Furthermore, 
the provisions contain several proposals and directions without any clarification for 
their implementation, which may limit the practical development of the sectors under 
this study.



Assessment of the Legal Framework of Greece in Terms. . . 323

4 Discussion 

From the completion of the SWOT analysis, some qualitative conclusions and even 
more topics for discussion emerge. The country has been governed in recent years by 
a climate and a desire for green growth, and importance has been given, among other 
things, to resolving contemporary environmental issues. In this context, the interest 
in green innovation in research and entrepreneurship has increased, while current 
issues such as climate change and Russia’s geopolitical behavior in 2022 have raised 
issues to be resolved particularly in the supply chain. The legal framework trying to 
respond has been significantly shaped, with a certain extent of success. It has 
achieved significant support for new ventures in the field of green innovation and 
in connecting the academic world with the business while providing directions for 
digital transformation. 

However, the legal framework as a whole remains complex, and regarding areas 
of supply chain and green innovation, ad hoc enactments and amendments have been 
made that have not yet been fully adapted to address the issues completely. While the 
supply chain has acquired its framework, it does not have sufficient directions for 
green innovation. Great interest is presented in the development of the supply chain 
sector and how it will be formed through the existing and potential legal interven-
tions. Innovation in Greece has developed a significant momentum that may bring 
many changes in various industries. One of these sectors is the supply chain and 
specifically its management. It is possible that the administrative functions around it 
will be formed and the costs in its partial processes will change to a considerable 
extent. 

At the same time, the various modern crises that occur are expected to affect the 
entire supply chain in a variety of ways. The readiness and adaptability of the 
existing legal framework to ensure its sustainable operation will play a decisive 
role, elements during the SWOT Analysis didn’t appear. Moreover, not only inter-
esting but also alarming is the set of interventions that will arise from the legal 
framework. In particular, whether the discussion concerns legislation or guidelines, 
proposing specific interventions to achieve the goals and their successful implemen-
tation are crucial elements for any possible development scenario, of any sector. 

Ultimately, the institutional framework has met current needs and supports the 
implementation of green innovation in areas such as the supply chain. He has taken 
care of logistics issues and motivated green and innovative applications. However, it 
has been formulated for specific or immediate problems or needs and has not yet 
been sufficiently tested in the implementation, while it also has weaknesses that are 
found in the entire institutional framework of the country. Therefore, the legal 
framework can support the implementation of green innovation in the supply 
chain, but its weaknesses need to be corrected to be able to respond to potential 
problems in the internal environment of the supply chain, but also the external.
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5 Future Work 

Future research could be extended beyond the supply chain sector, toward more 
innovative sectors like knowledge-based firms [23, 24], cryptocurrency organiza-
tions [25–28], centralized payment services and platforms [29] and the wider scope 
of logistics operations and customer analysis [30–33]. Other scientists with similar 
cases are studying similar problems, using modeling and simulation [34–36]. 
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Creation of Knowledge-Based Supply Chain 
Firms: Which Factors Matter? 

Nikos Kanellos 

1 Introduction 

The concept of entrepreneurship is strongly heterogeneous because of the many 
different processes involved in starting up a supply chain firm. Creation factors vary 
by firms’ characteristics like the founders’ motivations and the different environ-
ments where they are growing. As a result, the heterogeneity of entrepreneurship is 
difficult to explain by embracing a general model. It requires a classification of 
supply chain firms according to their specific characteristics, indicating certain 
models of entrepreneurial behavior. In the research, we classified supply chain 
firms in various high-tech industries based on their knowledge-based entrepreneur-
ship characteristics. 

Although these firms are technology-related, we expected most of them to have a 
high stock of knowledge and significant innovation performance. This is not the case 
for the majority of supply chain firms we would expect because a large group of 
supply chain firms is characterized by relatively low-intensity innovation and 
knowledge. Therefore, the fact that a supply chain firm can operate in a high-tech 
sector in the Greek area does not necessarily ensure that this supply chain firm will 
be distinguished for its basic characteristics related to knowledge-intensive entre-
preneurship. That is the existence of an important stock of knowledge and 
innovation. 
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2 The Characteristics of Knowledge in Supply Chain Firms 

Supply chain management is considered a core corporation or process integrator to 
be the firm’s backbone, with every based service supplier to be a complete supply 
chain. This addresses core functions like service-oriented acquisition, service 
manufacturing and deployment, and service merchandise revenues, as well as the 
layout, capacity requirement, and workmanship of service demand from responsive 
service providers to delivery integrators, as well as client efficiency reviews 
[1, 2]. There remains a shortage of skilled management and information processing 
employees throughout the business, leading to the logistics sector’s low industry 
competition and potential growth. The sector’s operational effectiveness is poor 
[3]. To achieve efficient supply chain joint creativity throughout the big data context, 
big data analysis and handling technologies must be used to gather, evaluate, extract, 
and utilize diverse vast data assets [4]. 

The knowledge-based entrepreneurship is a kind of high-potential entrepreneur-
ship [5] and can be a driving force for economic growth; its targeted promotion can 
be achieved by focusing on those factors that can influence it. Such factors may be 
the knowledge and skills of founders, the size of supply chain firms, their ability to 
recognize and exploit opportunities in the market, their export orientation [6], and 
whether they were established before or after the economic crisis. The simple 
assumption that creating new supply chain firms in high-tech sectors will provide 
multiplier effects and benefits for the other economic sectors is not entirely correct. 

To make sense in the search for such supply chain firms in high-tech industries, 
we should consider whether a supply chain firm is distinguished by the technical 
knowledge of its founders, whether it is sufficiently large or has the potential to grow 
in a short time, whether it can adapt to technological changes and produce diverse 
products and services, whether it is extroverted, and whether it was founded by 
taking advantage of a market opportunity rather than the need that may have been 
caused by the economic crisis or the pandemic crisis (COVID-19). 

By the term new supply chain firms, we mean the firms established during the 
decade (from 2000 to 2010) in the context of this research. The choice of this time 
range allows us to see the evolution of many firms after the critical period for their 
survival of the first 3.5 years. This period includes the period when the economic 
crisis occurred both at the international and national levels (2008 and beyond). 

3 The Role of the Founding Team 

Although many empirical studies have highlighted the advantages of founding a 
supply chain firm from a group of founders over a single individual, little has been 
written about how the relationships between aspiring entrepreneurs and the structure 
of the founding team influence launching a new venture. Forster [7] describes the 
difference between the founders of a supply chain firm and the members of a new



venture team and their founding partnerships with other project teams. In the first 
case, the founders have a deeper relationship with their firms. The number of other 
members in a new venture team can change, as opposed to the number of founders 
that is predetermined from the start, despite the reclassifications that can occur after a 
business starts. In the latter case, while the partnerships developed at the founding 
resemble other forms of working groups, they are different because of the greater 
risk taken by the founders compared to the members of a task group, who may even 
be part of a large organization that already exists. Organizations are described as 
complex systems composed of relationships between people and subgroups. The 
human interaction that can exist within an organization can be unlimited but the 
number of bottlenecks. 
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The relationships a person can effectively manage have some limits [8]. Thus, a 
complex system such as an organism is most likely to consist of compact subsystems 
with strong bonds within them. The composition of the founding team and its 
influence on the performance of the supply chain firm are very important in these 
subsystems. Opinions differ in the literature on whether there is a positive or 
negative dependence between the number of founding members and the perfor-
mance of a firm. The advantages of having a large number of founding teams [9] 
because of the amount of knowledge, experience, and wisdom that exists is also 
argued that the stronger and more stable the relationship between the founders, the 
more likely it is to achieve the formation of a new venture. In terms of the negative 
aspects of a large founding team, these relate primarily to the conflict that can arise 
from the different goals of each founder. Many people consider the binary relation to 
be unique [10]. In principle, a relationship between two people is the “basic unit of 
social behavior” and there is some degree of trust compared with larger groups. This 
trust stems from the fact that the goal of each entrepreneur is the success of the 
venture, so the relationship between the two entrepreneurs becomes stronger, thus 
contributing to the success of the whole venture. Conversely, this trust can be lost 
when a third party is involved. In general, the tendency to form a coalition between 
the two reduces the stability of the founding team. 

As a result, the third person in the group left out of the alliance will sooner or later 
give up the venture. However, when there are more than three founders, similar 
results emerge, and binary or ternary alliances exist in larger groups. Relationships 
among founding members influence the start-up and the course of a business; for 
example, William Hewlett and Dave Packard, founders of the well-known company 
HP, simply wanted new engineers to build a business together without knowing its 
scope in advance. The bonds between the pair were strong enough to set the business 
up against all the difficulties that arose in the beginning and to achieve significant 
performance during its development. The two are very strong and are made up of 
relatives, for example, a married couple. The marital relationship is the longest effort 
to achieve the project, whereas when the founding team is not connected to marital 
relations, it is easier to interrupt the process of creating the project if the results 
appear unsuccessful. However, although partnerships between spouses are distin-
guished for the strong bonds they develop, the other partnerships are usually more



heterogeneous, as the choice of the duet is not simply made in the context of a 
relational relationship but only in the effort of creating a supply chain firm. 
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Beckman [11] examines the role that the composition of the founding team plays 
in the behavior of the supply chain firm; when the founders of the firm were 
previously working in the same business, then the new business tends to have an 
exploitation behavior. When the founders come from different companies, then 
exploration qualifies as the most likely behavior. When both occur, the business is 
noted for its ambidexterity. The concept of exploration includes radical innovation, 
new product and market creation, broad search, and discovery, while the concept of 
exploitation involves incremental innovation, application, detail, routine creation, 
local search, and efficiency. In particular, the experience of the founders plays a very 
important role in the behavior of the supply chain firm (explorative or exploitative). 
There is a view that we should not only study what experience it is but also where it 
was acquired; for example, by comparing two three-member founding groups where 
on the one hand we have people coming from Apple while on the other one is from 
Apple, the other from Intel, and the third from HP, then in the first case, the founding 
members share a common language and perceptions while, in the second, experience 
and sources of information are heterogeneous. 

Teams with common linkages from a previous business tend to use operating 
behaviors, improving existing processes, and quickly bringing new products or 
processes to the market. On the other hand, groups with different bonds are primarily 
associated with exploration behaviors such as discovering new ideas and technolog-
ical leadership. We then say that the business is ambidextrous, supporting both the 
implementation of various ideas and practices as well as the discovery of new ones. 
Whether the founders share a common set of perceptions or unique knowledge, they 
will define the strategy of the business; the members of a founding group with 
common links from a previous business share three key things: (1) common lan-
guage (shared perspective and reliability); (2) common organizational culture 
(shared visions and goals); and (3) common narratives and examples of behaviors 
to imitate or avoid. 

According to Schoonhoven et al. [12], when founding groups have previously 
shared work experience, growth levels are higher than in the groups in which it 
occurs they don’t share the experience. In general, these shared perceptions and 
knowledge shared by members of a founding team reinforce the behavior of exploi-
tation. Previous shared work experience also improves time-to-market or strategic 
decision-making as roles and expectations are about to be known. Of course, the 
common starting point such as the founder’s supply chain firm restricts the discovery 
of innovations because of the limited range of experience and knowledge. For supply 
chain firms, whether or not there are previous links between entrepreneurs, to have as 
much information as possible, they should develop links with the external environ-
ment (alliances, professional associations, etc.). Also, the fewer the common links 
between the founders, the greater the external social capital for the firm (due to the 
heterogeneity that exists). 

We then say that the supply chain firm is ambidextrous, supporting both the 
implementation of various ideas and practices as well as the discovery of new ones.



Another important part that different linkages of the business bring is innovation. 
These firms develop exploration behaviors because of their greater range of knowl-
edge and innovativeness. Of course, the risk that supply chain firms face with such 
behavior is what is called the “exploration trap,” which essentially refers to the fact 
that new ideas are continually searched without the previous ideas being fully 
exploited first. The organizational structure of a firm is important for ambidexterity. 
Both exploration behaviors and exploitation behaviors can be run in parallel, but the 
pattern of affiliations in the founding group needs to be looked at to see which supply 
chain firms are capable of applying both behaviors. When the founding teams have 
both kinds of links from a previous business, then they can share perceptions and 
effectively transfer knowledge and support innovation. These paradigms can per-
petuate over time, as founding teams with two types of ties tend to hire managers 
who also have two types of ties. So, firms explore and exploit in the long run, and 
this has benefits captured in business performance. Shared perceptions facilitate 
execution and improve speed, while unique knowledge is more about innovation 
and change [13]. 
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The behavior of a supply chain firm ultimately depends on the “history” of its 
founders. It is the composition of the team that will determine whether the business 
will pursue exploration or exploitation or whether it will be ambidextrous. In the 
latter case, it follows that the founding groups should have significant shared and 
diverse experience in founding. 

4 Creation Factors 

The founders started their degree of agreement regarding business creation factors, 
answering a question that contained 5-point answers. According to the literature 
relating to the reasons why a new venture can be launched and discussed in the 
theoretical part, creation factors can be distinguished according to whether they are 
related to market knowledge and professional experience (cognitive factors), the 
need to work or the expectation of an increase in income (special incentives), the 
recognition and exploitation of technological, and other opportunities and, finally, 
general incentives associated with job independence, social recognition, etc. 

As we observe from the elements in Table 1, four distinct factors are formed. It is 
characteristic that almost all variables in each factor exhibit a very high degree of 
correlation. 

The first factor refers to general motives and consists of the need for personal 
creation, social recognition, and job independence. We are talking about incentives 
that are not directly linked to the individual’s knowledge, his need to work, or the use 
of some opportunity. These are general factors that led to the establishment of the 
business and are related to the expression of personal creation, the perception of 
society for personal success, and the independence that a supply chain firm owner 
enjoys. Cognitive factors are the second distinct factor. This is the knowledge the



founder has about the market and the work experience they have in the industry they 
have founded and the current business. 
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Table 1 Factor analysis of creation factors 

Creation factors Factor 1 Factor 2 Factor 3 Factor 4 

Existence of need for personal creation 0.802 -0.044 -0.039 0.184 

Social recognition 0.764 0.115 0.037 -0.043 

Work independence 0.645 0.142 0.363 -0.097 

Market knowledge -0.013 0.873 0.095 0.011 

Work experience in the same field 0.221 0.821 0.020 0.053 

Job search for livelihood -0.055 0.004 0.862 -0.170 

Expectation for income increase 0.254 0.097 0.776 0.167 

Recognition of a technological opportunity 0.045 0.071 -0.149 0.818 
Recognition of a market opportunity -0.121 0.375 -0.039 0.660 
Utilization of scientific research results 0.094 -0.201 0.134 0.554 
Eigenvalues 2.28 1.71 1.36 1.13 

(variance explained %) 22.86 17.17 13.65 11.3 

Therefore, the key characteristic of this factor is knowledge. The next factor 
summarizes some special motivations. A key feature of this factor is the need for 
work and the expectation of income growth. Therefore, we can claim that there is 
more of a need for entrepreneurship here. On the contrary, the final factor is the 
recognition and exploitation of an opportunity. This opportunity might be either a 
technological opportunity or another one that was present in the market and was 
picked up by the founder who built the supply chain firm. Here are the results from 
scientific research as the basis for the establishment of the firm. 

5 Sources of Knowledge 

The sources of business knowledge are measured by a question that is formulated on 
a Likert scale with possible answers arranged on a 5-point scale. That is, participants 
state the degree of agreement regarding the exploitation of knowledge sources by 
their business for the exploration of new business opportunities, evaluating the 
responses on a 5-level ordered scale (1: none, 5: The dimensions highlighted by 
EFA are as follows: (1) Value chain: Competitors – Customers – Suppliers and 
(2) Scientific: Academic institutions and research institutes – Research programs – 
Scientific journals. That is, the prime factor can be defined as a value chain, as it 
includes all of the variables that make it up such as competitors, customers, and 
suppliers. The other factor concerns the scientific sources of knowledge that a supply 
chain firm can exploit since they contain academic institutions and research insti-
tutes, research programs, and scientific journals. We see, however, a clear distinction 
between these two factors. On the one hand, there is a strong element of the market 
(value chain), while on the other hand, it is the scientific part with what this entails



(scientific sources of knowledge). Table 2 details the results from driver analysis in 
the question examining business sources of knowledge the degree of correlation is 
quite high here. 
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Table 2 Knowledge source 
factors analysis to explore 
new supply chain firm 
opportunities 

Knowledge Sources Factor 1 Factor 2 

Universities and research institutes 0.857 -0.076 

Research programs 0.855 -0.023 

Scientific journals 0.741 0.120 

Competitors -0.007 0.753 
Clients -0.028 0.709 
Suppliers 0.061 0.708 
Eigenvalues 2.01 1.59 

Variance explained % 33.65 26.52 

Table 3 Analyzing factors in supply chain firm networks 

Networks Factor 1 Factor 2 

Opportunities for the exploitation of new technologies and knowledge 0.777 0.118 

Development of new products/services 0.757 0.211 

Exploring opportunities for export activity 0.636 -0.115 

Hiring highly qualified/skilled staff 0.561 0.107 

Settlement of tax and other legal issues -0.047 0.884 
Production and operations management 0.246 0.837 
Eigenvalues 2.21 1.31 

Variance explained % 36.84 21.89 

6 Networks 

The surveyed founders assessed the extent to which their networks contribute to day-
to-day business operations. Two factors emerged from the analysis. The first is about 
exploring opportunities and creating something new. In other words, they are 
opportunities to exploit new technologies, knowledge, and opportunities for export 
activity. This also includes developing new products, services, and hiring the right 
staff to create them. The second factor concerns day-to-day supply chain firm 
operations such as operations, operations management, tax, and legal arrangement. 
Explore opportunities and create something new: Opportunities to exploit new 
technologies and knowledge—Developing new products/services – Exploring 
opportunities for export activity – Hiring highly qualified/skilled staff management 
of daily operations and obligations: Tax and legal settlement—Operations and 
operations management (Table 3). 

Therefore, we note that the two factors differ in the quality of business. One is 
mainly about an opportunity while the other is about simple handling of everyday 
issues.



Obstacles to starting
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7 Barriers to Starting Up 

Another aspect that has been studied is the examination of the factors that made the 
establishment of supply chain firms difficult and the obstacles that arise during their 
operation. Starting from the barriers the aspiring entrepreneur encountered at start-
up, we measure the extent to which they influenced them with a 5-point Likert (1: 
none, 5: to a large extent). From EFA, we could distinguish the following factors: 
(1) Inadequate networking: Inadequate networking from the founder’s professional/ 
educational career to find partners; inadequate networking from the founder’s 
relationships to find partners. (2) Initial investment and bureaucracy: High initial 
capital – Difficulty in accessing sources of finance – Bureaucracy. The first factor 
relates to the inadequate networking that exists on the part of the founder to set up the 
business. These networks concern their professional and educational environment 
and the personal relationships they develop. The second factor relates to the financial 
requirements that exist for starting up, which are the high-potential initial capital 
needed by the industry, and difficult access to various sources of finance. However, 
red tape is included as a major barrier to creating a supply chain firm (Table 4). 

8 Conclusions 

High-tech sectors are seen as pioneers in terms of innovation and have the potential 
to make an economy more competitive by creating new quality jobs and attracting 
new investment funds. However, the Greek supply chain companies operating in 
these sectors are highly heterogeneous and, in several cases, do not meet the basic 
conditions for their classification as knowledge-intensive. The main conclusions that 
emerge from the link between the concept of knowledge-based entrepreneurship and 
supply chain firm innovation reflect the factors that separate different types of 
businesses, depending on the dynamics they present. Firms that are closer to the 
concept of knowledge-based entrepreneurship have more important drivers of

Table 4 Factor analysis of start-up barriers 

Factor 
1 

Factor 
2 

Insufficient networking from the professional/educational career of the 
founder to find partners 

0.921 0.073 

Insufficient networking from the personal relationships of the founder to find 
partners 

0.921 0.101 

High initial capital -0.038 0.809 
Difficulty accessing funding sources 0.256 0.739 
Bureaucracy 0.050 0.682 
Eigenvalues 2.08 1.36 

Variance explained % 41.60 27.38



opportunity recognition and exploitation than other businesses. They leverage their 
networks primarily to explore opportunities and develop new products and services. 
However, some supply chain firms have cognitive factors as the most important 
creators. They have founders with more job experience in the industry and have a 
better knowledge base by exploiting the value chain partners more than any other 
knowledge-intensive supply chain firm to explore new opportunities, but also by 
making greater use of the important networks they develop to manage day-to-day 
operations and explore opportunities [14]. But, in addition to the knowledge factors, 
these two categories of supply chain firms also stand out for the special incentives 
they have to form. The search for a job and the expectation that there may be income 
growth are more suited to supply chain firms that do not show strong innovative 
results. Therefore, state policies concerning the promotion of this type of entrepre-
neurship, which usually refer to sectors with technological content, should be done 
under other conditions and, above all, be targeted at the specific features of Greek 
supply chain firms. Other scientists with similar cases are studying similar problems 
using modeling and simulation [26–29].
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9 Future Work 

More future research could focus on digital innovation in other main high-tech 
sectors of the economy [15, 16], as well as financial technology [17], cryptocurrency 
trade organizations [17–20], and of course the wider scope of logistics and supply 
chain enterprises [21–25]. 
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Knowledge-Based Business Skills 
and Dynamic Capabilities for Supply Chain 
Firms 

Nikos Kanellos 

1 Introduction 

High-tech sectors are generally seen as pioneers in terms of innovation and have the 
potential to make an economy more competitive, creating new quality jobs and 
attracting new investment funds. However, the Greek supply chain firms, aiming to 
improve innovation levels, appear to be highly heterogeneous and, in several cases, 
do not meet the basic requirements for their classification as knowledge intensive. 
The main conclusions that emerge from the link between the concept of knowledge-
based entrepreneurship (KBE) and supply chain business innovation reflect the 
factors that separate different types of supply chain firms, depending on the dynam-
ics they present. 

2 The Importance of Knowledge-Based Entrepreneurship 
in Supply Chain Sector 

Every form of entrepreneurship is based on the exploitation of some kind of 
knowledge, even when it comes to arbitrage opportunities (investment opportunity 
that brings profit without risk). KBE is a special form of entrepreneurship and is 
linked to the so-called knowledge economy, which is characterized by the crucial 
role of ICT, the high proportion of knowledge-intensive activities, the largest capital
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of intangible resources about the corresponding capital of material resources in the 
whole stock capital, and increased R&D costs [1, 2]. KBE is related to activities in 
which the role of creating new knowledge is central to creating value [3].
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Starting from a broader definition of entrepreneurship and incorporating the 
concept of knowledge into it, we consider that: “entrepreneurship is the process of 
creating something new with value, devoting the necessary time and effort to 
knowledge-intensive economic activities, taking on economic, mental and social 
risks, and taking as a reward monetary and personal satisfaction and indepen-
dence” [4, 5]. This definition is based on three key characteristics of entrepreneur-
ship. First is the creation process, and indeed the creation process of something new 
that is of value both to the entrepreneur and to the target audience. Second is the time 
and effort required to create this new one, which must also be operational. All-time 
and effort are estimated only by those involved in the business process. Finally, the 
third important aspect of entrepreneurship that stands out from this definition is the 
assessment of the risks needed to obtain the expected benefits. These risks, despite 
their diversity, focus on economic, psychological, and social areas. When studying 
the KBE phenomenon, it is important to take into account, in particular, the first of 
three key aspects of entrepreneurship. In the context of the article, we will adopt 
some key elements that Malerba and McKelvey [6] present for the concept of KBE. 
Therefore, KBE is linked to the following:

• New firms
• Innovative firms (in terms of knowledge-based processes)
• Firms with significant knowledge intensity in their activities
• Firms that exploit innovative opportunities not only in various sectors
• Firms in collaborative networks [7, 8] 

Therefore, KBE is not just about start-ups. It is more than just new firms. These 
are new and innovative firms with a high knowledge intensity in their activities, 
involved in a process of transforming knowledge into innovation. That is, these firms 
are transforming knowledge into new or significantly improved products and ser-
vices that can be brought to market. They are also firms that exploit innovative 
opportunities in various sectors and achieve through a strategy that pursues sustain-
able competitive advantage. 

Yang and Lin [9] corroborated the significance of knowledge in the supply chain 
for innovation and discovered that regulatory restrictions, corporate management 
dedication, and societal acknowledgment are the primary motivating factors for 
sustainable innovation adoption. According to Khan et al. [10], the deployment of 
sophisticated knowledge and the formation of communication with the global setting 
can overcome many supply chain management constraints. Firms leverage their 
human value to produce extra strategic benefits via interaction in order to accomplish 
greater efficiency in sustainable innovation [11]. Song et al. [12] investigated the 
impact of knowledge transfer in regulating the relationship between sustainable 
knowledge-based skills and innovativeness and proposed that enterprises increase 
their permeable ability to accomplish sustainability initiatives. Nevertheless, it has 
been shown that studies on knowledge management in more sustainable knowledge-
based business skills and manufacturing have gotten limited consideration [13].
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3 Variables of Analysis 

Some of the key features of knowledge-based entrepreneurship are the knowledge 
that is significant in the supply chain firms’ activities, the innovations they create, 
and the networks they form and leverage in their operations. In addition, another 
feature of interest to us in the context of KBE is the “age” of supply chain firms and 
their sector. The focus of the investigation is new supply chain firms operating in 
supply chain sectors, and therefore, the selection of the sampled firms was based on 
their date of establishment and the economic sector in which they operate. Therefore, 
for the first three traits of KBE, it is necessary to have indicators that will allow us to 
measure the specific sizes, while for the other two traits, the initial selection of the 
supply chain firm population was sufficient to satisfy. Below are all the variables that 
were used to determine the characteristics of KBE. 

To classify supply chain firms based on specific traits that they have and which 
are related to the concept of knowledge entrepreneurship, we have used three 
categories of variables. The first category is the knowledge intensity of supply 
chain firms. We distinguish this category into two subcategories of variables: 
(a) sources of knowledge and (b) the business knowledge stock. The sources of 
knowledge contain the internal dimension of the supply chain firms as well as two 
ratios derived from factor analysis: the value chain (competitors – customers – 
suppliers) and the scientific sources of knowledge (academic and research institutes – 
research programs – scientific journals). The firm knowledge stock includes the 
educational level of the founding group (1 = Primary-Secondary-Vocational edu-
cation, 2 = Higher education, 3 = Master, 4 = PhD), the previous professional 
experience of the founders (Experience in founding – Experience in the field), and 
the educational level of employees (same categorization as founders, but considering 
whether it exceeds 75%). The second category is business networking, where here 
too there are two indicators indicated by factor analysis. These are exploring 
opportunities and creating something new (opportunities for exploiting new 
technologies and knowledge – developing new products/services – exploring oppor-
tunities for export activity – hiring highly qualified staff/skills) and managing day-
to-day operations and obligations (addressing tax and other legal issues – operations 
and operations management). The creation or introduction of innovation in the last 
3 years, the introduction of a product from abroad, the introduction of ready 
technology (e.g., equipment) from abroad, the adaptation of technology from 
abroad, the exploitation of results of research activity, either by own means or 
through cooperation, the exploitation of business practices, the modernity of inno-
vations (new for the enterprise – new for the market – new for the international 
market), and the protection of intellectual property in the last 3 years (patents, 
copyrights, trademarks, and confidentiality agreements). 

After classifying the supply chain firms into clusters, we selected variables with 
which comparative analysis can be performed between them. Here, we have four 
categories of variables, where the indexes contained in each have been indicated by 
factor analysis. The first category is the factors of firm creation. This category



includes the general incentives (need for personal creation – social recognition – job 
independence), the knowledge factors (market knowledge – work experience in the 
same industry), the specific incentives (job search for a livelihood – the expectation 
of income growth), the recognition and exploitation of opportunity (recognition of a 
technological opportunity – recognition of a market opportunity – exploitation of 
scientific research results). The second category, which is the obstacles to the 
operation of enterprises, always includes, according to the analysis of the effects, 
the risks and costs of developing technology (high costs for developing technology – 
technological risks – high costs of skilled labor) and the economic crisis (market 
uncertainty – limited domestic demand). The third category, which is concerned with 
business strategy, focuses on new products and new markets (increasing sales by 
offering new products and services – entering new niche markets). The last category 
is innovation barriers, which include innovation uncertainty (uncertainty associated 
with the commercial success of the innovative project – uncertainty in demand for 
innovative products/services – uncertainty associated with the technical part of the 
innovative project) and research requirements (high research and development 
costs – lack of funding for innovation – lack of qualified staff). Comparative analysis 
allows us to confirm the differences between the four supply chain firm clusters by 
using variables that were not used in the classification process, so we try to confirm 
some logical differences that exist between the groups and are associated with the 
selected variables. 
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We propose a classification based on their specific characteristics linked to 
knowledge-intensive entrepreneurship (by cluster analysis technique). The types of 
variables selected for the analysis are divided into three broad categories (Knowl-
edge Intensity – Networks – Innovation). The classification proposed by the results 
of the analysis is particularly useful for studying the differences and relationships 
that the supply chain firms have concerning the concept of knowledge entrepreneur-
ship. It is not just a categorization of the supply chain firms into groups, as it allows 
us to trace the different levels of knowledge, networking, and innovation in firms, to 
draw useful conclusions about the theoretical framework of research. 

The purpose of the cluster analysis approach is to group observations based on 
their similarity to several variables. In the context of the investigation, we have 
applied hierarchical approach methods, which like the other approach offered by the 
SPSS statistical package (K-Means) do not require the existence of a model and rely 
only on algorithmic solutions. The final choice of the number of groups is made after 
the smallest observations in the distance are united at each step (each observation is 
itself a group). 

Based on the analysis carried out, four supply chain firm clusters arise: 
(a) innovative supply chain firms, (b) networking supply chain firms, (c) Research 
& Development (R&D), and (d) low innovation intensity (LII) supply chain firms. 
The name of each group is due to the prices of the three categories of variables 
received by the supply chain firms when compared. More specifically, innovative 
supply chain firms have the highest levels of innovation, networking supply chain 
firms exploit to a greater extent of their networks, either for exploring new



opportunities or for settling everyday issues, R&D supply chain firms innovate, 
using exclusively the results of research carried out within them, and LIIs show 
almost zero rates of innovation. 
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The majority of firms (34.4%) belong to the fourth category, where there are low 
innovation-intensive firms. That is, a key characteristic of KBE, that is innovation, 
does not show or shows it with minimal percentages of a large part of the firms in the 
sample. This result is not at all in line with the fact that the sectors to which these 
firms belong are high-tech sectors, expecting high innovative performance. Next is 
the number of projects in the category of innovative firms with 29.7% and network-
ing firms with 23.5%. The smallest group is R&D firms with only 12.4% in the 
sample. 

Assessing the behavior of each cluster by applying the statistical technique of 
polynomial logistic regression, we consider how to differentiate the selected inde-
pendent variables among the four different supply chain firms’ groups. The selection 
of independent variables was made with five supply chain firms’ components in 
mind. The first involves the founder of the founding group of firms, focusing on the 
most important areas of knowledge and skills. The founders had to select from five 
areas of knowledge and skills the two best areas for themselves in order of preference 
(1 and 2). We isolated the “Industry-Related Technical Knowledge” and “Product 
and Service Design” (where they were the first choice) options as the skills that best 
reflect their professional identity. In our model, we consider both supply chain firm 
resources and in particular their dynamic capabilities; as we have seen, factorial 
analysis has identified two factors that affect business capabilities:

• Ability to adapt to market changes: The supply chain firm follows market trends. 
The supply chain firm responds quickly to changes in demand. The supply chain 
firm immediately responds to the movements of competitors.

• Ability to adapt to technological changes and produce differentiated products: 
The supply chain firm has the flexibility to produce differentiated products and 
services. The supply chain firm can understand and adapt to technological 
change.

• About the human resources of supply chain firms, we have chosen the variable 
relating to the number of employees of enterprises as an average over the last 
3 years: 

– 0 = Enterprises without employees 
– 1 = 1–9 employees 
– 2 = 10–49 employees 
– 3 = 50–249 employees 
– 4 = >250 employees 

The proposed accounting model also includes the variables that reveal the 
extroversion of supply chain firms and the year of their foundation, using as a 
starting point 2008, the year when the first signs of the financial crisis in the market 
began to appear. The general equation discussed can be attributed as follows:
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Firm Group ¼ f TECHNICAL KNOWLEDGE-PRODUCTS; NUMBER OF EMPLOYEES; ADAPTABILITYf
- MARKET CHANGES; ADAPTABILITY

- TECHNOLOGICAL CHANGES; EXPORTS; YEAR OF ESTABLISHMENTg: 

The results of the analysis are presented in detail in the tables below. Note that the 
reference category is the group of LIIs. 

The first comparison is made between innovative and LIIs supply chain firms. We 
observe that four independent variables show statistically significant differences 
between the two groups. The first is exports, with a positive factor B, which 
essentially expresses the positive relationship that exists between this variable and 
innovative supply chain firms. That is, when an enterprise is export-oriented, it is 
more likely to be in the category of innovative enterprises than in that of LIIs. In 
contrast, the greater the ability of a supply chain firm to adapt to market changes is 
(keeping other variables constant), the greater the likelihood that it will be in the LII 
group. 

On the other hand, as the ability of a business to adapt to technological change 
and to produce differentiated products increases, the more likely this business is to 
be innovative. The last variable that identifies a statistically significant difference 
between the two groups is the year when the supply chain firms were founded and, 
more specifically, whether supply chain firms were founded before or after 2008. We 
observe that this variable adversely affects innovative businesses so that the busi-
nesses that were founded more recently and after 2008 are more likely to be LIIs than 
innovative ones (Table 1). 

The next comparison is made between networking supply chain firms and LIIs. 
Here, we observe that an independent variable shows a statistically significant 
difference. It is the ability to adapt to technological change and produce differenti-
ated products and services. The relation is positive, that is, the larger the size of this 
variable, keeping the values of the others stable, the greater the likelihood that a 
business with this feature belongs to the networking supply chain firms rather than to 
the LIIs (Table 2). 

Table 1 Logistic regression results in the supply chain firm group – Case “Innovative supply chain 
firms” (Reference category: LIIs) 

Variables Coefficient (Β) Exp β Confidence limits 

CONSTANT -2.14 (2.96) 

Technical knowledge/product design 0.53 (1.77) 1.701 (0.77) -3.71 

Exports 0.90* (5.00) 2.479 (1.11) (5.49) 
Ability to adapt to market changes -0.61* (4.52) 0.540 (0.30) (0.95) 
Ability to adapt to technological change 0.76* (8.44) 2.147 (1.28) (3.59) 
Number of employees 0.26 (1.35) 1.299 (0.83) (2.01) 

Year of establishment -1.00* (4.90) 2.720 (1.12) (6.59) 
* indicates statistical significance (p) below 5% in parentheses in the column of coefficients B are 
the values of Wald
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Table 2 Accounting regression results in the enterprise group — “Networking supply chain firms” 
case (reference category: LIIs) 

Variables Coefficient (Β) Exp β Confidence limits 

CONSTANT -4.16 (7.92) 

Technical knowledge/product design 0.56 (1.83) 1.767 (0.77) (4.02) 

Exports 0.29 (0.49) 1.349 (0.58) (3.10) 

Ability to adapt to market changes 0.28 (0.75) 1.324 (0.70) (2.49) 

Ability to adapt to technological change 0.71* (6.59) 2.046 (1,18) (3.53) 
Number of employees -0.28 (1.42) 0.753 (0.47) (1.20) 

Year of establishment -0.91 (2.13) 0.403 (0.11) (1.36) 
* indicates statistical significance (p) below 5% in parentheses in the column of coefficients B are 
the values of Wald 

Table 3 Accounting regression results in the enterprise group – “R&D supply chain firms” Case 
(Reference category: LIIs) 

Variables Coefficient (Β) Exp β Confidence limits 

CONSTANT -5.55 (8.53) 

Technical knowledge/product design 1.50* (4.72) 4.515 (1.16) (17.58) 
Exports 0.81 (2.49) 2.259 (0.82) (6.21) 

Ability to adapt to market changes -0.36 (0.82) 0.696 (0.31) (1.52) 

Ability to adapt to technological 
change 

0.83* (4.70) 2.314 (1.08) (4.93) 

Number of employees 0.68* (5.21) 1.992 (1.10) (3.59) 
Year of establishment -20.01** 

(0.00) 
2.027E-
09 

(2.027E-
09) 

(2.027E-
09) 

**, * denote statistical significance (p) below 1% and 5%, respectively in parentheses in the column 
of coefficients B are the values of Wald 

The last comparison is made between R&D supply chain firms and LIIs. A total 
of four independent variables show statistically significant differences between the 
two clusters. Three of them have a positive relationship with the R&D group, while 
one has a negative relationship (negative factor B). In particular, technical knowl-
edge and product design as the most important knowledge and skills areas of the 
founders, the ability of the supply chain firm to perceive technological change and 
have the flexibility to produce differentiated products, and the size of the supply 
chain firm, positively influence a supply chain firm’s R&D integration. Finally, the 
variable showing a negative factor from the data of the analysis is the one related to 
the year of establishment of the supply chain firms and, more specifically, whether a 
supply chain firm was founded before or after the onset of the economic crisis 
(before or after 2008). This parameter suggests that when a supply chain firm has 
been founded more recently and after 2008, it is more likely to belong to the LII 
group. Moreover, as we have seen from the descriptive results of the four clusters, no 
R&D Company has been established since 2008, whereas, on the contrary, 20% of 
LIIs were set up in 2008–2010 (Table 3).
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4 Conclusions 

Regarding the factors that shape knowledge-based entrepreneurship in supply chain 
sectors in the Greek area, it can be seen that the analysis split the supply chain firms 
into four clusters. Three of these four groups present characteristics that are inextri-
cably linked to the concept of knowledge entrepreneurship such as the strong body 
of knowledge supply chain firms can possess and its significant innovative perfor-
mance. These groups of supply chain firms are R&D supply chain firms, Innovative 
supply chain firms, and networking supply chain firms, whereas LIIs do not have all 
the prerequisites of a knowledge-based enterprise. 

The sector-related technical knowledge of the founders as well as their ability to 
design products are two important factors that can differentiate a supply chain firm 
and integrate it into a different business group. More specifically, according to the 
results of the statistical analysis, in the comparison between the clusters of R&D and 
LIIs, we saw that this factor positively affects the supply chain firms belonging to the 
first group. That is, when a supply chain firm is made up of founders or founders 
whose technical knowledge and product design are the knowledge and competence 
areas that best reflect their professional identity, then this supply chain firm is more 
likely to be in the R&D business group than in the LIIs. Therefore, the factor relating 
to knowledge and skills of the founders plays an important role in the formation of 
knowledge-intensive entrepreneurship as more specifically this factor of differenti-
ation makes the R&D business group from the LII business group. 

In addition, the factor relating to the number of employees of supply chain firms 
has a positive impact on a company’s R&D integration. In other words, the higher 
the number of employees, the more likely a company is to be distinguished for its 
better innovation performance and the higher stock of knowledge, with the result that 
it is more likely to join the group of R&D companies than the group of LIIs. 
Therefore, the size of the business influences and shapes knowledge entrepreneur-
ship, as there is a positive relationship between the number of employees and the 
characteristics of knowledge-based entrepreneurship. 

A supply chain firm’s ability to recognize and seize opportunities, as statistical 
analysis suggested, can be divided into two factors: (a) the ability to adapt to changes 
in the market and (b) the ability to adapt to technological changes and to produce 
differentiated products. We observed from the results of the analysis that these two 
factors differ in how they affect knowledge entrepreneurship. In particular, by 
comparing the groups of innovative enterprises and LIIs, we saw that when a supply 
chain firm has the flexibility to produce differentiated products, perceive technolog-
ical changes, and adapt to them (producing “ability to adapt to technological changes 
and produce differentiated products”), then it is more likely to belong to innovative 
enterprises than to LIIs. Conversely, when a supply chain firm simply follows 
market trends, it responds quickly to changes in demand and responds immediately 
to the movements of competitors (factor “ability to adapt to changes in the market”),



then the chances of its inclusion in the LII group of supply chain firms increase. The 
corresponding comparisons made between LIIs and networking supply chain firms 
and R&D supply chain firms also showed that the factor “ability to adapt to 
technological changes and produce differentiated products” differentiates these 
groups of supply chain firms, since when a firm is distinguished for this capacity, 
it is more likely to be a networking or R&D supply chain firm than an LII supply 
chain firm. So, the ability to recognize and exploit opportunities influences 
knowledge-based entrepreneurship and differentiates it according to the forms it 
takes. 
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In most cases, the export activity of a supply chain firm is linked to the added 
value, quality, and innovation of the products it offers since they are also “tested” in 
international markets. By comparing the clusters of supply chain firms with each 
other to determine whether the export orientation of a company varies according to 
the group to which it belongs, we saw that this factor has a positive relationship with 
the innovative supply chain firms. First of all, we should mention here again that the 
groups that export the most are the innovative supply chain firms and also the R&D 
supply chain firms, as 1 in 2 or so are extroverts. By contrast, 61% of networking 
supply chain firms and about 73% of LIIs do not carry out any export activity. 
Therefore, in the comparison between innovative and LIIs supply chain firms where 
there is a clear strategic difference in export orientation, we see that the factor 
“exports” positively affects the former. That is, as the export activity of an enterprise 
increases, it is more likely to be placed in the group of innovative supply chain firms 
than in the group of LIIs. 

About the year of establishment of enterprises, based on 2008, when the first 
signs of the economic crisis were visible, we can observe the following: The supply 
chain firms in the sample are new firms that were established between 2000 and 
2010. However, it was important to consider whether the typology of businesses 
changed before or after the onset of the economic crisis (before or after 2008). From 
the descriptive results related to business clusters, we saw that no R&D firms were 
established after 2008, only 7% of networking firms were established during this 
time, while many more are the innovative and LII firms that were founded when the 
signs of the economic crisis we are now emerging (31% and 20%, respectively). In 
the comparison we made between R&D and LIIs, we saw that the factor relating to 
the year of establishment (before or after 2008) has a negative relationship with the 
former, that is, as the results of the analysis show, the supply chain firms established 
since 2008 are more likely to be LII than R&D. The same factor also positively 
affects LIIs as compared to innovative supply chain firms in their comparison, 
concluding that enterprises established in 2008–2010 are more likely to be LIIs 
than innovative ones [25, 27]. Therefore, whether a business has been set up before 
or after the economic crisis has an impact on knowledge-intensive entrepreneurship, 
and, indeed, from the comparison made between the groups, we have seen that 
supply chain firms that were set up from 2008 onward are more likely to be LIIs 
[26, 28].
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5 Future Work 

Future studies concerning the clarity of the factors affecting supply chain 
knowledge-based business skills [14, 15] should be enhanced and expanded into 
other sectors like cryptocurrency [16–18], centralized payment networks [19], and 
logistics related [20–24]. 
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The Operating Obstacles and the Strategy 
Followed by Greek Innovative Firms 
in the Supply Chain Sector 

Nikos Kanellos 

1 Introduction 

Large investments aimed at creating new knowledge, such as research and develop-
ment activities, do not automatically lead to innovation and economic growth. 
According to Carlsson et al. [1], (a) the factors that facilitate or hinder the transfor-
mation of knowledge into economically usable knowledge and (b) the presence or 
lack of a mechanism that will enable this transformation, significantly determine the 
effectiveness of the transformation of knowledge into innovation and new economic 
activity. Such a mechanism may be knowledge-based entrepreneurship (KBE). This 
chapter examines the factors that influence the operation of a knowledge-based 
supply chain firm, the obstacles it faces in its effort to innovate, the strategy that it 
follows, as well as how it recognizes and exploits the opportunities that arise. 

2 Literature Review 

2.1 Supply Chain Firms and Challenges 

By employing various advancements, the supply chain industry evolution alters 
corporate processes with increased effectiveness, adaptability, and production for a 
greater degree of resilience [2]. The notion of innovative supply chain strategies and 
its connections with corporate permeable capability and entrepreneur performance
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are experimentally investigated [3]. Other analyses are looking into how particular 
expenditures affect sustainable supply chain performance and the function of knowl-
edge sharing and supply chain associates’ accountability [4].
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Although several industrial companies use supply chain management to increase 
operating effectiveness, there are regulations and industry constraints for reducing 
pollution and waste reduction in the production moving processes [5]. Policy 
requirements raise company regulatory and policy knowledge, which promotes 
sustainable supply chain collaboration in many industries [6]. Corporations must 
innovate to enhance their procedures, particularly those for supply chain manage-
ment, in order to reduce costs and enhance operational performance. Researchers 
have addressed supply chain entrepreneurship in domains such as logistics, adver-
tising, and technological advancement [7]. There exist many experimental investi-
gations that explore the relationship between innovation and corporate growth. With 
additional operating areas throughout the world, the difficulty of organizing inno-
vative supply chain operations grows [8]. 

2.2 Resources and Capabilities 

Strategic choices of a business play an important role in its growth and development 
process and determine to a large extent whether it will lead to sustainable compet-
itive advantage. Every new business venture is characterized by its uncertain evo-
lution and the strategy of the entrepreneur will judge whether this uncertainty can be 
overcome [8]. A supply chain firm can be seen as a bundle of unique resources 
[9]. The approach of the firm with this view, although it came to the fore in the 1980s 
and, above all, in the 1990s is not new. The strategy formulated based on the 
resources the firm has at its disposal appears in the literature during the 1960s and 
1970s with the work of Andrews, Christiansen, and Chandler. However, the most 
important resource-based view of the firm is Penrose’s  [10] contribution to the book: 
“The theory of the growth of the firm” [10], which essentially underpinned the 
theory of resources and capabilities. Penrose studies the principles underlying a 
firm’s growth, how fast it can be and how far it can be reached. For Penrose [10], the 
firm is both an administrative organization and a collection of operations resources. 
The resources of the firm consist of the “natural things” of the business that it 
purchases, borrows, or produces for its use and its people, who are hired on such 
terms as to be an effective part of the firm. The heterogeneity of these resources and 
the outcome they produce (products and services) is what makes all businesses 
different. Several examples in the literature relate the evolution of a new venture 
to the impact of internal resources, for example, Westehead et al. [11] report that the 
human capital of a firm, such as the skills and knowledge or previous experience and 
knowledge of the founding team, can influence its competitive strategies and play a 
key role in the future success of start-ups.
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2.3 Technology Resources 

Technological (intangible) resources, such as patents, trade secrets, good reputation, 
and internal culture, can be important sources of competitive advantage, growth, and 
development. Technological knowledge is a resource that can create superior value 
in a supply chain firm, and the use of that knowledge is at the core of KBE. 
According to Strand [12], knowledge is one of the most important resources of the 
supply chain firm and its application is at the heart of value production. For this 
reason, a firm’s patent portfolio is a fairly important aspect of the firm. On the same 
wavelength, Grant [13] sees knowledge as the most strategically important resource 
in the business, underlining the role of the individual, and the business in its 
possession and application. It also raises the issue of transfer of knowledge not 
only between supply chain firms but mainly within the firm. The ease with which 
knowledge is exchanged within a supply chain firm, and in the case of tacit 
knowledge, is a vital task, so communities of practice, groups of people who come 
together regularly to share information and learn about their shared interests, are 
useful for communicating experiences. 

2.4 Organizational Resources 

The organizational resources (or organizational capabilities) of the supply chain 
firm, refer to the complex combinations of tangible (most of which are listed on 
firms’ balance sheets, e.g., facilities, land, and raw materials) and intangible 
resources, together with the people and processes that firms use to turn inputs into 
outputs. They include the coordination and control processes, the learning processes 
within the supply chain firm, and the links it develops with the external environment 
(e.g., networks with other actors such as enterprises, universities, and research 
institutes) for the exchange and dissemination of knowledge, which have a signif-
icant impact on its innovative performance and growth. Teece et al. [14] focused 
their study on the firm’s organizational resources, distinguishing between static 
processes/routines that can be easily repeated in the same way and more dynamic 
ones that create new resources and capabilities in the supply chain firm. 

2.5 External Environment 

The influence of the external environment on new small supply chain firms is also 
important for the process of their growth and development. Begley et al. [15] state 
that factors such as the availability of finance, market, and immediate sectoral 
opportunities, the supply of skilled labor, and government regulation all influence 
the level of entrepreneurial activity. The role of government policies and the general



institutional environment can be very important in fostering entrepreneurial activity 
and the emergence of new technologies and industries. In addition, networks, which 
can be seen either as a subset of factors within the external environment or as an 
autonomous factor, play an important role in knowledge transmission and are 
beginning to become of particular interest in strategic management. The proliferation 
of networking observed in high-tech industries is mainly due to the high costs of 
technology development and the uncertainty of emerging technologies. It is 
extremely important for a new supply chain firm operating in a high-tech industry 
to have access to resources to help it overcome the first difficult obstacles. The 
knowledge resources exchanged can be either tangible resources such as equipment 
and products, or intangible resources such as know-how or trademarks. 
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2.6 Dynamic Capabilities 

In the last 20 years, the dimension of supply chain firm capabilities has appeared 
strongly in the literature and seems to have created a distinct current. Prahalad and 
Hamel [16] introduced the concept of core competencies, describing them as the 
capabilities or skills that permeate all parts of the firm like a strong thread, and 
“bind” them into a single and comprehensive whole. The concept of dynamic 
capabilities, whose founder is considered to be David Teece, is a related concept 
to core competencies, and combines elements from both evolutionary economics and 
strategic management, giving a more dynamic dimension to a strategy that focuses 
on survival and growth of a supply chain firm. It essentially refers to those compe-
tencies that enable companies to integrate, redefine and develop their internal and 
external structures to respond to their competitive environment. The theory of 
dynamic capabilities is quite close to the resource theory of the firm, as it focuses 
on the internal environment of the firm, and although it has begun to form its branch 
of thought, it is essentially an extension of resource theory. Teece et al. [17] typically 
state [18]: “our view of the firm is to some extent richer than that of resource theory. 
It is not only the bundle of resources that is important, but also the mechanisms by 
which a firm learns and accumulates new skills and capabilities, and the forces that 
constrain the pace and direction of this process”. 

It is therefore a dynamic theory of firm resources that goes beyond the critiques of 
the static and equilibrium nature of the “simple” model of resource theory [17], and 
helps us to understand how a supply chain firm’s resources evolve over time and 
therefore, how competitive advantage is maintained. It is linked to several elements 
of KBE, such as innovation, organizational learning, and knowledge management, 
providing a knowledge-based perspective. Moreover, many argue that it is an 
extension of the knowledge-based approach. Also, the processes for developing 
dynamic competencies include methods for structuring R&D, information 
technology-assisted coding, problem-solving, knowledge sharing, knowledge devel-
opment, and absorptive capacity. However, unlike other fields dealing with change-
related issues (organizational learning, innovation, etc.), which we have largely



discussed in the previous sections, dynamic capabilities theory focuses on how 
supply chain firms can change their valuable resources over time. In general, the 
exploitation of resources, including human capital (founders/managers and 
employees), technological capital, and knowledge-based capital, is an important 
part of dynamic capabilities [19]. Looking at the relevant literature, it can be 
concluded that the types of dynamic capabilities are diverse and mainly related to 
functional (zero-level) and dynamic capabilities [20], and first-tier and 
metacapabilities. Ambrosini et al. [21], based on these typologies, developed three 
levels of dynamic competencies: incremental, renewing, and regenerative. The first 
two exploit the existing resource base, while the third assesses and adapts the overall 
portfolio, “allowing the supply chain firm to move away from previous change 
practices toward new dynamic capabilities”. Indeed, they infer the need to study 
the recreational dynamic capabilities in newer firms, and whether the use of dynamic 
capabilities differs across industries and in the perceptions of founders. 
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Teece [21] distinguishes three basic types of capabilities: (1) the ability to sense 
and shape opportunities and threats, (2) the ability to seize opportunities, and (3) the 
ability to maintain competitiveness by enhancing, combining, protecting, and, when 
necessary, redesigning the supply chain firm’s tangible and intangible resources. Let 
us look at some examples of dynamic capabilities. Dynamic capabilities can be R&D 
activities, absorptive capacity [22], product innovation leading to organizational 
renewal [23], reconfiguration of organizational structure [24], etc. According to 
Aragon-Correa and Sharma [25], some factors in the environment affect the devel-
opment of dynamic competencies such as uncertainty and complexity. Various 
forms of uncertainty can occur. When the founder or manager of the supply chain 
firm perceives the business environment as something unpredictable then we talk 
about the uncertainty of the environment. Organizational outcome uncertainty 
occurs when managers have difficulty understanding changes in their general busi-
ness environment, while decision uncertainty refers to managers’ perception that it is 
impossible to predict the consequences of a decision [26]. In terms of complexity, it 
is true that the more factors in the general business environment that the manager 
perceives and the more differences between these factors, the more complex the 
business environment is. When managers perceive the environment to be complex, 
they may find it difficult to identify which dynamic competencies to develop and 
may be unwilling to develop some. Therefore, a supply chain firm is affected 
differently by the factors of the external environment mentioned above, and the 
dynamic capabilities that are developed vary according to the perceptions and role of 
the founder, or generally, the person who manages the business.
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3 Factor Analysis 

We examine the obstacles that an entrepreneur encounters in the process of running 
the supply chain firm. The focus of the research is on new start-ups operating in high-
tech sectors, so the sample companies were selected based on their date of estab-
lishment (between 2000 and 2010) and the economic sector in which they operate. 

The factors are assessed with a 5-point Likert scale question (1: not at all, 5: to a 
great extent), and from the exploratory factor analysis (EFA) we can distinguish the 
following three factors:

• Risk and cost of technology development: high cost for technology development; 
technology risk; high cost of skilled labor

• Economic crisis: market uncertainty; limited domestic demand; limited domestic 
demand

• High taxation 

The first factor relates to the cost and risk involved in technology development. 
The second factor relates to the consequences of the economic crisis and includes 
market uncertainty and limited domestic demand. Finally, the third factor is the high 
taxation faced by companies. We note that the first factor is directly related to the 
sectors in which the supply chain firms under investigation operate, while the other 
two are more related to the external environment of the supply chain firms and the 
economic crisis conditions prevailing at the time of the survey (Table 1). 

3.1 Barriers to the Capacity for Innovation 

In addition, we trace the barriers to supply chain firms’ ability to innovate. And this 
is a 5-point Likert scale question (1: not an important barrier at all, 5: extremely 
important barrier), wherefrom the EFA we could distinguish the following factors:

Table 1 Factor analysis of operating barriers 

Operating barriers Factor 1 Factor 2 Factor 3 

High costs for technology development 0.737 0.122 -0.079 

Technology risk (uncertainty of emerging technologies) 0.701 -0.122 0.427 

High cost of skilled labor 0.651 0.170 0.030 

Market uncertainty/economic crisis -0.030 0.830 0.283 

Limited domestic demand High taxation 0.278 0.800 -0.159 

High taxation 0.053 0.101 0.926 
Eigenvalues 1.90 1.16 1.02 

Variance explained % 31.78 19.32 17.04



• Innovation uncertainty: uncertainty related to the commercial success of the 
innovative project; uncertainty in the demand for innovative products/services; 
uncertainty related to the technical part of the innovative project.

• Research requirements: high expenditure on research and development; lack of 
funding for innovation; lack of qualified personnel.
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Table 2 Factor analysis of barriers to innovation 

Barriers to innovation Factor 1 Factor 2 

Uncertainty related to the commercial success of the innovative project 0.845 -0.009 

Uncertainty in demand for innovative products/services 0.813 0.154 

Uncertainty related to the technical part of the innovative project 0.708 0.326 

High spending on research and development 0.023 0.866 
Lack of funding for innovation 0.125 0.811 
Lack of qualified staff 0.222 0.541 
Eigenvalues 2.47 1.29 

Variance explained % 41.30 21.55 

The first factor is related to the uncertainty inherent in innovation, such as 
uncertainty about the commercial success of the innovative outcome, uncertainty 
about the demand for innovative products and services, and uncertainty about the 
technical part of the innovative project. The second factor relates to the requirements 
inherent in research for the development of innovations, such as the sometimes-high 
costs, the lack of financial resources that may be available, and the lack of qualified 
personnel to work on innovation projects (Table 2). 

3.2 Strategy 

As regards the strategy followed by supply chain firms, the results obtained from the 
EFA lead to the creation of three main factors. More specifically, from the question 
related to the extent to which firms adopt specific strategic choices (1: not at all, 5: to 
a large extent), we obtain the grouping of the following variables:

• New products and new markets: Increasing sales by offering new products/ 
services; entering a new market.

• Increase in sales: Increase in sales by penetrating new markets by offering the 
same products/services.

• Increasing market share: Increasing market share in existing markets by offering 
the same products/services (Table 3). 

The first factor is related to a strategy that aims to increase sales through the 
creation of new products and services and a strategy that focuses on specific markets. 
It can be said that this factor is more suited to supply chain firms that innovate and 
seek opportunities in other market segments. The second factor is again aimed at 
increasing sales, but this time by offering the same products and services in new



Strategy

markets. Therefore, here too there is the characteristic of opportunity-seeking, but 
this does not, however, equate to the development of innovations. Finally, the third 
factor is linked to the strategy of increasing the share of one or more existing markets 
by offering the same products. This factor is therefore also not focused on creating 
something new, but rather on gaining a larger market share than competitors. 
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Table 3 Factor analysis in strategy 

Factor 
1 

Factor 
2 

Factor 
3 

Increase sales by offering new products/services 0.913 -0.026 0.037 

Entry to new markets 0.676 0.441 -0.023 

Increase sales by penetrating new markets by offering the same 
products/services 

0.100 0.944 0.113 

Increase market share in existing markets by offering the same 
products/services 

0.015 0.096 0.993 

Eigenvalues 1.62 1.03 0.74 

Variance explained % 40.53 25.79 18.63 

3.3 Identifying and Exploiting Opportunities 

The last analysis relates to the ability of supply chain firms to identify and exploit 
opportunities. In response to the question on the extent to which firms identify and 
exploit opportunities (1: not at all, 5: to a large extent), we could define the following 
factors:

• Ability to adapt to market changes: The supply chain firm follows market trends. 
The supply chain firm responds quickly to changes in demand. The firm responds 
promptly to the movements of competitors.

• Ability to adapt to technological change and to produce differentiated products: 
The supply chain firm has the flexibility to produce differentiated products/ 
services. The supply chain firm can perceive technological changes and adapt 
to them (Table 4). 

The first factor shows the ability of a supply chain firm to adapt to changes that 
occur in the market, whether they relate to demand or the strategy pursued by its 
competitors. In addition, the firm may have the flexibility to follow trends in the 
market in which it operates. The second factor is linked to a firm’s ability to adapt to 
technological changes and to its ability to produce differentiated products and offer 
customized services. The second factor also comes closer to the innovative perfor-
mance of a supply chain firm.
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Table 4 Analysis of factors in identifying and exploiting opportunities 

Factor 
1 

Factor 
2 

The company follows market trends 0.804 -0.041 

The company responds quickly to changes in demand 0.766 0.315 

The supply chain firm responds immediately to the movements of 
competitors 

0.733 0.206 

The company has the flexibility to produce differentiated products/services 0.025 0.868 
The company can understand and adapt to technological changes 0.269 0.732 
Eigenvalues 2.25 1.02 

Variance explained % 36.89 65.53 

4 Conclusions 

The obstacles that the supply chain companies in question may face are on the one 
hand those related to technology, due to the sectors in which they operate, and on 
the other hand, those related to the economic crisis, as we should not forget that the 
environment in which they operate is characterized by an economic recession. The 
first barrier contains, according to the results of the factor analysis, the risk, and high 
cost of developing technology, but also the high cost of skilled labor that is often 
required. This barrier is more important for supply chain firms that utilize technology 
and that employ people with higher qualifications and possibly higher wages. In 
trying to innovate, these firms take the technological risk required and the high cost 
of developing technology. The second obstacle is the consequences of the economic 
crisis, which are none other than the uncertainty in the market and the limited 
domestic demand. The second barrier affects more the companies that are looking 
for alternative ways to cope with it daily, for example, through innovation or exports. 

The basic strategy followed by a company clearly shows its intentions regarding 
the way it moves within the market and the objectives it wants to achieve. Such a 
strategy can be expected to be followed by supply chain firms that seek to increase 
their sales through the production of innovative products and services, and that seek 
to identify opportunities by penetrating new markets or even very niche market 
segments. The results of the statistical analysis fully confirm this way of thinking. In 
other words, supply chain firms that rely on the innovation process are differentiated 
from other firms that do not focus on developing innovations. These firms also differ 
in terms of the strategy they choose and indeed in terms of offering new products and 
entering new market islands. 

The obstacles that supply chain firms face in their efforts to innovate, the 
statistical analysis has revealed two important obstacles that firms face in their 
efforts to innovate. The first is innovation uncertainty, that is, uncertainty related 
to the commercial success of the innovation project, uncertainty in the demand for 
innovative products and services, and uncertainty related to the technical part of the 
innovation project. The second barrier is the requirements that accompany research, 
namely, high research and development costs, the frequent lack of research funding



funds, and the lack of qualified personnel. Therefore, there are two major obstacles 
for supply chain firms trying to innovate, that they have to overcome to achieve 
their goal: the uncertainty inherent in innovation and the demands of research. 
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Finally, a supply chain firm’s ability to identify and exploit opportunities, as the 
statistical analysis has shown, is divided into two factors: (1) the ability to adapt to 
market changes and (2) the ability to adapt to technological changes and produce 
differentiated products. From the results of the analyses, we observed that these two 
factors differ in the way they affect knowledge entrepreneurship. More specifically, 
when a firm has the flexibility to produce differentiated products and to perceive and 
adapt to technological changes (factor “ability to adapt to technological changes and 
produce differentiated products”), it is more likely to innovate. Conversely, when a 
firm simply follows market trends, responds quickly to changes in demand, and 
responds immediately to competitors’ movements (the “ability to adapt to market 
changes” factor), it is more likely not to innovate. 

5 Future Work 

Similar studies could be performed in other sectors of the economy in order to 
improve the level of knowledge over the strategy and the operating obstacles of 
innovative firms [27, 28], apart from the supply chain sector. These sectors could 
refer to decentralized [29–31] and centralized payment networks [32], as well as 
other sectors [33–37]. Other scientists with similar cases are studying similar 
problems, using modeling and simulation [38–41]. 
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Reengineering Energy Sector SMEs 
to Marketing via Backlinks and Domains 
Strategy 

Kriemadis Thanos and Despina S. Giakomidou 

1 Introduction 

Reengineering for marketing primarily allows for the description of firm assets, 
which are later employed to identify the best marketing concept [1]. Each marketing 
technique has its particular collection of methodology, linkages, interactions, and 
activities, which serve as the fundamental thread in market intelligence. As a 
consequence, the reengineering of the marketing process is synonymous with this 
integration step, and it emerges as a necessary consolidation of advantageous firm 
approaches, marketing automation, and trades. 

Throughout the phase of transformation, each business selects a particular strat-
egy or method to accomplish success and obtain a strategic edge. In volatile 
environments, reengineering might be beneficial. However, using only one opera-
tional instrument to succeed is no longer sufficient [2]. A mixture of successful 
methods may result in a considerable level of efficiency and triumph for the 
company. In reality, the corporate method of reengineering necessitates the concur-
rent development of operations, as well as the structure and maintenance of digital 
technologies, in order to obtain significant gains in speed, expense, reliability, and 
consumer attentiveness to goods and services [3]. 

The present surge of rigorous inquiry about the organizational process of mar-
keting has corresponded with the advent of a revolutionary novel management 
strategy, the process of marketing reengineering [4]. Digital marketing, in its 
broadest sense, relates to promotion given via digital platforms like search engines, 
webpages, social networks, email, and mobile applications. Digital marketing is the
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means by which businesses promote products, services, and trademarks via the use 
of various digital media platforms. Customers largely depend on digital methods to 
conduct marketing research.
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The remainder of this chapter contains a reference overview and ramifications of 
related studies, statistical methods and rollout of the modeling concept, and relevant 
data about the findings and practical application of reengineering SMEs’ marketing 
procedures. 

2 Related Background 

Applying the viewpoint that marketing should be primarily a corporate strategy that 
places consumer pleasure at the center of decision-making, the importance of 
reengineering in marketing may be seen from a very favorable perspective 
[2]. According to the assessment of data acquired with the knowledge that originated 
the impact of reengineering, corporate factors on the effectiveness of the enterprise 
were evaluated, and corporate climate was the factor that had greater importance to 
company performance [5]. As a consequence of international industrial develop-
ments, small and medium-sized firms’ market sensitivity is steadily rising [5]. 

Many firms’ goals are to expand with superior efficiency, produce exceptional 
jobs, reduce the expense of goods and services, and give worth to customers via a 
thorough grasp of their needs. As a result, in a new digital age world, with 
innovations, and powerful rivals, businesses must be successfully and continuously 
developed in order to achieve conceptual and functional performance. The reasons 
for organizational strategic failings include inefficient corporate procedures and a 
shortage of creativity, both of which have major consequences for firms and their 
profitability [6]. It has been shown that the majority of the employed designs struggle 
with several challenges following the deployment of company reengineering when it 
is customarily implemented without taking into account the modifications encircling 
the company’s operations context [7]. 

Web page analytics data applications have already been extensively researched 
and utilized to evaluate the effectiveness of digital marketing approaches. Big Data, 
particularly user satisfaction information and technical aspects of organizations’ 
websites, have been confirmed to be crucial parameters for improving digital 
marketing success in a variety of areas of the economy, ranging from centrally 
controlled and blockchain-based payment networks [8–10] to air carriers and logis-
tics enterprises [11–13]. 

The researchers attempt to replace the gap in the literature considering the 
effectiveness of SMEs reengineering marketing operations to strengthen their 
backlinks and referring domains strategy, thereby increasing the enterprises’ digital 
marketing performance by attracting more new visitors and increasing the time they 
spend on site. As a result, the research concentrated on energy SMEs, and the 
research hypotheses are as follows:



H1: “With increased backlinks and connected domains, energy SMEs can attract 
more new visitors to their website.” 

H2: “The more energy SMEs increase/decrease the connectivity of their website, the 
more the time their visitors spend on it gets affected.” 
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3 Methodology 

By utilizing regression analysis and the simulation tool of fuzzy cognitive mapping 
(FCM), we developed the framework of the methodology. The FCM analysis was 
performed based on Mpelogianni and Groumpos [14] context. In order to perform 
the FCM simulation, we capitalized on the variables’ intercorrelations and regression 
coefficients. Throughout this chapter, the need for reengineering the marketing 
procedures of energy SMEs is promoted, via their websites’ backlinks and domains 
strategy. For analysis purposes, the authors gathered analytic data from 5 innovative 
energy SMEs [15], regarding website visits, visits’ duration, backlinks, and 
connected domains. Above big data gathering was carried out by using platform-
based decision support systems [16]. 

4 Results 

In the results section, as shown in Table 1, the linear regression models of the 
research were deducted, with dependent variables the new visitors and time on site 
metrics of energy SMEs’ websites. As independent variables, the number of 
backlinks, referring domains, direct website traffic, and internal links were used.

Table 1 Energy SMEs’ digital marketing regressions 

Variables Standardized coefficient R2 F p-value 

Dependent: New visitors 
Constant 
Website response 
Backlinks 
Referring domains 
Internal links 
Time on site 

– 
0.381
-1.899 
3.268
-1.145 
2.348 

0.996 52.490 0.104** 
0.138 
0.146 
0.141 
0.123 
0.088 

Dependent: Time on site 
Constant 
Website response 
Backlinks 
Referring domains 
Internal links 

–
-0.118 
1.193
-2.158 
0.650 

0.965 13.613 0.070 
0.539 
0.121 
0.040* 
0.051 

* and ** indicate statistical significance at the 95% and 99% levels, respectively



These variables can affect significantly the performance of SMEs’ websites and 
digital marketing, hence the need for an appropriate reengineering procedure of 
marketing activities.
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It becomes clear that the first regression has p-value = 0.104 above a = 0.05 
significance level, which means it is not overall verified, despite high R2 = 0.996. 
Moreover, none of the independent variables of new visitors’ regression have 
p-values below a = 0.05, so they do not affect the dependent variable significantly. 
This chapter’s first research hypothesis (H1) is rejected, and thus increased backlinks 
and referring domains do not attract more visitors to energy SMEs’ websites. 

Time on site’s regression is not overall verified since its p-value is above the 
significance level of 0.05 (0.070), despite the R2 of 0.965. The independent variable 
of referring domains appears to significantly affect the time visitors spend on energy 
SMEs’ websites, with p-value = 0.040 < a = 0.05. So, this chapter’s second 
hypothesis is verified and the more energy SMEs use to vary the connectivity of 
their website, the more time their visitors spend on it gets affected. 

5 Simulation Model 

The development of the fuzzy cognitive mapping context was performed in the 
simulation section, where two FCM scenarios were executed. These scenarios aimed 
to simulate the outcomes of SMEs website metrics’ modeling. Through the FCM, 
graphical presentations of diagnostic models are performed, deducting cause-and-
effect relationships. For this reason, the MentalModeler [17] platform was capital-
ized, with blue and red arrows indicating the negative and positive correlations of 
variables, respectively. By using the FCM simulations, we aim to point out specific 
metrics and website strategies for SMEs in the energy sector that improve digital 
marketing performance. The author’s intent is to show that, through observing and 
tuning specific website metrics, energy SMEs could attract more new visitors and 
extend the time they stay on their website. FCM outcomes are illustrated in Fig. 1. 

Moving to the scenarios phase, depicted in Fig. 2, we can discern that in Scenario 
1, in order energy SMEs to increase website new visitors and the time they spend on 
it, they should increase the direct traffic, the external and internal links, the response 
time of the website, and decrease the number of its of referral domains and backlinks. 
On the other hand, by increasing the number of their website’ referral domains and 
backlinks, while reducing its direct traffic, the external and internal links, the 
response time, the new visitors, and the time they tend to spend on it are also 
decreased. From FCM, analysis becomes clear that in order for energy SMEs to 
increase their website’s visibility and the engagement of their visitors, they could 
adjust the number of backlinks and referring domains of the website. So, a shift to 
this type of digital marketing activities could benefit SMEs, highlighting the impor-
tance of reengineering to marketing of corporate procedures.
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Fig. 1 Fuzzy cognitive mapping of energy SMEs’ website 

6 Conclusions 

The results that emerged from this chapter relate to the need for SMEs to reengineer 
their core processes to marketing strategies for increased profit. This can be achieved 
by focusing more on marketing activities like increasing or decreasing the number of 
the website’s backlinks and referring domains. Hence, through this research focus 
has been shifted to the marketing strategy of decreasing the number of energy SMEs 
website backlinks and referring domains, in order to increase the number of new 
visitors to their website and the amount of time they tend to spend on it. Other 
scientists with similar cases are studying similar problems, using modeling and 
simulation [18–24]. 

7 Practical Implications 

SMEs in energy markets could potentially benefit from the outcomes of this chapter 
since the implication of backlinks and referring domains strategy increases the time 
their visitors spend on the website. This highlights the efficiency of strategies related 
to reengineering marketing processes.
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Fig. 2 Fuzzy cognitive mapping scenarios 
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SMEs’ Reengineering to Marketing 
in Supply Chain Sector by Focusing 
on Website Improvement 

Kriemadis Thanos and Despina S. Giakomidou 

1 Introduction 

Overall, digital advancement introduces all opportunities and risks to SMEs 
[1]. Since digital innovations and corporate concepts get quite prevalent, they 
impede aging outdated technologies, marketing strategies, process management, 
and relationships with suppliers, presenting the company with novel possibilities. 
Technological advances are “configurations of data, informatics, interaction, and 
interconnection innovations” that potentially evolve strategies and structure. 

Reengineering for marketing initially provides the possibility to describe corpo-
rate resources, and then use them to determine the most suitable marketing orienta-
tion [2]. Every marketing tactic has its own set of methodologies, connectivity, 
conversations, and transactions, and they form the common post in market research. 
As a result, the reengineering to marketing process is synonymous with this unifying 
post, and it emerges as an essential accumulation of beneficial company strategies, 
marketing solutions, and transactions. 

The rest of this chapter includes the related background review and implication of 
research topics, the statistical analysis and deployment of the simulation model and 
at last, information regarding the results and practical implications of reengineering 
to marketing process. 
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2 Related Background 

The digital technology of SMEs is still understudied, especially the focusing 
switches to which emerging technologies promote innovation and disturbances in 
SMEs [3]. A company that has successfully created strategic flexibility could further 
establish yet another conceptual or greater dynamic activities through leveraging 
these skills. Emerging technologies have an exceptional function to perform in 
corporate entrepreneurship [4, 5], particularly in restructuring and changing the 
entrepreneurial process [6]. 

Technological advances have a beneficial impact on entrepreneurial companies. 
According to von Briel et al. [7], information technology behaves as exterior 
influence factors, playing a “possibly precedent character.” SMEs accomplish things 
in this action plan by constructing strategic activities based primarily on digital 
technology acceptance via detecting, utilizing, and modifying [8]. 

Implication of website analytic data has been widely studied and used in order to 
assess the efficacy of digital marketing strategies. More specifically, Big Data, in the 
form of user engagement data and technical factors, has been proven as important 
metrics for enhancing digital marketing performance in various sectors, from cen-
tralized and decentralized payment networks [9–11] to airlines and supply chain 
firms [12–14]. 

From the earlier, the authors try to fill a gap regarding the utility of SMEs’ 
reengineering to marketing processes to improve their website’s technical charac-
teristics, and thus increase the companies’ digital marketing efficiency by attracting 
more organic visits. Hence, the study focused on supply chain SMEs and the 
research hypotheses are the following: 

H1: “The number of visitors a website of supply chain SMEs attract is mostly based 
on its technical characteristics.” 

H2: “Specific characteristics of SMEs’ website can affect the number of keywords 
that lead to their site.” 

3 Methodology 

At this stage, the methodological context of this chapter is presented. The authors 
used regression and correlation analyses for data elaboration, followed by the 
simulation procedure of Fuzzy Cognitive Mapping (FCM) [15]. Regression and 
correlation coefficients were capitalized as inputs for the FCM. In this way, we aim 
to provide important data for highlighting, through simulation, the benefits of 
reengineering to marketing process for SMEs. The authors collected data from five 
innovative SMEs in the supply chain sector [16] during a 3-month period, regarding 
website technical characteristics and digital marketing analytics. These data were 
collected from onsite decision support applications [17] through daily collection and 
observation.
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4 Results 

Throughout the results section, in Table 1, we can see the results of the performed 
linear regressions. Firstly, organic traffic and then organic keywords were used as 
dependent variables and the most common technical characteristics of a website are 
used as independent variables. Some of these characteristics are the raw internal link 
rate, the crawl depth, the page load time, etc., factors that can affect the experience of 
a website user and indicate the need for a turning point in terms of marketing 
performance. 

The first regression is not overall verified with p-Value = 0.113 > a = 0.05, 
despite high R2 = 0.974. None of the individual variables of website technical 
characteristics appears to have a significant impact on organic traffic (significance 
levels above 0.05). So, the first research hypothesis (H1) is rejected, meaning that the 
number of visitors a website of supply chain SMEs attract is not entirely based on its 
technical characteristics. 

Next, organic keywords regression is neither overall verified with p-
Value = 0.114 > a = 0.05, despite also having a significant R2 = 0.973. This 
time, from the individual levels of significance, the raw internal link rate variable 
affects significant the organic keywords in a = 0.05 level, with p-
Value = 0.039 < 0.05. This means that chapter’s second hypothesis (H2) is verified; 
hence, specific characteristics of SMEs’ websites can affect the number of keywords 
that lead to their site. 

Table 1 Supply chain SMEs’ digital marketing regressions 

Variables Standardized Coefficient R2 -Value 

Dependent: Organic Traffic 

Constant 
Raw internal link rate 
Crawl depth 
HTTP Status Code 
Page load time 
Incoming internal links 
Outcoming internal links 
Size of JS_CSS 
Webpage Issues 
Internal Link Rate 

– 
0.107
-0.088 
2.641
-1.522
-0.373 
0.382 
0.398 
1.873 
0.948 

0.974 8.219 0.113 
0.823 
0.719 
0.367 
0.448 
0.149 
0.253 
0.871 
0.494 
0.160 

Dependent: Organic Keywords 

Constant 
Raw internal link rate 
Crawl depth 
HTTP Status Code 
Page load time 
Incoming internal links 
Outcoming internal links 
Size of JS_CSS 
Webpage Issues 
Internal Link Rate 

–
-2.079 
0.172
-1.170 
0.872 
0.059
-0.129 
0.026
-1.608 
1.383 

0.973 8.127 0.114 
0.039* 
0.506 
0.661 
0.647 
0.755 
0.645 
0.992 
0.553 
0.086 

* and ** indicate statistical significance at the 95% and 99% levels respectively
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5 Simulation Model 

For simulation reasons, we developed a Fuzzy Cognitive Mapping framework and 
performed two scenarios regarding technical characteristics’ values of SMEs 
websites. FCM is an exploratory model that uses graphical illustrations to depict 
inferential reasoning. This can be performed through the MentalModeler onsite 
platform [18]. FCM has many layers of cause-and-effect relationships among its 
variables, which are depicted by blue and red arrows that show the extend and the 
type (positive or negative accordingly) of the variables’ relationship. In Fig. 1, we  
can observe the developed Fuzzy Cognitive Map for the simulation analysis of 
SMEs’ websites. The purpose of the FCM Scenarios is to discern the factors that 
enhance the digital marketing performance of SMEs through evaluating their 
websites. This enhancement can be achieved via increasing organic traffic and 
decreasing organic keywords variation. 

In the following scenarios, as shown in Fig. 2, we can see at Scenario 1 that an 
improvement in all of the technical characteristics and factors of supply chain SMEs’ 
websites leads to higher organic traffic and lesser organic keywords variation. 
Scenario 2 shows that a decrease in all technical characteristics’ values leads to a 
deterioration of organic traffic and to an increase in the variation of organic key-
words. Since the improvement of SMEs website technical characteristics offers 
enhanced digital marketing efficiency, by attracting more organic visitors and 
limiting keywords’ variation, a shift to analogous marketing strategies could benefit 
supply chain SMEs. 

Organic Keywords Organic Traffic 

ILR 

Page Load Time 

HTTP Status Code 

Incoming Internal Links 

JSS & CSS Size 

Raw ILR Crawl Depth 

Webpage Issues 

Outcoming Internal Links 

__ 

_ 

_ 

_ 

_ 

_ 

_ 

+ 

+ 

+ 

++ 

++ 

+ 

_ 

Fig. 1 Fuzzy cognitive mapping of supply chain SMEs’ website
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Fig. 2 Fuzzy cognitive mapping scenarios 

6 Conclusions 

Having analyzed the technical characteristics of SMEs’ websites, the authors aim to 
highlight the importance of marketing reengineering strategy for SMEs in the supply 
chain sector. This chapter focused on whether the enhancement of specific technical 
characteristics of SMEs’ websites can improve the results of their digital marketing 
performance. Hence, through regression and simulation analysis, there can be seen 
that organic visits of SMEs were increased and organic keywords variation was 
decreased, highlighting the requirement of reengineering to marketing for better 
corporate efficiency. Other scientists with similar cases are studying similar prob-
lems, using modeling and simulation [19–25].
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7 Practical Implications 

The practical implications for SMEs in supply chain sector could be the suggestion 
of their webpage technical characteristics that can attract more organic visits to the 
website, thus emphasizing on the benefits of reengineering to marketing strategies. 
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Part V 
Markets, Supply Chains and Value Chains 
Giannis T. Tsoulfas 

Description: This symposium attempts to explore contemporary developments in 
supply chains and value chains management and their implications in local, national, 
regional and international markets. The scope is to analyse the relationships among 
various stakeholders as well as the critical parameters and constraints that shape the 
efficiency, the performance and the competitiveness of businesses, organisations and 
sectors. Moreover, the drivers that lead to radical organisational transformation and 
evolution are investigated with the use of theoretical frameworks and empirical 
evidence. As advances in supply chains and value chains are increasingly used in 
order to achieve sustainable competitive advantage in global markets, they are 
nowadays regarded as of strategic importance for companies and organisations. 
Moreover, the contribution of various stakeholders is necessary not only for the 
narrow objectives of supply and value chains, but in order to join forces for 
addressing various sustainability challenges associated with the operations of those 
chains. 
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Continuity Management Systems 
in Healthcare Supply Chain in Times 
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Adriana Galoutzi, Panos T. Chountalas , and Giannis T. Tsoulfas 

1 Introduction 

The volatile business environment causes increased uncertainty with unexpected 
risks [1, 5]. Global supply chains, in particular, are more vulnerable due to unique 
internal operational and external physical or human risks [37]. However, most 
companies are not adequately prepared for the challenges they face in their supply 
chain, and managers do very little to prevent related risks [34]. Especially in the last 
20 years, the major crises and disasters around the world have demonstrated how 
vulnerable businesses can become and how necessary it is to adopt a structured 
approach to risk management and business continuity [17, 35]. 

Supply-chain risk management can be defined as “the identification, assessment, 
treatment, and monitoring of supply-chain risks, with the aid of the internal imple-
mentation of tools, techniques, and strategies and of external coordination and 
collaboration with supply-chain members so as to reduce vulnerability and ensure 
continuity coupled with profitability, leading to competitive advantage” [10]. The 
standard dealing with risk management is ISO 31000. It is not certifiable but can be 
implemented and integrated into existing management systems and, more com-
monly, in ISO 9001 for quality management [4, 15]. From a business continuity 
perspective, supply-chain risk management manages exposure to severe business
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disruptions arising from risk within and outside the supply chain [10]. The business 
continuity management standard is ISO 22301; it is certifiable and provides a 
comprehensive framework for building business resilience.
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The importance of the combined approach between business continuity and risk 
management processes has already been highlighted in the literature [2, 8, 12]. This 
approach is fully applicable in the vulnerable area of the supply chain, as shown by 
relevant research [9, 18, 24, 28]. In particular, when a supply chain implements risk 
management along with business continuity practices, it creates a competitive 
advantage as it continually develops skills to become more resilient [19, 20]. In 
this context, it is proposed for organizations to develop a business impact analysis 
first, then risk management and assessment, and, finally, the business continuity plan 
or the disaster recovery plan [3]. 

From the previous considerations, risk management and business continuity in 
the supply chain is an attractive and popular research area [35] and is of great interest 
to academics and researchers as an emerging and promising field [25]. Suresh et al. 
[26] recently argued a critical need to reconcile and synthesize both approaches to 
enable supply chains to adopt a coherent methodology. In line with this suggestion, 
the purpose of this chapter is to provide a deeper understanding of the combined 
approach between business continuity and risk management processes, specifically 
in supply chains, with a particular focus on procurement. A company dealing with 
the sale and distribution of medical devices was chosen as a research setting since its 
operation requires special attention to the objectives of business continuity and risk 
management. 

The chapter is structured as follows: First, the methodological approach is 
presented. Next, the case study results are presented, focusing on how the combined 
implementation of the risk and business continuity management systems helped the 
company successfully handle the crises of capital controls and the COVID-19 
pandemic. Finally, some concluding remarks are outlined. 

2 Research Method 

This section presents the research design selected for this study, including the 
procedures for case selection and data collection, coding, and analysis. 

2.1 Research Design 

This chapter aims to demonstrate the importance of the combined implementation of 
risk management and business continuity standards in the supply chain. The need to 
better understand such a complex phenomenon through direct observation in a 
natural setting led to the choice of a case study analysis as a basis for developing 
the research design [23, 36]. For the specific purpose of this study, a single case was



selected since this is considered appropriate for exploratory investigations [7]. Fur-
thermore, a single case provides a greater opportunity for in-depth observations [33] 
and thus enables a more careful study [6]. Several researchers used a similar research 
approach in their studies on business continuity and risk management [13, 21, 22, 
29, 30]. 
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2.2 Case Selection 

For the case study analysis, a Greek company was chosen that holds a leading 
position in the Greek market of sales and distribution of medical devices. Operating 
as a hospital supply hub, it has undertaken all the relevant supplies of one of the 
largest groups in the Greek health sector. Hospitals are very complex supply 
networks, as they process thousands of materials per day, the orders response time 
must be very short, and the satisfaction of demand must be completely reliable. 

The company is the only Greek company in this industry certified for business 
continuity management (ISO 22301), aiming to protect its activity from unforeseen 
risks and emergencies. The company is also certified to ISO 9001 (Quality Manage-
ment System) and ISO 13485 (Quality Management System for Medical Devices). 
For the specific application of the risk management-related requirements of the ISO 
9001 and ISO 13485 standards, the company uses the guidelines of the 
non-certifiable standard ISO 31000 (Risk management—Guidelines). 

The company experienced the two major crises that hit the Greek companies 
during the last years: the capital controls imposed in Greece in 2015 and the COVID-
19 pandemic that started in 2019. Capital controls were implemented on bank 
transfers from Greek to foreign banks in June 2015, after the European Central 
Bank’s decision not to increase further the level of its Emergency Liquidity Assis-
tance for Greek banks. To prevent the collapse of the Greek banking system, the 
Greek government decided to close the Greek banks for 20 days and impose 
limitations on cash withdrawals. This major crisis caused serious trouble to Greek 
businesses, especially those trading cross-border [32]. The COVID-19 pandemic 
started in Wuhan, China, in December 2019 and has since spread around the world. 
The first case in Greece was confirmed in late February 2020. Since then, more than 
600,000 cases and 14,000 deaths have been officially reported (as of September 
15, 2021). As a result, several lockdowns and restrictions were imposed at a national 
or local level, testing the resilience of all businesses worldwide, and especially SMEs 
[11, 27]. 

The abovementioned characteristics render the company an interesting field of 
study in which one can explore the combined implementation of business continuity 
and risk management standards in the supply chain under the pressure of two severe 
crises.
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2.3 Data Collection Procedures 

Multiple data collection methods were employed to ensure data triangulation. These 
included interviewswith executives such as the CEO andQualityManager, a review of 
the company's management system documentation like manuals and procedures, and 
field observations, particularly focusing on critical processes like ordering, storing, and 
distributing medical devices. In this study, triangulation occurs within a given meth-
odology (i.e., case study); therefore, it pertains to within-method forms of triangulation 
[31]. The purpose of triangulation, as employed here, is the confirmation of data [14]. 

2.4 Data Coding and Analysis 

Each interview was transcribed and analyzed with specialized software (i.e., QDA 
Miner). The researchers conducted iterative screening to identify the highlights of 
the interviews and subsequently categorize and code the results. At the same time, 
several other issues referenced multiple times by the interviewees were obtained. 
Furthermore, a qualitative comparison was made between the interviews and the 
documented procedures to verify that what was said was valid. Validation of these 
data (as derived from interviews and documents) was completed by further cross-
checking them with the data gathered from observations at site visits. 

3 Results 

As a prerequisite for the effectiveness of business continuity management, a com-
pany should know how to mitigate the potential risks that threaten its business 
operations. That is why the company under study applies the Business Impact 
Analysis Framework based on the ISO 22301 standard in combination with the 
Risk Management and Assessment Framework based on the ISO 31000 standard. 
The outcomes of these two frameworks form the basis for the business continuity 
plan (as shown in Fig. 1), which the company implements in cases of threats. The 
above methodology results in the combined implementation of business continuity 
with risk management and thus enhances the company’s resilience. 

Fig. 1 The combined implementation of business continuity with risk management
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In recent years, the company has faced two severe crises, which had never 
appeared in Greece: the imposition of capital controls in 2015 and the COVID-19 
that started in 2019. The financial risks posed by these crises were not identified in 
time by the company. Therefore, they were not analyzed in the Risk Matrix nor 
subsequently documented in the business continuity plans. Thus, the company relied 
on some paradigms in the existing business continuity plans, which were deemed 
appropriate to deal with the two abovementioned unforeseen crises. 

Specifically, when capital controls were imposed, an urgent meeting was held by 
the Crisis Management Team. Having experience from the existing business conti-
nuity plans, the team sought paradigms to deal with suppliers’ inability to meet 
demand. These paradigms were similar to the situation the company was facing 
during the capital controls crisis. So, based on these paradigms, the company 
immediately took specific actions to continue its operation and ensure the 
uninterrupted service of its customers. Initially, their customers were categorized 
as critical, important, and minor through ABC Analysis. The company’s information 
systems (i.e., Enterprise Resource Planning and Warehouse Management System) 
enabled the location of the materials and the specific quantities allocated in the 
customers’ categories. This action was followed by an inspection of the materials 
inventory in the company’s warehouse and an estimation of how long this inventory 
could cover the customers’ demand under each category 

From that moment on, when a customer placed an order, the company filtered the 
materials, and depending on the quantity requested by the customer, the available 
inventory, and the customers’ category, one of the following alternatives was 
followed: send the entire ordered quantity; inform the customer that they would 
receive half the ordered quantity; inform the customer that they would receive 
one-third of the ordered quantity. The earlier process ran dynamically for the 
customers’ categories. 

However, the biggest problems would occur when the quantities of materials 
available in the company’s warehouse ran out. To avoid this situation, the company 
initially increased the quantity per order to its suppliers so that the inventory would 
last more than previously planned. The warehouse, in its regular operation, used a 
safety stock of 20 days. To manage this new situation, the company proceeded with a 
larger quantity of orders that made the safety stock last for 30 days. It is important to 
note that the company orders from a wide range of suppliers in Greece and abroad. In 
the first days of the capital controls, the local suppliers smoothly supplied the 
company with the requested quantities. If one of the main suppliers did not have 
the ordered quantities available, the company used its pool of alternative suppliers, 
which was part of the existing business continuity plan. Furthermore, all the items 
distributed by the company have at least one alternative material, which the Quality 
Department has evaluated in advance. The employees of the Procurement Depart-
ment were trained to use information systems to immediately find the alternative 
materials for each item if needed. 

When the stocks of the local suppliers started to run out, and they could not 
supply the company anymore, the company made direct purchases from abroad. An 
issue that the company faced with foreign suppliers was that some demanded



immediate payment, even if credit had been agreed beforehand, because they no 
longer trusted the financial situation in Greece. Fortunately, the company never had 
liquidity problems, so it could make direct payments to its suppliers. 
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The previous experience of crisis management in the case of capital controls was 
used 5 years later in the COVID-19 pandemic. In addition to the abovementioned 
actions, during the pandemic, there was a schedule of orders and deliveries 
depending on the needs and safety levels for some months ahead. The company 
had significantly increased the safety stock in line with the cooperating hospitals’ 
demand. Additional materials were also added to the list of critical materials. This 
was a crucial element in the ordering of the coming months. 

As with capital controls, the company had many alternative suppliers, especially 
for the critical materials. All potential suppliers (main and alternative) were 
pre-evaluated. Thus, if a major supplier could not meet the demand, the company 
could turn to alternative suppliers. In addition, all the required safety measures were 
used (temperature measurement, teleworking, occupational physician, etc.), ensur-
ing the company’s continued operation and the satisfaction of its customers’ orders 
without delays or interruptions in deliveries. A particularly crucial element was the 
company’s communication with the hospitals and its customers to immediately 
identify their needs and be directly informed about any problem occurring. 

4 Conclusion 

In this chapter, the role of the combined implementation of the ISO 22301 and ISO 
31000 standards for business continuity and risk management, respectively, was 
highlighted, especially for the treatment of severe crises that could not be predicted 
in time. 

Specifically, a case study was presented of a Greek company dealing with the sale 
and distribution of medical devices that experienced two major crises within a period 
of 5 years (i.e., capital controls and the COVID-19 pandemic). The financial risks 
posed by these two crises to the company’s supply chain were unpredictable. 
According to Ojha et al. [18], it is not possible to implement a strictly standardized 
process for crisis treatment because every crisis is unique, and the same treatment 
will not be effective in all crisis scenarios. However, in the case study presented here, 
even though the specific risks were not identified in time, the company used the 
experience from the implementation of the ISO 22301 and ISO 31000 standards and 
immediately recognized the possible consequences and which of the predefined 
paradigms would be more effective to be used in the treatment of the new crises. 

Following specific actions, the company managed to satisfy all customers ade-
quately and at the same time survive under challenging conditions. This was mainly 
due to safety stock control practices and the use of alternative suppliers, especially in 
cases where the main suppliers could not supply critical materials. This finding 
confirms the research of Lavastre et al. ([16]), who identified these practices as



highly effective for mitigating supply-chain risks. Future research could generate 
consensus around this issue among different business sectors. However, other 
scientists with similar cases are studying similar problems, using modeling and 
simulation [38–41]. 
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Green Supply Chain Management 
in the Greek Construction Industry 

Eleni Marinaki, Anastasia Constantelou , and Giannis T. Tsoulfas 

1 Introduction 

The growing emphasis on sustainability and the shift towards greening have been 
noticeable trends in recent decades and have brought changes in many sectors of 
human activity. Supply chains (SCs) are an integral part of organizations as they 
combine, coordinate, and integrate their entire spectrum of functions and processes. 
This applies not only within but also across different organizations, which form parts 
of wider, even global value chains. Thus, SCs could not have been left intact from 
the global shift towards a greener, more sustainable future. 

Since the 2010s, the greening of the SCs has only been meaningful through a 
holistic and integrated approach. Green practices, processes, projects, and goals 
cannot be dispersed and divided anymore; rather, organizations have recognized 
that the entire SC must become greener [13]. GSCM has emerged because of 
pressures from institutions, governments, stakeholders, and citizens. Simply moni-
toring organizations’ environmental management programs on a reactive basis is no 
longer adequate. Organizations must now take proactive measures to avoid pollution
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rather than just ignore it. According to Srivastava [18], these proactive methods are 
accomplished through multiple Rs: reduce, reuse, refurbish, rework, reclaim, reman-
ufacture, recycle, and reverse logistics. As a result, the green component in SCM 
incorporates environmental concerns across the whole SC, from product design and 
material procurement through operations and manufacturing, transportation and 
delivery to end users, and end-of-life management.
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Ahi and Searcy [1] reported 22 unique definitions of GSCM in their comparative 
literature review of definitions for green and sustainable supply chain management, 
focused on environmental, long-term, economic, and stakeholder aspects of corpo-
rate sustainability. According to Srivastava’s seminal paper [18], GSCM is defined 
as ‘integrating environmental thinking into SCM, including product design, material 
sourcing and selection, manufacturing processes, delivery of the final product to the 
consumers as well as end-of-life management of the product after its useful life’. 
Green operations refer to an organization’s operational life cycle, which incorporates 
green thinking in material acquisition and sourcing, production/manufacturing, and 
product distribution, as well as reverse logistics methods. Finally, waste reduction in 
SCs is also included in GSCM. This is accomplished by waste management and 
organizational methods such as the different Rs [6]. 

This study aims to investigate the major GSCM practices followed by large 
construction companies in Greece. The emphasis lies on the fundamental factors 
that prompt for the adoption of such practices, the major barriers that construction 
companies face in the adoption of GSCM, and the metrics that quantify their 
influence on performance. The findings are derived from a questionnaire-based 
survey addressed to key GSCM-related staff of eligible Greek construction compa-
nies. Overall, the empirical study demonstrates that prominent Greek contractors 
understand the significance of GSCM and the shift towards greener, environmentally 
conscious and sustainable constructions’ building. However, more effort needs to be 
put to make green practices part of contractors’ day-to-day operations. This goes 
beyond mere interventions in the legislative framework to include a cultural shift and 
individual inclination towards greening. 

2 GSCM in the Construction Industry 

The SC in the construction business has several traits that are not found in other 
industries. In order to properly accomplish a project, developers, architects, contrac-
tors and subcontractors, suppliers, consumers, and end-users must seamlessly com-
municate upstream and downward a complicated SC. The number of different 
organizations that make up a construction project’s SC might range from hundreds 
to thousands, depending on the nature and complexity of the project [4]. As a result, 
there is a need to structure and manage this complex network from the perspective of 
stakeholders, with the goal of incorporating the benefits of SCM, which have been 
recognized and acknowledged in other industries. Furthermore, SCM adoption in the 
construction sector may increase performance and contribute to time and cost 
savings for those companies who use it [6].
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According to the 2020 Global Status Report for Buildings and Construction [20], 
the building and construction industry used 35% of global energy and emitted 38% 
of global CO2 emissions in 2019. Since 2016, the industry has been steadily losing 
ground in relation to the Paris Agreement’s goal of attaining net-zero emissions by 
2050. Furthermore, according to Durdyev et al. [9], the building sector consumes 
40% of raw materials and 25% of timber globally, creates 40% of solid waste 
globally, and uses 16% of the world’s water. 

At the same time, due to rising environmental consciousness and legislative 
limits, efforts to “go green” in construction have incorporated the green concept 
into SCM. As a result, the idea of GSCM arose and began to find application in both 
research and practice, with the potential for continued evolution in the area. 

The ongoing COVID-19 epidemic has led to a significant reduction in worldwide 
building activity in 2020 compared to 2019 [20]. For the coming years, this might 
have a short-term positive influence on the industry’s energy use and total environ-
mental impact. However, as economies attempt to recover and flourish, this brief 
window of opportunity can be viewed as a chance for governments and construction 
industry practitioners to reevaluate their approach towards a greener and more 
sustainable business to stay up with global mandates. 

3 The Construction Sector in Greece 

In Greece, construction is one of the most important economic activities in the 
country, although it faced a significant decrease during the period of the economic 
crisis. The Greek construction sector is responsible for the planning and implemen-
tation of numerous projects and activities, boosting the productivity of the Greek 
economy and promoting growth and development in the country. From residential 
buildings to roads, railways, ports, and industrial installations, and from the devel-
opment of major building projects to specialized construction activities, such as 
demolitions, refinishing works, electrical, mechanical, and other installations, the 
Greek construction sector is responsible for the planning and implementation of 
numerous projects and activities. 

The broader construction sector is a highly significant keystone of the Greek 
economy. Although the total investment cost for construction projects shrank from 
€34.1 billion to €9.6 billion over the period 2007 to 2017, the sector still presents 
significant facts and figures, according to the 2019 Report of the Foundation For 
Economic & Industrial Research titled ‘The Development Perspectives of Construc-
tions in Greece’. The value added of the construction sector was €10.8 billion in 
2017, accounting for 5.2% of Greece’s GDP. 

According to Greece Country Profile of the European Construction Industry 
Observatory, published in October 2020 [8], the sector showed some signs of 
recovery between 2017 and 2019, but statistics are still substantially below those 
of 2010. In 2019, the wide construction sector employed over 280,000 people, with 
the narrow construction sub-sector employing around 55% of the total workforce. In



2019, the whole construction industry employed 5.6% of the country’s total work-
force, including architectural and engineering activities, manufacturing, and the real 
estate sub-sectors. It had a total turnover of €20.3 billion and a total value added of 
€6 billion, with the narrow construction sector accounting for 54.8% (€3.3 billion) of 
the total. 
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Despite the sector’s total size and contribution to the Greek economy, its volume 
appears to be unevenly distributed across the participating businesses. The great 
majority of construction organizations are micro-sized, consisting of either self-
employed individuals or businesses with less than ten employees. 

Although the sector appears to be lagging behind that of other European countries 
and has yet to overcome the slowdown and complications brought in by the previous 
decade’s economic crisis, the resumption of procedures for long-stalled large invest-
ments, combined with the real estate activity’s growth, could signal positive pros-
pects. However, the COVID-19 pandemic has brought severe delays in these plans. 
Although building in Greece did not halt during the lockdowns, the current scenario 
has harmed construction owing to contract delays and higher implementation costs 
due to force majeure or safety concerns. 

With regard to environmental protection, the industry looks to be ill-prepared for 
the implementation of the country’s climate and energy strategy plan. According to 
the European Construction Sector Observatory [11], despite significant advance-
ments, the sector continues to rely on traditional landfilling and waste disposal 
processes. The large fines levied on companies in the sector are explained by the 
fact that they dump 80% of solid waste, compared to the European average of 24%, 
even utilizing illegal disposal sites. Furthermore, the restricted construction sector 
sub-emissions of 269 thousand tonnes of GHG in 2018 remained high and above the 
EU average levels, diverting the country away from the Paris Agreement aims and 
goals and its transition to sustainability. 

4 A Comprehensive Assessment Framework for GSCM 
in the Construction Sector 

Balasubramanian and Shukla [5] proposed a comprehensive assessment framework 
for GSCM in the construction sector. Nine constructs make up the framework: core 
and facilitating GSCM practices, external and internal drivers, external and internal 
barriers, environmental, economic, and organizational performance. This section 
gives a quick overview of all of these constructs. 

According to Balasubramanian and Shukla [5], Green practices are those “taken 
out by enterprises to reduce the negative environmental consequences connected 
with their activities”. Green practices in the construction industry are divided into 
two categories: core and facilitating, which include all stages of building except the 
operational stage, which is primarily covered by green design. Table 1 illustrates 
these practices.
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Table 1 Core and facilitating practices for GSCM in the construction industry 

Core practices Facilitating practices 

Green building design Environmental management systems 

Green purchasing Environmental training 

Green transportation Environmental auditing 

Green construction/ 
manufacturing 

Cross-functional cooperation for environmental 
improvements 

End-of-life management Green-related research and development 

Table 2 Drivers for GSCM implementation in the construction industry 

External drivers Internal drivers 

Government green-related regulation Environmental commitment 

Stakeholder pressure Enhancement of reputation 

Competitor pressure Cost reduction 

End-consumer pressure Entering foreign markets 

Table 3 Barriers for GSCM implementation in the construction industry 

External barriers Internal barriers 

Lack of qualified staff in the market 
Shortage of green suppliers 
No extra time is being allocated to new environmental 
initiatives 
Lack of stakeholder engagement 
Lack of government incentives 

High implementation costs 
Lack of green awareness and 
knowledge 
Lack of management commitment 

Firms are implementing green practices because of the pressure applied by these 
drivers, which might come from inside the business, such as an environmentally 
conscious top management, or from outside the organization, such as from relevant 
legislation or stakeholder demand. Table 2 shows the different types of drivers 
identified in the literature [5, 9, 12, 15, 16, 21]. 

Similarly, there are issues that obstruct the adoption of green building techniques, 
which are referred to as barriers to GSCM implementation. These external and 
internal barriers to GSCM adoption by businesses are listed in Table 3 according 
to their source [3, 5, 7, 9, 14, 17, 21]. 

According to Ahi and Searcy [2], performance measurement in SC is determined 
by factors such as analysing, controlling, and verifying an organization’s develop-
ment, understanding in depth its key practices and courses of action, and identifying 
prospective modifications in future plans and practices. We can distinguish three 
types of GSCM performance metrics: environmental, economic, and 
organizational [5].
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5 Research Method 

5.1 Research Design 

The questionnaire was developed using the GSCM assessment framework described 
in the preceding part as a basis for assessing GSCM in the Greek construction sector. 
The questionnaire was divided into five sections:

• Personal and organizational information: Respondents were asked to fill out 
information about the company they work for, such as the name, size, class, and 
scope of the organization, as well as their position, field of expertise, and 
experience in the company.

• Implementation of green practices: Respondents were asked to rate on a 5-point 
Likert scale (1 corresponding to ‘not adopted at all’ and 5 corresponding to ‘fully 
adopted’) which of the questionnaire-specific green practices their firm employs 
in its building projects. In order to make the questionnaire as complete and 
inclusive as possible, 20 GSCM practices were offered as alternatives.

• Drivers of green practices: Respondents were asked to assess the significance 
they ascribe to different GSCM drivers in their firm on a 5-point Likert scale 
(1 corresponding to ‘not important at all’ and 5 corresponding to ‘extremely 
important’). A total of 20 alternatives were available in the questionnaire based on 
Table 2.

• Barriers to green practices: Respondents were given a list of barriers to GSCM 
practices and asked to rank them on a 5-point Likert scale (1 being ‘not important 
at all’ and 5 being ‘extremely important’). There were 15 alternatives for respon-
dents to evaluate.

• Awareness and perceptions regarding GSCM impact on performance: In the final 
part, we attempted to identify the experts’ concerns about the influence of GSCM 
methods on their organizations’ performance. Respondents were asked to rate 
their level of agreement with performance-related statements, which included all 
types of performance impact for companies – environmental, economic, and 
organizational – on a 5-point Likert scale (1 corresponding to ‘strongly disagree’ 
and 5 corresponding to ‘strongly agree’). 

5.2 Data Collection 

The Greek construction sector, including all of its stakeholders and SC stages, 
appears to be extremely diverse and fragmented. Therefore, it was necessary to 
confine the research to a much more specific and predefined sample in order to be 
feasible in terms of implementation, specific in terms of objectives, and practical in 
terms of results. To this end, only five firms had a legitimate seventh class registra-
tion in the competent authority’s  official contractors’ registry during the course of
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this study. The current study focuses on the GSCM practices of this class of Greek 
contractors because of their importance in defining the trajectory of the industry. 
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Questionnaires were distributed to officials whose field of competence related to 
GSCM. Managers of health, safety and environment, project managers, quality 
managers, procurement managers, and site managers were chosen as the target 
group for obtaining a competent sample that could provide input based on field 
experience. The sampling was purposive, which does not require a predetermined 
number of participants, as the selection of participants was not random, but 
deliberate – owing to particular attributes they possess, by virtue of their expertise 
and competence in the subject [10]. 

Following a series of emails, in February 2021, the first batch of emails including 
the web-based questionnaire link was sent to key recipients inside the organizations 
in question, with the request that they would be sent to GSCM-related staff and other 
representatives as they saw fit. In the event of a non-response or a poor answer, more 
correspondence and reminders via email or phone calls were required. At the same 
time, an effort was made to broaden the list of receivers without jeopardizing the 
necessary main traits, so that the questionnaire would be distributed to as many 
relevant persons as possible. 

6 Results 

As previously stated, only officials from large Greek construction companies were 
approached and asked to participate in this study. All 48 responders worked for one 
of the firms registered in the seventh upper-class. The majority of respondents 
worked on all three types of projects, which span a wide variety of activities and 
operations, with infrastructure projects accounting for 45 of the 48 responses (94%), 
buildings for 43 (90%), and industrial projects for 41 (85%). Table 4 shows the 
respondents’ experience and specialization, while Table 5 shows their job positions. 

Table 4 Respondents’ experience and specialization 

Experience in the 
firm 

Less than 5 years 10% Civil Civil engineering 52% 

Mechanical/electrical Mechanical engineering 21% 

5–10 years 25% Electrical-mechanical 
engineering 

2% 

Electrical engineering 6% 

11–15 years 23% Environmental Environmental engineering 6% 

Management Management 6% 

16–20 years 19% Finance and 
administration 

Finance 2% 

Administration 2% 

More than 20 years 23% Other Mining-metallurgical 
engineering 

2% 

Totals 100% Totals 100%
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Table 5 Respondents’ job position 

Position in the firm % 

Quality, health, safety, and 
environment 

HSE director/manager 13% 

Environmental manager 2% 

Quality manager 8% 

Quality engineer 4% 

Upper management in construction Project/site/contract manager/director 25% 

Construction manager 4% 

Technical director 2% 

Construction Site/operations/construction/supervisor 
engineer 

29% 

Procurement and planning Procurement manager 6% 

Planner 2% 

Finance, administration, and HR Financial controller 2% 

Head of HR and administration 2% 

Totals 100% 

The descriptive statistics for all constructs of the assessment framework for 
GSCM are presented in Tables 6, 7, 8 and 9. Overall, the measurement instrument’s 
Cronbach’s alpha estimations are good, indicating that the questionnaire is reliable, 
which might lead to more accurate assessments and evaluations [19]. 

The statement ‘Employees are encouraged to use shared and public transporta-
tion’ had the lowest mean among the 20 items describing GSCM practices, indicat-
ing that it was the least accepted practice. The statement ‘There is a waste 
management plan for project sites’, on the other hand, had the highest mean, making 
it the most often used GSCM practice. 

External drivers tend to be the most essential for the acceptance and implemen-
tation of green practices in construction, according to the drivers for GSCM imple-
mentation. In fact, of all the constructs, ‘Provisions of standard quality certification 
(e.g. ISO 14001)’ had the highest mean value. ‘Employees’ engagement in GSCM 
practices’, on the other hand, has the lowest mean value among all GSCM drivers. 
Individual-level drivers tend to be the least important in terms of GSCM adoption by 
Greek contractors, which is not surprising. 

When it comes to GSCM implementation barriers, it is clear that the value 
participants place on each item of GSCM barriers is lower than the importance 
placed on the related drives. All aspects of both external and internal constructs play 
a very important role to Greek contractors. The item with the lowest mean value is 
‘disbelief in environmental advantages’, implying that a sufficient proportion of 
practitioners believe that environmental attention in construction has a positive 
impact. The item with the greater mean value, on the other hand, is another internal 
barrier item, this time the ‘high implementation cost’. This might be considered as a 
sign of short-sightedness and/or lack of awareness and acceptance by practitioners of 
the long-term economic benefits associated with implementing green practices.
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Table 6 GSCM practices: descriptive statistics 

GSCM practices: descriptive statistics 

Standard 
deviation 

Green design Materials with low embodied energy are considered 
during design 

3.58 0.90 

Materials with high recycled content are considered 
during design 

3.63 0.73 

Reduction of hazardous materials is considered during 
design 

4.10 0.75 

Green 
purchasing 

Material purchase decisions incorporate environmen-
tal criteria 

3.90 0.75 

Tendering processes incorporate environmental 
criteria 

3.81 0.82 

Green 
transportation 

Employees are provided with accommodation near 
project sites 

4.08 0.92 

Employees are encouraged to use shared and public 
transportation 

2.58 1.18 

Transportation of materials is implemented under full 
truckload precondition 

3.73 0.82 

Transportation of materials is implemented in fuel-
efficient vehicles 

2.88 1.04 

Green 
construction 

Prefabricated components are used in projects 3.56 0.90 

Materials with high recycled content and low embod-
ied energy are used in projects 

3.58 0.85 

Hazardous materials are less used in construction 
projects 

3.94 0.84 

There is a provision for waste water recycling at pro-
ject sites 

3.90 0.99 

There is a waste management plan for project sites 4.15 0.87 

Fuel-efficient equipment is used on project sites 3.42 0.92 

End of life 
management 

The end-of-life demolition environmental impact of 
projects is assessed 

3.54 0.92 

The end-of-life demolition materials of projects are 
recycled 

3.75 0.93 

Facilitating 
green practices 

Your company adopts environmental training pro-
grams for its employees 

3.83 0.91 

Your company performs audits for environmental 
compliance 

4.02 0.91 

Your company focuses in green-related research and 
development 

3.50 0.77 

In terms of performance, it is clear that the mean values of the environmental 
performance items are the highest of the three constructs, with the most significant 
item being ‘The decrease in the number of environmental accidents’. Respondents, 
on the other hand, do not appear to firmly believe that the adoption of green practices 
has resulted in a ‘increase in sales price’. Overall, the items of organizational
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performance have the lowest mean values, while the items of economic performance 
are regarded somewhat in the middle of the other two constructs. 
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Table 7 Drivers for GSCM implementation: descriptive statistics 

GSCM drivers: descriptive statistics 

Standard 
deviation 

External drivers Government green-related regulations 4.40 0.71 

EU’s environmental legislation 4.38 0.79 

Provisions of standard quality certification (e.g. ISO 
14001) 

4.65 0.56 

Pressure from supply chain stakeholders 
(e.g. developers, consultants, etc.) 

3.73 0.79 

Pressure from competitors 3.69 0.88 

Project-level 
drivers 

Cost reduction 4.15 0.87 

Decreased construction time 4.08 0.94 

Waste reduction 3.81 0.98 

Reduced on-site worker health and safety risks 4.38 0.70 

New kinds of partnerships and project stakeholders 3.98 0.86 

Corporate-level 
drivers 

Environmentally friendly corporate culture and vision 4.00 0.80 

Corporate social responsibility 4.08 0.74 

Enhancement of brand image and reputation 4.23 0.83 

Achievement of economic benefits 3.98 0.89 

Entering into foreign markets 4.02 0.81 

Individual-level 
drivers 

Top management environmental commitment 4.00 0.80 

Employees’ involvement in GSCM practices 3.63 0.87 

Knowledge, awareness, and information 3.75 0.89 

Education and training 3.65 1.02 

Moral imperative or social conscience 3.71 0.99 

Because of the poor response in certain cases, the data set was restricted, making 
it impossible to examine the importance of factors. Future research might enhance 
the sample size to study correlations between factors and draw appropriate findings. 
It might also include statistics and information about the sector’s various stake-
holders, including developers, consultants, suppliers, and subcontractors, as well as 
small- and medium-sized contractors: who are key and indispensable participants in 
the construction SC. 

7 Conclusion 

Construction operations degrade the natural environment globally, resulting in 
massive energy consumption, solid waste generation, nonrenewable resource deple-
tion, and land, air, and water contamination. As a result, introducing GSCM into 
construction is critical for reducing its environmental impact. This study examined
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the application of GSCM by the major Greek construction companies. The analysis 
concentrated on significant Greek contractors because of their size and importance to 
the whole sector, as well as their central location in the SC and their capacity to 
influence corporate activity upstream and downstream. 
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Table 8 Barriers in GSCM implementation: descriptive statistics 

GSCM barriers: descriptive statistics 

Standard 
deviation 

External 
barriers 

Shortage of green professionals 3.35 0.96 

Shortage of green suppliers 3.46 0.85 

Shortage of green technology, materials, and 
processes 

3.38 0.91 

Tight and inflexible stakeholder deadlines 3.56 0.80 

Lack of stakeholder engagement/collaboration 3.56 0.90 

Lack of government incentives 3.33 0.86 

Inadequate enforcement of environmental 
regulations 

3.46 1.03 

Internal 
barriers 

High implementation cost 3.83 0.91 

Lack of knowledge and awareness 3.46 1.13 

No extra time allocated to new environmental 
initiatives 

3.48 0.85 

No extra resources allocated to new environmental 
initiatives 

3.40 0.94 

Perception of ‘out-of-responsibility’ zone 3.42 1.03 

Disbelief about environmental benefits 3.13 1.21 

Lack of top management involvement 3.23 1.19 

Lack of environmental training among employees 3.31 1.11 

Overall, prominent Greek contractors tend to understand the significance of 
GSCM and the unquestionable necessity for a shift towards greener, more sustain-
able building. As a response to expanding global concerns and competitiveness, their 
conduct demonstrates a shift towards environmental consciousness and sustainabil-
ity. However, more work has to be done to make greener practices a part of 
contractors’ day-to-day operations. Laws and regulations already exist and are 
being implemented. However, in order to overcome persistent impediments and 
for GSCM to become the instrument for construction practitioners to further boost 
their companies’ performance in the context of environmental respect, individual 
drivers must be strengthened and a cultural shift must occur. 

The current study is the first to look at the sector’s use of the GSCM’s complete 
assessment methodology, since there has been little evidence of GSCM application 
by Greek construction professionals till now. Its uniqueness makes it valuable in 
terms of increasing awareness among practitioners and providing a foundation for a 
future wider and more fine-tuned empirical research. In addition, studies by other 
scientists who could contribute to the above study, examine the supply chain beyond 
its ecological context, using modelling and simulation [22–25].
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Table 9 Performance repercussion of GSCM implementation: descriptive statistics 

GSCM performance: descriptive statistics 

Standard 
deviation 

Environmental 
performance 

Number of environmental accidents has declined 4.04 0.90 

Greenhouse gas emissions have decreased 3.92 0.74 

Water consumption has decreased 3.79 0.80 

Energy consumption has decreased 3.85 0.77 

Landfill waste has decreased 3.90 0.81 

Material use has decreased 3.60 0.82 

Hazardous material use has decreased 3.88 0.94 

Economic 
performance 

Material expenses per unit constructed have 
decreased 

3.40 0.94 

Water expenses per unit constructed have 
decreased 

3.48 0.80 

Energy expenses per unit constructed have 
decreased 

3.50 0.80 

Waste management cost per unit constructed has 
decreased 

3.42 0.94 

Environmental fines and penalties per unit 
constructed have decreased 

3.79 0.90 

Organizational 
performance 

Sales have increased 3.33 0.88 

Sales price has increased 3.23 0.95 

Market share has increased 3.44 0.82 

Return on investment has increased 3.35 0.86 

Profits have increased 3.35 0.86 
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Prioritizing Supply Chain Services Features 
in Online Supermarkets: Evidence from 
Greece 

Anastasia Mitropoulou and Giannis T. Tsoulfas 

1 Introduction 

Several studies have identified supply chain efficiency as a key factor in delivering 
low-cost [15, 16, 42] or high-quality [5, 6, 9, 12] items with short lead times [1, 11, 
40]. Bowersox et al. [8] pointed out that there are three viewpoints that might 
provide value for consumers, namely, economic, market, and relevancy value. As 
a result, the overarching goal of supply chain system must be to maximize profit-
ability [14, 41]. 

Various authors have explored, emphasized, and debated essential issues of 
supply chain efficiency from a variety of perspectives [3, 13, 28, 29, 35]. Supply 
chain efficiency must guarantee that the customers’ expectations are met and that any 
non-value-adding processes are eliminated. The measure of supply chain quality is 
having the appropriate product, in terms of quality, at the right time and in the right 
location at the lowest cost. Similarly, the most effective supply chain meets customer 
service objectives, such as distribution precision and delivery time, at the lowest 
feasible cost. There are some primary deciding variables for supply chain efficiency: 
resource sustainability, enhanced customer satisfaction, greater value, lowest cost, 
shorter delivery time, better quality, profitability, and waste reduction. 

The fast emergence of e-commerce has fueled the growth of the retail and 
logistics industries [32]. Retailers can attract more customers, extend the distribution
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chain even further, and harness existing resources thanks to the widespread usage of 
the Internet. At the same time, customers may participate in the service encounter at 
any moment and quickly compare offerings. The last mile of a supply chain is 
regarded as the most demanding element, and customers’ expectations are now 
being pushed to their limits. In particular, customers’ expectations for service quality 
are rising as they seek improved service with a variety of delivery alternatives in 
terms of time and location, flexible payment terms, and quicker ways to retrieve and 
return their items. To keep their customers content, businesses must pay attention to 
a variety of elements and consider ongoing examination and improvement of their 
operations [46].
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The goal of this study is to assess the logistical performance of online supermar-
kets from the perspective of their customers. It aims to improve our knowledge of 
customers’ expectations for the relevant service and how they view the final deliv-
ery. The Kano model is used to assess customers’ perceptions regarding the presence 
and absence of attributes related to supply chain service quality in the case of Greek 
supermarkets. 

2 The Impact of COVID-19 in Supermarkets’ Online 
Shopping 

During the COVID-19 epidemic, and especially during the quarantine period, the 
necessity for internet purchasing for basic groceries and other things became critical 
[2, 4]. 

Because traffic in electronic supermarkets remained low before the pandemic, the 
great majority of them lacked the appropriate infrastructure to handle the increasing 
amounts of orders in the days after the lockdowns. In a relatively short amount of 
time, a substantial number of conventional customers have joined the ever-growing 
population of online customers, and this rapid change in demand has generated 
various concerns, on top of the difficulties posed by the present pandemic crisis. 
They did, however, respond quickly and planned for the future. Some of them 
updated their online stores, but the majority resorted to emergency hiring and 
cooperation with third-party service providers. At least 15% of the recruiting during 
the epidemic was done to satisfy the increased demands provided by the Internet 
channel, which is noteworthy. The increased use of new sales channels, such as 
electronic supermarkets and telephone orders, has resulted in the necessity for extra 
people to oversee, execute, and deliver orders, as detailed in IELKA’s research 
[21]. Furthermore, the Greek supermarkets have committed to investments in the 
formation or growth of their online businesses. These investments cover both the 
configuration, operation, and support of online stores, as well as the processes that 
support them: logistics, including equipment purchases and the establishment of 
facilities and pickup points in stores. The growth of the industry stabilized at



considerably high rates after the first wave of the pandemic and still evolves, which 
means that this channel might claim a higher market share in the near future. At the 
end of August 2020 in Greece, IELKA and ELTRUN conducted a rolling consumer 
survey with a sample of 750 people, the results of which show that the significant 
increase in the use of e-commerce during the lockdown period due to COVID-19 is 
consolidating and becoming the new normal [22]. Another IELKA survey shows 
that consumers who shop at online supermarkets now account for 25% of all 
purchases, up from 1% to 2% in 2019, and that one out of every four consumers is 
unaware of the benefits of online shopping. This indicates that the market has 
significant potential for growth [23]. 
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3 The Role of Supply Chains in Customer Satisfaction 
and Service Quality: The Kano Model 

As opposed to the financial crisis brought on by the COVID-19 pandemic, grocery 
earnings have increased significantly. The majority of them have also gone through 
an urgent update of their services, with the development of their online shops being 
one of their main goals, resulting in a gain in market share for their online shopping. 
Because of the abovementioned increase in the contribution of online stores’ reve-
nues to total supermarket profitability, assessing customer satisfaction in this area is 
critical. The research findings may be used by supermarket managers and adminis-
trators who want to develop their online services even further. 

Companies’ interest in the economics of customer retention has grown dramat-
ically, since the American Consumer Association demonstrated in the late 1980s that 
maintaining an existing client is five times less expensive than acquiring a new one 
[20]. When consumers are happy with a product or service, they build faith in the 
firm and become loyal to it, as well as the likelihood of recommending the product or 
service to others. 

Customer satisfaction is the most studied concept in marketing literature [31] and 
is defined in various ways [48]. It is regarded as a customer’s pledge to return for the 
same product or service in the event of a repurchase, implying that the same brand 
will eventually be repurchased regardless of the environment or other marketing 
strategies [36]. 

However, in order for a business to improve customer satisfaction, it is critical 
that consumers provide constant feedback so that all relevant inputs may be gath-
ered. This procedure is significantly easier if the company has previously developed 
a trusting connection with its clients. A “customer-oriented” strategy may be the 
source of this trust [24, 51]. 

Several studies have looked at the link between customer satisfaction and service 
quality. Several publications [18, 25, 47, 49] have concluded that service quality 
influences customer satisfaction, a connection that also works the opposite way.
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A thorough understanding of consumers’ wants and expectations is a prerequisite 
for customer satisfaction [17, 43]. For many years, researchers saw the link between 
customer satisfaction and customer requirement compliance as linear and 
one-dimensional. However, just because customer expectations are met to a larger 
extent does not always imply that customer satisfaction is met or enhanced [30]. 

On the basis of Herzberg’s notion that the conditions that promote job satisfaction 
differ from those that cause job dissatisfaction, Kano and Takahashi established the 
motivator-hygiene attribute of quality in 1979 [19, 26]. Except for the 
one-dimensional element, Kano offered a nonlinear function that contradicted the 
initial proportional interpretation [27]. Kano’s methodology proposes categorizing 
different consumer criteria according to how much they may influence customer 
satisfaction. The “must be,” “one-dimensional,” and “attractive” are the three main 
sorts of customer criteria. 

The “must be” criteria may be characterized as the essential qualities of service 
quality in terms of customer satisfaction. As a result, if these parameters are not 
reached, the customer will be extremely dissatisfied. As a result, completing the 
“must be” constraints would only result in a “not dissatisfied” condition. To put it 
another way, it is important to be fulfilled, but it is not sufficient to satisfy the 
consumer [10]. 

When “one-dimensional” criteria are present, they ensure consumer satisfaction; 
when they are not, they guarantee discontent (Redfern and Davey 2003). As the 
functionality of these needs improves, so does client pleasure. As a result, the higher 
the perceived service quality, the higher the client satisfaction, and vice versa. As a 
result, they are regarded as both required and adequate to satisfy the customer 
[10]. These characteristics are often used to gain a competitive advantage through 
distinction and consumer popularity [50]. 

“Attractive” criteria are those that can provide consumer happiness when they are 
present but do not cause customer dissatisfaction when they are absent. As a result, 
these service qualities might influence the level of customer satisfaction with a given 
service [30]. Customers do not expect these features, but when they are supplied 
correctly, they bring satisfaction. In contrast to the “must be,” the “attractive” ones 
are sufficient, but not required, for fulfillment [10]. As part of an aggressive 
marketing strategy, appealing characteristics should be employed to attract 
customers. 

According to Kano et al. [27] and Berger et al. [7], attribute classification may be 
performed by consumers’ responses to the following two situations: superior value 
attributes (good question) and low-performance attributes (negative question). 
Depending on how consumers respond to both questions, they are assessed as 
“dissatisfied,” “I can live with,” “neutral,” “must be that way,” and “satisfied.” 

Using Kano’s approach, it should be highlighted that the service provider should 
not only understand current client wants that are critical to success but also prospec-
tive customer requests that might thrill them [45].
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4 Research Method 

4.1 Research Design 

According to Saunders et al. [44], when choosing a research technique, there are two 
options: utilize a single data collection method and the associated analysis processes 
(mono method) or use numerous data collection methods and analysis processes 
(multiple method). 

A quantitative research approach was used in this study. As a result, a single 
quantitative data collection approach (questionnaire) was utilized, together with the 
accompanying quantitative data analysis tools that generate or utilize numerical data. 

The first section of the survey asks about the respondents’ demographic profile, 
such as their gender, age, level of education, and employment. The second and third 
sections of the questionnaire help to determine the features that the service must have 
in order to satisfy customers. The questions pertain to the SERVQUAL model’s 
tangibility, dependability, responsiveness, assurance, and empathy dimensions 
[37]. They were designed in this way to extract information on the degree of 
satisfaction in the presence of and the level of dissatisfaction in the absence of the 
features indicated in the SERVQUAL model’s 22 questions, which were modified to 
suit the subject under investigation. Table 1 lists these characteristics. 

The answers were based on the following Likert scale: 1, I like it; 2, I expect it; 
3, I am neutral; 4, I can tolerate it; 5, I dislike it. 

4.2 Data Collection 

The questionnaire was disseminated online in order to collect the necessary data. 
Following some investigation, it was decided to use Google Forms, a free and 
web-based survey administration software, for the objectives of this study. As a 
result, relevant questions and multiple-choice responses were constructed, and the 
survey was saved in the online application. 

A trial questionnaire was emailed to nine recipients before the questionnaire was 
sent out to assess the clarity and grasp of the questions. Following the respondents’ 
input, it was decided to make some small adjustments to the material in order to 
make it more understandable to the audience. 

The questionnaire was sent to citizens of Athens and Thessaloniki, as these cities 
are the key hubs for online supermarkets. Furthermore, it is self-evident that the 
questions could only be answered by online supermarket customers. 

The sampling approach used in this study is a mix of convenience and snowball 
sampling. Because the questionnaire was sent via a variety of means, including 
emails, texts, and forwarded to others, it is hard to estimate the total number of 
people who eventually got it.
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Table 1 SERVQUAL features assessed with the Kano model 

Code Feature 

F1 Modern and easy to use website 

F2 Tidy distributing vehicles 

F3 Neat appearance of drivers and delivery personnel 

F4 Proper packaging to product specification 

F5 On time delivery of the order 

F6 Employees with sincere interest to solve customers’ problems 

F7 Delivery of all products at once 

F8 Reasonable compensation for damaged package 

F9 Accurate records of the delivery 

F10 Information provision to the customers about the exact status of the order 

F11 Possibility to change the delivery time after order 

F12 Employees’ willingness to help customers 

F13 Employees’ availability to respond to customers’ requests’ 

F14 Employees’ behavior that promotes customers’ confidence 

F15 Website with a sense of safety to perform transactions 

F16 Employees consistently courteous with customers 

F17 Knowledgeable employees to answer customers’ questions 

F18 Individual attention/personalized promotions to customers 

F19 Convenient delivery time frames to all customers 

F20 Convenient payment methods to all customers 

F21 Customers’ best interests at heart 

F22 Understand specific needs of the customers 

5 Results 

The demographic characteristics of the respondents are presented in Table 2. 
Respondents were asked to rate their feelings about whether each attribute was 

present or not. Functional questions are used to assess presence, whereas dysfunc-
tional questions are used to assess absence. Every attribute was categorized into one 
of the Kano model’s six categories by integrating the replies to both functional and 
dysfunctional questions:

• Must be (M) – requirements that if they will not be met, the product/service will 
fail

• One-dimensional (O) – features that increase the satisfaction the more they are 
fulfilled

• Attractive (A) – attributes that are not expected by customers, but their presence 
makes the customer happy

• Indifferent (I) – customers who do not really care about these features
• Questionable (Q) – corresponds to not logical answers
• Reversal (R) – adverse effect of the existence of an attribute, as it increases 

dissatisfaction when it is implemented



Customer requirement 1 2 3 4 5

Q A A A O

R I I I M

R I I I M

R I I I M

R R R R Q

Prioritizing Supply Chain Services Features in Online Supermarkets:. . . 409

Table 2 Respondents’ demographic characteristics 

Participants 147 

Gender Education 

Men 61 41.5% Secondary education 25 17.0% 

Women 86 58.5% Technical studies 15 10.2% 

Age Bachelor degree 55 37.4%

-25 8 5.4% Master degree 52 35.4% 

26–35 48 32.7% Student 8 5.4% 

36–45 42 28.6% Employment 

46–55 19 12.9% Employee (public sector) 19 12.9% 

56–65 15 10.2% Employee (private sector) 57 38.8% 

65- 15 10.2% Freelancer 32 21.8% 

Unemployed 12 8.2% 

Other 19 12.9% 

Table 3 Kano evaluation 
table 

Negative questions 

Positive questions 1 
2 
3 
4 
5 

This categorization may be seen in Table 3, which takes into consideration both 
functional and dysfunctional questions. 

We conducted a discrete analysis for categorization using the Kano model based 
on the responses collected from all respondents. As a result, we determined the 
average percent of the answers given for each of the possible classes for each 
attribute. Then, for each feature, (a) the relative highest score was used, and 
(b) the two higher scores were used. Table 4 summarizes the findings. 

From the above results, we can see that most features are categorized as “must 
be.” This implies that clients are expecting to see these elements, and if they are not 
there in the perceived service, they will be disappointed. A contemporary and easy-
to-use website, on the other hand, and an employee’s eagerness to assist clients are 
two traits that fall into the “one-dimensional” category. This is a category that mostly 
pertains to personal preferences. It indicates that the more of this feature there is, the 
happier the consumer is. If we use two categories, then the “must be” and “one-
dimensional” categories prevail.
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Feature M O A I R Q Single 
category 

Two 
categories 

F1 29% 43% 12% 9% 0% 8% O O-M 
F2 46% 24% 7% 17% 1% 4% M M-O 
F3 35% 15% 16% 28% 1% 5% M M-I 
F4 44% 27% 12% 10% 0% 7% M M-O 
F5 43% 35% 10% 4% 1% 6% M M-O 
F6 36% 31% 9% 16% 2% 7% M M-O 
F7 35% 27% 17% 13% 1% 7% M M-O 
F8 52% 25% 8% 5% 1% 8% M M-O 
F9 41% 21% 14% 15% 1% 7% M M-O 
F10 35% 25% 15% 16% 3% 5% M M-O 
F11 35% 19% 16% 1% 8% 0% M M-O 
F12 11% 15% 1% 9% 0% 0% O O-M 
F13 37% 25% 13% 16% 2% 6% M M-O 
F14 37% 25% 14% 16% 1% 7% M M-O 
F15 48% 28% 7% 9% 2% 6% M M-O 
F16 35% 29% 12% 18% 0% 7% M M-O 
F17 36% 22% 16% 18% 0% 7% M M-O 
F18 27% 20% 20% 24% 1% 8% M M-I 
F19 29% 29% 16% 19% 0% 7% M M-O 
F20 41% 28% 8% 13% 1% 9% M M-O 
F21 33% 23% 18% 19% 1% 6% M M-O 
F22 31% 22% 18% 18% 1% 8% M M-O 

6 Conclusion 

This study looks at how satisfied customers are with the services offered by online 
supermarkets and what they anticipate from such businesses. Managers and admin-
istrators of supermarkets may use the survey’s findings in order to improve their 
services and claim more market share and profits. However, there are corresponding 
studies that, with the method of modeling and simulation, can help in this purpose 
[34, 38]. 

The survey highlighted areas where online supermarkets have to address to 
meeting customer expectations. Almost all investigated features are regarded pre-
requisites for a satisfied consumer, although the attributes of a modern website and 
helpful employees might increase satisfaction when recognized. Αlso, other scien-
tists approach corresponding subjects in their studies [33, 39]. 
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Part VI 
Financial Perspectives, Tax and Accounting 
Environment, Industries and Banks During 

Greek Financial Crisis 
Kanellos Toudas 

During financial crisis in Greece, various industries were positively or negatively 
affected. Tourism and Courier industry were among them. It also created conditions 
for fiscal interventions and tax evasion as well as mergers and acquisitions for banks. 
This workshop tries to analyze the tax and accounting impact of the financial crisis in 
Greek entrepreneurship highlighting the future perspectives, through discussion and 
research papers. 
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Application of VSM as a Process 
Management Model in a Seaport Container 
Terminal 

Victoria Tsolidou, Dimitrios Folinas, and Thomas Fotiadis 

1 Introduction 

Ports play a vital role in supporting national and local economic development. The 
increase in world populations, the industrialization of nations, and a heavier reliance 
on world trade have accelerated the need for the efficient travel and transfer of goods 
between overseas ships and domestic trucks, trains, and barges [1]. Today, most 
ports are competing with one another on a global scale. This has generated the drive 
to improve port efficiency, lower cargo handling costs, and integrate port services 
with other components of the global distribution network. Moreover, they are now 
perceived to be the remaining controllable component in improving the efficiency of, 
first, logistics, and, second, administrative processes. 

A port is a complex business system described by a complex business model of 
operation [2]. This business model was the subject of many research initiatives. 
Especially, the topic of logistics processes in ports has been studied from different 
angles and with varying degrees of detail [3–8]. However, as authors have con-
cluded, there is a limited bibliography that focused on the administrative processes, 
especially those that involve customers (e.g. shipping companies, freight forwards, 
3PL’s, etc.). By the administrative business processes of a seaport, we mean the
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whole range of operations and related work performed in the container terminal that 
is required to release cargo. In the administrative business processes:

• Time is critical for customers and time is money. Any delay in one step/task in the 
administrative procedures creates turmoil in the implementation of the tasks of 
the entire supply chain.

• Administrative processes are heavily dependent on the customs authorities.
• Most of the processes are paper-based. Even if the digitalization of ports is a 

necessity, many ports today still use paper for the management of business 
documents. One of the major challenges is that in order for ports to go fully 
digital, all the supply chain members must be digitalized too.

• Transportation and waste of motion are critical. This is a major problem in 
container terminals where the distances between the various offices are 
rather long.
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For the administrative processes, the authors strongly agree with [2], who argue 
that “the target characteristics of process management in ports and especially in a 
container terminal include increasing the transparency of management, standardiz-
ing business processes, reducing the degree of influence of the “human factor” on the 
operations of business processes, optimizing key performance indicators of pro-
cesses, increasing the key factor parameters of success and customer focus of ports, 
improving the manageability of the port systems as a whole”. 

These processes in a port are a perfect area for applying lean thinking techniques. 
Womack, Jones, and Rose (1990) coined the term “lean thinking” as a “way to do 
more and more with less and less-less human effort, less equipment, less time, and 
less space while coming closer and closer to providing customers with exactly what 
they want” [9]. Lean is a methodology that tries to reduce or eliminate defects, costs, 
waste, and coming closer to this goal leads to coming closer to the customers’ 
requirements [10, 11]. 

There isn’t a single approach to implementing lean, and every organization has its 
own goals and culture. There are numerous tools of lean but the key part is to 
implement the right strategy, for example, a tool should be used when it is suitable 
under the circumstances, and not all tools can be used in the same situation. These 
are very useful in helping to identify waste and are necessary for analysing and 
diagnosing processes. When used correctly, these tools show the way to eradicate 
waste and enable turn the philosophy of lean into action. These differ in character-
istics as some identify value, some prepare for flow, others are used for mapping, and 
some are used to reduce defects [12–14]. 

This paper is focused on the administration and operation processes in the modern 
container terminal. It suggests a thorough analysis of lean and value stream mapping 
methodology under the port perspective in order to understand the hidden waste. The 
rest of the paper starts with a discussion of lean thinking and the issues relative to 
sustaining improvement efforts as well as suggestions for additional focuses of 
improvement for implementing lean enterprise in port operations. It then examines 
a specific administrative process: the delivery of import full containers, which is a 
common business process in seaports. It analyses the current business process



through VSM related to import procedures at container port terminals and proposes 
an optimized VSM model. 
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2 Literature Review 

A thorough analysis of lean and value stream mapping methodology is required 
under the port logistics perspective to understand the waste that is hidden in the 
administration and operation processes in the modern container terminal. 

A process model is a graphical illustration of a process, which documents the 
existing flow and knowledge. Process models contribute to the process assessment, 
controlling, compliance, and optimization, since they visually illustrate optimization 
capabilities such as replicating process steps or bottlenecks [15]. VSM is a lean 
process model that was first introduced by James Womack et al. in The Machine 
That Changed the World book (1990). A value stream map is a visual customer 
service-oriented map, where all main process activities are mapped in sequence end 
to end, along with flows of material and information. VSM map does not add value 
to the customer in either of the seven distinct categories (Transport, Inventory, 
Motion, Waiting, Overproduction, Overprocessing and Defects) [16]. 

In the literature, there are many existing research initiatives regarding the appli-
cation of lean thinking in organizations throughout various industries. In the port 
logistics environment, lean methodology has been applied in ports successfully with 
positive results [17]. A summary of the research papers reviewed during the litera-
ture review is detailed in Table 1. 

Furthermore, many research initiatives have emphasized a lot of ports under 
digital transformation initiatives have launched paperless cargo release service 
processes and employed different types of technologies such as blockchain with 
digital platforms for data sharing, such as the TradeLens ecosystem [18] or GSBN 
(Global Shipping Business Network) [19, 20]. 

3 Creation of the Current State of VSM 

In this study, the discharging (unloading) of the containers in the terminal has finally 
been selected. This process at container terminals can be described with the follow-
ing process steps: Vessels are arriving at container terminals and are allocated to a 
berth based on availability and capacity. Upon mooring, vessels are discharged with 
quay cranes according to the discharge plan. Containers are dispatched to straddle 
carriers, which transport them to the storage yard where they are temporarily stored. 
Cargo release is being performed between shipping lines, customs brokers, port, and 
customs authorities, and containers are loaded to trucks to reach the destination [21]. 

After the mapping of the key current process steps regarding the delivery of 
import full containers and the measurement of cycle times, processing times,



waiting, and idle times of each process step from the receipt of the delivery order 
until the release of the cargo, the below VSMs were created. In order for the 
container terminal to release the import full container, port administration office 
should receive a valid delivery order from the respective shipping agent or line. In 
addition, the container will have to be cleared by relevant authorities. Then, relevant 
truck or train appointments will be created in order container terminal to issue the 
relevant permit documents and release cargo at the port gate accordingly. 
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Table 1 VSM cases in the port logistics industry 

Year Authors Title 

2021 Sadeghi, Moein; Bagheri, Morteza; 
Pishvaee, Mir Saman 

Evaluation of rail terminals in container 
ports using simulation: A case study 

2021 Saini, Mohan; Efimova, Anastasia; 
Chromjaková, Felicita 

Value stream mapping of ocean import 
containers: A process cycle efficiency 
perspective 

2020 Kusrini, Elisa; Parmasari, Anggita 
Noviyanti 

Productivity improvement for unit terminal 
container using lean supply chain manage-
ment and single minute exchange of dies 
(SMED): A case study at Semarang port in 
Indonesia 

2020 Sliwczynski, Boguslaw Value of ICT integration model of 
e-booking system and intelligent truck traf-
fic management system in the sea port of 
TEN-T corridor 

2020 Fathurrahman, K; Hakim, IM Improving the loading and unloading pro-
cess efficiency with lean manufacturing 
approach using value stream. Mapping in 
Jakarta container yard 

2019 Amrina, Elita; Kamil, Insannul; Rahmad, 
Dodi 

Waste assessment using a lean approach in 
receiving process of container terminal: A 
case of Teluk Bayur port 

2017 Andreadis, Eleftherios; Garza-Reyes, Jose 
Arturo; Kumar, Vikas 

Towards a conceptual framework for value 
stream mapping (VSM) implementation: 
An investigation of managerial factors 

2017 Tobias Meudt, Joachim Metternich, 
Eberhard abele 

Value stream mapping 4.0: Holistic exami-
nation of value stream and information 
logistics in production 

2017 Wibowo, Agus tri; Handayani, Naniek 
Utami 

Design implementation of lean supply chain 
management: A case study on loading pro-
cess of fertilizer at PT Petrokimia Gresik 
port 

2016 Koley, Subhra; Datta, Biplab; Mukherjee, 
Srabanti 

Reducing dwell time related to clearing and 
forwarding of export and import goods at 
Kolkata Sea and air ports 

2015 Sánchez, Maria Jose González; Buiza, G; 
Beltran, J; Stanley, MT; Veloqui, M; 
Cerbán, MM; Turias, I 

Logistic management optimization in the 
ports
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Table 2 AS-IS value stream map analysis of import documentation cargo release process 

Process 
steps 

LT 
(sec) 

PT 
(sec) 

Resources 
(FTEs) 

Permit Issuing permits for the receipt and delivery of con-
tainers from/to trucks/trains and vessels 

320 120 2 

Invoicing Issuing and collecting invoices for all services 
provided 

300 160 2 

Treasury Accounting and final settlement of all operations and 
services provided by the container terminal 

240 150 1 

Archive Archive all records and their appropriate registers 
while sending copies of container receipts electroni-
cally to the supervising customs office 

14,440 220 2 

Total 15,260 650 7 

Activity 
ratio 

AR = PT/LT × 100 4.26% 

Rolled % 
C&Aa 

Rolled %C&A = (%C&A)1 × (%C&A)2 × (%C&A)n × 100 33.53% 

a C&A is complete and accurate 

In this study, different attributes were used as indicators to increase the efficiency 
and improve the process, lead time, process time, and activity ratio (Table 2). 

The following figure (Fig. 1) illustrates the current discharging cargo release 
process using the VSM approach. 

We analysed the current process to identify the different types of waste (muda) 
and other inefficiencies in the process. Sub-processes are disconnected with incom-
plete and unclear information that causes bottlenecks. The workload is uneven 
(mura) in waves, which leads to muda. In the current process (muri), it is also 
present, since operators are utilized for more than 100% capability to complete 
different tasks. The following table presents the inefficiencies of the examined 
process indicating the type of waste (Table 3). 

4 Creation of the Future State of VSM 

Once the AS-IS map was created and analysed, the creation of the proposed future 
stated was designed and formulated (Table 4). 

The following figure (Fig. 2) illustrates the optimized discharging cargo release 
process using the VSM approach. 

Based on the proposed (“to-be”) process, a number of benefits can be emerged in 
the key metrics that are provided in Table 5. 

In order to apply the proposed (to-be) actions and improve the efficiency and 
effectiveness of the subject process, the authors have made some assumptions by 
leveraging technology:
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Type of waste Inefficiency
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Table 3 AS-IS value stream map assessment 

Process 
steps 

Permit Overproduction Permits are printed in multiple copies 

Permit Motion Customer moves from one building to another in order to move to 
the next step. 

Permit Waiting Long delays are experienced 

Permit Defects Customer experience is affected by defects in the permit 
documents 

Permit Over-
processing 

Permits information is stored in multiple files and is printed in 
different type of reports and documents 

Invoicing Overproduction Invoices are printed manually in multiple documents 

Invoicing Motion Customer has to move to another building in order to complete the 
next process step 

Invoicing Defects Errors in invoicing are producing credit invoices 

Invoicing Waiting Customers are waiting invoicing to be produced in order to pro-
ceed to the next step 

Invoicing Over-
processing 

Invoicing records are stored in multiple files 

Treasury Waiting Cashier is waiting for the previous process step in order to proceed 
with payment 

Treasury Defects Defects to the payment party are experienced 

Treasury Over-
processing 

Treasury recordings are data entered into multiple systems 

Archive Overproduction Archiving of all paper documents of previous process steps is 
tedious and cumbersome and takes a significant amount of time 

Archive Inventory Office space and warehouse spaces are occupied for all the 
archiving records 

Archive Motion Archiving is performed in another area, so employees have to 
move from one building to another 

Archive Waiting Archiving documents are stored temporarily in each process step 
and then they are gathered all together per vessel

• First, a port community system (PCS) should be implemented to handle electronic 
communication between the container terminal and the transport operators, the 
importers, and their brokers. PCS will reduce inefficiencies in the processes and 
will facilitate a smooth flow of electronic data. Delivery order information will be 
sent through PCS to the port management system and permit issuance will be 
done automatically.

• Electronic exchange of custom declarations and custom responses through 
blockchain technology can be used to speed up the cargo release process. Data 
and resource exchange with industry chain partners will simplify and streamline 
operations.

• Throughout the PCS and by deploying e-invoicing, the customers will be able to 
view and generate their invoices days before vessel berthing, giving customers 
more options and convenience in terms of invoice generation and payments.
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• Real-time information flow across all stakeholders and multiple systems (ERPs, 
TOS systems, and port community systems that are not communicating with each 
other) will contribute to the automated cargo release process and savings are 
significant.

• Cloud Digital archiving with document management systems (DMS) will save 
time, money, and even space and will prevent data loss while also ensuring that 
records are maintained and can be retrieved anytime.
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Table 4 AS-IS value stream map analysis of import documentation cargo release process 

Process 
steps 

LT 
(sec) 

PT 
(sec) 

Resources 
(FTEs) 

Permit Issuing permits for the receipt and delivery of containers 
from/to trucks/trains and vessels 

120 60 1 

Invoicing Issuing and collecting invoices for all services provided 120 30 1 

Treasury Accounting and final settlement of all operations and 
services provided by the container terminal 

60 45 1 

Archive Archive all records and their appropriate registers whilst 
sending copies of container receipts electronically to the 
supervising customs office 

60 30 0 

Total 360 165 3 

Activity 
ratio 

AR = PT/LT × 100 45.83% 

Rolled % 
C&A 

Rolled %C&A = (%C&A)1 × (%C&A)2 × (%C&A)n × 100 78.25% 

5 Conclusion 

Following the recommendation found in the literature, VSM was applied to evaluate 
the administration import cargo release process of a container terminal. Authors 
argue that the VSM method can be an effective and efficient tool for several 
improvements in the identification of the wastes in the operation of the discharging 
cargo release – a common and key daily task – in a seaport. 

A number of to-dos (improvement) practices are proposed. Each of the improve-
ment activities is automated with the use of a technology (such as the blockchain, 
digital archiving, port community systems technology, etc.) aimed at either elimi-
nating non-value adding steps to reduce the length of the value stream, which 
subsequently would contribute to the reduction of the total process, lead, and 
customer query cycle times. A number of proposed actions have been proposed 
and introduced. After their deployment, the following achievements have been 
realized: 

A critical success factor of the proposed action plan is the digitalization of the 
administrative processes. According to a [22] World Bank report (2021), “the impact 
of digitalization would extend far beyond the maritime sector. Given the strategic
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Metric

role of the shipping industry, digital transformation has the potential to bring wide-
ranging economic benefits and contribute to a stronger, more sustainable recovery, 
particularly in low and middle-income countries”. And this is the case in the 
examined seaport as it is a successful digital transition.
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Table 5 Basic value stream: current vs. projected future state performance metrics 

Current 
state 

Projected future 
state 

Projected % 
improvement 

Lead time 15,260 360 97.6409% decrease 

Process time 650 165 = 74.6154% decrease 

Activity ratio 4.26% 45.83% = 975.822% increase 

Rolled % complete and 
accurate 

33.53% 78.25% = 133.373% increase 

Considering the findings that were observed following the implementation of the 
pilot project at the examined seaport, the research project provided viable evidence 
that these lean techniques and principles have a positive impact and that VSM was a 
workable technique in the administrative processes in the container terminal. Many 
challenges need to be considered for future study regarding the examined sector. It 
requires sustained political commitment, adequate regulation, and effective collab-
oration between the public and private sectors, along with a concerted effort on 
education and skills training of the seaport staff. Other scientists, however, with 
similar cases study similar problems, using modelling and simulation [23–25]. 
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Warehouse Stocks and Supply Chain 
Performance: The Case of Food Businesses 

Georgios Tsimpoukas and Panagiotis Reklitis 

1 Introduction 

1.1 Warehouse 

Warehouse is a complex concept and several definitions have been given from time 
to time to approach this concept. In order to fully understand its significance, some of 
them are formulated below. According to Sifnioti [20], the warehouse can be defined 
as “the space of the enterprise through which the products acquired or sold by the 
enterprise pass and are temporarily stored. The warehouse receives the work of 
receipt, storage and shipment, work necessary to reach the product from production 
to consumption, in the right condition, at the right cost” to Sifnioti [20]. 

We could also define the concept of a warehouse as an organized space that aims 
at adequate storage of goods. Alternatively in the term “warehouse”, we could use 
the term “distribution center.” Warehouses are an integral part of the supply chain 
[11]. The efficiency of any supply chain depends on the operation of parts of its 
network, such as warehouses. Warehouses are a key part of modern supply chains 
and play a major role in the success or failure of businesses today [10]. Warehouse is 
any space in which you carry out the process of receiving goods, as well as any space 
where raw materials and semifinished or finished products are stored or maintained 
in a certain order, which are called stocks. The warehouse is one of the most 
important functional elements of a company, its purpose is the proper management 
and preservation of the produced or purchased products as well as their disposal 
time [20]. 
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1.2 Inventories 

The term stocks refers to any inert, financial instrument or resource (product or 
material) that the company acquires and stores it to use or to resell it at some future 
time [5]. 

The accumulation of assets and wealth and the preservation of stocks are a 
hallmark of human civilization. However, until the end of the first 50 years of the 
twentieth century, there was a passive attitude of business management towards 
stocks. Since then, this situation has been reversed, along with the changing business 
environment and rapid technological progress. Inventory management is now an 
important responsibility for the management of a productive system. Stocks are 
mostly created intentionally to smooth out time gaps between supply and demand. In 
other words, the necessity of the existence of the stock lies in the uncertainty 
regarding the supply and demand of the good. Inventory control is a scientifically 
based technique that aims to monitor the quantity of goods currently stored and make 
relevant decisions, such as the time point and quantity of the order placed with 
suppliers and which replenishes the stocks upon receipt of the relevant products by 
the company. 

The problem of inventory management is very important for all companies as 
inventories usually freeze a large percentage of their capital and have significant 
maintenance costs. There are categories of businesses such as supermarkets, where 
their stocks cover about 50% of their assets. Therefore, they are directly related to the 
liquidity of the company’s capital, as the reduction of the stock leads to the release of 
current capital and consequently reduces its lending needs. For example, Goodyear 
announced in 2009 that its inventory reduction program had led to savings of $ 
1 billion dollars [12]. 

1.3 Supply Chain Performance 

Nowadays, for the administrative sector of a company to function effectively, it must 
not only consider the measurement of the performance of each company but also 
carry out an evaluation of its other activities [14]. 

With the development of technology and the modernization of their systems, the 
largest percentage of companies now have the ability to quickly monitor and 
evaluate the situation and performance that prevails within them. Key performance 
indicators (KPIs) are also important business tools [19]. 

Performance metrics are a very useful tool for organizational change that is used 
by both employees and business executives. Employees use performance metrics as 
a means of setting priorities in order to accomplish the goals set, while executives 
use performance metrics to set personalized strategic goals for each employee [8]. 

However, every company must be very careful with the use of performance 
measurements as incorrect measurements can lead to undesirable consequences, 
such as reduced productivity and customer service levels, undermining employee



morale and disorganizing processes. Performance metrics are a key component of 
performance management, which should be aligned with the business strategy. 
Through performance management, information technology is used in order to 
monitor the execution of the business strategy, thus achieving the defined goals of 
each company. Modern management uses some key performance indicators (KPIs) 
in the strategy formulation stage, in order to measure effectiveness not only from a 
qualitative but also from a quantitative point of view. In this case, the two categories 
of indicators facilitate the evaluation of performance [6]. 
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2 Materials and Methods 

The questionnaires were sent to dairy cooperatives (who filled in the respective 
questionnaire on their behalf) and then distributed the remaining questionnaires to 
dairy companies which are members of the cooperatives, in Thessaly (Greece). 

Fifty (50) completed questionnaires collected by both the owners of the compa-
nies and their managers. 

There was difficulty in getting face-to-face interviews from business owners and 
managers due to covid-19 (questionnaires were completed between September and 
December 2021). These questionnaires were sent via email and telephone instruc-
tions were given where necessary. The completed questionnaires were received via 
email emails. 

The questionnaire used for the present survey was a structured questionnaire with 
closed-ended questions. The first category of questions refers to demographics and 
contains questions concerning gender, age, level of education, total length of service, 
position, and occupation. The second category of questions refers to the repository 
and contains 15 questions that include factors that shape its operation. The third 
category of questions refers to inventory management in the company and examines 
the factors that shape inventory management. The fourth category of questions refers 
to the performance of the supply chain in relation to the time required along the 
entire length of the supply chain, the cost along the supply chain, the improvement of 
the quality of the products/services provided, and finally the increase of the quantity 
shipments and receipts. 

3 Analysis and Results 

We conclude at the three hypotheses listed below: 
There is a relationship between warehouse and supply chain performance. 
Warehouse affect supply chain performance. Receiving, storage, and shipping 

occur at the warehouse to transport the product from production to consumption in 
the right condition and at the right cost. The warehouse receives, sorts, puts, 
maintains, stores, picks, and loads-ships. Warehouse equipment, warehouse



systems, and informational systems are used for these tasks. All of the above must 
contribute to a competitive company operation and excellent supply chain perfor-
mance in terms of service speed, product quality, and customer happiness. 
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There is a relationship between inventory and supply chain performance. 
Inventory management’s main aims are to ensure seamless item movement, 

accelerate product delivery from receipt, reduce storage, reduce material costs, 
lower per-item inventory, require less investment, and increase inventory turnover. 
When a firm manages its inventory well, it may provide appropriate storage space, 
produce and sell quality items, adapt to market demand, build customer confidence, 
reduce cancelled orders, and incur minimum losses. Bad inventory control can lead 
to significant financial commitments, negative cash flow, worse return on invest-
ment, and inability to expand due to lack of funds. Having a large inventory also 
increases storage costs, as more room is needed. The aforementioned factors influ-
ence (positively or negatively) the supply chain’s ability to acquire a competitive 
advantage, given that this advantage depends on the supply chain’s financial per-
formance, speed of service, sustained product quality, and, ultimately, customer 
attitudes towards the firm’s products. 

There is a relationship between warehouse and inventory and supply chain 
performance. 

Dependent variable: 
Using the statistical program, the Cronbach coefficient was measured, which 
received the following values for the dependent variable: 

Supply chain performance: Cronbach’s alpha = 0.194 

Independent variables: 
The Cronbach coefficient, which received the following values for the independent 
variables, was also measured: 

Warehouse: Cronbach’s alpha = 0.707 (removes “available resources” and “ware-
house accessibility” queries based on statistical program-scale if item deleted) 

Inventory: Cronbach’s alpha = 0.825 

Correlation Factor 
Then, the Pearson correlation coefficient was measured with the statistical program, 
with the following results (Table 1): 

As shown in the table above: 

Between warehouse-inventory, the correlation coefficient is r = 0.599 for p < 0.001 
Between warehouse-performance, the correlation coefficient is r = 0.402 for 

p < 0.005 
Between inventory-performance, the correlation coefficient is r = 0.614 for 

p < 0.001 

Multiple Linear Regression 
In this study, multiple linear regression was used using the statistical program to test 
the hypotheses:



N 50 50 50

N 50 50 50

N 50 50 50

Model R square R square the estimate df1 df2

Model R
R
Square

Adjusted
R square

Std. error of
the estimate change df1 df2 change

A. Warehouse and Supply Chain Performance Relationship (Table 2) 
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Table 1 Correlations 

Warehouse Inventory Performance 

Warehouse Pearson correlation 1 .599a .402a 

Sig. (2-tailed) .000 .004 

Inventory Pearson correlation .599a 1 .614a 

Sig. (2-tailed) .000 .000 

Performance Pearson correlation .402a .614a 1 

Sig. (2-tailed) .004 .000 

a Correlation is significant at the 0.01 level (2-tailed) 

Table 2 Multiple linear regression 

R Adjusted Std. error of 

Change statistics 

R square 
change 

F 
change 

Sig. F 
change 

1 .402a .162 .144 .26.433 .162 9247 1 48 .004 
a Predictors: (constant), warehouse 

Table 3 Multiple linear regression 

Change statistics 

R 
Square 
change 

F Sig. F 

1 .614a .377 .365 .22.777 .377 29.105 1 48 .000 
a Predictors: (constant) inventory 

Hypothesis: The variable “warehouse” affects the “performance of the supply 
chain.” 

The results of multiple linear regression were statistically significant F 
(1.48) = 9.247 for p > 0.001. The coefficient adjusted R square= 0.144, which 
means that 14.4% of the variance of the dependent variable is interpreted by the 
model with the participation of the independent variable; therefore, it is not con-
firmed in the hypothesis that has been made. 

B. Inventory and Supply Chain Relationship (Table 3) 

Hypothesis: The “inventory” variable affects “supply chain performance.” 
The results of multiple linear regression were statistically significant F 

(1.48) = 29.105 for p < 0.001. The coefficient adjusted R square = 0.365, which 
means that 36.5% of the variance of the dependent variable is interpreted by the 
model with the participation of the above independent variable, thus confirming to 
some extent the hypothesis that has been made (Table 4).



434 G. Tsimpoukas and P. Reklitis

Table 4 ANOVAa 1  hypothesis 2 

Model Sum of squares Df Mean square F Sig. 

1 Regression 1510 1 1510 29.105 .000b 

Residual 2490 48 .052 

Total 4000 49 
a Dependent variable: performance 
b Predictors: (constant) inventory 
1 The number of the model 

As can be seen from the table above, the observed level of statistical significance 
is Sign = 0.000 < 0.05, so the conclusion to which one is led is that there is a linear 
relationship between the independent and the dependent variable. Thus, the assump-
tion of linearity seems to be satisfied (Table 5). 

We also observe from the coefficients table that the constant coefficient has a value 
of 2037, while the variable “stocks” has a fairly high positive value, StbBeta = 0.614 
which is statistically significant since it has p < 0.001. Stocks are therefore positively 
and statistically significantly linked to supply chain performance. 

C. Warehouse, Inventory, and Supply Chain Performance Relationship (Table 6) 

The results of multiple linear regression were statistically significant F 
(2.47) = 14.35 for p < 0.001. The coefficient adjusted R square = 0.353, which 
means that 35.3% of the variance of the dependent variable is interpreted by the 
model with the participation of the above independent variables, thus confirming to 
some extent the hypothesis that has been made (Table 7). 

As can be seen from the table above, the observed level of statistical significance 
is Sign = 0.000 < 0.05, so the conclusion to which one is led is that there is a linear 
relationship between the independent and the dependent variable. In consumptions, 
linearity seems to be satisfied (Table 8). 

Hypothesis: The variables “warehouse” and “stocks” affect “supply chain 
performance.” 

We observe from the coefficients table that the constant coefficient has a value of 
1932, while the variable “stocks” has a fairly high positive value, StbBeta = 0.583, 
which is statistically significant, since it has p < 0.001. Stocks are therefore 
positively and statistically significantly associated with supply chain performance. 
On the contrary, the warehouse that has a factor of StbBeta = 0.053 is not positively 
and statistically significantly related to the supply chain performance 
(StbBeta = 0.053) because p > 0.001 

4 Discussion 

The answers obtained from the research and processed by the relevant statistical tool 
show that from the case studies, (a) the warehouse does not affect the supply chain 
performance individually and (b) the stocks affect the supply chain performance, 
while in combination the warehouse and the stocks further affect supply chain 
performance.
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Table 6 Summary of the model 2, hypothesis 3 

Change statistics 

R 
Square 
change 

F Sig. F 

1 .616a .379 .353 .22.984 .379 14.359 2 47 .000 
a Predictors: (constant) inventory, warehouse 

Table 7 ANOVAa 1  

Model Sum of squares df Mean square F Sig. 

1 Regression 1517 2 .759 14.359 .000b 

Residual 2483 47 .053 

Total 4000 49 
a Dependent variable: performance 
b Predictors: (constant), inventory, warehouse 
1 The number of the model 

According to results from the Performance Improvement of Inventory Manage-
ment System Processes by an Automated Warehouse Management System [2], 
which investigates the impact of a warehouse management system on the perfor-
mance of the supply chain that provides less resource use, it is indicated that it is 
more efficient and reliable inventory management system. The supply chain pro-
cesses performed in the warehouse were examined before adapting a software that 
can handle the necessary transactions. The software was tested to improve workflow 
and provide timely and efficient handling. The data was collected from the ware-
house of a leading telecommunications service provider in Jordan. In addition, the 
layout of the facilities was studied, and we introduced a production station inside the 
warehouse, which resulted in better optimization/utilization of the warehouse space. 
The production station consists of three stages: grouping, labelling, and repackaging. 
The system handles three phases of the product life cycle: receiving, processing, and 
distributing SIM and prepaid scrapers. Each phase of the product life cycle was 
discussed in detail, and process gaps were identified. It also highlights the gap 
between theory and practice, in order to motivate researchers to develop and adapt 
to mitigate supply chain disruptions. 

Evaluating Inventory Management Performance Using a Turnover Curve [3] also 
examines tools for better inventory management, which of course improve supply 
chain performance. A generalized formula (turnover curve) developed in previous 
research that mimics practical inventory control (shows the relationship between 
inventory and turnover) is used to control the performance of inventory regulation 
across multiple storage locations. The same turnover curve is used to estimate the 
impact of changing inventory control procedures or to set new targets for inventory 
levels. It is a simple but powerful tool for evaluating the performance of inventory 
management that can be developed from readily available corporate data. But also 
the work Logistics and Agri-Food: Digitization to Increase Competitive Advantage 
and Sustainability.
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Literature Review and the Case of Italy [18] examines the current challenges 
facing the supply chain with a focus on the agri-food sector. The paper addresses two 
key research questions. First, how and with what tools can digitization help improve 
supply chain management and logistics sustainability? Secondly, what are the main 
management and strategic implications and implications for the agri-food sector in 
terms of efficiency, effectiveness, cost reduction, and supply chain optimization? 
Finally, the paper presents Italy as a case study, selected both for its particular 
internal differences in logistics infrastructure and business management between 
northern and southern regions (which could at least be partially overcome by the use 
of new technologies and frameworks), as well as the importance of the agri-food 
sector for the domestic economy (representing about 25% of the country’s GDP), in 
which digitization is expected to have positive effects in terms of value creation and 
sustainability. 

This approach aligns and synthesizes significant factors linked to supply chain 
performance measurement, according to “ A Review of Performance Metrics for 
Supply Chain Management” [9]. The results of this study can assist managers and 
practitioners evaluate and measure their supply chains effectively and, more impor-
tantly, efficiently. Other scientists with similar cases are studying similar problems, 
using modelling and simulation [4, 15–17]. 

Furthermore, in “Supply Chain Performance Within the Agri Food Sector” [7], 
the article discusses the components of the agri-food supply chain, the main key 
performance indicators used to measure its performance, and the difference between 
a traditional supply chain and a sustainable supply chain, by analyzing the waste 
management component. A quantitative study has been designed in order to obtain 
organizational learning on key performance indicators. 

Additionally, according to the findings of “Measuring Supply Chain Performance 
in the”Agri-Food Sector [1], some QAS criteria also seem to have a favorable 
influence on the performance of some supply chain members while having a 
negative impact on the performance of many others. Overall, the results show that 
all specified QAS standards are judged to have a positive influence on supply chain 
performance, while the total impact is very minor. 

The purpose of this study, Role of Warehouse Characteristics in Supply Chain 
Warehouse Efficiency in Indonesia [13], is to investigate the role of warehouse 
attributes in supply chain warehouse efficiency. The study’s results indicate that 
warehouse attributes have a positive impact on supply chain warehouse efficiency. 
Warehouse efficiency among Indonesian supply chain enterprises is increased 
through proper warehouse design and effective operations. Furthermore, MIS is 
discovered to be one of the mediating variables between warehouse variables and 
supply chain warehouse efficiency.
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Mergers and Acquisitions Between Systemic 
Banks in Greece and Their Impact 
on Concentration and Control 

Apostolos Christopoulos, Ioannis Katsampoxakis, Ioannis Thanos, 
and Kanellos Toudas 

1 Introduction 

The financial crisis, which originated in the USA (2007) and spread to other 
countries, also affected Greece. In 2010, Greece sought bailout funding and signed 
an M0U with the so-called Troika, that is, the EU the ECB and the IMF. However, 
although the Greek crisis started as a sovereign debt crisis, it soon turned into a 
banking crisis, as banks were the main holders of Greek bonds. 

On the other hand, liberalization allowed banks to undertake excessive risks, 
which played a significant role in the global financial crisis of 2007 and, to some 
extent, in the Greek financial crisis of 2010 [1, 2]. As a result, regulators started to 
reconsider their decisions emphasizing on the stability of the banking system. This
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new environment led researchers to turn their interests to topics such as 
(i) Concentration-Competition, (ii) Concentration-Stability and (iii) Competition-
Stability.
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2 Literature Review 

The existing literature does not lead to clear results in terms of the relationships 
among market concentration, market power and the financial stability of the banking 
system. In fact, even empirical studies fail to make safe conclusions as to what is 
ultimately valid. This ambiguity is evident in the available literature as we demon-
strate in the following section. 

2.1 Concentration-Competition 

The existing literature mainly researches the relationship between competition and 
concentration. There are two prevalent views on the relationship between these two 
components. 

The first view is based on the Structure-Conduct-Performance relationship [3, 4], 
according to which increasing concentration will have a positive impact on the 
increasing market power of large banks (and a negative impact on competition in 
the banking industry); taking advantage of the increase in their market share and/or 
the eradication of their competitors, banks can more easily impose higher prices and 
record (abnormally) higher profits. On the other hand, the second relation is based on 
the effective structure Hypothesis [5, 6], which suggests that most efficient banks 
can increase their profitability and size, simultaneously increasing their concentra-
tion. Therefore, an increase in this concentration does not imply market power, 
which means that there is, not necessarily, a causal relationship between concentra-
tion and competition in the banking sector. 

However, other studies have concluded that there is no significant relationship 
between concentration and competition [7–12]. 

2.2 Concentration-Stability 

The first view emerging in the existing literature is that increasing concentration 
under certain conditions has a positive impact on the sector’s stability. Such results 
can be found in cases of M&As occurring in the context of restructuring required of 
the sector (e.g., the acquisition of the ‘Agricultural Bank of Greece’ by ‘Piraeus 
Bank’ and the acquisition of the ‘Emporiki Bank of Greece’ by ‘Alpha Bank’). The 
increasing degree of concentration led to an improved stability within the sector 
[2, 13].
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This view holds that stability in the industry improves when the degree of 
concentration within the industry increases, whether this is due to new M&As or 
comes because of an increase in the market share of the bigger banks. 

Other studies conclude that it is easier to monitor a system with a few big banks 
rather than one where many small banks operate, and therefore, more detailed and 
systematic monitoring is required. 

The proponents of this view support that in the most concentrated markets, 
individual banks can charge higher interest rates for loans, which increases the 
likelihood of moral hazard as borrowers make risky decisions, and, as a result, 
banking portfolios become riskier, too [14]. 

In a more recent study, Shim (2019) [15] shows that high concentration leads to a 
more stable financial environment compared with less concentrated markets, 
whereas Azmi et al. (2019) [16] also argue that concentration is beneficial for 
banking stability, focusing on dual banking economies. 

2.3 Competition-Stability 

Perhaps the more intensely studied relationship is the relationship between Compe-
tition and Stability. It all began in the 1990s, when there was a tendency to reduce 
restrictions on the banking sector to obtain the benefits an increased level of 
competition might offer. These tactics following deregulation are also the main 
reason leading to the 2007 crisis [17, 18]. Thus, the study of the Competition-
Stability relationship was considered by experts as a major issue. 

As in the relationships discussed above, opinions in the literature differ. The two 
main relationships under discussion are Competition-Stability and Competition-
Fragility. 

Big banks were considered ‘too big to fail’ having a ‘safety net’ provided by the 
state can engage in activities with greater risk. In more competitive markets, interest 
rates are lower and the ‘too big to fail’ and ‘safety net’ parameters are of lesser 
importance. Thus, the moral hazard problem is mitigated, and we are led to 
stability [14]. 

In addition to the aforementioned studies that focused on the impact of concepts 
like concentration and competition on the stability of the financial system, 
researchers also studied the aftermath of the unconventional monetary policies that 
central banks applied as remediation measures regarding the recent economic crises 
[19–22]. The effect of the unconventional monetary policies by Central Banks in 
general is positive for the real economy [23, 24]. 

According to Acharya et al. (2019) [25], the ECB’s Outright Monetary Trans-
actions program indirectly recapitalized European banks through its positive impact 
on periphery sovereign bonds. Kenourgios, D., Christopoulos, A., and Dimitriou, 
D. (2013) [26] examined the returns on stocks, bonds, commodities, shipping, 
foreign exchange and real estate and found evidence of a correlated-information 
channel as a contagion mechanism between markets within different countries.
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Yu (2017) [27] and Keddada and Schalckb (2020) [28] found that the correlation 
between sovereign and bank CDS spreads before the crisis remained small but had 
increased significantly until the end of the sample. Similarly, attempted to determine 
the extent to which European banks were vulnerable to sovereign credit risk from 
2010 to 2013. 

Thus, we conclude that for each case concerning a country, industry, system, or 
whether carried out for a different time-period, new research should be conducted to 
draw conclusions that are most likely to be valid for each case. 

3 Data and Methodology 

3.1 Data 

The data in this research came from published consolidated financial statements, and 
specifically the balance sheets and profit and loss statements of the five largest 
banking groups in Greece for the period 2008–2018. Although only these five 
banks were included, our sample represents 97% of the industry’s total assets. 
Considering country-level data, these were collected from the databases of the 
World Bank and the European Central Bank. 

The Herfindahl-Hirschman Index as a measure of concentration 
The Herfindahl-Hirschman index (HHI) is one of the most widely used indicators 

in the theoretical literature. It can often be used as a benchmark to assess other 
concentration indicators. This indicator is the sum of the squares of bank shares as 
shown in the following formula: 

ΗΗI= 
n 

i= 1 

S2 i 

where Si is the market share of the bank, and i and n are the number of enterprises in 
the sector. This indicator can take values from 1/n (HHI = n(1/n)2 = 1/n) where all 
banks are of equal size, and we have an indication of full competition up to10000 
(HHI = 1002 ), when a bank has 100% of the shares and so we have an indication of a 
monopoly. 

According to ECB ‘s instructions, market shares are calculated using the total 
assets. 

The Lerner index as a measure of competition 
This study uses the Lerner index, which has been commonly used in banking 

research, as a measure of competition (or market power). The Lerner index captures 
the capacity of price power by computing the disparity between price and marginal 
cost as a percentage of the price and ranges between 0 and 1. In case of perfect 
competition and monopoly, the index equals 0 and 1, respectively. The time-variant 
Lerner index at the bank-level is calculated as follows:



-
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L= 
pit mcit 

pit 

where the pit is the price of total assets proxied by the ratio of total revenues (interest 
and non-interest income) to total assets for bank i at time t. mcit is the marginal cost 
for bank s at time t. 

The marginal costs are obtained by differentiating a translog cost function with 
respect to one output. We use a stochastic frontier model to estimate a translog cost 
function with one output (total assets) and three inputs (labour, funding and physical 
capital). The cost function for a given bank s at time t can be specified as follows: 

lnTCit = α0 þ αQ lnQit þ 0:5αQQ lnQitð Þ2 þ 3 

k= 1 
αk lnWk,it 

þ 3 

k = 1 
αQk lnQit lnWk,it þ 0:5 3 

j= 1 

3 

k= 1 
αjk lnWj,it lnWk,it þ εit ð1Þ 

εit = vit uit 

where C is the total costs, Q is the output (total assets) and W is a vector of input 
prices (price of labour, price of funds and price of physical capital), v represents 
standard statistical noise and u captures inefficiency. Following Turk-Ariss (2010) 
[29], the total costs and prices of funds and labour are scaled by the price of physical 
capital to correct for heteroscedasticity and scale biases. 

ln TCit=W3,itð Þ= α0 þ αQ lnQit þ 0:5αQQ lnQitð Þ2 þ 2 

k = 1 
αk ln Wk,it=W3,itð  

þ 2 

k = 1 
αQk lnQit ln Wk,it=W3,itð Þ  

þ 0:5 2 

j= 1 

2 

k = 1 
αjk ln Wj,it=W3,it ln Wk,it=W3,itð Þ þ  εit 

To obtain the marginal cost, Eq. (1) is differentiated with respect to Q: 

∂lnTCit 

∂ lnQit 
= 

TCit 

Qit 
αQ þ αQQ lnQit þ 2 

k = 1 
αQk ln Wk,it=W3,itð Þ  =MCit 

The Bank Z Score as a measure of bank stability 
The Z-score is a widely used measure of bank stability in the related literature and 

can be interpreted as the number of standard deviations by which returns would have 
to fall from the mean to deplete the equity capital. Hence, it determines how many 
standard deviations in return on assets a bank is from insolvency. The score is 
computed as follows:
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Bank Zit = 
ROAit þ E 

TA it 

σ ROAð Þit 
where ROA is the return on assets, E/TA represents the equity to total assets ratio 
and σ(ROA) denotes the standard deviation of return on assets. A higher Z-score 
implies a lower probability of insolvency (failure), providing a more direct measure 
of soundness compared to other measures of risk. 

3.2 Control Variables 

In our econometric models apart from the basic variables, we use a list of bank-
specific and macroeconomic control variables. 

In this section, we present each one of them with its definition and divided 
according to the relationship studied. 

Table 3 reports the descriptive statistics of the variables used in the regression. 
Taking a glance at the basic variables (Lerner, HHI, LnBank Z score), we can make a 
first assumption of the results we might find for the three relationships of this study. 
The mean value, as well as the median of the Lerner index, is relatively low and quite 
close to zero, while, on the other hand, the ones of the HHI index and LnBank Z 
score have higher values. So, this could be a first sign that there might be a negative 
relationship between Market Power and Concentration, as well as Stability, while 
there might be a positive between Concentration and Stability. 

3.3 Methodology 

Before the econometric study, using the HHI index and its yearly change ΔΗΗI, an 
analysis on the level of Concentration of the Greek Banking industry is carried out 
and subsequently we estimate, using the same indices, the change in the sector’s 
Concentration the possible systemic banks merger scenarios might cause. 

Then we proceed to the basic econometric study. Our first model has the form: 

COMPit = a0 þ a1COMPit- 1 þ a2CONCit þ a3 LLPit þ a4 Liquidity Riskit 
þ a5 Interest Rate riskit þ a6 Lending to Tot:Assetsit 
þ a7 Deposits to Tot:Liabilitiesit þ a8 Other Earning Assets to Tot:Assets 
þ a9 Fee Based Activitiesit þ a10 ATMs to Branchesit þ a11 GDPit þ εit ð2Þ 

where COMPit is the dependent variable for competitiveness approached through the 
Lerner index for bank i and year t; COMPit-1 is the first lag of the Lerner index and is 
used to examine not only the importance of whether we should consider the previous 
values of the dependent variable but also the factor a1, which represents the rate at
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which competitiveness converges at a future level; and CONCit is the concentration 
variable that is approached through the HHI index. The rest are as described in 
Table 1 and εit is the error term. 
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Table 1 In the following table, we list the control variables that are used in the econometric model 
of concentration-competitiveness relationship 

Variable Definition 

LLP The ratio of loan loss provisions to total assets 

Liquidity risk As a proxy for liquidity risk, we employ the ratio ‘liquid assets/short 
term funding’. Liquidity risk is expected to affect bank margins 
positively [27]. 

Interest rate risk Computed as the difference between the interbank market (three 
months) rate and the interest rate for customer deposits [28]. 

Inefficiency Computed as the ratio ‘operating costs/gross income’. Higher operating 
costs imply increased operating inefficiency [29]. 

Capital to assets ratio A proxy of banks’ solvency, computed as the ratio ‘capital and reserves/ 
total assets’. Capital requirements represent a premium on bank 
margins [30]. 

Lending/total assets Customer and interbank loans as a ratio of total assets. 

Deposits/total 
liabilities 

Total deposits as a proportion of total liabilities. 

Other earning assets/ 
total assets 

Total earning assets other than loans as a ratio of total assets. 

Fee-based activities The Boyd and Gertler (1994) [30] estimator is a proxy for bank 
fee-based activities, which is computed as fee income/total revenue fee 
income. 

ATMs/branches A proxy for technical change in delivery channels. The ratio is com-
puted using national data for bank ATMs and branches. 

GDP The relationship between bank margins and growth will depend on the 
correlation among prices, costs and the business cycle [31]. 

In the second analysis, we calculate two models, where in the first, we consider a 
linear relationship between competition and stability. In the third model, based on 
the research of Berger et al. (2009) [31], we add the square term of competition to 
test for non-linear relationships between Competition and Stability [32]. 

RISKit = b0 þ b1RISKit- 1 þ b2COMPit þ b3CONCt þ b4SIZEit þ b5RGDPt 
þ b6LRit þ b7NIMit þ b8CRISISt þ b9LLPit þ εit ð3Þ 

RISKit = c0 þ c1RISKit- 1 þ c2COMPit þ c3COMPit 
2 þ c4CONCt 

c5SIZEit c6RGDPt c7LRit c8NIMit c9CRISISt c10LLPit εit 4 

where RISKit is the dependent variable for stability for Bank I and year t and is 
proxied by the Bank Z score index’s natural logarithm; RISKit-1 is the lag of the 
stability variable and, as previously, is used to examine not only the importance of 
whether we should consider the previous values of the dependent variable but also 
the factor a1, which represents the rate at which stability converges at a future level;



and COMPit, as before, for competition with the Lerner index, but, in addition, here, 
based on Berger et al. (2009) [31] and Jimenez et al. (2013) [33], we also use a 
square term for the competition measure to capture a possible non-linear relationship 
between competition and risk with COMPit 

2 in Eq. (4). CONCt again is for concen-
tration with the HHI index; the rest are as described in Table 2, and finally eit is the 
error term. 
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Table 2 In the following table, we list the control variables used in econometric models for 
Concentration-Stability and Competition-Stability relationships 

Variable Definition 

SIZE The size of the bank is measured as the natural logarithm of the total 
assets. 

LLP The ratio of provisions for loan losses to total assets (LLP) is used to 
measure the quality of the exported result and how managers invest 
in high-risk assets. 

NIM The net interest margin (NIM) is used to monitor the profitability of 
a bank’s investment and lending activities. 

Capital requirements Indicates the minimum capital requirement that is interpreted as an 
entry barrier indicator. 

RGDP The conditions of the economic cycle are controlled by the intro-
duction of the annual real GDP growth rate. 

CRISIS An indicator variable that takes a value of one for crisis years, and 
zero in the others, and is included as a control variable. 

LR (Loans Ratio-Αsset 
Composition) 

Also, for the control of heterogeneity relating to banking-level 
factors, the composition of assets is included in the regressions. The 
composition of the assets is measured as the ratio of loans to assets. 

The two models used in this survey are calculated based on the generalized 
method of moments (GMM) to solve any endogenous problems that may arise. In 
the first case, the model used is based on the one used in the research by Carbo and 
Rodriguez-Fernandez (2007) [7], where we examine the relationship between Con-
centration and Competitiveness, and the second on models of Kasman and Kasman 
(2015) [34] and Fu et al. (2014) [35] to study the relationship between Concentration 
and Competitiveness with Stability. In both models, we used panel data from the five 
banks and the Greek Banking system for the period 2008–2018, which was also the 
most critical for the industry in Greece. Variables for stationarity reasons are at first 
difference. To address correlation and possible endogenous problems, Arellano and 
Bond (1991) [36] propose the use of the lags of the explanatory variables as 
instruments (Table 3).
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Table 3 Descriptive statistics of the variables used in the study 

Variable Full Sample 

Mean St. Dev. Median Min Max 

Lerner 0,210 0,433 0,280 -1762 1107 

HHI 0,181 0,051 0,214 0,117 0,233 

LnBankZ 1163 0,552 1193 -1523 1920 

LLP 0,026 0,030 0,017 0,005 0,171 

Liquidity risk 0,204 0,079 0,201 0,035 0,363 

Interest rate risk -0,017 0,009 -0,018 -0,038 0,006 

Inefficiency 0,627 0,247 0,576 0,279 1803 

Capital to assets ratio 0,084 0,050 0,087 -0,039 0,185 

Lending/total assets 0,699 0,096 0,707 0,433 0,888 

Deposits/total liabilities 0,633 0,113 0,628 0,424 0,909 

SIZE 24,456 1199 24,925 21,932 25,517 

NIM 0,027 0,006 0,027 0,011 0,041 

Capital requirements 13,543 2880 13,508 9569 17,100 

RGDP -0,024 0,036 -0,004 -0,091 0,019 

CRISIS 0,455 0,503 0,000 0,000 1000 

LR 0,664 0,089 0,663 0,408 0,831 

Other earning assets/total assets 0,205 0,069 0,213 0,031 0,320 

Fee-based activities 6212E 
+09 

3893E 
+09 

6860E 
+09 

1578E 
+08 

1596E 
+10 

ATMs/branches 1967 0,642 1892 0,732 3589 

GDP (bil.€) 255,192 52,921 239,862 195,222 354,461 

4 Empirical Results 

4.1 Merger Scenarios 

In this section, we present the level of Bank Concentration in Greece as well as its 
yearly change measured by the HHI and ΔΗΗI indices, respectively, for the period 
2004–2018. 

Table 4 shows that up to 2012 the HHI index in column 4 is below the limit of 
HHI > 2000 set by the ECB. However, in 2012, the change in the index as seen in 
column 5 comes quite close to the limit of ΔΗΗI > 150, due to the forced 
acquisitions that followed the debt crisis in that period. In 2013, however, we see 
that the index combined with its change (ΔΗΗI) far exceeds the limits. The fact that 
regulators allowed these acquisitions is because they were used as a measure to 
restore stability for the Greek banks, instead of injecting further capital coming from 
Greek taxpayers [2, 13]. So, we see that this index acts more as a guideline and is 
combined with other factors characterizing its situation, by regulators, to allow or not 
a M&A deal. 

Over the next few years, mergers and acquisitions did not cause any significant 
change in the index, but the previous events had already raised the index to very high



levels, causing the sector to be considered very concentrated, even though we cannot 
be certain at this time if this result is mostly negative. Next, based on the HHI index, 
we test the possible merger scenarios for the year 2019 for the four systemic banks in 
Greece representing more than 90% (EBF, 2020) of the sector’s market share. 
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Table 4 Greek banking sector HHI index for the period 2004–2018 

(1) (2) (3) (4) (5) (6) 

YEAR HHI ΔΗΗI ΗΗI*10000 ΔΗΗI*10000 CONCENTRATION SUSPICION 

2004 0,107 1070 SLIGHTLY PROBABLE 

2005 0,1096 0,0026 1096 26 SLIGHTLY PROBABLE 

2006 0,1101 0,0005 1101 5 SLIGHTLY PROBABLE 

2007 0,1096 -
0,0005 

1096 -5 SLIGHTLY PROBABLE 

2008 0,1172 0,0076 1172 76 SLIGHTLY PROBABLE 

2009 0,1183 0,0011 1183 11 SLIGHTLY PROBABLE 

2010 0,1214 0,0031 1214 31 SLIGHTLY PROBABLE 

2011 0,1278 0,0064 1278 64 SLIGHTLY PROBABLE 

2012 0,1487 0,0209 1487 209 SLIGHTLY PROBABLE 

2013 0,2136 0,0649 2136 649 YES 

2014 0,2195 0,0059 2195 59 SLIGHTLY PROBABLE BUT 
ALREADY CONCENTRATED 

2015 0,2254 0,0059 2254 59 SLIGHTLY PROBABLE BUT 
ALREADY CONCENTRATED 

2016 0,2332 0,0078 2332 78 SLIGHTLY PROBABLE BUT 
ALREADY CONCENTRATED 

2017 0,2307 -
0,0025 

2307 -25 SLIGHTLY PROBABLE BUT 
ALREADY CONCENTRATED 

2018 0,2304 -
0,0003 

2304 -3 SLIGHTLY PROBABLE BUT 
ALREADY CONCENTRATED 

Source: European Central Bank 
Note: To present the results at the scale presented by the ECB guidelines, we multiply the index by 
10,000. Also, based on these guidelines, we characterize the level of concentration for each year 
according to the value of the index and its yearly change 

Table 5 Merger scenarios of the four systemic Greek Banks for the year 2019 

Merger Results 

ΗΗI AFTER MERGER ΔΗΗI SUSPICIOUS 

Ethniki Bank – Alpha Bank 3502 1198 YES 

Ethniki Bank – Piraeus Bank 3519 1215 YES 

Ethniki Bank – Eurobank 3443 1139 YES 

Alpha Bank – Piraeus Bank 3443 1139 YES 

Alpha Bank – Eurobank 3371 1067 YES 

Piraeus Bank – Eurobank 3386 1082 YES 

As we can see from Table 5, the results for each merger go far beyond the limits 
set by the ECB, i.e., H > 2000 in conjunction with ΔΗΗI > 150. Thus, based on this



indicator and the limits set, we can conclude that for reasons of creating a monopoly, 
or price cartel conditions, none of the above scenarios can be realized. However, as 
mentioned, this index and its yearly change act as guidelines. So, if the sector needs 
to be further consolidated (as recently stated by the ECB), due to the benefits of 
integration within EU banking, those other factors might play a much more impor-
tant role than the index and foster M&As of systemic banks. If this is the case and the 
merger scenarios illustrated in Table 4 could be realized, based only on the above 
results, we can propose that the most preferable ones are those of Alpha Bank – 
Eurobank and Piraeus Bank – Eurobank, as they raise the overall sector’s Concen-
tration index less, compared to the other scenarios. This is a sign that they are less 
probable to create a monopoly in the Greek sector, with whatever drawbacks this 
situation might cause. 
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5 Econometric Models 

In our econometric study, we examine separately the relationships of Concentration-
Competition (Market Power) and Concentration and Competition-Stability based on 
the models mentioned in Sect. 3. 

5.1 Concentration-Competition 

We estimating model (2) using the GMM, considering the HHI index as the basic 
variable. The results are summarized in Table 6: 

As we see above the variable HHI is not significant to our model. This leads us to 
rule in favor of the theory of effective structure as it is more possible to explain the 
competitive conditions within the Greek banking industry. These results agree with 
the ones found by Claessens and Laeven (2004) [8], Casu and Girardone (2006) [9], 
Carbo and Rodriguez-Fernandez (2007) [7], Yeyati and Micco (2007) [10], 
Efthyvoulou and Yildirim (2014) [11], and Rakshit and Bardhan (2019) [12]. 

On the other hand, we have control variables that are significant to the model. 
Initially, we see the paradox that there is a positive relationship with the ‘Provisions 
for Losses’ from ‘Loans to Total Assets’, whereas we would expect there to be a 
negative relationship with market power. 

Another variable is inefficient. As we see, it has a negative relationship, which 
seems perfectly reasonable. As banks do not enjoy market power, this negative 
element may affect the dependent variable this way. 

The ‘Fee Based Activities’ variable is also negative. In this case, it makes sense as 
the more banks specialize in their primary activities, the more they will gain a 
competitive advantage, since they become more efficient and consequently gain 
more market power.
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Table 6 GMM regression results for Eq. (2) 

Variable Coefficient Std.Error t-Stat. Prob. 

Lerner -1 -0,434,157 0,190,977 -2,273,346 0,0283 

HHI -566,899 6,468,742 -0,876,367 0,3859 

LLP 5,594,816 2,308,396 2,423,681 0,0199 

Interest rate risk -479,904 13,83,778 -0,346,807 0,7305 

Inefficiency -1,518,091 0,523,648 -2,899,071 0,006 

Liquidity risk -0,57,804 3,169,756 -0,182,361 0,8562 

Capital to assets -0,72,641 2,576,925 -0,28,189 0,7794 

Lending/tot. assets -3,537,447 2,994,225 -1,181,423 0,2442 

Deposits/tot. liabilities 247,783 1,620,892 1,528,683 0,134 

Other earning assets/tot. assets 2,564,012 3,155,856 0,812,462 0,4212 

Fee-based activities -1,04E-10 4,71E-11 -2,204,215 0,0332 

ATMs/branches -0,131,112 0,303,287 -0,432,304 0,6678 

GDP -6,74E-13 5,58E-12 -0,120,806 0,9044 

Const. 0,065709 0,103,166 0,636,924 0,5277 

R-squared 0.303239 

J-statistic 6.722881 

Prob (J-statistic) 0.875370 

Finally, the only other important variable is the ‘lag of the dependent’. This states 
the importance of considering previous index values. But the fact that it is negative 
shows us that the previous results affect the index in reverse, which means that we 
will have constant ups and downs. 

5.2 Concentration-Competition-Stability 

In the second analysis, we consider the effect of two variables on stability. For the 
first, we consider the relationship between competition and stability, and for the 
second, the effect of concentration. Using again a GMM estimation on model (3) and 
having as basic explanatory variables, the Lerner and HHI indices, we gain the 
following results (Table 7): 

For the first basic variable, the Lerner index, we see that it has a marginal 
significance to our model. Nonetheless, in our investigation, we accept it to extract 
conclusions. Thus, we see that it has a positive relationship with the stability index. 
This makes us lean toward the Competition-Fragility view (consistent with, among 
others: Yeyati & Micco, 2007 [10], Turk-Ariss, 2010 [29], Leroy & Lucotte, 2017 
[37]). This means that the increase in the market power of banks (within reasonable 
limits) is expected to bring greater stability. 

The second variable is HHI. For this variable, we see that it is not significant to 
the model. Therefore, we find no relation with Stability. As a result, we cannot rule in



favor of any of the views Concentration-Stability, or fragility, for which we have not 
found similar results in the literature. 
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Table 7 GMM regression results for Eq. (3) 

Variable Coefficient Std.Error t-Statist. Prob. 

LnBankZ-1 0,135,644 0,124,842 1,086,524 0,2902 

LERNER 0,114,471 0,05717 2,002,304 0,059 

HHI 9,113,786 9,124,209 0,998,858 0,3298 

RGDP 20,61,677 2,931,706 7,032,344 <0,0001 

SIZE -0,578,229 0,477,173 -1,211,781 0,2397 

LLP -3,981,513 1,215,019 -3,276,914 0,0038 

LR 1,194,722 0,886,229 1,348,097 0,1927 

CRISIS 1,865,079 0,153,508 12,1497 <0,0001 

NIM -26,82,579 16,94,398 -1,583,205 0,1291 

CAPITAL REQ. 0,832,779 0,043131 19,30,833 <0,0001 

Const. -0,376,809 0,053155 -7,088,878 <0,0001 

R-squared 0.979992 

J-statistic 8.640407 

Prob(J-statistic) 0.279514 

Of the control variables that are important, initially, GDP’s annual growth rate is 
positively related to the stability variable. The next expected result is the negative 
relationship of the ‘Provisions for Loan Losses’ to ‘Total Assets’ with Stability. 
However, the unexpected result for which we have not been able to provide a 
satisfactory explanation is the positive relationship between the indicative variable 
‘CRISIS’ and Stability. 

The last significant variable positively affecting stability is the amount of capital 
requirements. 

For a robustness test following Jimenez et al. (2013) [33] and Fu et al. (2014) 
[35], we also use a quadratic term of the measure of competition, to capture a 
possible non-linear relationship between competition and risk, as illustrated in 
model (4). The results are as follows (Table 8): 

Because both the Lerner index and its square are not important to the model, we 
can deduct that the Competition-Stability relationship is linear, which is in line with 
previous studies including the quadratic term but supporting the linearity. 

6 Conclusions 

This chapter examined the impact of Systemic Greek Bank M&A on the financial 
sector’s major concepts: Concentration, Competition and Stability, as the subject is 
highly topical these days given the various reports circulating in financial news 
sources regarding upcoming systemic bank mergers in Greece.
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Table 8 GMM regression results for Eq. (4) 

Variable Coefficient Std. error t-Statistic Prob. 

LnBankZ-1 0,129,482 0,133,476 0,970,076 0,3442 

LERNER 0,144,587 0,101,608 1,422,989 0,171 

LERNER2 0,025094 0,058573 0,428,426 0,6732 

HHI 9,281,579 9,398,323 0,987,578 0,3358 

RGDP 21,56,667 2,755,268 7,827,433 <0,0001 

SIZE -0,388,827 0,440,332 -0,883,031 0,3883 

LLP -3,604,646 120,143 -3,000,297 0,0074 

LR 1,577,162 0,905,025 1,742,674 0,0976 

CRISIS 1,835,308 0,158,131 11,60,628 <0,0001 

NIM -30,92,965 18,19,624 -1,699,783 0,1055 

CAPITAL REQ. 0,829,995 0,045954 18,06162 <0,0001 

Const. -0,356,842 0,051624 -6,912,338 <0,0001 

R-squared 0.979456 

J-statistic 8.638275 

Prob(J-statistic) 0.373723 

For this purpose, we tested the relationships of Concentration-Competition, 
Concentration-Stability and Competition-Stability. 

Thus, as a final view, based on our results, it could be said that while a merger 
between two Greek systemic banks seems, at first sight, dissuasive, on the contrary, 
it can have positive effects on the stability of the system. 

For the Greek economy, these results mean that measures such as forced mergers 
and acquisitions to save the banks, and consequently the system, constitute a positive 
development. As we have observed from our results, the increase in concentration 
following mergers and acquisitions did not have any major negative impact on the 
stability and did not lead to the sector becoming a monopoly; on the contrary, the 
results of these moves by the banks helped reverse the situation and save the banking 
system. Opposite results would have resulted in bankruptcy for the banks, and 
consequently the collapse of the economy, as the system’s overall money flow relies 
on the banks. Also, our results cannot explain extreme situations of concentration 
and competition, but the conclusions are made based on values given to the variables 
not far exceeding our sample. 

Our last limitation concerned our models. The variables within our models were 
based on previous ones presented in similar studies dependent on a previously 
developed theoretical framework. Even though the variables used in our model 
emerged from a thorough study of the existing literature and might not be the 
optimal ones to test the pertinent relationships without the shadow of a doubt, testing 
every possible variable for suitability is rather impractical. As a result, we relied on 
those variables that are most probable and most appropriate for the research 
conducted. 

Closing this chapter, we shall refer to possible expansions of this research. One 
relevant expansion might be the inclusion of the Covid-19 crisis in the sample,



testing dynamically by modeling and simulating the sample [38–42]. Whether M&A 
are moves that banks or other kind of businesses might use to gain positive results 
and cover their losses. Finally, another future research development might be to 
examine other advantages that mergers and acquisitions might bring considering 
where most synergies are coming from. 
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Tax Evasion in the Greek Construction 
Sector 

Boufounou Paraskevi, Ilias Episkopos, Kanellos Toudas , 
and George Georgakopoulos 

1 Introduction 

Examining the factors that influence economic growth, several studies have focused 
on the role of taxation and in particular on tax evasion. Tax evasion can lead to a 
distortion of capital accumulation, as fewer people bear the tax burden, leading to 
unbalanced economic growth [1–5]. Furthermore, tax evasion reduces the public 
resources available to finance the provision of productive inputs provided by the 
government in the form of public goods, resulting in reduced endogenous growth 
[1, 4, 5]. In addition to the above, tax evasion reduces citizens’ trust in the rule of law 
[4, 6–8], which leads more people to this illegal activity [6, 7]. 

Tax evasion constitutes one of the most important obstacles to economic growth, 
and it is very important to examine individual aspects of tax evasion practices in 
Greece [9, 10]. This study focuses on analyzing tax evasion in technical companies; 
the construction sector contributes significantly to the country’s employment and 
GDP. The study is organized as follows: 

Initially, the concept, causes and effects of tax evasion are presented, and the 
phenomenon of tax evasion with reference to Greece is further discussed. A thor-
ough literature review follows. Then, the research method is applied, and the main 
findings are presented. Finally, the main conclusions are summarized, and sugges-
tions for practical application are put forward accompanied by recommendations for 
further research. 
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2 Tax Evasion 

2.1 The Importance of Tax Evasion 

Tax evasion is an illegal activity, defined as the concealment of a taxable activity 
declaration. Tax evasion should be distinguished from tax avoidance, defined as the 
reorganization of economic activity, possibly at some cost, to reduce tax payments. 
Tax evasion refers to an illegal reduction of tax payments (for example, by not 
reporting revenues) [11]. According to the Greek legislation, any act aimed at the 
total or partial avoidance of a tax liability in violation of tax law is defined as tax 
evasion. Tax evasion takes various forms, the main ones being: “(a) concealment of 
income, (b) incurring excessive or fictitious expenses, (c) failure to submit or the 
inaccurate submission of tax returns, (d) non-reporting of VAT, and (e) falsification 
of books and records” [12]. 

The concept of “tax evasion” is often confused with that of the “informal 
economy”. These two concepts do not necessarily coincide, although tax evasion 
is partly related to the informal economy (defined as economic activity that is not 
recorded in national accounts, although it should be). 

Overall, tax evasion and avoidance exist in all economies. Although both entail a 
reduction in taxpayers’ taxes, tax evasion is an illegal activity, while tax avoidance 
behavior is legal. Since the returns to tax evasion and tax avoidance are different in 
nature, they should be introduced into an economic model in a different way. The 
fact that one is likely and the other is not is in itself a big difference between 
them [13]. 

According to Kirchler et al. [14] that tax avoidance and tax evasion have similar 
effects, economists suggest not to distinguish between them but to analyze their 
effects together. Tax evasion is an important problem in several countries, such as 
Greece. The emphasis on this problem stems from the fact that it is an obstacle to 
growth and balanced growth, undermines the rule of law, prevents the maximization 
of social welfare and redistributive policies by governments, threatens social cohe-
sion and reduces citizens’ trust in the state [4]. For the welfare state to survive in the 
long run, tax compliance and reduction of tax evasion are crucial [7]. 

2.2 The Greek Case Study 

The European Commission [15] found that tax evasion, combined with the Covid-19 
pandemic, resulted in a decrease in VAT revenue to €8.28 billion in Greece, which 
(along with Denmark) recorded the largest losses (5.5 points increase in losses). 
More specifically, VAT revenue losses amount to 36.9% of expected revenue, which 
is the highest since 2000. On 19 July 2018, the European Commission referred 
Greece to the Court of Justice of the European Union for failing to transpose the 
Anti-Money Laundering Directive into their national law [16].



Tax Evasion in the Greek Construction Sector 459

Table 1 Causes of tax evasion in Greece 

Category Description 

Legislative/political 
factors 

Complexity of the tax system, legal uncertainty, continuous increase 
of the tax burden and lack of political will to tackle the phenomenon 

Technological factors Lack of technological/organizational infrastructure of the tax 
administration 

Organizational/bureau-
cratic factors 

Inefficient administration, poor public sector organization, fixation on 
following procedures rather than achieving results 

Structural factors Excessively high number of self-employed and micro-enterprises 
which makes tax controls difficult. Greater tax evasion in certain 
professional categories of self-employed, and between the two 
extreme income categories (very rich and very poor), but also in 
certain regions of the country’s periphery compared to urban centers 

Cultural factors Citizens’ beliefs about the state and its responsiveness but also about 
their rights and obligations toward it 

Source: Dianeosis [9], pp. 169–170 

Violations of tax legislation in Greece are classified into three main groups: 
“(a) acts of tax evasion, i.e. misleading or inaccurate acts or omissions in relation 
to tax debts with the purpose of not paying the legal tax; (b) acts of tax avoidance, 
i.e. aggressive tax planning practices to artificially reduce tax debts; and 
(c) taxpayer’s default, i.e. delaying the payment of overdue tax debts” [12]. The 
criminal fraud of tax evasion is provided for in Article 66 of Law 4174/2013 
“Income Tax Code” (ITC) and is punishable by a minimum of two (2) years 
imprisonment. 

Tax evasion has been one of the key challenges facing the Greek authorities in 
their efforts to achieve fiscal consolidation for decades [5]. According to Dianeosis 
[17], the revenue foregone from tax evasion for individuals ranges from 1.9% to 
4.7% of GDP per year, while for legal entities tax evasion (combined with tax 
avoidance) amounts to 0.15% of GDP. The estimation of the GDP is done by 
collecting data indicators from the World Bank [18]. In addition, VAT evasion is 
estimated to cause a loss of 3.5% of GDP. Overall, based on the report, the size of tax 
evasion in Greece can be estimated at between 6% and 9% of GDP, i.e., between €11 
billion and €16 billion per year. A later survey by Dianeosis [9] states that tax 
evasion by individuals and legal entities is estimated to be between 1.96% and 
4.85% of GDP, which implies that the lost tax revenue ranges from €3.4 billion to 
€8.5 billion, stating that there are a variety of factors that lead to tax evasion as 
summarized in Table 1. 

The tax policy itself should be examined as to whether it is an incentive for tax 
evasion. There are multiple tax rates and additional unanticipated taxes on already 
declared income, while there is favorable tax treatment of specific groups of the 
population. Examining the Greek tax system, Rapanos & Kaplanoglou [10] state that 
its structure is not growth friendly. The increase in withholding tax as part of the 
reforms did not lead to incentives for firms to invest. The complexity of the 
legislation, the inefficiency of the tax administration and the corruption that



characterizes the public administration, the unequal distribution of the tax burden, 
the feeling of non-reciprocity of taxes paid, the level of tax rates and the tax burden, 
social perceptions of tax evasion and, finally, the large number of self-employed 
persons are additional factors leading to tax evasion. 
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Table 2 Key economic indicators of the construction sector in Greece, 2015–2018 

Years 2015 2016 2017 2018 

Number of firms 74,337 77,229 61,833 59,843 

Number of employees 132,071 145,060 124,261 147,195 

Number of paid 
employees 

70,807 86,906 68,685 96,748 

Salaries and wages 788,168,415 900,237,976 851,248,880 922,089,429 

Production value 9,730,983,710 8,793,198,274 9,392,559,381 9,242,510,507 

Total purchases of goods 
and services 

7,930,753,717 7,445,137,973 8,500,397,008 8,801,422,797 

Value added at factor 
cost prices 

2,698,393,079 2,033,006,991 2,451,485,802 1,829,989,963 

Gross investment in tan-
gible goods 

437,319,405 703,848,061 587,470,653 210,451,254 

Turnover 10,368,013,395 9,249,303,087 9,886,605,666 10,033,327,191 

Staff costs 1,016,069,003 1,141,333,892 1,104,244,197 1,177,622,211 

Source: ELSTAT [19, 20] 

The construction sector is very important for the Greek economy, thus this study 
focuses on researching tax evasion on this sector. The construction sector experi-
enced rapid growth from the early 1990s until 2007 but then suffered a dramatic 
contraction during the crisis years. Cumulatively, the decline in construction value 
added in the period 2008–2019 reached 87.7%, while employment in the sector 
reached 61.8%. However, the sector has been on the rise in the following years. The 
construction sector contributes a significant share to Greece’s GDP. The key eco-
nomic indicators of the construction sector in Greece are presented in Table 2. 

More specifically, in 2017, the total contribution of the construction sector in 
terms of GDP amounted to 19.9 billion Euros in 2017, which corresponds to 11% of 
GDP. The construction sector’s value in 2018 had approached 18.1 billion, or 8.3% 
of GDP, while combined with the other functions within the sector, the total direct 
contribution of construction was 20.2 billion Euros, or 9.3% of GDP. In 2019, the 
construction sector contributed 2.222 billion Euros of gross value added to GDP, 
which when combined with engineering services, amounted to 3.028 billion Euros. 

In terms of employment, and taking into account multiplier effects, the total 
contribution of construction in 2017 is estimated at more than 500,000 jobs. Con-
struction employed around 151,600 people in 2019, generating more than 2.22 
billion Euros of value added to GDP [21]. For every one Euro spent in the 
construction sector, 1.8 Euros are added to the country’s GDP, of which 0.4 Euros 
are government revenues, 39 jobs are created and 13 are related to the sector. 

Greece’s property market had a positive year in 2017, as sales rose by 2% and the 
market capitalization grew at a rate of 78%. The growth of the construction industry



worldwide positively affected Greece, which recorded a 2% increase in annual sales. 
The period 2017–2019 saw an increase in demand for residential real estate due to 
short-term rentals (e.g., Airbnb) and the introduction of new players (Russia and 
China) into the market. 
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Three Greek companies are included among the top 100 construction companies 
worldwide: Hellaktor (rank 81), GEK Terna 9 (rank 91) and JP-AVAX (rank 98). It 
also estimates that the construction sector in Greece is expected to recover within 
2018–2022, with an estimated compound annual growth rate of 4.7% compared to-
2.4% in 2013–2017 (these estimates were made before the start of the pandemic). It 
is estimated that this sector could provide a significant boost to the country’s 
economic growth after the pandemic. The combination of NSRF 2021–2027 pro-
gram funds (estimated at more than €20 billion Euros), to funds from the Recovery 
Fund (estimated at €32 billion Euros) and public-private partnerships will boost the 
construction sector and ultimately contribute to Greece’s economic growth. 

3 Literature Review 

Relevant literature reviewed suggests that tax evasion is a crucial factor, affecting 
economic growth. Indicatively:

• Bitzenis et al. [22] report “shadow economy” (i.e., tax evasion) in combination 
with undeclared work as determinants of economic growth. Important determi-
nants of the “shadow economy” are factors related to macroeconomic conditions, 
such as unemployment and GDP growth, as well as institutional factors, such as 
tax morality and the rule of law.

• Cerqueti and Coppier [23] examine the relationship between tax evasion and 
economic growth, developing a Ramsey model of economic growth with a 
competing but non-exempt public goods financed by taxes that can be avoided 
through a corrupt tax inspector. The authors demonstrate that growth rates – both 
income and tax revenue – decline as the tax rate increases, but there are differ-
ences in how the growth rate declines as the tax rate increases: the rate of decline 
is higher in countries with low shame than in countries with high shame.

• Varvarigos [24] stresses, however, that concerns about the impact of tax evasion 
should not be limited to moral considerations. He conducted a study to examine 
the impact of tax evasion on economic development by focusing on the cultural 
aspects of tax compliance and their impact on tax evasion. A cultural norm that 
determines the defiance of tax avoidance practices links past tax evasion effects to 
taxpayers’ current incentives to conceal sources of income. This dynamic can 
lead to multiple equilibria in the evolution of tax evasion. Because of the latter’s 
effect on capital accumulation, this multiplicity can lead economies to divergent 
growth paths, in the case of differing initial levels of tax evasion. This is the case 
even though economies may, at the outset, be identical in terms of capital stock 
and structural characteristics, including those applying the tax.
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• Bethencourt and Kunze [25] also incorporate a dynamic cultural perspective on 
tax evasion. Their aim is to examine how the effect of social norms on tax 
compliance can explain the positive relationship between marginal tax rates and 
tax evasion, the reduction in the tax evasion/GDP ratio and the positive effect of 
GDP per capita on tax compliance. Their model does not generate multiple 
equilibria in tax evasion and does not take into account the causal effect of tax 
evasion on capital accumulation due to the absence of a productive role for 
government spending.

• Blackburn et al. [26] study the relationship between the informal economy and 
financial development in a model of tax evasion and bank intermediation. The 
lower the stage of economic development, the higher the level of tax evasion and 
its effects, and the larger the size of the informal economy. Overall, the authors 
find bidirectional causal effects between corruption and economic growth. Indi-
viduals choose how much of their income to declare, trading off their incentives 
to provide security against their disincentives to comply with tax obligations.

• Roubini & Sala-i-Martin [27] use a monetary growth model in which tax evasion 
motivates the government to suppress the financial sector as a means of increasing 
the demand for money, expanding the tax base for inflation and, hence, covering 
the tax revenue shortfall. Consequently, tax evasion leads to a reduction in the 
rate of economic growth because the process of capital accumulation is hindered.

• Chen [28] in his study finds a negative impact of tax evasion on economic growth 
because tax evasion induces policy makers to increase the tax rate more than what 
is needed to maximize economic growth, thereby offsetting the loss of tax 
revenue.

• Caballé and Panadés [29] analyze how tax compliance policy affects the rate of 
economic growth. The authors show that tax compliance effects depend on the 
relative productivity of private and public capital. Even if higher enforcement 
leads to a reduction in savings, since individuals will have less disposable 
income, the overall effect may be incremental. It is the imposition of very high 
penalties with a very low probability of inspection that allows the government to 
best approximate the highest growth rate among all policies that induce honest 
behavior.

• Ameyaw et al. [30] investigate the impact of personal tax evasion on economic 
growth in Ghana using quantitative questionnaire survey. The results of the study 
revealed that tax evasion in Ghana has a negative effect on economic growth. 
Specifically, the study identified high tax rates as the determinant of tax evasion, 
which in turn has a negative significant impact on the socio-economic develop-
ment of the country.

• Bostina [31] assesses the impact of tax evasion on economic growth in the 
European Union for the period 1997–2010. The main hypothesis that tax evasion 
negatively affects economic growth was not rejected, which leads to the conclu-
sion that as tax evasion increases, economic growth is likely to decrease.

• Tax evasion was also found to have a negative impact on economic growth in the 
study by Jugurnath et al. [32]. The objective of the study was to examine the 
impact of tax evasion on economic growth in Mauritius. It was found that high tax



rates, trust in government and regulations were directly related to tax evasion, 
while more stringent and strict government measures directly influenced attitudes 
toward tax evasion.
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The extent of tax evasion cannot be measured directly but must be inferred from 
economic variables that can be observed. In general, the definition and measurement 
of tax evasion is subject to theoretical and practical limitations stemming from the 
complexity of the economy, the tax framework and the tax collection mechanism [5]. 

The standard analysis of tax evasion assumes that the offender is the sole 
perpetrator of the tax evasion. However, this assumption is incomplete and mislead-
ing. The act of tax evasion sets in motion a range of general equilibrium adjustments 
as individuals and firms react to changes in incentives created by tax evasion. 

The existence of factors (legislative, economic, political) that do not reduce the 
initial tax advantage of tax evasion is an important factor leading to tax evasion [1]. 

The study by Islam, Rashid et al. [33] attempted to investigate the impact of 
economic and non-economic public policies on tax evasion using panel data of seven 
SAARC countries covering the period from 1998 to 2015. The result of the study 
implies that the higher the degree of economic freedoms, the lower the tax evasion. 

Using Swedish data, Hammar et al. [7] analyze which factors influence the 
perception of tax evasion. The analysis is carried out on ten different taxes (various 
forms of income tax, corporate tax, gift tax, property tax, estate tax, property tax, 
vehicle tax, carbon tax and alcohol tax), and the results vary widely on the basis of 
these taxes. People who distrust politicians are more likely to believe that tax evasion 
is common, and this holds for most of the taxes studied. If people stop trusting 
politicians, social norms about tax compliance deteriorate and the potential for tax 
collection to maintain the welfare state is reduced. The authors focus on the 
importance of trust – whether citizens are generally perceived as trustworthy has 
little impact on perceived tax evasion. 

Frey and Torgler [34] consider tax payment as an example of “pro-social” 
behavior. Like Hammar et al. [7], they suggest that taxpayers are willing to pay 
their taxes conditionally, depending on the behavior of others. That is, people are 
more willing to pay taxes when they believe that others pay them. Developing an 
index of tax morality and using survey data from several Western and Eastern 
European countries, Frey and Torgler [34] find a high negative correlation between 
perceived tax evasion and tax morality. 

“Trust” is important because even if a government is expected to provide exactly 
what the citizen wants, it is usually reasonable for the individual to evade taxes if he 
knows that he cannot be detected and sanctioned. Therefore, trust in government and 
other citizens, i.e., the belief that other citizens will pay their taxes, are important 
determinants of tax evasion. In this respect, this approach can be linked to fiscal 
sociology and state capacity, which presents the development of the tax system and 
tax collection as the result of an ongoing dialog between the state and the wider 
population [6, 8]. 

Overall, the tax compliance literature clearly reveals that social or generalized 
“trust” is an important factor affecting payment of taxes. If an individual believes



that most citizens pay their taxes, then they are more inclined to pay equally and not 
evade taxes. This is called “social taxpaying”: social taxpayers are influenced by 
social rules, feel guilty when they evade taxes and ashamed when they are caught. If 
they perceive that others are paying taxes, they tend to pay them as well. On the other 
hand, reducing others’ contributions reduces their willingness to contribute 
themselves [7]. 
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Legislation and legality are considered very important too. The law expresses 
social values and therefore could influence individual behavior independently of the 
imposition of sanctions. In this context, legislation and legality can influence 
individuals’ decisions. The dividing line between legal and illegal tax acts (tax 
avoidance and tax evasion, respectively) is often unclear and varies between coun-
tries. Blaufus et al. [35] examined how legality relates to tax evasion. Without any 
risk of negative economic consequences, classifying tax evasion as illegal can lead to 
a reduction in tax evasion. However, once potential negative economic conse-
quences are introduced, legality does not affect tax evasion unless the concept of 
morality is taken into account. 

Individual psychological factors, such as perceived fairness and the role of 
opportunity for tax evasion, are also determinants of this activity [11]. The desire 
to maximize expected net income is an important factor leading to tax evasion. The 
higher the gross income and marginal tax rates, the greater the likelihood of tax 
evasion. Thus, tax evasion is more common in the higher income group than in the 
lower income groups, while high marginal tax rates clearly imply higher tax 
evasion [7]. 

Problems that arise in the collection of taxes by a government that can potentially 
lead to tax evasion are as follows: a) disproportionate tax burden relative to other 
regions, but also in combination with income level; b) unbalanced tax structure, 
especially with an emphasis on indirect taxes, combined with the insufficient 
redistributive benefit of the tax system [4]. 

Demalijaj Ukaj [2] emphasizes the level of taxation is very important for the 
economic growth of a country and fiscal policy should always be considered as an 
important factor in the behavior and ability of participants to evade taxes. In addition 
to the level of tax rates, corruption of public administration officials including tax 
and customs officials, inadequate staff and weak legal system have been cited as 
additional reasons leading to tax evasion. 

Varvarigos [24] focuses on the relevance of social and cultural dimensions as 
drivers behind the persistence of tax evasion. This is because the cultural norm that 
influences individuals’ motivations for tax evasion acts as a dissemination mecha-
nism that perpetuates such actions, shaping a particular attitude of society toward tax 
compliance or non-compliance. For this reason, he cites the example of Hong Kong, 
where the Hong Kong Independent Commission Against Corruption (ICAC) orga-
nized an education program at all levels of education. 

Finally, Freire-Seren et al. [13] report that, according to some studies, higher 
levels of education reduce individuals’ preference for tax evasion, while based on 
others higher levels of education lead to higher levels of tax evasion.
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4 Methodology and Results 

Aiming in studying tax fraud by the Greek technical firms in depth, a special 
questionnaire was designed and the replies of 154 accountants from 53 technical 
firms obtained were analyzed using SPSS. The sampling method was random. The 
Likert scale 1 (low) to 5 (very high) was applied in the questionnaire. The main 
findings, classified in three categories, namely (a) Tax Evasion Practices 
(b) Opportunities for Tax evasion on technical companies’ value chain and 
(c) Effectiveness of potential measures against tax evasion, are critically assessed 
against the literature surveyed above. 

As shown in Table 3: 
It is evident that tax evasion in technical companies is mostly committed by 

companies registered in the country, and that a common method for tax evasion for 
companies established in countries with high VAT rate is to carry out technical 
activities in countries with low VAT rate. 

As presented in Table 4: 
Greek technical companies use a variety of tax evasion strategies, as also argued 

by Freire-Serene & Panades [13]. Transport services and suppliers’ overbilling are 
mostly considered as providers of tax evasion opportunities. The exploit of tax 
evasion opportunities provided to technical companies through transport services, 
advertising business and short-term leases of real estate evidenced, is also reported 
[5, 12]. 

As illustrated in Table 5: 
It is evident that the existence of further controls and write-offs of fines by the 

Ministry of Finance enhances tax evasion in technical companies, while regarding 
the countermeasures, the stabilization of the tax legislative framework is the most

Table 3 Tax evasion practices 

Standard 
deviation 

Extent to which tax evasion in technical companies is related to 
the receipt of fictitious invoices, e.g., in order to reduce tax 
liability and profits 

154 3.93 0.789 

Extent to which tax evasion in technical companies is based on 
the concealment of transactions 

154 4.01 0.842 

Extent to which tax evasion in technical companies is committed 
by a registered domestic company 

154 4.15 0.829 

Extent to which tax evasion in technical companies is committed 
by a non-registered third-country national company, in the 
Member State where the construction works and delivery of 
services take place 

154 3.95 0.848 

Extent to which technical companies that tax evade follow the 
method of physical establishment in a country with a high VAT 
rate and carry out the activity of technical works in a country with 
a low VAT rate 

154 4.10 0.822



N Average

Effectiveness of potential measures against tax evasion N Average

important factor that would contribute to the reduction of technical companies’ tax 
evasion, although the improvement of the tax control mechanism and the reduction 
of tax rates, contributions, fees, etc. and finally the tightening of fines, penalties, etc. 
can play a very important role too. The results obtained suggest tightening of the tax 
evasion framework, combined to improving the tax control mechanism. As 
discussed by Caballé & Panadés [29] the revenues from penalties imposed on tax 
evaders used to finance public capital enhance further growth and development as 
they enable public capital formation by (a) leading taxpayers to behave more 
honestly, therefore ending up paying more taxes, and (b) creating additional 
resources from the fines paid by tax evaders.
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Table 4 Opportunities for tax evasion on technical companies’ value chain 

Opportunities for tax evasion across technical companies’ value 
chain 

Standard 
deviation 

Extent to which the education of workers and employees of 
technical companies provide opportunities for tax evasion 

154 3.89 0.813 

Extent to which transport services provide opportunities for tax 
evasion for technical companies 

154 4.05 0.82 

Extent to which advertising business provides opportunities for 
tax fraud for technical companies 

154 3.97 0.855 

Extent to which short-term leases and leases provide opportuni-
ties for tax evasion for technical companies 

154 3.95 0.82 

Extent to which subcontracting technical works provides oppor-
tunities for tax evasion for technical companies 

154 3.84 0.745 

Extent to which overbilling of suppliers provides opportunities 
for tax evasion for technical companies 

154 4.07 0.804 

Table 5 Effectiveness of potential measures against tax evasion 

Standard 
deviation 

Extent to which high taxation is responsible for the existence of 
tax evasion in technical companies 

154 3.97 0.813 

Extent to which the reduction of tax rates, contributions, fees etc. 
would contribute to the reduction of tax evasion in technical 
companies 

154 3.98 0.835 

Extent to which the constant change in tax legislation is respon-
sible for tax evasion in technical companies 

154 3.97 0.828 

Extent to which the stabilization of the tax legislative framework 
would contribute to the reduction and disappearance of tax 
evasion in technical companies 

154 4.07 0.804 

Extent to which the existence of further checks and fine write-
offs by the Ministry of Finance enhances tax evasion in technical 
companies 

154 4.00 0.835 

Extend to which improvement of the tax control mechanism 
would contribute to reducing tax evasion in technical companies 

154 3.98 0.762 

Extend to which the tightening of fines, penalties etc. would 
contribute to the reduction of tax evasion in technical companies 

154 3.93 0.774
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The above results indicating that improvement of tax evasion controls and 
rationalization of tax policy as critical factors are in line with those of Dianeosis 
[9], which also suggests the increase of use of plastic money and electronic invoicing 
for both individuals and legal entities, the modernization the tax collection mecha-
nism through digitization of records and electronic interconnection of services, 
coupled with the enhancement of knowledge, skills and competences of human 
resources. 

5 Concluding Remarks 

As Alm [1] points out, tax evasion results in tax revenues’ reduction, thus affecting 
the taxes faced by taxpayers and the public services received by citizens. In addition 
to revenue losses, tax evasion leads to misallocation of resources when people 
change their behavior to defraud tax services, such as their choice of working 
hours, and their occupation. Governments must spend resources to identify, measure 
and punish non-compliance. Non-compliance alters the distribution of income in 
arbitrary, unpredictable and unfair ways to society as a whole. 

According to Gërxhani et al. [6], individuals and companies pay taxes only 
because they have to (i.e., because they believe that if they do not then they will 
be penalized); thus, the probability of being caught for tax evasion is a very 
important factor shaping their behavior [7]. Tax ethics provide a framework within 
which people can think of paying taxes as payment for government services or 
“political exchange”. In this light, there is a relationship between concepts such as 
trust, social capital and solidarity. Tax evasion is related to the extent to which 
citizens trust the government to be honest and to provide the services promised [6]. 

According to Vasardani [5], a broad policy package should be put in place to 
effectively tackle the complex phenomenon of tax evasion, focusing on three main 
objectives: 

(a) Simplification of Tax legislation in order to ensure a flexible and rational 
regulatory framework and reduce the need for explanatory circulars is a key 
prerequisite for effective tax policy design and implementation. Reviewing taxes 
with low yields and high costs (assessment costs, collection costs etc.) compared 
to expected returns should be reviewed. The existence of a multitude of tax 
systems and constant revision of the relevant legislation can de facto cause 
confusion. 

(b) Reform and mobilization of the tax administration in order to be possible to 
cross-check and monitor information over time through a central integrated 
information system, eliminating tax corruption and reducing personal contact 
between tax auditors/collectors and taxpayers. Measures that may contribute to 
this goal include dismissal from service of auditors who accept bribes; complete 
separation of audit and collection services; decrease of the number of local 
revenue offices while increasing the powers of central services; and full
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computerization of basic operations such as taxpayer registration and monitoring 
the filing of tax returns. 

(c) Improve taxpayers’ understanding of the tax framework and of the different 
options available to them. This, in turn, will help to enhance voluntary tax 
compliance, to free administrative resources to target specific groups that repre-
sent a high risk of tax evasion or have a history of non-compliance. 

Greece could attain these goals exploiting the opportunities the European pro-
gram Fiscalis 2020 [36] in which participates, which “allows tax administrations to 
cooperate with each other in the exchange of information, experience and knowl-
edge”. Among the objectives of this program is to support the fight against tax fraud 
and tax evasion. The scope of the program covers VAT, excise duties, taxes on 
energy products and electricity as well as other taxes as far as they relate to the 
internal market and administrative cooperation between Member States. 

The main strength of the present study is that it illustrates the opinions of the 
accountants of a significant group of technical companies, therefore providing a very 
in-depth review of tax evasion, still the practical utilization of its findings is limited 
by the fact that they only reflect technical companies’ approach. An analogous study 
in the future, extended to all other major sectors of the Greek economy, would 
provide a more comprehensive view of tax evasion. Such study could include the use 
of modeling and simulation systems [37–41]. Furthermore, as tax evasion also exists 
among individuals, if an extensive survey would be conducted among individuals, 
interesting results would be obtained and could be compared to those of companies 
(especially as countermeasures for limiting tax evasion are concerned). A future 
study could also focus on the phenomenon of tax evasion based on different tax 
categories’ analysis, as they are characterized by different levels of evasion and 
different incentives. Similarly, the views of individuals regarding their tax compli-
ance on the bases of different types of taxes, and the factors that drive them to such 
behavior, could be examined. Such surveys could potentially lead to more concrete 
proposals for practical implementation. 
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Taxation and the Greek Financial Crisis 

Boufounou Paraskevi, Vasiliki Athanasiou, Kanellos Toudas , 
and Lida A. Galani 

1 Introduction 

By imposing taxes, the state saves the resources needed to serve the needs of its 
citizens, such as public safety, public health, education and the administration of 
justice. The imposition of taxes, particularly income tax, serves to more fairly 
distribute wealth and to reduce economic and social inequalities. Furthermore, the 
imposition of taxes, especially indirect taxes and tariffs imposed on imported goods, 
aims to protect domestically produced goods and develop competition between 
economic units against other countries [3, 4]. The tax burden is intricately tied to 
the tax capability of each type of firm, and changes in taxes have the effect of 
increasing or lowering citizen income and governmental revenues. Its significance is 
even more critical in times of economic crisis. 

The tax burden on corporate activity in Greece and its repercussions before and 
during the economic crisis are investigated in this study. In particular, an empirical 
study is conducted and the periods 2005–08 and 2009–12 are compared. The study is 
structured as follows: At the beginning, the issues addressed in this study are 
presented. This is followed by a discussion of the research methods and a critical
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analysis of the primary findings. Finally, the main conclusions are summarized and 
thoughts for further research are developed.
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2 Taxation 

The importance of taxes is even more critical in the period of the financial crisis. 
Table 1 shows the evolution of tax rates for legal entities in Greece for the period 
2005–2012 examined in this study. 

With a net taxable profit of 100,000 euros and the assumption that no regular 
reserve and advance tax is calculated and that the remaining profit after income tax is 
distributed to the shareholders, Table 2 provides an example of how the tax burden 
of a public limited company can be calculated using the rates in Table 1. 

As illustrated in Table 3, there is a continuous downward trend in the tax rates on 
corporate profits in the Member States of the European Union, namely, the average 
since 2005 was 25.5%, in 2008 it reached 24%, after the peak of the crisis in 2010 it 
fell to 23.3% and in 2012 it reached 23%. The only country that is an exception is 
Malta. We note, however, that from 2005 to 2012, the average of the 17 countries of 
the European Union is higher than the average of the 27 countries. Due to the 
inclusion of Member States with relatively low tax rates, such as Bulgaria and 
Cyprus, the 27-country zone’s average is 25.4 percent. It is also clear that Greece’s 
tax rates are much higher than those in all of its surrounding nations. This makes it 
particularly challenging to draw in and keep investment, especially when combined 
with the bureaucracy and tax system’s complexity. 

Due to the diversity of the factors and the globalization of economic activity, 
member nations now compete with one another to draw in international investment. 
Due to tax rivalry, especially with the more recent members, particularly those in the 
Balkan region, who have much lower tax rates, the majority of member states have 
decreased tax revenues. The corporate tax rate in Bulgaria is 10%. This is one of the 
lowest rates in Europe together with that of Cyprus, which is also 10%. So that is 
why there is a relocation of businesses to Bulgaria and an increase in the activity of 
Greek businesses there. Entrepreneurs profit from the business-friendly environment 
and the streamlined processes for starting, registering and running a firm in addition 
to the lower tax rate. Besides, according to the World Bank, in the Doing Business 
2015 ranking, Bulgaria ranks 38th in terms of ease of doing business compared to 
Greece, which ranks 61. Also, Romania has a business tax rate of 16%, Latvia and 
Lithuania have a tax rate of 15%, while the Czech Republic and Slovakia have tax 
rates of 19% and 23%, respectively. It is worth noting that in Slovakia, the rate was 
also 19% but last year it became 23%. Finally, in Slovenia, the tax rate is 17%. It is 
important to note that Greece, after Portugal, the Czech Republic and Poland, has 
implemented 20 reforms to boost entrepreneurship in the period 2005–2014 and 
ranks fourth among OECD countries in terms of the number of reforms aimed at 
stimulating entrepreneurial ideas and restoring economic growth, in addition to the 
low tax rate, which is an initial incentive to start a business.
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Table 3 Corporate income tax rates in the EU 

Year 2005 2006 2007 2008 2009 2010 2011 2012 2013 

Belgium 34.0 34.0 34.0 34.0 34.0 34.0 34.0 34.0 34.0 

Bulgaria 15.0 15.0 10.0 10.0 10.0 10.0 10.0 10.0 10.0 

Czech Republic 26.0 24.0 24.0 21.0 20.0 19.0 19.0 19.0 19.0 

Denmark 28.0 28.0 25.0 25.0 25.0 25.0 25.0 25.0 25.0 

Germany 38,7 38,7 38,7 29,8 29,8 29,8 29,8 29,8 29,8 

Estonia 24.0 23.0 22.0 21.0 21.0 21.0 21.0 21.0 21.0 

Ireland 12,5 12,5 12,5 12,5 12,5 12,5 12,5 12,5 12,5 

Greece 32.0 29.0 25.0 35.0 35.0 24.0 20.0 20.0 26.0 
Spain 35.0 35.0 32,5 30.0 30.0 30.0 30.0 30.0 30.0 

France 35.0 34,4 34,4 34,4 34,4 34,4 34,4 36,1 36,1 

Italy 37,3 37,3 37,3 31,4 31,4 31,4 31,4 31,4 31,4 

Cyprus 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.0 

Latvia 15.0 15.0 15.0 15.0 15.0 15.0 15.0 15.0 15.0 

Lithuania 15.0 19.0 18.0 15.0 20.0 15.0 15.0 15.0 15.0 

Luxemburg 30,4 29,6 29,6 29,6 28,6 28,6 28,8 28,8 29,2 

Hungary 17,5 17,5 21,3 21,3 21,3 20,6 20,6 20,6 20,6 

Malta 35.0 35.0 35.0 35.0 35.0 35.0 35.0 35.0 35.0 

The Netherlands 31,5 29,6 25,5 25,5 25,5 25,5 25.0 25.0 25.0 

Austria 25.0 25.0 25.0 25.0 25.0 25.0 25.0 25.0 25.0 

Poland 19.0 19.0 19.0 19.0 19.0 19.0 19.0 19.0 19.0 

Portugal 27,5 27,5 26,5 26,5 26,5 29.0 29.0 31,5 31,5 

Rumania 16.0 16.0 16.0 16.0 16.0 16.0 16.0 16.0 16.0 

Slovenia 25.0 25.0 23.0 22.0 21.0 20.0 20.0 18.0 17.0 

Slovakia 19.0 19.0 19.0 19.0 19.0 19.0 19.0 19.0 23.0 

Finland 26.0 26.0 26.0 26.0 26.0 26.0 26.0 24,5 24,5 

Sweden 28.0 28.0 28.0 28.0 26,3 26,3 26,3 26,3 22.0 

United Kingdom 30.0 30.0 30.0 30.0 28.0 28.0 26.0 24.0 23.0 

Iceland 18.0 18.0 18.0 15.0 15.0 18.0 20.0 20.0 20.0 

Norway 28.0 28.0 28.0 28.0 28.0 28.0 28.0 28.0 28.0 

EU-27 25,5 25,3 24,5 24.0 23,9 23,3 23,1 23.0 23,2 
EA-17 28,1 27,7 26,8 26,3 26,2 25,6 25,3 25,4 25,9 

Source: Taxation trends in the European Union [8] 

Businesses that cannot relocate to another country to enjoy lower tax rates often 
resort to tax evasion. In general, any act or omission by taxpayers intended to lessen 
or avoid paying the required taxes is considered tax evasion. The following traits are 
mentioned in another definition: It is the portion of income tax that people do not 
voluntarily declare to the tax authorities as they are required to do by law. In 
addition, it is also defined as that part of indirect and other direct taxes which, 
under the law, should be collected and voluntarily remitted to the state, but which is 
never collected by taxpayers [12].
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The concept of tax avoidance or tax fraud, which can be found in the international 
literature, is another concept connected to tax evasion because they both have similar 
effects. As opposed to tax evasion, which is the circumvention of simply the letter of 
the law, tax avoidance is described as the complete or partial avoidance of tax 
[12]. Therefore, in order for many economists to be able to define tax evasion, 
they considered that an act of this kind must have the following characteristics: an 
element of dishonesty, fictitiousness or forgery to avoid paying tax; it must aim to 
reduce the tax burden due to the existence of loopholes, ambiguities in the legislation 
against the will of the legislator; and there must be complete secrecy as the 
emergence of the specific act means immediate action to combat it by the competent 
authorities. 

It should be noted that tax evasion is not the same as the underground economy, 
but tax evasion is the main cause of the creation of the underground economy and is 
part of the overall economic activity [2]. Informal economy is defined as all 
economic activities that contribute to the creation of added value, and while they 
should be included in the national income, they are not counted due to the inade-
quacy of the relevant services [10]. Informal economy is also referred to as: 
unofficial, hidden, black, unrecorded, shadow, under-ground, grey, parallel, dual, 
moonlight, unobserved, etc. 

Tax evasion varies from country to country and from taxpayer to taxpayer. Many 
economists have concluded that the main causes of tax evasion due to its complexity 
are as follows [12]: 

1. The educational and cultural level. The lower the people’s educational level, the 
greater the tendency to tax evasion. They do not understand the reason for the 
existence of taxes to cover public needs, and their individual needs prevail over 
collective needs. 

2. The social justice perception of the distribution of the tax burden. Many taxpayers 
are consistent with their tax obligations, but seeing that someone who evades 
taxes survives better and with more profit creates competition and for the sake of 
defense and survival, the tax consciousness of the legitimate taxpayer stops and 
equates to a tax evader. 

3. The extent of the tax burden, since tax evasion tends to increase as tax burden 
increases. The foregoing situation can be explained by the fact that there is less 
money available to meet and satisfy the requirements of taxpayers the higher the 
tax load is. In higher income brackets, where the advantage is greater, it becomes 
more obvious. 

4. The management of public money. The better the quality of government spending 
to meet social needs, the lower the tendency to tax evasion as taxpayers remain 
happy with the use of public money, i.e. money contributed by the taxpayers 
themselves. 

5. The functioning and structure of the tax system. The more the complex and 
unstable a tax system is, the greater the propensity for tax evasion. How the tax 
is levied is also an important factor indicating the tendency to tax evasion, as it 
would be different to levy a tax at the industrialization stage and different at the
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retail stage, where there are more businesses with lower incomes, worse account-
ing records that make it difficult to control. Also, the categorization of taxation by 
the source of the origin of income creates flexibility in terms of preventing tax 
evasion, i.e. employees and pensioners are taxed differently and self-employed 
persons differently. 

6. The organizational structure and proper utilization of tax and audit services for 
the proper functioning of the tax system greatly reduce tax evasion. 

7. The organization of the economy is a basic prerequisite for reducing the tendency 
to tax evasion, as it is possible to record transaction data and use them by the 
competent audit bodies. 

The consequences of tax evasion for both economic policy and the functioning of 
the economy are negative [12]: 

1. There is an unfair distribution of the tax burden, as it leads to different tax burdens 
for taxpayers without having the same tax capacity. Due to the existence of tax 
evasion, the state, to keep its revenues at the desired level, does not reduce tax 
rates and imposes tax burden on the consistent taxpayers. 

2. The state’s tax revenues are reduced, and it is unable to finance its expenditures. 
Consequently, it turns to measures of a net revenue raising nature such as indirect 
tax increases, special levies, borrowing with negative effects on both the social 
and economic levels. Moreover, we are not forgetting the negative impact of the 
increase in debt, which leads to huge budgetary problems. 

3. The effectiveness of the tax system and economic policy is reduced. For example, 
if the state promotes some tax measures such as tax incentives, those who evade 
taxes have more flexibility to adapt to this policy but with less benefit, which 
means inefficiency of this measure. Also, the existence of tax evasion mainly 
affects the low and middle income classes since it has a positive relationship with 
the maintenance of the tax burden. 

4. It creates problems in the competition of enterprises, as the enterprises that evade 
taxes have a comparative advantage of survival, earning a higher profit margin, 
liquidity over those that do not evade taxes. 

5. Finally, it creates a negative impact on the taxpayers’ tax awareness and spreads 
with great speed, with the result that consistent taxpayers also become tax 
evaders. 

Given that tax evasion and tax fraud is a global phenomenon, and its fight is an 
immediate need for the existence of a tax law, in a joint effort of all Member States of 
the European Union, the European Commission has proposed some European 
measures to combat these phenomena to ensure the efforts of fiscal consolidation 
and fairness of tax systems, with a series of actions that were harmonized and 
compatible with the multiannual financial frameworks 2007–2013 and 2014–2020 
[1]. The concept of tax audit includes all audit procedures on the books and records 
kept by economic units to verify and check the declarations submitted by the 
taxpayers. Due to the complexity of the tax system, tax audit is an arduous process, 
with great importance as the accurate determination of the taxpayers’ net taxable



income implies the fairer distribution of tax burdens and tax justice for the existence 
of a favoured state [3]. According to Koromilas G. and Giannopoulou C., tax audit in 
the Greek territory is divided into three main categories [5, 6]. 
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1. The preventive audit, which controls a company’s actions or omissions in the 
current fiscal year. It creates the impression to taxpayers that there is continuous 
and effective control. The characteristic of the preventive audit is its short 
duration and its substantial nature. 

2. The temporary audit, whereby a part of the taxpayers’ income is partially 
attributed to the State Treasury. The head of the public financial service issues 
an audit order to examine one or more subjects and objects of the full and final tax 
audit. With the ability to produce temporary audit sheets without having to 
undertake a normal audit, the temporary audit combines the preventative and 
regular audits, which we shall discuss below [11]. For example, the head of a tax 
office may issue an audit sheet for companies that have not submitted returns or 
submit negative returns, as well as for companies for which there is information 
on tax evasion. 

3. Finally, the regular audit under Article 66 of the Income Tax Code [11], which is 
aimed at the full and final control of the obligations of an enterprise and the 
attribution of any violations. 

In particular, from 2005 to 2012, three significant orders—POL.1037/1.3.2005, 
POL.1072 /8.4.2011 and POL 1178/23.8.2011—were in force for the control of 
traders’ tax affairs. These orders indicated a number of criteria for the selection of 
cases for audit through the risk analysis function of the ELENXIS system (it should 
be noted that POL 1178/23.8.2011 specifies 87 criteria for the selection of instances 
for audit), including (indicatively):

• Substantial violations of the VAT Code or information sheets on tax evasion, 
failure to submit declarations such as VAT, income tax, large VAT credit 
balances which are not justified by the scope of activity of each company, 
confiscated books and data and loss of books and data but also tax cash registers 
and mechanisms

• The large expenses that give rise to suspicion, the incorrect application of the 
anticipated net profit rate, the difference between supplementary income tax and 
VAT returns, the existence of a loss, the low gross profit rate and the use of 
development laws.

• The case of exemption from VAT under the provisions of POL 1262/2.8.1993
• Large intra-community transactions
• The existence of repeated requests for mutual assistance from other Member 

States
• Cases where the limitation period is about to expire
• The non-acceptance of a tax clearance certificate under paragraph 1 of Article 9 of 

Law 3888/2010
• The winding-up procedure
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Despite the fact that numerous laws have been passed on the procedures and 
conditions for the control of economic units and the performance of the Greek tax 
system, all studies show that public revenues do not increase from taxation. These 
conclusions are supported by Eurostat data, proving the effectiveness of the tax 
collecting and control system. Greece’s informal economy is larger compared to that 
of other EU countries, leading Greece to a higher rate of tax evasion. In order for the 
state’s tax control mechanism to cope, it will have to address some of its weaknesses 
[12], including high administrative costs (paying the salaries of a large number of 
employees in the Ministry of Finance). The complexity and variety of the tax 
legislative framework, which is currently a patchwork of laws, ministerial decisions 
and circulars, add to the inefficiency of the control and revenue collection process. 
The complex Greek tax code is a fact that necessitates quick tax reform and is of 
interest to many academics. 

3 Methods and Materials 

For the present research, a special questionnaire was prepared and responses were 
collected from a sample of 120 professionals from the financial-accounting sector 
covering all the sectors active in the region of Epirus. The sample consists of 65.8% 
men and 34.2% women. Also, as presented in Fig. 1: 

(a) The smallest percentage of participants (1.7%) belongs to the age group 
f18–25 years old, followed by the age group 25–34 years old (16.7%), which 
indicates that there are no tax incentives or investment incentives to boost youth

Fig. 1 Sample characteristics. (a) age distribution. (b) corporate form. (c) educational level. (d) 
production sector



entrepreneurship in the Greek economy. In addition, in the age group 18–25 the 
majority is female, in the age group 25–34 our sample is 70% male and 30% 
female, in the age group 35–44 it is 54% male and 46% female, in the age group 
45–64 76% male and 24% female and finally in the age group 65+ it is equally 
divided between women and men. So we can see that female entrepreneurship 
has an advantage in the younger age bracket. 

(b) The predominant legal form is that of the sole proprietorship (57.5%), followed 
by société anonyme (S.A) (20%). The legal form of the partnership – general 
partnership (G.P) comes third with 14.2%. Overall, 67% of the men and 33% of 
the women in the sample have a sole proprietorship, 65% of the men and 35% of 
the women have a general partnership, while the percentages of men and women 
for the legal form of the limited partnership (L.P) are 50% men and 50% women. 
The legal form of the Limited Liability Company (Ltd) appears to be used by 
60% of women and S.A. by 29% of women. 

(c) Overall, 40% are secondary school graduates, and almost four out of ten 
respondents are higher education graduates. Overall, 73% of men are secondary 
school graduates. Male IEK (Institutes of Vocational Training) graduates make 
up 64% of the sample, while female IEK graduates make up 36%. Male tertiary 
school graduates make up 60% of the sample, while female tertiary school 
graduates make up 40%. Finally, male postgraduate degree holders make up 
64% of the sample, while female postgraduate degree holders make up 36%. 

(d) The sample is almost evenly distributed across the four production sectors. 20% 
belongs to the primary sector, 25% belongs to the secondary sector, 26.7% 
belongs to trade and 28.3% belongs to services, as shown in Fig. 1. In the 
primary sector, the quota of men and women is as follows: 75% men and 25% 
women, in the secondary sector 70% and 30%, respectively, in trade 56% and 
44%, respectively, and in services 65% and 35%, respectively.
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4 Results 

According to the study’s findings, while turnover increased, businesses’ financial 
performance during the crisis era declined while their tax burden increased, as 
illustrated in Fig. 2: 

(a) The average turnover of the sample in the period 2005 to 2008 is lower than the 
average turnover in the period 2009 to 2012, i.e. turnover increased despite the 
economic crisis. 

(b) However, the average accounting profit of  firms in the period 2005 to 2008 is 
higher than the average accounting profit in the period of the financial crisis 2009 
to 2012 (32.15%), 

(c) The average off-balance sheet profits of enterprises in the period 2005–2008 
(83.299,00 EUR) is much higher than the average off-balance sheet profits in the 
crisis period 2009–2012 (29.837,00 EUR) as in the precrisis period, many



enterprises took advantage of the so-called self-cleaning/self-control based on 
Law 3299/2004 in order to avoid any form of control. Between the two periods 
under consideration, there is a decrease in the average off-balance sheet profit of  
64.18% in the crisis period. The average profit in both periods ranges between 
5000.00 and 20,000.00 euros and in the crisis period 2009–2012 the losses of the 
companies increased. 

(d) The average tax payable in the sample in the period 2005–2008 is higher than the 
average tax payable during the crisis period 2009–2012 by 7%. Thus combined 
with the aforementioned decrease in average accounting and off-balance sheet 
profits by 32.15% and 64.18% (i.e. the net income taxed by a firm), it becomes 
evident that the tax burden on firms in the crisis period was enormous. 

(e) The average number of employees in the sample in the period 2005–2008 (4.06 
persons) is higher than the average number of employees in the period 
2009–2012 (3.81 people). 
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Fig. 2 Evolution of key financial indicators (turnover, earnings, employees). (a) Cycle of opera-
tions, (b) amount of net profit – accounting determination, (c) amount of net profit – actuarial, (d) 
taxes, (e) number of employees
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Fig. 3 Assessment of the level of tax burden: (a) by age group, (b) by industry 

Fig. 4 Assessment of tax evasion. (a) Assessment of revenue concealment. (b) Unjustified tax 
evasion 

As shown in Fig. 3, it is estimated that the general level of tax burden in Greece is 
very high across all age groups and all productive sectors, which is indeed confirmed 
by Table 3. 

Survey respondents noted that the increase in tax rates during the financial crisis 
period increased the incentive to evade tax compared to the precrisis period, and this 
answer holds true regardless of gender, education level and age group. In fact, given 
that the tax burden in Greece during the financial crisis period is higher than in the 
pre-financial crisis period, and that a high tax burden is an incentive for tax evasion, 
it can be concluded that the incentive for tax evasion increased during the financial 
crisis. In particular, 78.5% of the sample believes that tax evasion would be reduced 
if tax rates were reduced and 25.2% do not agree that there would be such an impact. 
In similar surveys by Passadis [9] and Tatsos [12], the respective agree and disagree 
responses are 74.8% and 57% and the disagreeing responses are 25.2% and 43%, 
respectively. That is, with the financial crisis, there is an increasing perception that 
the measure of reducing tax rates will have a positive effect on reducing tax evasion. 
This may be an indicator of the psychological burden that Greek taxpayers have 
suffered from the general economic downturn. 

As shown in Fig. 4, 

(a) In our survey, three out of ten respondents said that a company hiding a small 
part of its income is bad and dependent, two out of ten neither good nor bad and 
one out of ten very bad. In the similar survey [12], four out of ten thought it was 
bad, two out of ten answered dependent and neither good nor bad, and one out of



ten answered good. This increase in the acceptance of tax evasion is estimated to 
be linked to the increase in tax rates during the crisis period in the country, as 
mentioned above. The higher the tax burden, the greater the tendency to tax 
evasion. In addition, in the relevant survey of the Economic Chamber of Greece, 
23.4% intend to conceal part of their income and thus intend to evade taxes [7]. 

(b) It is noteworthy that only 33% consider tax evasion to be a criminal act and this 
answer is not influenced by gender. 
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Fig. 5 Comparative assessment of criminal offence: (a) driving under the influence, (b) kidnap-
ping, (c) bounced check, (d) tax evasion, (e) abandonment of victim in a traffic accident, (f) arson, 
(g) abuse, (h) bribing 

Businesses also noted that the following measures would be useful to address the 
financial crisis:

• Simplification of the tax system (95.7%)
• Stabilizing the tax system for 5 years (91.4%)
• Introduction of special tax incentives for SMEs in the Region (77.6%)
• Simplification of bureaucratic procedures (69.8%) 

and these rankings are not affected by gender, age and level of education 
As seen on Fig. 5, tax evasion is not considered a significantly criminal offence 

compared to other offences such as driving while intoxicated and kidnapping. 
Similarly, it is considered less punishable than bribery and embezzlement. Only 
bounced check is considered a less serious offence of tax evasion. These findings are 
not affected by gender, age and educational level. In the study [12], the classification



of offences is at the same level as in our study, while in a similar study by Passadis 
[9], tax evasion was considered a higher level offence as a tax offence compared to 
the current study but again at a lower classification than other offences. In a similar 
survey by the Economic Chamber of Greece (2011), 60.5% of respondents said that 
withholding income from the tax authorities was as serious an act as theft. It is 
therefore understandable that although during the financial crisis the penalties for tax 
evasion have been tightened (e.g. the procedure of self-incrimination for debts to the 
Treasury), tax evasion remains not only a financial problem but also a moral one. 
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Finally, the survey observed that the percentage of respondents who had not been 
tax audited was increasing with age, which means that a large number of entrepre-
neurs will complete their career without ever having been tax audited. Therefore an 
increase in the frequency of effective audits is estimated to lead to a reduction in tax 
evasion. 

5 Conclusions 

In conclusion, the study found that even though the average turnover of businesses in 
the Greek region increased during the financial crisis, their accounting and 
off-balance sheet profits decreased as their tax claims increased. This led to an 
increase (compared to the precrisis period) in the perception that tax evasion is 
“not reprehensible” and morally acceptable, regardless of gender, education level or 
age. It is predicted that tax evasion can be decreased by streamlining the tax code, 
stabilizing it for 5 years and firming up tax enforcement. 

The findings of this study provide useful conclusions on policy implications for 
this Region. To extend them and provide a basis for country-wide implementation 
measures, it would be advisable to carry out a similar study in an urban area(s) and 
compare the results. Modeling and simulation systems could be used as tools in this 
study [13–16]. Also for the informed proposal of effective measures per geograph-
ical area, similar studies could be carried out for each of the 13 regions of Greece and 
the results could be compared. Finally, conducting a similar study covering the entire 
period of the financial crisis after its end could lead to useful policy conclusions. 
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The Impact of the Greek Economic Crisis 
in Financing SMEs in the Tourism Sector: 
An Empirical Investigation 

Kanellos Toudas , Aikaterini Gatze, Paraskevi Boufounou, 
and Lida A. Galani 

1 Introduction 

The economic crisis that has hit Greece in the past few years has been a particularly 
decisive factor in the economic and social life of the country over the last decade. 
The cumulative decline in GDP exceeded 25%, while thousands of jobs were lost. 
During the economic crisis, however, the country’s most important sector, tourism, 
showed particular reflexes after the first years of the crisis and managed to grow 
further. However, despite the positive effects, the pressure on this sector was also 
considerable, as the increase in taxation and the general negative climate in the 
country were not negligible [1]. 

The aim of this chapter is to investigate the financing of tourist accommodation 
and hotels in the Halkidiki region by financial institutions and how these were 
affected by the financial crisis. For this reason, this chapter is structured as follows: 

Initially, the basic elements of the theory of business financing are presented, 
while special emphasis is placed on the importance of their financing. Then, the 
importance of SMEs generally and for the Greek economy in particular is assessed, 
with emphasis on SMEs operating in the tourism sector critically discussing their 
difficulties in accessing finance. An appraisal of the impact of tourism on GDP and
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an analysis of the data on tourism enterprises in Halkidiki follow. Then, the main 
findings on Greek SME financing opportunities, with an emphasis on the tourism 
sector, are summarized. Then, the methodological framework within which the 
research of the study takes place is presented in detail and a critical evaluation of 
the results obtained compared to those of previous relative studies follows. This 
chapter concludes with a critical assessment of the most important conclusions, and 
thoughts for further study are listed.
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2 SMEs and Access to Finance 

The management of business finance is undoubtedly among the main objectives of 
business financial management [2] and is broken down into sub-objectives according 
to Davies [3]:

• Securing regular and adequate financing
• Securing the optimal use of financing
• Ensuring investment security 

The problem of financing is certainly an old problem dating back to the 1950s. 
Nevertheless, it is still valid today in both developed and emerging countries. 

The SME market is important for national economies because it contributes 
significantly to employment and GDP and because its growth is linked to the 
formalization of an economy [4]. In many countries, the majority of jobs are 
provided by SMEs. From the 30 high-income countries of the Organisation for 
Economic Co-operation and Development [5], registered enterprises with fewer 
than 250 employees account for more than two-thirds of formal employment. In 
low-income countries, this number tends to be smaller, especially where the informal 
sector is large, but it is still important. 

The contribution of SMEs to GDP also confirms their economic importance. In 
high-income and some middle-income countries, the sector accounts for more than 
half of the national output. Also, in low-income countries, the sector plays an 
important role, although the informal economy is more dominant. 

The fact that the role of SMEs in an economy seems to increase with the income 
level of the country may suggest that they are the driving force of economic growth. 
Although this remains an open question, formalization has emerged as a potential 
channel through which a growing SME sector is linked to economic growth. 
Evidence shows an inverse relationship between the size of SMEs and informal 
sectors in a country [6]. 

For many decades, SME finance has been the main concern of researchers and 
policymakers worldwide. SMEs in general face serious barriers to obtaining bank 
finance and, in any case, more serious than large firms [7]. 

The challenges faced by SMEs in accessing bank credit are intended to arise from 
demand, supply, and country factors [8]. Basically, the difficulties faced by SMEs in 
accessing bank loans are caused by the serious problem of information asymmetry.
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2.1 Tourism Business in Greece: The Case of Halkidiki 

At a national level, Greece had 17.9 million international tourist arrivals (excluding 
cruise ship passengers), which amounted to €12.2 billion in 2013. This corresponds 
to 681 euro per arrival, 15.2% less than the global average. In any case, Greece has 
about 1.5% of the global tourism market and 2.9% of the European tourism market 
[9]. Moreover, when all the different impacts are taken into account, tourism 
contributes 16.4% to the Greek GDP and generates 18.3% of total employment in 
the country [9]. The importance of tourism for the Greek economy became even 
more recognized and understood by policymakers after the recent economic reces-
sion, which was the most severe one Greece has suffered in the last fifty years. In 
particular, Greece experienced six consecutive years of recession between 2008 and 
2013 as a result of austerity measures introduced to address the sovereign debt crisis 
with devastating effects on the well-being of its citizens. In 2008, GDP per capita 
stood at €20,795, while in 2013, it fell to €16,302, a decrease of 21.6% in just five 
years. Moreover, the unemployment rate increased from 7.6% in 2008 to 26.9% in 
2013, and the gross public sector debt as a percentage of GDP increased from 
112.9% in 2008 to 175.7% in 2013 [10]. 

Moreover, and before introducing any grandiose tourism projects, it is very 
important to properly assess the impact of the recent economic crisis on tourism in 
Greece both at the national and regional level. In fact, in terms of supply, tourism in 
Greece is highly concentrated, as 40% of hotel beds (out of 773,445) were found in 
only two regions, namely, the island (and NUTS2 administrative region) of Crete 
with 166,370 beds and the Dodecanese (part of the NUTS2 administrative region of 
South Aegean) with 143,864 beds [11]. 

Halkidiki is a part of the geographical region of Macedonia, administratively part 
of the region of Central Macedonia, and Polygyros is its capital city. Halkidiki is a 
place of particular natural beauty of the Greek territory, which, traditionally, is a 
tourist destination for thousands of Greek and foreign tourists. It is mentioned that at 
least for 2014, there were 33 beaches with blue flags in Halkidiki, while in total there 
is a coastline of 550 km [12]. 

The graph below presents the updated data on the hotel capacity as of 30/6/2018, 
as provided through the official website of the Ministry of Tourism of Greece. 
According to the data of the following Diagram 1, Halkidiki has 34 out of 
50 5-star hotels in the region of Central Macedonia, while in total it has almost 
50% of the hotels in the region. A similar picture applies to the issue of beds with the 
largest participation of beds in Halkidiki in the whole region to be found in 5-star 
hotels, where 75% of the total number of beds in the region (Fig. 1).
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Fig. 1 Main tourism characteristics of Halkidiki and Central Macedonia. (Source: Hellenic Cham-
ber of Hotels [13]) 

3 Literature Review 

According to the European Commission survey [14], bank financing remains the 
first choice of financing for SMEs [15], while it is worth noting that according to the 
same survey, the approval rate of bank loans in the European Union for SMEs has 
increased to 70% of all applications, compared to the 60% recorded by the same 
survey in 2014. However, it is underlined that rejection rates are particularly high in 
Greece, reaching 20%, making Greece the first choice of financing for SMEs 
[16, 17]. 

According to Karatzias [18], the lack of liquidity is the biggest challenge that the 
Greek economy is currently facing in terms of access to finance for SMEs, while the 
relative lack of flexibility of existing measures to increase their liquidity is also 
noted, such as, for example, the inability to transfer European funds between regions 
in order to better meet the demand for these funds.
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Karypidou [19] notes that although there are many ways of financing and the right 
choice depending on the needs of each business, bank loan is still the most com-
monly used method of financing. However, Karypidou [19] comes to another 
interesting conclusion, according to which, in order to cover the current needs of 
the business, apart from short-term bank lending, factoring is also appropriate, while 
on the other hand, in the case of expansion and upgrading of the business, the search 
for appropriate NSRF programs is a good option. 

Moreover, in the earlier research by Moutsioulis [20], significant problems were 
identified, including the difficulty of access to financial resources, especially for 
enterprises in their early stages of operation, their low competitiveness, as well as 
information problems in relation to their support structures, and bureaucratic prob-
lems in their relations with the state and in the management of their financing 
programs. Moreover, it should be underlined that based on the results of his research, 
which were based on the PROMETHEE II method, it was found that SMEs with 
higher scores in their rating had lower levels of bank lending and higher levels of 
Equity Capital. 

Kotsalu [21] aims to simplify the guarantee procedures and ensure sufficient 
liquidity for SME financing through the domestic banking system. 

4 Methods and Materials 

The aim of this chapter is to study the characteristics of the financing of tourist 
accommodation/hotels in the region of Halkidiki by financial institutions and their 
impact of the economic crisis. Questionnaires were sent to 190 enterprises and 
165 responses were collected; therefore the degree of responsiveness of the survey 
was 86.84%. The sample of the survey consisted of 165 natural persons employed in 
tourism enterprises in Halkidiki (either in managerial positions in the case of limited 
liability companies, limited liability companies, limited liability companies, or as 
owners in the case of sole proprietorships and sole proprietorships), in various 
categories of accommodation. The questionnaire was completed face-to-face, and 
any queries raised by the survey participants were resolved on the spot. It is worth 
noting that a part of the questionnaires (36 in number) were answered by represen-
tatives/owners of businesses that had closed in the summer of 2020 due to COVID-
19. 

The main characteristics of the sample are as follows: 

1. 67% of the sample is employed in enterprises that have been in business for a 
period of more than 5 years. 

2. 40% of the sample was employed in sole proprietorships, followed by general 
partnerships with 28% and limited liability companies with 15%. 

3. Almost 40% of the sample were employed in enterprises with up to 10 employees, 
while only 11% of the sample were employed in enterprises with more than 
50 employees; almost 67% of the sample were employed in enterprises with a
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turnover of up to 200,000 euros in 2019, while only 6% of the sample were 
employed in enterprises with a turnover of more than 1.5 million euros. 

4. 34% of the sample was employed in rented rooms, and 21% of the sample was 
employed in four or five star hotels. 

5. Most businesses focus on the Balkan countries (20.61%), but this does not mean 
that they do not attract a significant number of tourists from other countries 
(Central Europe 12.12%, Arab States 11.52%, Scandinavian 11.52%, Eastern 
Countries 11.52%, France 10.91%, United Kingdom 10.30%). 

6. For 94% of the sample, the highest number of tourists is observed during the 
summer months. 

The questionnaire created focused on the financing of the tourist SMEs and on the 
impact of the economic crisis on them. Data analysis was conducted in SPSS v.26 
software. Cronbach’s internal consistency coefficient α was calculated for all the 
questions, which obtained the satisfactory value of α = 0.598 for the questionnaire 
as a whole, while for the financing section, the value was 0.658 and for the economic 
crisis impacts section was 0.586. 

5 Results 

Although Halkidiki is a promising area for tourism in Greece, there are no relative 
studies conducted so far; thus, the significance of the present study for providing 
implementation guidelines on the topics addressed becomes particularly important. 
The main findings of the research are presented below to further enhance the 
potential of their practical implementation, and they are critically evaluated against 
those of analogous previous studies conducted for other tourist regions of Greece 
presented above. 

According to the results obtained, with regard to access to finance, the following 
emerged: 

(a) For 51% of the sample, there was bank financing, while for 32%, the financing 
came from European funds. It should be noted that according to the research by 
Karypidou [19], the form of financing of companies was quite different. Specif-
ically, only 14% of the sample received bank funding, while government 
funding was three times higher than in this survey. On the other hand, funding 
from European funds was at the same level in both surveys. It should be noted 
that Karypidou [19] carried out an analogous survey using a questionnaire of 
60 employees of micro-, small-, and medium-sized enterprises in Thessaloniki 
and Athens. Therefore, it can be concluded that there has been an increase in 
bank financing of tourism SMEs from 2017 to 2019 [19]. 

(b) 50% of the financing was related to facilities (in the Karpydiou [19] survey, this 
percentage only reaches 10%), 25% was directed to the mechanical and techno-
logical equipment of the enterprises (with the Karpydiou [19] survey giving a 
percentage of 40%), and 12% was spent in advertising and financing of older
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needs (when in the Karpydiou [19] survey, these percentages were twice 
as high). 

(c) Bank lending was chosen most often by 80% of respondents as the form of 
financing their business. Leasing follows with 13% while financing in the form 
of venture capital is also found with a percentage of more than 5%. It is worth 
noting that in a similar survey conducted earlier, bank lending constituted only 
42% of the financing used by the sample when leasing and ventures were at the 
same level [22]. It should be noted that Kokodrouli [22] conducted an analogous 
study for micro-, small-, and medium-sized enterprises in Crete. 

(d) 55% of the enterprises have used a public funding body in the past. In Kokolis’ 
[23] survey, which was conducted using a questionnaire of 76 enterprises in 
Piraeus and Athens, only 24% of the sample had used a state financing institu-
tion. For most of the people who answered in the affirmative to the previous 
question, this institution was the ETEAN (now Hellenic Development Bank) and 
the Development Investment Law (n = 44, 48%), while 19% of the sample 
turned to the OAED and 33% of the sample used other European programs. 

(e) 22% of enterprises have applied for any bank credit beyond the existing credit 
facilities. This percentage is similar to that noted in the Kokolis [23] survey, 
which was 27%. In 50% of the cases (n = 18), the result was 100% approval and 
in the remaining 50%, 75% approval. In the corresponding survey by Kokolis 
(2016), there was a 28% rejection rate, while 100% approval was only 28% of 
cases and 75% approval only 6%. In the remaining cases, approval involved 
smaller percentages. 

(f) High interest rates and heavy bureaucracy are the biggest obstacles for busi-
nesses to obtain bank financing, with rates exceeding 44%, while the absence of 
sufficient collateral and guarantees is also noted at a rate of 6%. Regarding the 
first two deterrents, it should be noted that these coincide with the Kokolis 
(2016) survey with slight variations in frequencies. 

(g) Financial programs (such as the NSRF) are the most common choice at almost 
43%, followed by participation in local, national, or international exhibitions at 
almost 40%, and strategic programs and development actions at 16%. According 
to Veizi and Ioannou [24], strategic programs reach 40% when NSRF is at 33% 
and exhibitions at 22%. In other words, there is a variation in the way of 
approaching the companies participating in the surveys. 

Regarding the impact of the economic crisis on tourism, the main findings are as 
follows: 

(a) 79% of respondents think that financing has been affected by the financial crisis 
to a great and very great extent. The results are in line with the findings of 
Karypidou [19], as 67% of the sample states that they have been affected by the 
financial crisis “a lot” or “very much.” 

(b) Cost reduction (38%, n = 63) price reduction (24.2%, n = 40) and staff layoffs 
(37.6%, n = 62) are the most important actions that SMEs take in order to cope 
with the economic crisis and reduce their costs. A similar picture is observed in 
the results of the research of Lampropoulou, Mouzaki and Economou (2015)
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where their research was addressed to 40 small and medium hotel enterprises, 
where price reduction and cost reduction are the first choices for the enterprises 
of their sample. 

(c) 53% of the sample noticed a decrease in bookings by Greeks when 36% noticed 
a decrease in bookings by both (Greeks and foreigners). However, in 
Lampropoulou, Mouzaki, and Economou’s [25] survey, the decrease in book-
ings was equally between Greek and foreign tourists, which indicates an 
improvement in tourism conditions for foreign tourists. 

(d) 70.3% of the participants in the survey made price reductions and other types of 
offers in order to maintain their clientele, while 29.7% of the sample answered 
negatively to this question, It is worth noting that in the survey by 
Lambropoulou, Mouzaki and Economou (2015), the entire sample had made 
a price reduction, so there was an improvement in the conditions of tourism 
over time. 

(e) 44% of the sample considers that it was moderately affected by the economic 
crisis when almost 30% of the sample was little or not at all affected. On the 
other hand, in the survey by Lampropoulou, Mouzaki, and Economou [25], the 
impact was significantly more significant, as the majority of the sample stated 
that they were very (50%) or quite (25%) affected. 

(f) Only 32.7% of the respondents consider that the general business strategies of 
the public sector contribute radically to addressing the economic crisis. The 
corresponding figure in the Vourneli [26] survey was significantly lower, at no 
more than 6%. 

(g) 54.5% of the sample has thought about setting up an online shop “many times,” 
while 38.2% of the respondents answered never or rarely. In Vourneli’s [26] 
survey, which referred to a sample of 105 people working in small and medium 
enterprises in Kavala, the percentage of people who had not considered the 
Internet as a solution was significantly higher as it reached 80% of the sample. It 
is therefore clear that there is a shift in tourism SMEs toward digital. 

(h) For 65% of the sample, was the situation of their business before the 2009 crisis 
characterized as satisfactory to excellent when for 20% the situation was 
characterized as moderate. On the contrary, according to the results of the 
survey by Veizi and Ioannou [24], 100% of the respondents stated that the 
situation of their business before the 2009 crisis was characterized as satisfac-
tory to excellent. 

(i) The main consequence of the crisis is a decrease in profits with a percentage of 
51% when the corresponding percentage in the survey of Veizi and Ioannou 
[24] was 50%. This is followed by a decrease in customers (17%), which is, 
however, significantly lower than that identified in the survey, which was 40%. 

(j) For 61% of the sample, turnover decreased 10–20%, while for 27% of the 
sample, turnover did not decrease at all. The results differ significantly from 
those of the Veizi and Ioannou [24] survey, as in this survey, the percentage of 
firms that experienced a zero or small decrease in turnover of up to 10% was 
only 16% of the sample, which highlights the regional differences of the regions 
(mainly due to the different countries attracting tourists to them).



The Impact of the Greek Economic Crisis in Financing SMEs. . . 495

(k) The crisis is an opportunity for businesses to develop tourism products or 
services that the respondents did not have until now, referring to green tourism 
(29%), sports and adventure tourism (28%) and conference tourism (13%). The 
results are quite similar to those of the Veizi and Ioannou [24] survey, according 
to which green tourism was boosted by 16%, conference tourism by 31% and 
religious tourism by 25%. This proves that the economic crisis has led to the 
search for exploitation of new opportunities in tourism segments that were 
previously untapped. 

(l) The local or regional authority of Halkidiki has taken specific measures since 
2008 to help SMEs to cope with the crisis at a rate of 33%, while in Poulas’ 
(2013) survey of 40 SMEs operating in the region of Drama, the local or 
regional authority of Drama had taken significantly fewer measures, as the 
corresponding rate was only 10%, which highlights the particular importance 
of local authorities. 

(m) Local authorities can show that they support SMEs by ensuring easier access to 
finance (24%), by improving access to new markets and enhancing international 
development (24%) and by improving access to the Internet (18%); in Pula’s 
(2013) survey, ensuring easier access to finance was 30% with improving access 
to new markets and enhancing international development at 10% and improving 
access to the Internet (25%). 

(n) Finally, the means of promoting the business were tourist guides at 19.4%, 
travel agencies (21.8%) and the Internet (15.2%) mainly. In Naki’s [27], 
research, which had a sample of 156 people working in the field of tourism in 
businesses in Epirus, tourist guides, were used as a means of promoting the 
business at a rate of 42%, travel agencies at a rate of 76% and the Internet at a 
rate of 87%. 

Finally, the influence of the socioeconomic characteristics of the sample on 
survey results was studied by using the univariate analysis of variance, and the 
t-tests for independent samples have found statistically significant the following: 

A. Years of operation of the firm

• Firms with 5–10 years of operation are mainly financed by European funds, 
unlike the other firms which are mainly financed by banks as F (3,161) = 
15,172, P = 0,000 < 0,05.

• New enterprises with less than 2 years of operation are believed to make 
moderate use of financing, in contrast to all other categories of enterprises for 
which the respondents’ view is that they use this financing in a very good way 
as F (3,161) = 7010, P = 0,000 < 0,05. 

B. Legal form of the firm

• People employed in sole proprietorships and in SMEs consider to a greater 
extent than other enterprises that the local or regional authority has taken 
specific measures since 2008 to help SMEs to cope with the crisis, as 
F (4,160) = 4125, P = 0,000 < 0,05.
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• People employed in public limited companies are less likely than people 
employed in other enterprises to believe that the crisis has affected financing, 
as F (4,160) = 4785, P = 0,001 < 0,05. 

C. Type of accommodation

• People employed in a four or five star hotel perceive to a lesser extent than 
employees in other firms that the crisis has affected financing as F (3,161) = 
4417, P = 0,000 < 0,05.

• People employed in a four or five star hotel consider to a greater extent than 
employees in other businesses that the general business strategies of the 
public sector are making a radical contribution to the financial crisis as 
F (3,161) = 4588, P = 0,004 < 0,05. 

6 Conclusions 

The access to finance is certainly an old problem dating back to the 1950s. However, 
it remains significant for both developed and emerging countries. For many decades, 
SME financing has been (and remains) at the core of concern of researchers and 
policymakers worldwide. 

SMEs in general face serious obstacles in accessing finance, more serious than 
bigger firms. Moreover, in a number of cases, it has been observed that banks, 
although having excess liquidity, are reluctant to grant loans to SMEs, especially in 
times of crisis. 

In Halkidiki, for half of the tourism enterprises surveyed, bank lending is a reality, 
while the main area in which the money is directed is the facilities of the enterprise 
and the renewal and maintenance of its mechanical and technological equipment. It 
is worth noting that for the majority of respondents, the financing of the enterprise is 
used in the right way. Moreover, it should be highlighted that more than 50% of the 
respondents stated that they used a state institution for financing their business (e.g., 
the NSRF, OAED, or the Investment Law). At this point, it should be underlined 
that, the Greek state, in conjunction with the European Union, has offered several 
tools in the hands of SMEs to increase their funding levels in order to minimize the 
negative consequences of the economic crisis (such as the 4th Industrial Revolution 
Fund, the “Made in Greece” program, and the OP-Rise Fund). Moreover, the survey 
showed that high interest rates and high bureaucracy are the biggest obstacles to 
SME financing, which had also been noted by the study of relevant literature [28– 
30]. 

The results of the survey clearly indicated the negative influence of the economic 
crisis on the activities of the sampled tourism enterprises in Halkidiki. This was 
mainly reflected in the respondents’ opinions as individuals (as more than 70% 
considered that the negative influence was high and very high). On the other hand, 
70% of tourism enterprises indicated no to moderate influence. It is estimated that 
this reply combined with other answers (showing, e.g., a relatively small decrease in



turnover of at most 20% for 30% of the sample surveyed) reflects the course of 
tourism in Halkidiki in recent years (which, as noted above, has shown resilience, 
turning mainly to tourists from the Balkan countries and developing sectors such as 
green tourism, which were not very popular in the last few years). 
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Furthermore, apart from the evidence that the years of a firm’s operation are a 
crucial factor determining its access to finance, other sociocultural differences did 
not seem to significantly affect the questionnaire responses obtained. 

Finally, the practical use of the present study would be enhanced if such surveys 
were to be conducted at the same time in the main tourist regions of Greece and the 
relative findings were to be comparatively analyzed, providing additionally for 
regional differences (islands/mainland destinations) and visitors’ characteristics. 
Another way to improve the present study could be to conduct it in a dynamic 
way by modeling and simulating the data of research [31–34]. 
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1 Introduction 

Courier companies appeared and gradually began to grow in the early 1980s, while 
in the 1990s, they showed a boom that led to a remarkable growth rate. Development 
in the sector is understood by the fact that currently more than 700 companies 
operate given the obtained license by the National Telecommunications and Post 
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The top five companies in terms of annual turnover are ACS 127,5 mil €, Geniki 
Taxydromiki 72 mil €, Taximetafores ELTA 56 mil €, Speedex 42 mil € and Easy 
mail 6 mil € (2020 figures). 
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2 Financial Statements Analysis 

The purpose of analyzing financial statements is to provide a complete picture of the 
business. It is considered to be a very important tool for stakeholders as they help 
them relying on specific data for decision-making, reducing as much as possible the 
uncertainty about the result. Thus, anyone who makes the analysis can aim at 
information about the ability of the company to meet its current obligations, pros-
pects and profitability dynamics, the long-term stability and the structure or compo-
sition of the company’s capital. Similar analyses have been made by various other 
scientists using modeling and simulation systems [9–11]. 

To complete the financial analysis, it is necessary to select some relationships, 
classify the data to calculate these relationships and, finally, evaluate, study and 
interpret them. As a general rule, analyses should have a standard size as a measure 
of comparison. Also, to evaluate the results of an analysis, they should be compared 
with the results of other companies in the same industry or with industry averages. 

The most commonly used accounting analysis methods are the following: 

1. Horizontal or comparative method 
2. Vertical or layered method 
3. Break even analysis 
4. Analysis with ratios 

Horizontal analysis is the analysis where the data of two or more years are 
compared and lead to conclusions, regarding the trend and the pace that a company 
has. Through this, one can understand the nature and trends of changes that occur in 
the company. The greater the number of financial years compared, the more the 
reliable are the conclusions. The comparison of data on an annual, semiannual, 
quarterly and monthly basis with a corresponding analysis of previous years can lead 
to useful conclusions about the course of business [1]. 

There are two main reasons for using the horizontal analysis. The first, as already 
mentioned, is the understanding of the course of the business in the period covered. 
The second is also important as it highlights the events that influenced the develop-
ment of the business. If these facts are understood by the management, appropriate 
forecasting models can be created to design the correct treatment [6]. 

The vertical analysis makes it easy to compare the data of a company both in a 
number of years and with other companies of different sizes in the same industry. In 
fact, financial statements are prepared in common sizes so that comparisons can be 
made between them. Thus in the vertical method analysis, each item is divided by the 
total assets and liabilities and is presented as a percentage of the total. The same 
applies to the income statement where all data appear as a percentage of the total net 
sales [1]. 

Overall, the major advantage of this type of analysis is the convenience it 
provides in comparing companies in the same industry. Through this comparison, 
it can be distinguished whether the specific company has invested its funds 
correctly [3].
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Break even analysis is the method used to find the amount of production or sales 
needed to achieve zero profit before taxes and interest. Break even is defined as the 
level of activity expressed in terms of sales value or product units, i.e. the point at 
which revenue equals costs and the firm has no profit or loss. 

This analysis is more about the sales department and is used by management to 
make decisions in the proper way. It is understandable that every business has its 
own break even as both fixed costs and profit margins differ. To calculate the break 
even point, there are two equations, regarding the decision of the quantity to be sold 
or the value to sell [1]. 

Through the equations, it becomes clear that to change the break even point, one 
of the elements that determine it must also change. Therefore, break even is affected 
by sales volume, variable costs, selling price and fixed costs. It is therefore important 
for the management of the company to determine at all times the results of the above 
relationships to be aware of the possible impact on the profits of the company. 

Ratio analysis is widely used today and is one of the most important methods in 
the world. It uses a series of relationships of balance sheet items and profit and loss 
results to calculate a company’s financial position and performance to understand its 
position in the industry [8]. 

The ratios are grouped and during the analysis should be carefully selected, to 
provide substantial help when comparing companies. The most commonly used 
ratios are categorized as following: 

1. Liquidity ratios: They study the ability of a company to meet its short-term 
liabilities. More specifically, through the liquidity that a company has, its ability 
to convert its assets into cash and with it to pay its short-term liabilities is 
distinguished. Often a liquidity problem signals the emergence of new issues [4]. 

The general liquidity ratio shows the degree of security that management will 
have in a potentially problematic situation for the company. Specifically, it reflects 
whether the receivables, stocks and assets of the company exceed the short-term 
liabilities. The surplus of assets enables the company to meet the payment of daily 
liabilities, without, however, being able to predict future liquidity levels. To be 
considered acceptable the general liquidity ratio must be close to 2 and certainly be 
much larger than 1. Otherwise, if it is smaller than 1, it means that the company 
cannot meet its obligations by showing borrowing as the only solution for its 
survival [7]. 

The special liquidity ratio is stricter than the previous one and shows whether the 
immediately liquid assets of the company cover its short-term liabilities. In essence, 
the difference between the two ratios is that special liquidity does not include stocks 
that are more difficult to liquidate. The higher the result, the more favorable the 
liquidation position of the company. Thus, a ratio higher than 1 shows the 
company’s ability to meet its short-term liabilities and vice versa. If this ratio is 
around 1, it is satisfactory, provided that the doubtful receivables are not included in 
the requirements. Another important element to be taken into account is the absence 
of a large difference between the period of collection of receivables and the payment 
of liabilities [7].
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2. Capital structure ratios: The capital structure is mainly related to the percentage 
of participation of each form of capital in the composition of the total capital of 
the company, while examining their proper use to increase the efficiency of the 
organization. Desirable by all organizations is, to a large extent, the balance 
between foreign capital and equity to balance the risk undertaken and the return 
desired by investors [1]. 

Lenders generally prefer a low credit score as they seek security in the event of a 
company bankruptcy. A steadily rising trend of the index is a negative sign and 
expresses the inability of the company to repay its loans and its shift to new forms of 
lending. 

3. Activity ratios: Through the analysis of the activity ratios, the efficiency of the 
asset management carried out by the company is presented. This is generally a 
subjective analysis, and usually the rates are compared with the results of 
industry standards. It is important to understand operational performance as 
successful companies are usually effective in asset management, while less 
successful ones have low results that lead to problems in their operations [2]. 

4. Profitability ratios: A company’s profitability corresponds to whether it 
achieves profits. Part of the efficiency of a business is the proper management 
of foreign capital [4]. The indexes of this group focus on the relationships of 
profits – capital as well as profits – sales [1]. 

5. Investment ratios: Investment ratios correlate the current stock price with items 
from the financial statements. This information is mainly used by shareholders 
when they want to buy, sell or hold shares in a company. Stock prices essentially 
show how attractive a stock is, while investment indicators reflect the current 
financial position of the company in relation to the stock price [7]. 

3 Financial Ratios Analysis 

Given the financial statements between 2016 and 2020, the financial ratios have been 
calculated and analyzed. 

Overall, general liquidity in the sector seems stable and fluctuates around one (1), 
but this can be also an indicator of future inability, since the higher than one, the 
better it is. 

Year ACS Geniki Taxydromiki Elta Courier Speedex Easy mail 

2016 1.32 1.29 1.19 0.88 1.01 

2017 1.62 1.28 1.18 0.89 1.05 

2018 2.13 1.28 1.02 1.26 0.72 

2019 2.17 1.16 0.70 1.24 0.94 

2020 1.36 0.99 0.68 1.05 1.18



The Financial Perspective of the Courier Sector in Greece 503

Special liquidity fluctuates around one (1), but again the same conclusions can be 
reached as the general liquidity, since in the sector there is no stock. 

Year ACS Geniki Taxydromiki Elta Courier Speedex Easy mail 

2016 1.30 1.29 1.18 0.88 1.01 

2017 1.60 1.28 1.17 0.89 1.05 

2018 2.10 1.28 1.02 1.26 0.72 

2019 2.14 1.16 0.69 1.24 0.94 

2020 1.34 0.99 0.67 1.05 1.18 

The net capital to assets ratio indicates the liquidity trend of each company. There 
have been years when some of the companies faced inability to meet short term 
liabilities; however, either by borrowing or increasing sales, this led to a reversed 
picture. 

Year ACS Geniki Taxydromiki Elta Courier Speedex Easy mail 

2016 0.16 0.20 0.15 -0.13 0.01 

2017 0.26 0.20 0.14 -0.11 0.04 

2018 0.41 0.19 0.02 0.20 -0.24 

2019 0.38 0.12 -0.33 0.16 -0.04 

2020 0.14 -0.01 -0.37 0.05 0.13 

The debt ratio indicates the risk of default and debts to third parties. The ratio 
presents a mixture since other companies reduce the ratio and others increase it. 

Year ACS Geniki Taxydromiki Elta Courier Speedex Easy mail 

2016 0.57 0.72 0.83 1.15 0.78 

2017 0.50 0.71 0.84 1.14 0.79 

2018 0.44 0.69 0.97 1.08 0.84 

2019 0.46 0.76 1.31 1.03 0.73 

2020 0.51 0.90 1.36 1.04 0.74 

The equity to loan ratio indicates creditworthiness, again with the minority 
exceeding the one (1). 

Year ACS Geniki Taxydromiki Elta Courier Speedex Easy mail 

2016 0.74 0.39 0.21 -0.13 0.28 

2017 0.98 0.40 0.19 -0.12 0.27 

2018 1.28 0.46 0.03 -0.08 0.19 

2019 1.18 0.32 -0.23 -0.03 0.36 

2020 0.95 0.12 -0.26 -0.04 0.36
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Current assets to total liabilities indicate that the company can meet its obligations 
in the long run. A mixture of this ability is presented at the table below. 

Year ACS Geniki Taxydromiki Elta Courier Speedex Easy mail 

2016 1.14 1.26 1.11 0.84 1.01 

2017 1.37 1.26 1.12 0.84 1.05 

2018 1.76 1.26 0.96 0.87 0.72 

2019 1.53 1.16 0.58 0.81 0.93 

2020 1.06 0.97 0.58 0.86 1.18 

The asset speed ratio determines the utilization of the company’s assets to achieve 
sales. In the sector, it seems that the asset utilization is effective. 

Year ACS Geniki Taxydromiki Elta Courier Speedex Easy mail 

2016 2.34 2.78 1.24 1.50 2.28 

2017 2.24 2.65 1.18 1.60 2.89 

2018 1.82 2.81 1.57 1.82 3.19 

2019 1.60 2.15 2.13 1.79 2.49 

2020 1.65 2.39 2.51 1.29 1.89 

The Equity Turnover ratio reflects the efficiency of equity management, with very 
high rates indicating that the business is based on foreign capital – external 
borrowing. 

Year ACS Geniki Taxydromiki Elta Courier Speedex Easy mail 

2016 5.49 9.88 7.22 -10.05 10.44 

2017 4.52 9.25 7.44 -11.86 13.45 

2018 3.24 8.94 57.42 -21.59 19.93 

2019 2.95 8.87 -6.96 -53.27 9.38 

2020 3.39 22.96 -7.04 -32.52 7.20 

Τhe fixed asset speed ratio indicates the connection between sales and fixed assets 
investment, where again the picture is a mix. 

Year ACS Geniki Taxydromiki Elta Courier Speedex Easy mail 

2016 6.77 30.26 15.82 40.42 13.70 

2017 7.23 26.47 20.20 38.40 21.09 

2018 8.01 20.89 24.07 34.45 14.52 

2019 5.36 17.24 8.84 11.13 13.18 

2020 3.64 17.96 11.48 12.19 27.43 

The Net Margin ratio indicates profitability. So above zero, the situation is better 
than below it; however, management has to find ways for higher sales and cost 
reduction.
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Year ACS Geniki Taxydromiki Elta Courier Speedex Easy mail 

2016 0.12 0.02 0.02 0.04 -0.02 

2017 0.12 0.02 0.03 0.05 0.00 

2018 0.12 0.02 0.01 0.07 -0.02 

2019 0.12 0.01 -0.14 0.05 -0.06 

2020 0.11 0.03 -0.01 0.00 0.09 

The equity yield ratio reflects the efficiency of utilizing the invested funds for the 
generation of profits. A mix in the picture as well as negative figures indicating 
losses that exceed the equity. 

Year ACS Geniki Taxydromiki Elta Courier Speedex Easy mail 

2016 0.47 0.10 0.05 -0.08 -0.19 

2017 0.35 0.10 0.06 -0.14 0.03 

2018 0.28 0.09 -1.01 -0.74 -0.46 

2019 0.26 0.04 1.11 -1.30 -0.59 

2020 0.31 0.00 0.18 0.37 0.58 

In the earnings per share ratio, profits are related to the share price increase. 

Year ACS Geniki Taxydromiki Elta Courier Speedex Easy mail 

2016 23.57 1.10 0.49 0.36 -3.75 

2017 23.46 1.19 0.64 0.56 0.66 

2018 26.71 1.20 -1.54 1.69 -6.34 

2019 29.42 0.55 -15.06 1.27 -12.66 

2020 35.55 -0.01 -2.97 -0.62 23.47 

The price earning (per share) ratio reflects the investor’s confidence in the 
company and its ability to generate profits. 

Year ACS Geniki Taxydromiki Elta Courier Speedex Easy mail 

2016 0.05 2.67 59.45 2.81 -8.00 

2017 0.05 2.45 46.19 1.78 45.26 

2018 0.05 2.45 -19.07 0.59 -4.73 

2019 0.04 5.30 -1.95 0.79 -2.37 

2020 0.03 -228.32 -9.87 -1.61 1.28 

4 Viability Analysis Using Altman Z-Score Model 

In the general situation of uncertainty over the last two decades, it is crucial to be 
able to determine the probability of failure of the business. Multiple discriminant 
analysis (MDA) aims to group data and simultaneously prevent participation in 
multiple classes, such as bankrupt and healthy businesses. Altman Z-Score MDA 
can detect a company going bankrupt at 95% the previous year and 85% 2 years



Year ACS Speedex

before it happens. The variable used in the analysis is in the form of a numerator and 
variants of the model can use up to 33 numerators [5]. The advantages of the Altman 
Z-Score model include the simultaneous use of multiple indicators in an easy and 
simple calculation, thus taking into account a wide range of business activity. A 
disadvantage is the support of the model in some cases which violate the indepen-
dence of the variables it uses. 
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To perform the analysis, five variables-numerators must be calculated, which, 
after multiplying by a factor, are added to give the result of each examined operation. 
This result can be positive or negative, even plus/minus infinity. The resulting price 
is used to rank the company in one of the three categories listed below: 

(a) Ζ < 1.81 the company faces financial difficulties with a high risk of bankruptcy 
(b) 1.81 < Ζ < 2.99 grey zone 
(c) 2.99 < Ζ the company is healthy 

The Z-Score model was applied for the examined companies for the years 
2018–2020, to study its reliability, with the below results: 

Z-Score 

Geniki 
Taxydromiki 

Elta 
Courier 

Easy 
mail 

Industry 
average 

2018 4.58 3.82 0.95 2.21 2.54 2.82 

2019 4.14 2.82 -0.79 2.11 1.75 2.01 

2020 3.68 2.70 0.42 1.20 2.90 2.18 

AVERAGE 4.14 3.11 0.19 1.84 2.40 

MINIMUM 
RATE 

3.68 2.70 -0.79 1.20 1.75 

MAXIMUM 
RATE 

4.58 3.82 0.95 2.21 2.90 

The below table presents the maximum prices per year and the average per year, 
as well as a statistical analysis and ranking of companies in the three categories as 
reported by the model. 

2018 2019 2020 

Sample 5 5 5 

Average/year 2.82 2.01 2.18 

Maximum rate 4.58 4.14 3.68 

Minimum rate 0.95 -0.79 0.42 

Ζ < 1.81 1 2 2 

% Ζ < 1.81 20% 40% 40% 

1.81 < Ζ < 2.99 2 2 2 

%1.81 < Ζ < 2.99 40% 40% 40% 

Ζ > 2.99 2 1 1 

%Ζ > 2.99 40% 20% 20% 

% of model success 80% 60% 60% 

Mistake type II 20% 40% 40%
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5 Concluding Remarks 

The analysis of the results obtained from the model in the courier sector indicates 
that the greatest result for the sector average is presented in the first year while 
fluctuations gradually appear. In general, the rates for the sector average remain in 
the grey zone; however, questions are raised about the fact that in 2018, the best 
result of 2.82 is very close to ranking the sector in healthy companies, while the 
following year the result is 2, 01 is close to the limit of 1.81. According to the 
Altman model, a company at risk may face operating issues in the future, find it 
difficult to raise funds from the banking system and may go bankrupt. It is clear that 
to draw clearer and safer conclusions, in-depth studies are needed, using a larger 
number of companies in the sector for a longer period of time. It is a fact that the 
Altman model relies heavily on the use of pointers and therefore gives an insight into 
the course of business. However, to obtain a complete picture and forecast, it is 
necessary to use extra statistical models as well. In addition, the current conditions in 
the country should be taken into account, such as the pandemic and the economic 
crisis that existed in previous years. 
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The Role of Innovative Technologies 
in the Digitalization of the Modern Economy 

Avdeeva Tatiana Viktorovna and Bart Tatyana Vyacheslavovna 

In the modern economy, the problem of accelerating growth on the basis of the 
active introduction and use of various innovative technologies is becoming more 
acute. Many enterprises in conditions of tough competition are forced to use modern 
information technologies that allow them to quickly obtain information about the 
state of the external environment, analyze it and make appropriate management 
decisions. Modern strategic and operational management is no longer able to operate 
with “paperwork”, data on the market, the behavior of competing companies, 
technological innovations, due to their large volume, the process of obsolescence 
and the inability of their timely qualitative analysis. In the light of the above, the use 
of modern electronic document management systems, electronic trading platforms 
corresponding to the level of development of information technologies of the latest 
generation, including software based on artificial intelligence, is becoming one of the 
most significant competitive advantages of the company. In general, electronic 
document exchange systems, including the stages of creating a document and 
endowing it with legal force, can significantly reduce costs, especially transaction 
costs, which are inevitably present in paper-based documents. At the same time, the 
system of executing tasks reporting by executors can drastically change, eliminating 
multiple duplications of both the reports themselves and the processes of entering the 
same data into different reports. An important advantage is also the acceleration of 
all processes, both managerial and production, which in turn significantly reduces
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the cycles of product creation and its entry into the market, making high-risk 
investment decisions.
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In 1995, Canadian expert in business and consulting, Donald Tapscott, proposed 
a new term to characterize the processes taking place in the global economy – 
“digital economy” – digital economy. In his work, Tapscott describes how people’s 
lifestyles can change under the influence of information and communication 
technologies – ICT – and focuses on connections between users – primarily on the 
networking capabilities of people from different geographic locations and fields of 
activity. It is the avalanche-like growth of information links that is the basis of the 
new economy. 

Digital is called the economy based on information and communication 
technologies – ICT. OECD identifies companies that create or provide processes 
for the electronic exchange of information, its processing, and so on. “Digital 
employment” includes any jobs in the digital sector and digital jobs in the 
non-digital sector. 

According to Tapscott, it is the development of the digital economy that should be 
the main engine of globalization in the world economy. They are listed ten techno-
logical shifts that will help the development of the new economy and make the world 
economy much more efficient. Tapscott points out the need to introduce broadband 
Internet access, combining various data – audio, video, text in multimedia, the 
transition from proprietary to open source software, as well as the emergence of 
various aspects of virtual reality and artificial intelligence [1]. 

In 2019, we can conclude that all these shifts have already occurred. ICT had a 
tremendous impact on many sectors of the economy, but the depth of this influence 
and the speed of what is happening in each industry are very different. 

The impact of digital technology is felt at both the global and local levels. You 
can consider the digital economy as a set of new industries representing a fast-
growing part of the global economy in its traditional sense. In recent years, the rapid 
development of new technologies has led to the emergence of huge markets for 
cellular communications, Internet services, online gaming industry and other new 
products, without which humanity can no longer imagine existence. 

New technologies have a transforming effect on some aspects of the activity of 
established economic entities, mainly it is the replacement of analog mechanisms of 
work – whether it be means of communication or industrial machines, with digital or 
digital elements, as well as further modernization – for example, existing production 
process. 

The growth of the digital economy is due to the growth of a number of markets 
directly connected with digital and mobile technologies, with innovative develop-
ments in the military-industrial complex of states. The digital economy will still be at 
least 10–15 years old heavily dependent on the traditional one. At the current stage 
of technology development and the state of the markets, the digital economy should 
be considered a means of improving business efficiency. Modern digital economy 
involves new business models of human-resource-process-communication tools and 
emphasizes the need to transform management mechanisms to accommodate rapidly



changing realities. There are industries in which the introduction of digital technol-
ogy is particularly fast. 
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In the modern conditions of the spontaneous formation of “hotbeds” of the digital 
economy in different countries and regions, there is an acute problem of managing a 
phased transition to it, covering all economic entities. This is why in modern 
management theory and practice they are beginning to discuss the problems of 
identifying the essence of the digital economy, the allocation of its distinctive 
features, the systematization of the factors of its development, the definition of the 
resulting indicators. 

The most common interpretations of the digital economy by Russian scientists are 
the following definitions: for example, O. Ivanov gives the broadest definition, 
treating the digital economy as a virtual environment that complements our 
reality [2]. 

R. Meshcheryakov believes that there are two approaches to the term “digital 
economy”. The first approach is “classical”: the digital economy is an economy 
based on digital technologies, and moreover, it is more correct to characterize 
exclusively the field of electronic goods and services. The second approach is the 
advanced one: “digital economy” is an economic production using digital 
technologies [3]. 

A. Engovatova treats the digital economy as an economy based on new methods 
of generating, processing, storing, transmitting data as well as digital computer 
technologies. She emphasizes that within the framework of this economic model, 
existing market business models undergo a radical transformation, the model of 
value-added significantly changes, the value of intermediaries at all levels in the 
economy is sharply reduced [4]. 

In the adopted strategy for the development of the digital economy in the Russian 
Federation, it is commonly understood as economic activity, the key factor in which 
production is digital data, and contributes to the formation of the information space, 
taking into account the needs of citizens and society in obtaining high-quality and 
reliable information, development of the information infrastructure of the Russian 
Federation, the creation and application of Russian information and telecommuni-
cation technologies, as well as the formation of a new technological basis for social 
and economic sphere [5]. Based on the above definitions, the essential distinguishing 
features of digital economy are defined. These include as follows:

• High level of automation
• Electronic document management
• Electronic accounting systems
• Electronic data storage
• Use GRM
• Creation of corporate social networks
• Use of ICT in production, management, communication, entertainment
• Electronic payment systems in the framework of e-commerce 

Based on the opinions described, it can be argued that the digital economy can be 
viewed as a “platform” leading to the innovation and informational stage of



economic development of systems of different levels, created on the basis of an 
effectively functioning information space, taking into account the needs of the 
economy and society, as well as the new technological basis business development 
and society as a whole. It is the foundation of the formation of a new postindustrial 
megacycle; it lays the potential for a transition to innovative and informational 
revitalization and neo-economic recovery. 
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Recently, the term “innovative economy” has been widely used in economic 
literature and in the practice of public administration (for example, the Russian 
government has adopted the state program “Economic Development and Innovative 
Economy”). In this regard, it is necessary to trace the relationship between the 
concepts of “globalization” and “neo-industrial development” with the term “inno-
vative economy”. 

As the term “post-industrial development” does not adequately cover completely 
the changes taking place in the economy and, therefore, as we have proved, it is more 
expedient to apply the earlier term of John K. Galbraith “neo-industrial develop-
ment” to the modern economy, and the now widely used terms “new economy” and 
the “knowledge economy” do not fully cover the events occurring in innovation [6]. 

Although the term “innovative economy” is relatively new, but innovative 
economies existed before, and the degree of “innovativeness” of the economy 
increased sharply in certain periods and in individual countries (for example, during 
the industrial revolution, first in England and then in a number of other countries). 
The stages of such bursts of innovation development are well characterized by 
S. Glazyev [7]. 

Experts of the international monetary fund consider the dilemma of globalization 
as “the growing economic interdependence of countries around the world occurring 
in the result of the increasing volume and diversity of cross-border flows of goods, 
services and capital, as well as a faster and wider diffusion of technologies” [8]. 

As for the “innovation economy”, there are various definitions of it, all successful 
formulations directly or indirectly related to the concept of globalization. 

A national innovative economy is, first, a type of economy based on borrowed 
and based on its own innovations, on continuous technological improvement, on the 
production and export of high-tech products with very high added value. 

Second, it is an economy in which reliable government and corporate mecha-
nisms are created and operate, ensuring innovation. 

Third, an economy in which:

• Simple and effective innovations based on old knowledge are created and suc-
cessfully implemented;

• New knowledge is not created, but innovations built on it are borrowed. 

Fourth, a neo-industrial innovation economy can be built:

• On the basis of new knowledge created in the country
• On the provided opportunities of globalization to borrow new (modern) produc-

tion technologies 

Fifth, a rational combination is the rational option:
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• Borrowed and own developments, built on both acquired abroad and on new 
knowledge created in the country; innovative development, the necessary tradi-
tional industries and the accelerated growth of several selected industries that are 
at the forefront of scientific and technological progress, which are at the present 
stage priority or critical. 

In order to fit into the globalization processes in the country, in particular, there 
should be an intensification of innovation activity, and the directions of innovation 
activity should expand. In a small country, of course, borrowed innovations should 
take a particularly significant place, although the role of their own innovation and 
research sector is increasing, and in order to master borrowed technologies. 

Now let us note the most important characteristics in which the national 
neo-industrial innovative economy should develop in the context of globalization 
of the world economy:

• The most important of the globalization factors contributing to the formation of a 
national neo-industrial innovative economy is the expansion of international 
technology exchange and cooperation in the implementation and achievement 
of final results. Foreign direct investment plays a significant role, but the priority 
should be investments that provide an influx of innovative technologies. Over the 
past twenty years, in many developed countries, the role of institutional investors 
(pension funds) and investment funds that actively invest in new technologies and 
innovation has increased by more than an order of magnitude. The state is obliged 
to create a coordination system to encourage businesses to increase spending on 
innovation and make it susceptible to innovation.

• An important factor of globalization is the fact that “in international trade at an 
accelerated rate, trade in services, technologies, and objects of intellectual prop-
erty increases” – by what determines the content of a modern neo-industrial 
innovative economy. 

The intensification of global competition necessitates the intensification of inno-
vation activities and the provision of effective technological and sectoral structural 
shifts on this basis, achieving a structural effect due to the rapid growth of high-tech 
sectors of the economy and other priority sectors recognized by the country as well 
as the emergence of new types of activities. 

Network structures play an increasingly important role in the modern economy, 
which we also drew attention to in our works. 

The role of network structures in the modern economy is very successful; we can 
say that this detailed definition: “In the modern economy, network interconnections 
play a system-forming role, having a direct impact on the development of innovative 
activity, the very possibility of which is determined by the combination of direct and 
reverse links between different stages innovation cycle, knowledge producers and 
consumers, firms, the market, the state within national borders and, increasingly, on 
a global scale. The effectiveness of innovative development depends not only on 
how effective the activities of independent economic agents are, but also on how 
they interact with each other, how the knowledge system and their use interact” [9].



514 A. T. Viktorovna and B. T. Vyacheslavovna

It is important to use in the process of neo-industrial innovative development of 
the factors of regionalization (cross-country). Regionalization is one of the directions 
of development of modern globalization and covers, as you know, a group of 
countries creating associations, unions, within the framework of which “there is 
greater or lesser liberalization of trade, pricing, capital movements, labor 
migration” [10]. 

The key factors in the digital transformation of the economy are shaping the near 
future. These factors will be focused on most innovative industrial clusters (both 
existing and planned). 

Many studies have shown that an integral mechanism for increasing the compet-
itiveness of economies of different countries of the world, accelerating innovation 
development processes in various sectors, encouraging local initiatives to enhance 
interaction between industrial enterprises, the state and end users, especially in the 
context of active use of opportunities and composite components economy, the 
so-called digital technology platforms, as well as a variety of infocommunications 
in a cluster approach, actively applied to industrial enterprises. 

The cluster, as an object of economic agglomeration of interrelated enterprises in 
a certain territory, has been known since the days of handicraft production. In this 
case, the origin of the cluster approach (1830–1890), economics is obliged to 
A. Marshall, who himself called them “localized industries” (localized industry) 
[11]. Subsequently (1890–1950), the term industrial districts became widespread in 
the literature. The most popular term at the present time – “cluster” – appeared much 
later. Believe that the concept of “cluster” is introduced into the theory of economic 
relations by M. Porter (1998) [12]. 

M. Porter used the term “cluster” to analyze the structure and efficiency of 
economic relations in industries and organizations. Analyzing the competitiveness 
of the company, he focused on its economic environment. Currently, the cluster is 
considered a separate economic system, an integrated structure, which have a 
significant impact on the development of the state industrial policy and the economy 
as a whole. 

Thus, the “Industrial Cluster” is a set of stakeholders in the field of industry and 
related organizations that collaborate and effectively solve production, marketing 
and innovation tasks [13]. 

Infocommunication technologies will coordinate and control the operation of 
production equipment based on digitalization. As a result, time spent on interoper-
able transitions will be reduced; there will be an opportunity for more flexible 
planning and use of available information and analytical resources. 

In turn, innovation-active industrial cluster should be understood as a group of 
interrelated industrial, scientific and educational enterprises, as well as other orga-
nizations (financial, consulting, engineering and other companies), actively working 
together to achieve key performance indicators, as well as interacting with each other 
to develop, implement, commercialize innovations and innovative products. 

That is, innovation-active clusters are clusters that actively use various innova-
tions (process, structural, organizational, technical, etc.) in their activities and, 
accordingly, ensure the production of a significant proportion of high-tech



competitive products with a high degree of added value. The assessment of the level 
of innovation activity should be carried out in conjunction with the assessment of the 
innovative potential of the enterprise, and the second should precede the first. 
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The problems of formation, distribution and use of labor resources, ensuring the 
balance of jobs and the professional and qualification structure of personnel, have 
always been the focus of economic science. 

The current state of the labor market is focused on increasing the intensity of 
information processes of the productive forces of society, the active use of informa-
tion resources and the need for their use in the modern economy. The problem of 
labor mismatch with the structure of workplaces is not in itself new for the world 
economy; it arose at different stages of economic development in different countries. 
At the same time, integrated approaches to research of the digital economy is not 
enough. Taking into account modern changes: technological, informational and new 
qualitative characteristics of the workforce, it is necessary to create a full-fledged 
mechanism for the formation of a quality workforce in the digital economy. The 
mechanism, in our opinion, should contain at least two stages: 

1. Creation of integration links between the labor market and the market of educa-
tional services 

2. Creation and strengthening of integration links between all institutions 
providing labor 

In the conditions of the digital economic system, the training of labor resources 
must take into account the fact that training objectives may vary (training of labor 
resources-innovators and training of labor resources as a hired labor force capable of 
carrying out any activity with information technologies by industry). Impact factors 
are different (the system of training, the level of provision of new industrial 
equipment, the level of unemployment, investment in the labor force of the com-
pany, return on investment in the labor force, the process creating an innovation-idea 
or product, etc.). One of the ways to organize the preparation of highly skilled labor 
is the creation of clusters (including educational ones). Considering the process of 
clustering industry and education, it is necessary to understand that clusters can be 
intersecting and not intersecting depending on the industries involved in the clus-
tering. In the process of clustering, vocational education will not blindly follow the 
demand of the current labor market; it will be able to develop according to the 
formula of anticipating need for labor resources. 

To form human resources, it is necessary, first, taking into account the process 
approach of information industrial transformation, having analyzed the production 
chain of product creation, training should be carried out by introducing them to 
separate links of the industrial production chain. Second, given the sectoral trans-
formation of the information economy, the specifics of the industry must be analyzed 
in the sectoral context of the need for personnel in all parts of the production chain. 
Third, given the emergence of various varieties of digital industrial markets, it is 
necessary to focus on the formation of managerial, engineering and other personnel, 
taking into account the technological communication of information and markets.



Thus, itself the system of formation of labor resources must also be significantly 
transformed. 
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Implementation of measures to establish an innovative economy in Russia, 
including through comprehensive modernization of production and increasing its 
competitiveness, should be provided by development institutions that support 
through financing business projects, infrastructure support and co-financing R&D. 

The development of the digital economy in the future will depend on the success 
of a number of breakthrough technologies. 

At the end of 2018, there are five such technologies:

• 5G communication
• 3D printing
• Blockchain
• Artificial intelligence (AI)
• The virtual reality 

The listed technologies are among the most important development directions 
outlined in the strategic documents of most developed countries. Active attempts to 
develop them are also being undertaken in China and a number of other Asian 
countries, and in 2017, “digital” priorities also received wide attention from gov-
ernment officials of Russia. 

The mentioned technologies are in the stage of intensive development; every 
year, they become more and more perfect and attract more and more young scien-
tists. Each technology can have a disruptive impact on a number of traditional 
industries and on business as a whole. 

Before turning to the consideration of leading industries that have already become 
digital or have fully felt the impact of new technologies, consider the prospects for 
selected breakthrough technologies. 

5G communication – Popular mobile communication systems in large cities 
operate in LTE 4G – 2665 MHz networks at speeds up to 100 Mbit/s. Further 
progress is associated with the use of millimeter waves – 1-100 GHz, which have 
unique features and are widely used, for example, by the military. New networks will 
be able to provide speeds of up to 10 Gbps. It is an increase in the data transfer rate 
tenfold and is the opportunity that will lead to tremendous changes in the world. 
Already conducted tests show that the 5G era is near and, most likely, will come in 
the early 2020s after the introduction of a new unified communications standard – 
IEEE 5G. It is the new generation networks that will open the way for widespread 
industrial automation – m2m, unmanned vehicles and real breakthroughs in the field 
of the Internet of things. At first, the technology will be used in the largest megacities 
and can significantly change their economy. 

3D printing – Additive production allows you to overlay thin layers of material at 
each other, creating the desired 3D model. Currently, this market is very small – 
about $6 billion in 2016. It is expected that the use of 3D-printing can reduce the cost 
of production, to give new highly skilled jobs and, together with other technologies, 
to transform the industry. In 2015–2016 in the 3D printing market, there was a 
slowdown and a complete mismatch with analysts’ expectations; however, already



in 2017, the sector is expecting a growth of about 16%, and the total number of 3D 
printers sold will grow by 39%. Estimates of consulting companies are very 
optimistic – in the next 5 years, the average annual growth of the market for 3D 
printers will reach 33% – according to Context. The greatest contribution is made by 
industrial devices. 
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Blockchain – The technology of distributed registries allows carrying out a 
transaction; it means transferring some valuable information, for example, currency 
or contractual obligations, without copying it and further comparing copies – by the 
method of distribution between multiple independent and anonymous users – nodes. 
It should be emphasized that first of all blockchain is relevant for those countries and 
sectors of the world economy where there is a low level of trust in established 
organizations – banks, governments, counterparties, etc., because the technology 
attracts with its transparency and security. It provides an opportunity to develop 
smart contracts – i.e., automatically executed when the specified conditions are 
reached, the fractional economy already held on the example of Uber and Airbnb, 
crowdfunding, electronic elections, new types of intellectual property protection and 
user identification, microgrids in the energy sector and can also find application in 
any other operations that require instant and safe data exchange. In addition, the 
blockchain technology allows you to create cryptocurrencies; the most famous of 
which is Bitcoin. Cryptocurrency is a digital currency circulating on a computer 
network. Cryptocurrencies have several advantages: high transaction speed, trans-
parency of operations and security. Nevertheless, the future of cryptocurrency 
remains in question – the issuer of a cryptocurrency is simultaneously many partic-
ipants, which can make such a system unstable. In any case, cryptocurrencies require 
rethinking the role and function of money within the economic system. Visa – Visa 
B2B Connect, Disney, IBM, the governments of Dubai, China and Korea are 
actively working on the blockchain transaction project. Until 2017, technology 
was almost entirely concentrated in the United States and Western Europe. 
In 2017, the blockchain has become particularly popular in Asia. For example, if 
in 2013, 78.7% of blockchain transactions accounted for the United States; then in 
2016, the share of the United States amounted to 49.2%. Separately, it is worth 
noting the huge potential of the blockchain for Africa, where 70% of the population 
is deprived of banking services. A number of countries in the region have already 
expressed their interest. 

Artificial Intelligence (AI) – Technologies of artificial intelligence include such 
developments as machine learning, image recognition and speech. AI is used in ICT, 
media industry, retail, health care and so on. According to McKinsey, the largest 
high-tech companies spend from 20 to 30 billion dollars on AI annually, and start-
ups from 6 to 9 billion dollars. More than 90% of the costs go to research and 
development, 60% – in machine learning technology. Most of the applications of AI 
are at a pilot stage, so the estimates of the prospects for this market vary widely – 
from 0.6 to 126 billion dollars by 2025. Although investments are growing rapidly, it 
is still premature to talk about commercial use of AI. Best of all, AI is implemented 
in three industries: telecommunications, automotive and financial services.
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The virtual reality – Virtual reality technologies are usually considered together 
with augmented and mixed reality technologies. Goldman Sachs estimates that by 
2025, video games will be the leaders in introducing virtual reality – more than $ 
11 billion and health care – more than $5 billion. The entire market may exceed $ 
80 billion. By the end of 2016, the market is estimated at $2-7 billion. It should be 
noted that in sales of the corresponding software, Asia is ahead of North America. In 
the US, though, there is a rapid growth in sales of the corresponding software - from 
$ 97 million in 2016 to $ 403 million in 2017 - according to a report SuperData. 

The competitiveness of states will be determined by the flexibility of management 
and the ability to anticipate the impact of new technologies and to respond quickly to 
changes. New technologies not only expand the capabilities of market participants 
but also involve a number of challenges. Special attention is required for the impact 
of digitalization on the competitive environment and on the labor market – the digital 
economy leads to automation of work processes, which leads not only to an increase 
in demand for highly and low-skilled jobs but also to a reduction in the number of 
workers with average qualifications. 

Governments around the world are creating special Internet ministries, regulators 
are launching initiatives aimed at complying with uniform rules for digital business 
participants, special services are changing. Topical initiatives include the creation of 
e-government, the digitization of health-care systems/education/utilities, the prepa-
ration of laws governing new elements of the digital economy. 

The greatest difficulty in the matter of regulating innovation processes is that 
technologies are developing faster than political regimes. However, many developed 
countries have already adopted some programs for regulating the digital economy. 
The objectives of regulation are: to stimulate new forms of communication and 
communications – the Internet, m2m, to stimulate competition both within the digital 
sector and in traditional industries, to protect the interests and safety of consumers – 
users. Solutions can have a reciprocal effect: for example, strengthening control over 
information can hinder the development of the Internet, and support for one or 
another format of digital communications can lead to the consolidation of a single 
business model, while creating obstacles to the emergence of new ones. 

There are three challenges to the digital economy for the system of state 
regulation: 

First, the digital sector, the Internet and new forms of communication are 
developing very quickly. There are new platforms and services that require the 
attention of regulators and new approaches. Accordingly, introduced legislation 
can quickly lose relevance and effectiveness, which increases the pressure on 
regulators. 

Second, the media is converging. The Internet, television, mobile communica-
tions are increasingly interconnected. This entails the confusion of markets that have 
traditionally been regulated separately and also creates new challenges for antitrust 
authorities. The EU has already responded to this challenge by combining control of 
telecommunications and TV and broadcasting in one supervisory authority. 

Third, the decentralized nature of the Internet and the digital economy, the lack of 
clear geographic boundaries in it, creates problems of jurisdiction and coordinated



regulatory approaches in different countries. Some aspects of the Internet and digital 
technologies were standardized and coordinated at the international level – domains, 
mobile communication principles, some norms of intellectual property rights. How-
ever, there are more unsolved regulatory issues. These are proxy servers, pirated 
content, “darknet”, transactions through third countries with different regulations. In 
addition, issues of taxation principles and the responsibility of the parties are acute. 
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Given these challenges, the choice of the regulatory approach becomes a central 
issue for regulators. The approaches range from self-regulation, in which users and 
companies have to solve problems between themselves before contacting the state 
regulator, and joint regulation, in which the public and private sectors work together 
in a single organization, to administrative and managerial regulation, with which the 
government establishes uniform rules. 

Compared with the administrative and managerial regulation, self-regulation has 
advantages: decisions on technical standardization are made by industry represen-
tatives who are more familiar with how the industry functions. Such an approach 
seems relevant in a market as complex as the digital economy. Moreover, self-
regulation can be more flexible than administrative and management regulation, 
which harmonizes well with a dynamic digital economy. However, there are also 
disadvantages: during self-regulation, representatives of the industry may not take 
into account the interests of other economic entities and consumers. Thus, 
co-regulation is the best approach. 

The phenomenon of the digital economy emphasizes the patterns of modern 
technological development and the management of this development. Attempts by 
various countries to support innovation and economic growth have not yet revealed a 
single successful approach. The institutional environment in digital technology 
remains fragmented. Opposite principles of ICT regulation often operate in different 
countries. The most important task remains to develop a balanced approach that can 
maximize the positive effect of the digital economy and minimize the risks associ-
ated with the spread of new technologies – unemployment, social inequality, etc. 

Based on the above, the following general conclusions can be made:

• Digital economy can be considered a “platform” for the innovation and informa-
tional stage of economic development of systems of different levels, created on 
the basis of an effectively functioning information space, taking into account the 
needs of the economy and society, as well as the new technological basis for 
business development and society as a whole;

• In accordance with the dual nature of the digital economy – dependence on the 
industrial and neo-industrial stage of development on the one hand and the ability 
to form the basis of the innovation-information economy – on the other, manag-
ing its development should also include two directions. The first of them focuses 
on the formation (ensuring the transition from the neoindustrial to the digital 
economy), the second – on the development (ensuring the transition from the 
digital to the innovative-information economy);

• At the present stage, within the boundaries of which an inter-cyclic transition is 
observed, management should focus on creating conditions to ensure:
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1. The highest level of automation at all stages of economic transformations of 
the state 

2. The introduction of electronic document management, the expansion of 
boundaries for inter-country cooperation 

3. Large-scale use of electronic accounting systems, the use of innovative 
methods for the protection of electronic resources 

4. Formation of electronic data warehouses, systematization and protection 
5. Creation of corporate social networks 
6. Use of ICT in production, management, communication, entertainment 
7. Transition to electronic payment systems in the framework of electronic 

commerce. The accelerated formation of the digital economy requires the 
development and implementation of large-scale implementation tools with 
the participation of the state. 

In conclusion, we note that the emergence and spread of ICT have had such a 
profound impact on the world economy that a new phenomenon has emerged – the 
digital economy. Nevertheless, its scale is still relatively small, and it’s premature to 
talk about its decisive role in the development of the world economy. Other scientists 
with similar cases are studying similar problems, using modeling and simulation 
[14–18]. Continuously new technologies emerge that will continue to change the 
economic and institutional landscape. 
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Analysis of the Current State 
of Socioeconomic Development 
of the Republic of Dagestan 

Djamily M. Maksubova and Navrat M. Umargadzhieva 

1 Introduction 

The Republic of Dagestan is included in the group of regions of the country with a 
low level of socioeconomic development. To this end, large-scale work has been 
launched in the republic to develop a strategy for the socioeconomic development of 
the Republic of Dagestan until 2035. With the involvement of experts and the 
general public, strategic sessions are held to discuss problems and determine prior-
ities for the long-term socioeconomic development of the republic [3]. 

One of the main instruments for the development of the economy and social 
sphere in Dagestan is the Republican Investment Program. For its implementation in 
2021, 18.4 billion rubles were allocated, of which 11.2 billion are federal funds and 
7.3 billion are republican funds. At this expense, 34 objects out of the planned 
170 were commissioned, 344 km of roads were repaired and 27.3 km were built, 
12 bridges with a length of 548 linear meters were repaired, and one bridge of 29.8 
linear meters was built. 

In addition, as part of the implementation of the 100 Schools project, 105 general 
education organizations were repaired in 2021. Under the Local Initiatives program, 
84 projects were financed for 299 million rubles to modernize infrastructure in 
municipalities. Within the framework of the regional state program for the socio-
economic development of mountainous territories, 157 subsidies were issued with a 
total amount of 48 million rubles [5]. 

Within the framework of the pilot project, together with the Accounts Chamber, 
measures are being taken in the republic to reduce the volume of construction in 
progress. As of January 1, 2021, their number was 1604 objects for a total amount of
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45.4 billion rubles, and as of January 1 of this year, 588 objects for the amount of 8.4 
billion rubles were already excluded from the reporting. Of these, 500 – by issuing 
title documents necessary for commissioning, 88 – by writing off (due to irrele-
vance). Work in this direction, according to the minister, continues.
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Revenues of the consolidated budget of the republic in 2021 amounted to 185.9 
billion rubles, and expenses – 181.1 billion rubles. The largest volume of expendi-
tures falls on education – 68.3 billion rubles and social policy – 51.7 billion rubles. 

According to the Acting Minister of Economy and Territorial Development of the 
Republic of Dagestan Rustamov A.Z., “Budget funds provided for this year must be 
contracted before April 1, unless otherwise provided by the schedule for financing 
and implementing activities. Also, they must be mastered in full, and the planned 
activities must be implemented on time” [6]. 

In 2021, Dagestan received additional support for socioeconomic development at 
the federal level. The region has been approved a budget loan to finance the 
implementation of infrastructure projects in the amount of 10.5 billion rubles. 
These funds will be used to develop the water supply system, including the design 
of the Makhachkala collector. 

The index of output of goods and services by basic types of economic activity, 
according to preliminary data, amounted to about 102.2%. 

As part of the republican investment program, 389 objects were financed in 2021, 
of which construction work on 47 objects was completed. 

A new impetus has been given to the development of a number of industries in the 
republic, including tourism showing good performance: in 2021, the tourist flow 
amounted to over one million people, which is 30% higher than in 2020. This 
indicates that the priorities identified jointly are correct. It is necessary to start 
working on fixing these priorities and creating normal conditions for the socioeco-
nomic development of the republic [7]. 

At the same time, we note that it is impossible to talk about significant economic 
growth. According to the preliminary results of 2021, the index of output of goods 
and services by basic types of economic activity amounted to about 102.2% – and 
this, we believe, is not development. 

In terms of agriculture and industry, the statistics are not bad – the industries are 
developing and there are a number of promising projects. There is potential, includ-
ing in animal husbandry, but there is not a single full-cycle enterprise for the 
production and processing of lamb. We believe that it is worth looking for oppor-
tunities to develop both agriculture and industry by building processing enterprises, 
building a vertical of production in all directions [1, p. 328]. 

At the same time, the issue of employment of the population remains topical for 
the republic. The number of officially registered unemployed in 2021 amounted to 
about 34 thousand people. We believe that here it is necessary to change the system 
in such a way as to develop more dynamically to solve this problem. To do this, we 
must keep records. Based on statistics, conduct analysis, conduct planned and not 
chaotic work. To do this, it is necessary to revise approaches to the organization of 
labor, including in personnel policy – to stop appointing incompetent people to 
positions.

http://minec-rd.ru/rukovoditeli/item/14
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As for agriculture and food, according to the Minister of Agriculture of the 
Republic B.V. Battalov, “in terms of the performance of the industry, 450 thousand 
tons of grain were produced in 2021, which is 6.5% more than a year earlier. Rice 
was produced 118.9 thousand tons, which is a record for the entire history of rice 
cultivation in Dagestan. The main role in this was played by the unprecedented 
assistance to the land reclamation complex, for the development of which over the 
past three years 900 million rubles have been allocated from the budget of the 
republic. The rice cluster is developing in different directions – last year another 
plant for processing this crop was launched, which made it possible to produce 
14,000 tons of rice groats” [4]. 

One fifth of the gross regional product of Dagestan is agriculture, which employs 
up to 30% of the economically active population and concentrates more than 12% of 
fixed production assets [2]. 

The volume of gross agricultural output at the beginning of 2022 in farms 
amounted to 140 billion rubles, including in crop production – 65.2 billion rubles, 
in animal husbandry – 74.8 billion rubles. 

Gross agricultural output in 2021, despite the pandemic, grew by 1.3% and 
amounted to 141.5 billion rubles. At the same time, a positive dynamics of produc-
tion volumes of the main types of crop and livestock products was ensured. 

As of January 1, 2022, the number of cattle in farms of all categories decreased by 
3% compared to the corresponding period last year and amounted to 949.1 thousand 
heads, sheep and goats increased by 0.6% (4720 thousand heads), the number of 
poultry decreased by 12.1% (4401.5 thousand heads), including in agricultural 
organizations – by 25.6% (611.9 thousand heads). 

The main task of the social protection service is to support low-income, 
low-income families, and the disabled. According to the results of 10 months of 
2021, the average monthly salary in the region increased by 6.6% and amounted to 
31 thousand rubles, but we believe that its size remains one of the lowest in the 
country. 

To ensure the growth of citizens’ incomes in 2021, a special regional program to 
reduce poverty was adopted in the republic, within the framework of which the 
social contract mechanism is used. Over the past year, social security authorities 
signed 7.7 thousand contracts worth more than 871 million rubles, which allowed 
citizens to organize entrepreneurial activities, undergo vocational training, find a job, 
establish a subsidiary farm, and get out of a difficult life situation [5]. 

In order to provide additional family support, a new form of state support has 
been introduced since last year – a monthly payment for children from 3 to 7 years 
old in the amount of 5378 to 10,757 rubles for each child. In 2021, 195 thousand 
families received this assistance in the amount of more than 17 billion rubles. 

In addition, last year the republic increased the amount of monthly social support 
for veterans of the Great Patriotic War (up to 20,000 rubles), for family members of 
fallen veterans of the war in Afghanistan (up to 10,000 rubles). In general, over 
32 billion rubles were allocated for social security of the population in 2021 through 
the ministry, which were provided in the form of payments to war veterans, labor



veterans, home front workers, families with children, and the disabled and other 
categories of citizens. 
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Another area of work in the republic is the implementation of state programs in 
the field of social services for the population, providing an accessible environment 
for the disabled, improving living conditions for certain categories of citizens. In 
2021, the institutions of the Ministry of Labor of the region provided various social 
services to more than 120 thousand people. Last year, the number of non-profit 
organizations providing social services increased from the republican budget. 

Over the past year, 100 facilities were equipped for the disabled and people with 
limited mobility under the accessible environment program in the amount of 82.6 
million rubles. The housing conditions of 389 people on the waiting list among 
veterans, disabled people, families with disabled children and liquidators of the 
Chernobyl accident were improved for a total of 316.3 million rubles, which is 1.3 
times more than in 2020. 

In order to reduce the negative consequences on the labor market associated with 
the COVID-19 pandemic, a special set of measures was developed in the republic to 
restore the employed population in the region to the level of pre-pandemic values. As 
a result of the measures taken (employment, job creation, subsidies, and 
microfinance for entrepreneurship), over 156 thousand people managed to restore 
employment in 2021, in particular, over 51 thousand people were restored to 
permanent/temporary jobs. Approximately 750 people have been trained under 
employment assistance programs. Over 1300 citizens have mastered a new profes-
sion within the framework of the Demography national project [7]. 

Last year, a new mechanism for stimulating employers in hiring unemployed 
citizens was launched in the republic by subsidizing at the expense of federal funds 
in the amount of 32.3 million rubles (a total of 926 citizens were employed). 
According to this indicator, Dagestan ranks seventh among the constituent entities 
of the Russian Federation. In general, the work done made it possible to reduce the 
level of unemployed in the republic by 3 times from 106 to 34 thousand people. 

In addition to the positive aspects in the socioeconomic development of the 
Republic of Dagestan, there are many problems. 

Hence, there is no real information about the economic situation in the republic, 
which casts doubt on everything that is happening. The existing managed statistics 
are self-deception and complacency, convenient for managers of all levels, industries 
and are formed at their own discretion and by anyone, and, even worse, the lack of 
necessary information generally leads to an inaccurate analysis of the state and 
incorrect forecasting. This is a known situation. I don't want to blame anyone in 
particular, since the system and methodology have developed in such a way that no 
one bears any responsibility for distorting statistics. Therefore, based on a false 
analysis, ineffective management decisions are made, and everyone knows what this 
leads to. It hurts, but we need to put things in order in this matter so that the 
authorities know what we have and what we don’t [1, p. 329]. 

There is a problem with the sale of manufactured products in all regions, but this 
is beneficial for someone, but not for society, but nothing is being done in this 
direction by the state and municipal authorities. It is necessary to manage and state



support in creating a modern structure, with the participation of municipalities to 
create a network of enterprises and organizations, at least for the primary processing 
of raw materials: animal slaughterhouses with mechanized skinning, salting, extracts 
for standard drying, agricultural cooperatives for the purchase, processing, product 
storage, and distribution. But what is actually happening is what happened in the 
past – manufacturers were left with big losses, intermediaries and traders got rich 
quickly, got easy and big profits. It rejects workers in the manufacturing sector. 
Therefore, they flee to the cities to trade [2]. 
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1.1 Ways to Improve the Strategy of Socioeconomic 
Development of the Republic of Dagestan 

The socioeconomic development of the Republic of Dagestan should, above all, 
express the interests of the population and provide solutions to those problems that 
concern them. The basis of the SER strategy should be a focus on a person, an 
increase in his real income, the formation of a comfortable living environment, 
affordable and high-quality education and health care, housing and communal 
services and more [8]. The above analysis revealed a decline in the proportion of 
the young population in Dagestan, which is a challenge for regional economic 
development. Thus, the key challenge of the NER strategy for the coming years is 
the inevitability of population aging. Therefore, the strategy of the SIR of the 
Republic of Dagestan should be aimed at – increasing the measures of social support 
provided in cash to families with children; providing parents with the opportunity to 
combine the upbringing and care of children with economic activity. To reduce the 
mortality rate and increase the life expectancy of the population, the strategy should 
contain measures aimed at improving the republican healthcare system in terms of 
reducing early mortality and preventable mortality; formation of conditions for the 
growth of safe behavior of the population and an increase in the duration of an active 
and healthy life. In the Republic of Dagestan today, there is a significant outflow of 
the able-bodied population to work, and young people to study in other regions. In 
order to increase the migration attractiveness of the Republic, it is necessary to 
ensure – the organization of new jobs (of high quality); improvement of conditions 
for small business, development of housing and transport infrastructures. Theorists 
today distinguish education capital, health capital, labor capital and cultural capital 
as elements of the human capital of the region. An analysis of the system of 
preschool education in the Republic of Dagestan showed a low coverage of places 
in preschool educational institutions – 32%. Given the limited republican consoli-
dated budget, it is necessary to stimulate the development of the non-state sector of 
preschool education, as well as public-private and social partnerships in this area. 
General education for each student provides not only educational achievements, but 
also socialization. An analysis of the general education system in the Republic 
showed an increase in the number of students with a decrease in the number of



educational institutions and the number of teachers, which makes it necessary to 
organize the educational process in the Republic in two or even three shifts. The SER 
strategy should include the introduction of new places for students and an increase in 
the staff of teachers. The region needs a program for the construction of new and 
reconstruction of existing school buildings, the implementation of which will ensure 
the organization of education in one shift and the formation of an environment for 
children with disabilities in schools. An analysis of the system of higher professional 
education in the Republic revealed an imbalance in the areas of training specialists, a 
discrepancy between the HPE system and the strategy for building the republican 
innovative economy and the lack of connection between the strategies of universities 
and the development of the region. In the conditions of high demand for human 
capital, the region needs to take into account in the strategy of the NED of the 
Republic – development of partnerships with leading Russian universities; attraction 
of innovative enterprises in terms of partnership in the development of curricula of 
universities; expanding student internships at innovative enterprises; implementation 
of joint projects with innovative enterprises in terms of research and development. 
Preservation of health and longevity of the population should become priorities in 
the development strategy of the healthcare system of the Republic of Dagestan. To 
eliminate the shortcomings identified by the analysis, the Republic needs to – reduce 
mortality from cancer, diseases of the circulatory system, tuberculosis, for which 
purpose to form such models of behavior of the population that contribute to 
maintaining health; increase the motivation of medical personnel and strengthen 
human resources in this industry; modernize the healthcare system itself in order to 
increase its efficiency; to form employers’ motivation to preserve the health of 
employees through the organization of working conditions by them that prevent 
the development of occupational diseases. Historically, the Republic of Dagestan 
among the subjects of the North Caucasus was distinguished by a large number of 
handicraft industries based on original technologies and centuries-old traditions. 
Folk arts and crafts are represented by the production of jewelry, carpet weaving, 
pottery, and other activities. Fisheries are an important component of the economy of 
entire regions of Dagestan. There is no doubt that the Republic has great potential for 
the development of ethnic tourism, which will provide new prospects for the 
effective use of cultural resources available in the Republic. The strategy of the 
SIR of Dagestan should contain such a direction as the development of ethno-
tourism, since it promises great prospects for the growth of employment and 
economic benefits. The Republic of Dagestan ranks first in Russia in terms of 
subsidization of the republican budget due to low tax revenues. Thus, a vicious 
circle arises when, receiving funds from the federal center, the Republic is in no 
hurry to straighten out its economy. Therefore, the only way to improve the financial 
condition of Dagestan is to reduce its subsidization, to strengthen the republican 
revenue base. To increase the revenue base of the republican consolidated budget, it 
is necessary to increase the tax potential of Dagestan, which can ensure an increase 
in the collection of tax payments. The point of economic growth of the Republic of 
Dagestan may be the creation of a special economic zone in the Republic. The 
arguments are the following factors that speak of the difficult socioeconomic
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situation in the Republic – high subsidization of the republican budget; low standard 
of living; high unemployment; a significant decrease in the level of industrialization. 
The creation of the SEZ in Dagestan will be promoted by Dagestan is the southern-
most border region of the Russian Federation; availability of labor potential; avail-
ability of natural resource potential. According to the type of SEZ in Dagestan, it can 
be a tourist and recreational one, capable of involving all available potentials in the 
economy. Dagestan is the most multinational republic of Russia; its territory was 
inhabited two million years ago. Due to its ancient history and ethnic diversity, the 
region has a unique cultural wealth. Each district, each village in Dagestan has its 
own rich history, culture, and folk crafts. There are more than five thousand objects 
of cultural heritage in the Republic. There are practically all conditions for the 
development of all types of tourism: agro-tourism, event tourism, ethno-tourism, 
culinary, and others. For the development of this industry in the Republic, it is 
necessary to stimulate the creation of modern infrastructure, hotels and guest houses 
with all amenities and cafes with traditional cuisine. It is necessary to develop routes, 
programs, produce souvenirs and more. The length of the Caspian coast with sandy 
beaches is 500 km (for comparison, the Crimean coast has a length of 750 km). In the 
Republic, it is realistic to receive hundreds of thousands of tourists in the summer 
season and not only from Russia, which can become an important source of income 
for the local population, stimulate the development of entrepreneurship and the 
creation of new jobs. An analysis of agricultural production in the Republic of 
Dagestan showed that the main producers are private households. For the normal 
development of the region’s economy, large enterprises with a multi-structural form 
of agriculture should become producers. At the same time, the state sector (seed-
growing and breeding farms) must also be preserved in the Republic. Seed produc-
tion is on the verge of collapse, since personal farms are not financially able to buy 
seeds of higher reproductions and, accordingly, engage in their reproduction. For the 
same reason, no land improvement work is being carried out in the Republic; 
therefore, the soils are degrading, according to expert estimates, two thirds of the 
republican soils are saline. In this regard, the strategy of the SER of the Republic 
should contain measures to organize assistance to farms and peasants in terms of 
their specialization and optimization of the size of production, development of 
cooperation in the Republic [1, 8]. The development of the agricultural potential 
of Dagestan is especially important in the framework of import substitution. To 
implement the proposed measures in the Republic of Dagestan, it is necessary to 
carry out further land reform, allocating land primarily to farms and peasants; 
allocate financial resources to farming and peasant farms; increase investment in 
seed production and breeding farms; to form social infrastructure in villages; to 
organize a service for informing agricultural producers regarding the market condi-
tions of the industry and marketing. The Republic of Dagestan has great potential for 
the development of foreign economic activity. However, the volume of foreign trade 
turnover in the region is extremely low, and the Republic of Dagestan is among the 
Russian entities with weak export-import ties. The tactics of conducting foreign 
economic activity is mainly determined by the subsidization of the republican 
consolidated budget [7]. So, in 2018, the volume of foreign trade turnover of the
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Republic of Dagestan amounted to 172.6 million US dollars. A total of 284 economic 
entities participated in the foreign economic activity of the Republic. Goods pro-
duced in Dagestan are exported to China, the Czech Republic, Iran, Turkey, Belarus, 
and Azerbaijan. The basis of exports is food products. Thus, meat (mutton), rice, 
fish, and vegetables are supplied to Azerbaijan and Iran. Exported to a number of 
countries and sheet glass. The main products, according to experts, for increasing the 
export potential of Dagestan are rice and meat. As proposals, taking into account the 
actual state of affairs in the foreign economic activity of the Republic of Dagestan, 
we can recommend –in order to promote local goods on the world market, the 
executive power of the Republic to more actively carry out marketing research; to 
actively attract foreign investors to the Government of the Republic of Dagestan, 
under its auspices, create a bank with a guarantee of protection of investment funds 
during economic or political crises; create concessions for foreign investors for the 
extraction of minerals and for their processing; limit imports into the Republic of 
goods produced in the Republic itself, namely, fruits and vegetables, wine and 
cognac products, and confectionery. In order to improve the investment climate in 
the Republic, the following can be recommended. Develop cluster-type projects with 
a view to including them in the federal project financing program, since these are 
long-term projects with a large socioeconomic effect. The Government of the 
Russian Federation approved Decree No. 158 of February 15, 2018 “On the Project 
Finance Factory program”. Participation in the program allows stimulating the 
investment activity of business entities by providing borrowed funds under syndi-
cated loan agreements for up to 20 years in the amount of 3 billion rubles. Financing 
is being provided for projects implemented in non-commodity exports, innovations, 
infrastructure, and the transfer of defense enterprises to the production of civilian 
products. Back in 2014, JSC Development Corporation of the Republic of Dagestan 
was established in the Republic, the mission of which is as follows – ensuring a high 
rate of socioeconomic development of the region; formation of a favorable invest-
ment climate in the Republic; integrated development of the territory of the region 
through the creation of sites for industrial and residential construction, support for 
the implementation of investment projects in the field of infrastructure and transport; 
development of the principles of public-private partnership in order to attract 
technologies and investments. The corporation included 30 large enterprises 
whose economies “kept afloat” (“Aviagregat,” “Dagdizel,” “Rychalsu,” and others), 
providing their sites for potential investors. The corporation has simplified the 
procedure for obtaining loans at low interest rates for its members. It was assumed 
that this would help the Republic of Dagestan in a few years to become not a 
subsidized, but an economically developed region. But the effective results of this 
cooperation are still missing. Taking into account the peculiarities of the entrepre-
neurial structure of the Republic of Dagestan, it can be recommended to reorient the 
Corporation’s activities toward intensive development of small businesses in the 
region based on public-private partnerships. In order to accelerate the entrepreneurial 
layer in the Republic of Dagestan, it is recommended to organize the work of credit 
cooperatives, having studied domestic experience (e.g., the Volgograd region) 
[7]. The peculiarity of the credit-cooperative system is that cooperatives represent
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a savings-loan system, the main source of which is the savings of members of 
cooperatives; are autonomous financial structures that independently resolve issues 
of attracting sources of funds, interest rate policy, personnel issues and others; in 
rural areas, they are the closest financial structure to direct consumers; apply inter-
cooperative loans – attraction of free funds of other cooperatives for issuing them to 
consumers. The introduction of such a system of financing small businesses will help 
to effectively develop this area, increase tax revenues to the consolidated budget of 
the Republic of Dagestan. The implementation of the above activities and the 
investment of financial resources in these activities, with constant monitoring of 
their targeted spending, will allow the Republic of Dagestan to move to a qualita-
tively new level of socioeconomic development, which will provide the population 
of the region with a decent standard of living. 
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2 Conclusion 

The socioeconomic development of the region is a complex process aimed at solving 
the problems of the population, improving its standard of living through achieving a 
balance in the socioeconomic and environmental development of the region, 
implemented on the basis of the efficient and reasonable use of its resource potential, 
including geographical, economic, infrastructural features, and potential opportuni-
ties of the region. An effective management system for the socioeconomic develop-
ment of the region must meet the following criteria:

• Focus on achieving the necessary results and democracy
• Possession of the necessary force of influence
• Efficiency of regulated processes
• Use of the system of social and psychological motivation
• Ease of perception
• Adaptability
• Stimulation of progressive development
• Other 

Summing up the assessment of the current state of the socioeconomic develop-
ment of the Republic of Dagestan, we note that the last year, 2021, due to previous 
omissions, only determined the main directions of socioeconomic development, to 
which the Republic of Dagestan is moving in 2022. This year, we believe, should be 
a breakthrough for Dagestan. Based on this, it is necessary to work closely with the 
federal center, with corporations. But this should be done together, helping each 
other. Other scientists with similar cases are studying similar problems, using 
modeling and simulation [9, 10].
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Part VII 
Culture and Communication in the Modern 

Cross-Cultural World 
Yulia Taratuhina 

Description: In today’s changing world, understanding of communication through 
culture and culture through communication becomes an important factor in the 
development of society. Taking into account the static and dynamic parameters of 
culture and cultural practices, both of institutional nature and everyday life, we can 
imagine the culture as a communication and semiotic system at different levels of 
interaction. At present, taking into account the influence of globalization on person-
ality and communities, the attention should be focused on the study of the ways of 
communicative processes (through art, language, media, discourse) that are used to 
construct dominant and non-dominant social identities (race, class, sex, gender) and 
how these identities are reproduced, acquired, challenged, and/or appropriated by 
society. 
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Tools for Stimulating Labor Efficiency 
in a Digital Environment 

Avdeeva Tatiana Viktorovna and Panko Iuliia Vladimirovna 

The current state of the Russian economy is characterized by the fact that enterprises 
operate in an environment of growing demands of various social groups. A special 
trend of the present time is the general course on digitalization and the processes of 
digital transformation. Since the middle of the twentieth century, information and 
computer technologies have been developed in society, which marked the beginning 
of a new era – Industry 4.0. For the first time, the need for wider use of information 
technologies in the production and development of smart factories technology was 
discussed in 2011 at an industrial exhibition in Hanover, and in 2016, the founder 
and permanent president of the World Economic Forum in Davos, Klaus Schwab, 
introduced the term “Industry 4.0” into mass use [1]. Starting from this time, it is 
possible to observe how the material world is increasingly connected with the virtual 
one, as a result of which new cyber-physical complexes are born, combined into a 
single digital ecosystem. 

The problem of the current stage of digital transformation is the presence of many 
modern enterprises created long before the beginning of the active and comprehen-
sive use of information technologies, which continue to function in the old way and 
do not have the resource potential for a quick transition to new conditions and full 
use of the digital environment. This slows down the processes of digital transfor-
mation and significantly slows down the overall development of the digital econ-
omy, the technological basis of which should be information and communication 
digital technologies. Another problem that hinders the development of the digital
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economy at the macroeconomic level is the lack of understanding of the essence of 
the processes of digital transformation.
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According to the officially accepted concept, the digital transformation of the 
economy involves a complex of four directions, implying a transition to a program-
predictive model of economic management; a change in the economic structure, 
taking into account the restructuring of sectors and sectors of the economy due to the 
penetration of digital technologies into them; the formation of more efficient eco-
nomic processes provided with digital infrastructures; the transition to digital models 
and processes [2]. 

As noted in their work, Gribanov Yu.I. and Shatrov A.A., “the content of the term 
‘digital transformation’ has evolved along with the change and development of 
technologies. For a long time, digital transformation has been understood as the 
conversion to digital format or storage in digital format of traditional forms of data. 
This is also one of the directions of digital transformation. Its interpretation is in the 
‘narrow sense’. However, in the modern world, this concept is much broader than the 
translation of data into digital format. It is important to separate the definitions of 
digitization и digitalization” [3]. 

Due to a lack of understanding of the changes taking place, many enterprises are 
following the path of creating websites and electronic trading platforms, switching to 
new software products, and creating corporate groups in social networks, believing 
that these changes are enough for digital transformation. At the same time, neither 
the strategic management mechanisms (accompanied by beautiful reporting sched-
ules) nor the operational management mechanisms (with all orders placed in a 
working chat) reflect the real changes behind the words about digital transformation. 

It is necessary to understand that digital transformation implies deeper changes, 
which first of all must occur at the level of transformation of the approach to 
management – , the transition from traditional functional management to process 
management, in the context of which the meaning of dividing employees into 
departments and functional services is lost. It is replaced by the execution of tasks 
by the executor as separate projects implemented in the flow of time and informa-
tion. The digital resource acquires the status of the basis of the economic system, 
being reflected not only in information tools that help the employee in the imple-
mentation of functions but also in rebuilding the mechanisms of the management 
system and the functioning of the enterprise [4]. 

As stated in the article by Rudenko M.N. and Gribanov Yu.I., “digital transfor-
mation is the introduction of modern digital technologies into the business processes 
of socio-economic systems at all levels. This approach implies not only the instal-
lation of modern hardware or software, but also fundamental changes in manage-
ment approaches, corporate culture, and external communications. As a result, the 
productivity of each employee and the level of customer satisfaction increase, and 
the company acquires a reputation as a progressive and modern organization. In 
practice, this means creating a system of end-to-end business processes, which can 
be called a digital business ecosystem” [5]. 

All digital products with which it is customary to associate digitalization are 
technological solutions necessary for the organization of the company’s work in new



information conditions [6]. The digital transformation itself is an extensive activity 
aimed at transferring all aspects of the management and life of the enterprise into 
new conditions in which new patterns of interaction of departments with each other 
and with the external environment begin to manifest themselves (e.g., the use of 
blockchain technology in the system of production planning and contracting, IoT 
technologies in interaction with consumers and the external environment, compre-
hensive application of data analysis based on Big Data technology, and the intro-
duction of artificial intelligence in particularly stressful areas of production), new 
forms of employee interaction (being in a 24/7 work chat, prompt exchange of 
information with all interested employees at once, the possibility of remote perfor-
mance of work functions, etc.), the transformation of the product being created based 
on an operational analysis of market conditions and trends, the general shift of many 
processes exclusively into the digital field (electronic bidding, the use of EDS, 
market monitoring, controlling the internal processes of the enterprise). 
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Such global changes inevitably entail the need to revise the company’s strategy, 
its mission and goals, and as a result, internal organizational restructuring of the 
team, adjustment of the corporate culture, the structure of the organization, and all 
mechanisms and management methods. 

Thus, “digital transformation and new technologies are revolutionizing techno-
logical processes and value chains that have been established for a certain time. They 
are becoming the main source of economic growth due to increased productivity and 
competitiveness of products, the creation of new industries and the constant expan-
sion of opportunities for the emergence of updated products and technologies” [7]. 

The survey conducted using the methods of analysis, observation, comparison, 
and deduction allowed us to formulate a number of limitations that hinder digital 
transformation in enterprises. 

First, there is a different initial degree of readiness of the enterprise for transfor-
mation, which may require significant investments in the introduction of break-
through technologies and new technological digital developments based on the 
characteristics of a particular enterprise and the lack of such developments in modern 
practice. 

Second, the lack of ready-made solutions repeatedly increases the risks in the 
transformation of business processes – analytical support of the digital transition is 
necessary, and the class of business analysts has not yet fully formed, and the 
probability of making mistakes is very high. 

Third, digital transformation cannot be carried out partially, “in a hurry,” since 
they are built on the logic of end-to-end processes and require “putting the whole 
process in order” at once – partial adjustments can only lead to a significant increase 
in the costs of reengineering and restructuring of the functional units and executors 
of the enterprise in the future. Also, to implement a large-scale restructuring of the 
business in space and material embodiment, high coordination of these actions is 
necessary on the part of the management, which should fully own the project 
management tool. In practice, an enterprise rarely has a wide staff of project 
managers who are able to implement such transformational projects efficiently and 
in the shortest possible time in the mode of an operating enterprise. Thus, a modern



manager (innovation or change management), necessary for an enterprise for digital 
transformation, must have a wide range of skills and abilities in the field of creating 
new business models, working with the latest technologies (artificial intelligence, 
robotics, AR and VR, blockchain, Internet of Things), data analysis, possession of 
advanced project management methods. Also, the manager needs skills and abilities 
for effective interaction with the team, partners, and clients (communication skills, 
emotional intelligence, design thinking, adaptability). The lack of a sufficient num-
ber of such specialists in the modern labor market and the prohibitively high cost of 
available specialists is another reason for slowing down the processes of digital 
transformation in modern enterprises. 
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Fourth, in the context of the already mentioned project approach, the availability 
of teamwork skills among the staff is of great importance. In addition, to create a 
team, it is necessary to have sufficient opportunity to choose highly qualified 
specialists from among their own employees or to have the opportunity to attract 
new specialists to form a team capable of implementing the processes of digital 
transformation of the enterprise. In the absence of an established team, the company, 
as a rule, expects another stage of team building when both the “lapping” of new 
performers to each other and their adaptation to the conditions, values, and organi-
zational culture of the new enterprise will take place. This may take some time when 
the team will be ineffective and also lead to additional costs at the stage of selecting 
suitable team specialists. 

Fifth, in an effort to implement digital transformation, the company will not be 
able to do without the involvement of “new knowledge” specialists and the forma-
tion of appropriate departments or working groups. It is necessary to create and 
maintain a new information infrastructure – IT maintenance and updating of soft-
ware complexes, administration of websites, pages in social networks and manage-
ment of other SMM tools, server management and cloud resources, information 
security, industrial communications and work with business analytics – to solve 
these tasks, which are integral in the digital environment, businesses need pro-
fessionals in the relevant fields who need to be found, selected and attracted. 

Sixth, an enterprise that has embarked on the path of digital transformation will 
need to maintain all digital processes and technologies at the appropriate level, 
which will require constant investment in technological improvements, taking into 
account high-speed progress in the IT field. 

And finally, seventh, digital transformation requires a system of new knowledge 
and competencies from all employees of the enterprise – without this condition, the 
introduction and full use of modern information technologies cannot be ensured. 

In the future, it will be necessary to constantly improve the level of technological 
IQ of other employees. In addition, it will be necessary to constantly implement 
adaptation measures for the entire team in connection with the flow of innovations 
and improvements generated by digital transformations to monitor the need for the 
introduction of new methods, models, and management style, and the execution of 
the work processes themselves. 

It should be borne in mind that digital transformation concerns not only the real 
sector of the economy. In parallel, the processes of digitalization are taking place in



the public administration system, social spheres (healthcare, education, culture, IT 
begins to act as an important tool of thinking), and this leads to a change in the 
perception of the environment of each member of society. New demands arise in the 
interaction of society and business, which requires businesses to accelerate digital 
transformation to meet the needs of a new environment and a new digital consumer 
in a timely manner. Enterprises that will not be able to adapt to the requirements of 
the digital consumer are likely to go bankrupt and cease to exist. They will be 
destroyed by new high-tech companies because consumers will have access to more 
advanced services. 
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Thus, first of all, digital transformation needs to be defined from the perspective 
of a radical restructuring of the system and management model of a modern 
enterprise. In these conditions, the creation of a system of incentives for employees, 
for their interest in digital transformations of the company’s activities, becomes 
particularly relevant. 

The effectiveness of such a system can be ensured by the implementation of a 
number of key principles: complexity, consistency, regulation, specialization, sta-
bility, and purposeful creativity [8]. 

The first principle finds its realization in the synergy of various factors, including 
organizational, legal, technical, material, social, moral, and social. The content of 
organizational factors is to establish a hierarchy of goals and objectives, the 
sequence of work, the definition of powers, and their boundaries. Organizational 
factors are directly related to legal factors, the implementation of which ensures the 
protection of the interests of the employee, on the one hand, and the compliance of 
his rights and obligations on the other hand. The combination of organizational and 
legal factors can be considered the basis for the formation of a system of incentives 
and employee interest. Technical factors are of particular importance in the context 
of digital transformation, as they are directly related to the level of providing the 
enterprise with digital technological solutions and equipping the workplace with 
computer equipment and a software package. The level of implementation of 
technical factors directly ensures the comfort and modernity of the employee’s 
workplace. They are directly related to physiological factors that determine the 
composition of the environment and a set of measures aimed at improving and 
maintaining the health of the team, minimizing the influence of harmful factors. 

The group of material factors traditionally includes a system of financial incen-
tives, including the level and conditions for receiving bonuses and allowances, and 
the procedure for forming the basic salary. 

Social and moral factors are closely intertwined and are associated with the 
sociopsychological microclimate of the organization, the formation of an organiza-
tional culture environment, the development of organizational values, and the 
awareness of the mission and goals of the organization. Over the past few years, 
the social component associated with corporate social responsibility has been devel-
oping in this context. 

All of these factors should not be applied individually, but in combination, which 
guarantees good results. It is then that a significant increase in the efficiency and 
quality of work will become a reality [10].
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Thus, the principle of complexity ensures the integration of interacting factors 
into a single incentive system for the employee. This principle should be 
supplemented with the following principle – the principle of consistency. The 
implementation of the second principle is aimed at identifying and eliminating 
contradictions between factors and linking them together. This ensures the formation 
of such an incentive system in which there is an internal balance of all components, 
their mutual coordination, which makes the incentive complex consistent and 
increases the effectiveness of its impact on the employee for the benefit of the 
organization. 

Particular attention should be paid to the implementation of the third principle. 
The third principle – regulation – is to create the order of the company’s activities by 
developing standards, instructions, algorithms, and orderly business processes and 
ensuring control over their implementation. In this regard, it is important to distin-
guish those areas of activity of employees that require strict compliance with 
instructions and control over their implementation from those areas in which the 
employee should be free in his actions and can take the initiative. 

The regulation of the content of the work performed by the employees of the 
enterprise should solve the following tasks: 

1. Determine the work and operations that should be assigned to employees. 
2. Provide employees with the information resources they need to perform their 

assigned tasks. 
3. Rationally distribute work and operations between the divisions of the enterprise. 
4. Establish specific job responsibilities for each employee, taking into account his 

qualifications and level of education. 

The regulation of labor content serves to increase the efficiency of the work 
performed and plays a very important role by streamlining the incentive system at 
the enterprise. 

A significant role is also played by the fourth principle – specialization, which is 
reflected in the distribution and assignment of a limited number of tasks and 
operations to the executive link (a division of the organization or an individual 
employee), based on the principle of optimality and economic feasibility of the 
division of work. Specialization is an incentive to increase labor productivity, 
increase efficiency, and improve the quality of work. 

Stability is the fifth principle and presupposes the presence of an established 
team, the absence of staff turnover, the presence of certain tasks and functions facing 
the team, and the order of their implementation. Any changes taking place in the 
work of the enterprise should take place without disrupting the normal performance 
of the functions of a particular division of the enterprise or employee. Only then, 
there will be no reduction in the efficiency and quality of the work performed. 

The sixth principle, purposeful creativity, acquires special importance in an 
innovative environment since it is its implementation that allows an organization 
to achieve a competitive advantage through the creation of new, more advanced 
products, production technologies and designs of applied equipment or types of 
materials, and the search for new, more effective solutions in the field of production



organization and management. Based on the results of the creative activity of the 
enterprise as a whole, the structural unit and each individual employee, measures of 
material, and moral incentives are provided. 
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Maximization of labor efficiency can be achieved by an optimal combination of 
various forms and methods of stimulation. To date, considerable experience has been 
gained in world practice in reflecting the qualifications of an employee in remuner-
ation. The most promising is to replace the time-based form of remuneration with a 
more progressive approach using a grading system (or grading). 

“The grading system is a salary scale (tariff grid) of the company, developed on 
the basis of expert assessments of positions on predefined factors. The essence of the 
method lies in the fact that the weight is taken into account not only for each position 
in the structure of the organization, but also for each employee holding the same 
position, but having additional characteristics. The basis of the grading system is 
most often based on such characteristics as the complexity of the work performed, 
the level of responsibility and independence, tension and working conditions, the 
level of qualifications required to perform the work. The grading system evaluates all 
types of jobs, which makes it an extremely valuable tool in shaping the structure of 
remuneration. The criterion for evaluating positions is the level of influence of the 
position of the position on the company as a whole and the type of impact on the final 
result.” The grading technique was created by the American scientist Edward Hay 
(E. Hay). At the moment, due to the fact that it is based on a mathematical model, 
this technique can be easily adapted to the needs of any enterprise with a staff of 
more than 300 people, regardless of the industry and prevailing working 
conditions [10]. 

The transition to the grading system forms the employee’s interest and responsi-
bility in the performance of planned tasks and ensures the fairness and objectivity of 
remuneration, taking into account the real contribution of the employee to the 
company’s activities. In addition to the role of grading as a tool for an objective 
assessment of employees’ work, grading can become an effective mechanism for 
stimulating employees to improve their professionalism since, thanks to the trans-
parency of criteria, each employee understands at any time how he can influence the 
level of his own remuneration (including by increasing and maintaining his 
professionalism). 

A special advantage of the rating system can be considered the possibility of its 
adaptation to any enterprise strategy [11]. 

Hence, the conducted research made it possible to identify important problems 
that complicate the transition of enterprises to a new state, which is necessary for 
successful functioning in the digital economy. Seven factors were identified that 
have a negative impact on the ability of enterprises to digital transformation. 

One of the identified factors that is of great importance is the stimulation of 
employees to work effectively and increase their interest in their own professional 
growth. To accomplish this task, we need a good incentive system that will be based 
on the principles of efficiency. The grading system is defined as the most appropriate 
for these conditions. Other scientists with similar cases are studying similar prob-
lems using modeling and simulation [12–15].
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1 Introduction 

The methodology, understood as a set of methods used in any area of human activity, 
in relation to the analytical assessment of a complex object of study – the regional 
economy – includes various approaches, techniques, rules, and requirements that 
should be followed in the analysis process. Currently, an increasing number of 
specialists are beginning to realize that in the conditions of the information explosion 
that the current civilization is experiencing, considerable attention should be paid to 
methods of orientation in the actual material of science, methods of its application. 
Moreover, from the point of view of practical application, the method must corre-
spond to such properties as efficiency, clarity and comprehensibility, and reliability. 
In the field of methodological analysis are the problems of everyday life of people, 
their communication, and behavior in the process of life. The task of the methodol-
ogy is to elucidate, design, and transform schemes of social activity. To date, more 
(in comparison with the particular scientific methodology) is the general scientific 
methodology, within which the systematic approach, the modeling method, has been 
widely studied [5]. A necessary condition for constructing a model of socio-
economic development of the region in order to predict the further course of 
economic processes is its scientific justification in the territorial aspect. To do this, 
it is necessary to reflect in the retrospective analysis and the current state of the 
economy the exceptional diversity of natural, geopolitical, socio-economic, 
national-cultural, and other conditions that ensure the effective development of the 
region as a single economic space open for both interregional and international 
economic cooperation. The methodological basis for analyzing the development of a

D. M. Maksubova · N. M. Umargadzhieva · P. G. Aripova (✉) 
Federal State Budgetary Educational Institution of Higher Professional Education Dagestan 
State University, Republic of Dagestan, Makhachkala, Russia 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
D. P. Sakas et al. (eds.), Computational and Strategic Business Modelling, 
Springer Proceedings in Business and Economics,

543

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-41371-1_45&domain=pdf
https://orcid.org/0000-0002-6179-1892
https://orcid.org/0000-0001-7136-8038
https://doi.org/10.1007/978-3-031-41371-1_45#DOI


region is formed by a paradigm that assumes that a region is not a purely autonomous 
object, but a multifunctional organism that develops on the basis of vertical (center – 
regions) and horizontal (interregional) interactions, included in the system of world 
economic relations. Thus, the analysis and forecast of territorial development as 
interacting backbone structures should be built into the overall strategy of the 
country’s socio-economic development. This aims at the inevitable search for the 
unity of regional and Russian economic policy aimed at overcoming spatial inequal-
ities: differences in the volume of the generated gross regional product per capita, 
which are reflected in the standard of living and living conditions, in employment 
and unemployment, in the pace of development of individual regions, in conditions 
for entrepreneurial activity, etc. The level of economic development of the region is 
the result of the previous historical development of reproductive processes in the 
territory in the system of nationwide division and integration of social labor. To 
determine the achieved level of economic development of the region, first of all, it is 
necessary to use the method of retrospective analysis of the most important socio-
economic indicators. The purpose of the retrospective analysis is to determine, on 
the basis of an assessment of the state of the regional economy, the ways of 
development and the peculiarities of the distribution of productive forces in the 
new market conditions, which make it possible to use the most important prerequi-
sites and advantages of the region to increase the economic potential. It is also 
important to overcome and correct emerging disproportions and excessive differen-
tiation in the levels of regional development. Regional policy should first of all 
determine the main vector of economic growth in its own territory and take into 
account the indicated disproportions and inequalities in relation to different sub-
systems of the region in order to eliminate them. Its goal is to minimize those 
inequalities that can cause social conflicts. The objectives of the analysis must be 
consistent with the objectives of regional economic policy. According to Larina N.I., 
Kiselnikova A.A., a clear statement of the tasks of regional policy and the choice of 
means for their solution require the identification of the causes of spatial inequalities 
in order to establish the objects of state intervention [6]. Among them, the authors 
include differences in the natural and climatic conditions of life and entrepreneurship 
in certain regions of the republic; the scale, quality, and directions of use of natural 
resources, which determine the “productivity” of the region. This factor affects not 
only the development of individual sectors (agriculture and forestry, fishing) but also 
the conditions for the location of industry and people’s lives; the peripheral or deep 
position of the regions, as a result of which the influence of transport costs on the 
formation of prices and the breadth of sales markets increase – poor transport and 
communication links in peripheral regions hinder their economic development; 
outdated structure of production, delay in the introduction of innovations; advan-
tages from proximity to agglomerations, leading to the intersection of inter-industry 
relations in the region, the emergence of opportunities for integrating local producers 
with large inter-regional production and economic structures; trends in the economic 
development of the country; the stage of technological development that affects 
certain types of production of goods (raw materials, intermediate products, end-use 
goods, services, etc.); political conditions, forms of all-Russian and regional policy;
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institutional factors that determine the degree of regional autonomy, socio-economic 
development, etc.; physical location factors: the presence or absence of airports, 
transport systems, industrial sites, availability of telecommunications systems, etc., 
i.e., the level of development of the production infrastructure; greater or lesser 
external control over firms operating in the region (or a small share of firms founded 
by local entrepreneurs); socio-cultural factors: the degree of urbanization, education 
of the population, the presence of a scientific center, etc. These reasons can explain 
the different intensity of carrying out in space and time of fundamental economic 
transformations [3, 6]. In particular, this applies to such processes as denationaliza-
tion of property; underestimation of the regional consequences of federal 
macropolitics; the incompleteness of the process of delimitation of rights among 
the federal government, the administrations of the constituent entities of the Feder-
ation and local governments in the areas of generating income for the territories, state 
influence on the economy and in solving social problems. The main task of the 
analysis of general economic indicators is to determine the economic profile of the 
region, its place in the national economic complex of the country, the level and 
trends of economic development achieved, and also to establish the correspondence 
between the level of development and distribution of the productive forces of the 
region with its economic and natural conditions and resources, territorial division 
labor. Ultimately, to outline the main options for the development of the region. 
Methodologically, there are different approaches to the analysis.
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1.1 Application in the Analysis and Evaluation 
of Mathematical Methods 

The assessment of indicators of the social and economic development of regions has 
been actively introduced over the past 10 years, and its formation is carried out in 
several areas of assessment, depending on the goals set. 

The issues of building a system for assessing the indicators of the socio-economic 
development of the regions and the impact on them of the quality of the activities of 
regional executive authorities are quite relevant today. This is dictated by the 
introduction of a program-target approach in the distribution of budgetary funds – 
the so-called principle of performance-oriented budgeting. 

In this regard, when distributing interbudgetary transfers by the federal center, 
methods of analysis and evaluation of social and economic indicators achieved by 
the regions began to develop. However, this process requires a systematic under-
standing and optimization of both the composition of the indicators used and the 
methods of analysis and evaluation. 

A lot of scientific works of both domestic and foreign researchers are devoted to 
assessing the level of socio-economic development. However, in general, the devel-
opments of scientists relate to assessing the level of development of socio-economic



systems based on the overall results of management in the context of solving 
problems of regional development. 
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The identification of previously unresolved problems, the active implementation 
of strategic planning at the regional level requires the development of an appropriate 
mechanism for assessing the level of socio-economic development of regions. At the 
same time, taking into account the multidimensional nature of the goals and, 
accordingly, the results of the socio-economic development of the regions, it is 
advisable to determine the level of development on the basis of a general indicator of 
the effectiveness of the functioning of the socio-economic system. 

To begin with, let’s make an excursion into the methodological aspects regarding 
the assessment of the level of socio-economic development of regions, which are the 
result of the developments of both domestic and foreign scientists in this area. 

It should be noted that a rather serious experience in assessing the level of socio-
economic development has been accumulated abroad, where, based on the results 
obtained, a conclusion is made about the effectiveness of the activities of power 
structures. 

At the same time, in recent years, they are increasingly inclined toward an integral 
assessment – the definition of a generalized integral index for assessing the socio-
economic state of the region, which, as a rule, is carried out from the standpoint of a 
combination of the main aspects of the development of the socio-economic system: 
economic, social and environmental [4]. 

According to this approach, information on various components of socio-
economic development is reduced to a single indicator – the index of development 
of the region, according to which it becomes possible to compare regions in terms of 
their level of development. 

The main aspects of the development of the socio-economic system are measured 
using indicators that are built into groups of the same name, economic indicators that 
reflect the level of development:

• Economic development of the socio-economic system at the regional level. 
Technical and economic results and trends in the functioning of the economic 
complex, the level of investment activity in the system, the level of innovation, 
trends in scientific and technological progress, without which progress and 
further functioning of the economy are impossible.

• Social indicators that characterize socio-demographic processes in socio-
economic systems and the standard of living of the population, the state of 
labor resources, the quality of labor potential.

• Environmental indicators that indicate environmental well-being, the adequacy of 
measures to reduce the negative impact on the environment [2]. 

Depending on the components of the integral assessment, as part of the index 
approach to assessing the level of socio-economic development of the socio-
economic system at the regional level, scientists distinguish between different 
methods. The most widespread are the following:



• A comprehensive assessment of the socio-economic development of the region
• Quality of life as a complex indicator (a systemic criterion for the socio-economic 

development of the country’s regions)
• Human development index:
• World competitiveness index and others 
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In Russia, preference is given to a comprehensive assessment of the socio-
economic development of the region, the essence of which is as follows:

• Determining the list of indicators that affect the level of socio-economic devel-
opment of the region, and most fully reflects socio-economic changes

• Grouping these indicators in certain areas of socio-economic development
• Calculation of partial indices in these areas, followed by the determination of the 

generalizing index 

The results of such a comprehensive assessment make it possible to rank regions 
according to the level of their socio-economic development, determine the average 
indicator of the integral assessment and serve as the basis for assessing the degree of 
depression in the state of the regions (when the value of the integral index is below 
the average), which in turn, according to scientists, indicates that “such regions need 
state assistance” [6]. 

The main stages of the integrated comprehensive assessment of the socio-
economic development of the region are shown in Fig. 1. 

As for the developments of scientists, there is no single, optimal approach to the 
integral assessment yet. In the scientific literature, there are quite different 
approaches and methods for a comprehensive assessment of the level of socio-
economic development of regions, which, according to individual researchers, are

Selection and justification of the system 
of indicators used to calculate the 
integrated assessment, their structuring 

Development of a methodology, 
methodology and tools for calculating an 
integrated assessment 

Collection, systematization and analytical 
processing of statistical information for a 
period of time selected for analysis 

Ranking of socio-economic systems in 
accordance with the quantitative value of 
the integrated assessment for each of them 

Fig. 1 The main stages of the integrated comprehensive assessment of the level of development of 
the region



the most appropriate in a particular case. They differ both in the areas of assessing 
the level of socio-economic development of the regions and in the number of 
indicators that make up these areas and are selected by scientists to reflect the 
changes taking place in the region and according to a number of other criteria.
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To confirm this, as an example, we can cite the results of a study conducted by 
T. O. Dyukina, N. Yu. Lukyanova. So, regarding the directions of grouping indica-
tors, scientists note the existence of different directions in the methods for assessing 
the socio-economic development of regions by domestic authors: there are those that 
offer estimates only in the context of economic and social components 
(Yu. A. Dmitriev., L. P. Vasilyeva); others supplement this list of the social 
component (Zander E. V., Smirnova T. A., Lobkova E. V.): there are also such 
methods that take into account indicators in the context of economic, financial and 
social areas (Kuzmenko N. B.). 

In existing methods, the number of indicators used as input information ranges 
from 5 to 121 [1]. 

However, in our opinion, attempts to include a fairly large number of them in the 
integral indicator in order to take into account certain aspects of the region’s 
activities only complicate calculations for diagnosing the level of socio-economic 
development of regions and ultimately also limit their practical application. 

Due to the increase in the number of indicators, the amount of work on their 
processing on the way to obtaining the final index indicator, on the basis of which the 
rating of regions will be built, becomes more complicated. Therefore, it is not always 
appropriate to mix the entire set of indicators that measure the level of socio-
economic development of the region (or a sufficiently large number of them) and 
reduce them into a single integral indicator. 

On the one hand, the system of indicators chosen for calculating the integral 
assessment necessarily correlates with the goal pursued by the analysis of the socio-
economic development of the region. That is, from a wide variety of indicators, it is 
necessary to choose exactly those that will better and more fully take into account the 
main changes in the socio-economic system that occurred during the analyzed period 
and, accordingly, act as basic information for calculating the integral assessment. On 
the other hand, for the possibility of practical application of the method of integral 
complex assessment of the level of development of the socio-economic system, the 
number of indicators should be reduced to a minimum. 

Among the author’s methods for analyzing indicators, we consider the most 
preferable to use the method of assessing the level of socio-economic development 
of the region, proposed by T. Uskova, based on the fact that the list of indicators 
characterizing sustainable development is wide, and they are diverse; the assessment 
of sustainability must be carried out on the basis of an integral indicator [3]: 

1. Substantiation of indicators, including general information about the region with 
data on geographical location, natural conditions, population size and national 
composition, large settlements, main sectors of the economy, main transport 
routes. Special attention should be paid to the impact of competitive advantages
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and socio-economic indicators in the region when choosing a development 
strategy. 

Analysis of the socio-economic situation of the region over the previous three-
year period is carried out in the following areas:

• Demographic situation (birth rate, mortality, life expectancy, health status of the 
population, migration movement)

• Social sphere (education, health care, science, culture, etc., employment, 
crime rate)

• The standard of living of the population (average per capita income, wages, 
subsistence minimum, and consumer basket)

• Finance (budget and taxes, off-budget funds, interbudgetary relations, financial 
position of enterprises)

• Macroeconomics (volume and structure of the gross regional product)
• Sectoral structure of the economy (industry, agriculture, energy, transport, com-

munications, and informatization)
• Foreign economic activity
• Investments (fact, trends)
• Trade
• Department of Housing and Utilities
• The state of the environment, natural resources [1] 

To normalize indicators and raise them to an integrated indicator, you can use 
formulas 1–3. 

Bringing indicators for assessing the economic development of the region, which 
are expressed in absolute and relative terms and also have different units of mea-
surement, to a single scale will be carried out according to the formula: 

yc ij = 
xij - min xij 

max xij - min xij 
ð1Þ 

where 

yij is the standardized value of the i-th indicator of the j-th region. 
xij is the value of the i-th indicator of the j-th region. 
xmax, xmin – the maximum and minimum value of the indicator. 

The standardized value of indicators – destimulators is determined by formula 2. 

yd ij = 1 - yij ð2Þ 

The total synthetic indicator for each region will be determined by the formula:



ð Þ

xi
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yj = 
1 
n 

k 

i= 1 

yc ij þ 
m 

i= 1 

1- yd ij ð3Þ 

where 

Yj is an integral indicator of the socio-economic state of the j-th region. 
yc ij standardized value of the i-th indicator-stimulator of the j-th region. 

yd ij standardized value of the i-th indicator – destimulators of the j-th region. 
k is the number of indicators-stimulators. 
m – the number of indicators – destimulators. 
n is the number of indicators for which the calculations were carried out. 

2. Assessment of the level of development of the region for each indicator: 

k i – assessment of the level of development of the region/for each indicator: 
ki = xi 

max xi 
– direct indicator 

ki = min xið Þ  – reverse indicator 
хi is the value of the indicator in region i. 
mах (хi), mix (xi) is a standard indicator, which can be chosen as the optimal 

(or critical) values of regional development indicators. 

) 
3. Calculation of indices of economic, social, and environmental sustainability 

(respectively, by the method of multivariate comparative 
analysis. 

4. Formation of an integral indicator 

The integral stability index is calculated using the following formula 4: 

I = Iec × Is× Ie3
p 

; –socialðIsÞ; –economicðIECÞ; –ecologicalðIeÞ: ð4Þ 

It can range from zero to one. 

5. Interpretation of the integral index of sustainability of the socio-economic 
development of the region [2]. 

We also offer the following version of the method for assessing the sustainability 
of the development of the socio-economic system (SES) of the region: 

1. Determine private indicators on the basis of which the integral indicator will be 
calculated, taking into account the characteristics or problems of a particular 
region (economic: GRP, foreign trade turnover, cost of fixed assets, etc.; social: 
average life expectancy, salary level, population density, etc.; environmental: 
MPC, MPD, MPE, etc.). 

2. All indicators/indicators characterizing the level of WRM are private (measured 
in people, in %, in units, etc.); we propose to transform private indicators in order 
to achieve their comparability with each other.



ð

Þ
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The formula for transforming the indicator from private to relative: 

y = yf - ymin = ymax - yminð Þ 5Þ 

where 
Yf – actual indicator 
Ymax – maximum indicator 
Ymin – the minimum indicator 

3. Aggregate transformed partial indicators (values that are already relative at the 
third stage of calculations) according to the formula 

I = 
y1 þ y2 þ y3 þ . . .  þ ynð  

n
ð6Þ 

where I is an integrated indicator, which is found separately for social, economic, 
and environmental factors. 

y1 ; y2 ; y3 ; yn relative indicators included in the block of social, economic, and 
environmental factors; 

n is the number of indicators in the block. 

So, we will find integrated indicators:

• Social (I s)
• Economic (I EC)
• Ecological (I e) 

Knowing the values of the integrative indicators characterizing the SD of the SES 
of the region, we can calculate their norm or deviation from the standard indicators 
and then define: 

(1) Integrative indicator of risks of the region (IPRK – I rk) 
(2) Integrative indicator of the potential of the region (IPPR – I pr) 
(3) Integrative indicator of the stability of the region (IPUR – I ur) 

IPRK allows you to determine the initial situation in the region and identify the 
existing and potential losses of the subject, to minimize them. 

IPPR shows the achieved level of socio-economic development of the region, the 
possibility of its further improvement, which requires certain resources and 
conditions. 

The IPSD reveals the ability of the region to effectively use the available and 
potential resources without disturbing the balanced state of the system. 

To display the ranges of changes in the integrated assessment, one should use the 
scale of the level of socio-economic development of regions, according to which it is 
proposed to consider 4 levels of development of the socio-economic system – high,



medium, low, and critical. Each of these levels has its own range of changes in the 
integrated assessment (Table 1). 
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Table 1 The scale of ranking 
regions in accordance with the 
integrated comprehensive 
assessment of the level of their 
socio-economic development 

Level of socio-economic Change range 

Regional development Integrated assessment, % 

Tall [75–100] 

Average [50–74] 

Short [25–49] 

Critical [0–24] 

In Russia, until 2017, at the state level, there were two approaches to a compre-
hensive assessment of the socio-economic development of the region: the approach 
of the Ministry of Economic Development of the Russian Federation; approach of 
the Federal State Statistics Service of the Russian Federation [7]. 

The approach of the Ministry of Economic Development of the Russian Feder-
ation provides for the rating assessment (and ranking) of the regions separately for 
each of the 6 specific areas and the calculation of the overall rating for all areas as a 
whole. The main areas for a comprehensive assessment are as follows:

• Economic development: investment, scientific, and innovative activities
• Public finance
• Business support; consumer market
• Population and labor market
• Department of Housing and Utilities
• Education and health care
• Crime level
• Ecology 

Based on the results of the calculation, the place of each region in the ranking is 
determined for all and separately taken areas of socio-economic development. The 
region is considered the best if the arithmetic mean value of the sum of ratings is low. 

According to the second approach for calculating integral regional indices of 
economic development, proposed by the Federal State Statistics Service of the 
Russian Federation, 28 primary indicators of economic development are used to 
account for integral indices, which are integrated into 5 blocks, characterize the 
following aspects: macroeconomic efficiency: financial stability; innovation activity 
and development of science; market transformations and development of entrepre-
neurship: investment attractiveness. 

The third method was the method of assessing the level of socio-economic 
development of the region, which is built on the basis of 13 indicators (Table 2). 

Of these: 4 (32%) – labor indicators, 5 (38%) – economic, 2 (15%) – investment, 
2 (15%) – financial. 

The methodological part of this rating is quite interesting. The indicators achieved 
by the regions are compared with the average for Russia. As a result, scores are 
determined [2].



Name of indicator
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Table 2 Composition of indicators for determining and evaluating the level of socio-economic 
development of a constituent entity of the Russian Federation 

No. 
indicator 

Character 
display. 

1 Volume of gross regional product per capita Economy 

2 Investments in fixed capital (excluding budget investments) per capita Invest 

3 Profitability of sold goods, works, services Economy 

4 Unemployment rate Work 

5 The ratio of the state debt of a constituent entity of the Russian Federation 
to the budget revenues of a constituent entity of the Russian Federation 
(excluding gratuitous receipts) 

Finance 

6 The ratio of the number of highly productive jobs to the average annual 
number of employed people 

Work 

7 Share of organizations implementing technological innovations in the 
total number of surveyed organizations 

Invest 

8 The share of the number of highly qualified employees in the total number 
of qualified employees 

Work 

9 The number of small and medium-sized businesses operating in the 
territory of a subject of the Russian Federation, per 1000 people. 
Population 

Economy 

10 The share of public roads of regional or intermunicipal significance that 
meet the regulatory requirements for transport and operational indicators 
in the total length of public roads of regional or intermunicipal 
significance 

Economy 

11 Revenues of the budget of the constituent entity of the Russian Federation 
(excluding gratuitous receipts) per capita of the population of the con-
stituent entity of the Russian Federation 

Finance 

12 The share of the employed population in the average annual population of 
a constituent entity of the Russian Federation 

Work 

13 Consumer price index Economy 

It can be concluded that the methods of analysis and assessment of the socio-
economic development of regions that were in force until 2017 at the state level 
included, in fact, three separate methods that were used for various assessment 
purposes, different methodological techniques and methods of analysis were used, 
and often duplicated some of the indicators used. 

The use of mathematical methods in the analysis of the socio-economic devel-
opment of the region is due to the need to build mathematical models of economic 
dynamics; since when predicting the prospects for the development of the economic 
system, it is necessary to find reliable ways to assess the consequences of today’s 
activities. To develop correct economic decisions, it is necessary to take into account 
both all past experience and the results that can be obtained from the proposed 
conceptual and mathematical models that adequately reflect the given economic 
situation. Mathematical models cannot take into account all the features of real 
economic processes, but they allow one to draw qualitative conclusions related to 
the development of the social economy over time. For the construction of mathe-
matical models, a great difficulty is the choice of values of controlled parameters, the



search for objective functions and their economic interpretation. First of all, it is 
necessary to clearly understand the structure of the economy as an object of 
mathematical modeling and an integral economic system that performs its main 
function through the implementation of the following actions: allocation of 
resources, production of products and services, distribution of consumer goods, 
and accumulation for subsequent investments in the public economy. Moreover, as 
a subsystem of human society, the economy, in turn, is a rather complex system 
consisting of production (commodity-producing) and non-production (commodity-
distributing, financial, etc.) cells or business units located in production-
technological and (or) organizational-economic relations with each other [4]. 
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2 Conclusion 

Forecasting regional development in order to improve the management system of the 
region is impossible without a detailed study of the economy of the region, studying 
the features of its development. Analysis and forecasting are carried out on the basis 
of scenarios that reflect changes in federal and regional economic policy. Therefore, 
focusing on the analysis of the development of the regional economy, which is the 
main link in the chain of managerial decision-making, we identify not only regional 
features but also advantages and threats for future development. The considered 
methods of analysis are not exhaustive. The regional economy is a rather complex 
object of study both in terms of analysis and forecasting of its development. It is 
necessary to take into account many different factors influencing regional develop-
ment. At the same time, the main methodological approaches to the analysis of the 
state of the region’s economy, presented in the chapter, allow using them in 
assessing the socio-economic processes taking place in the region, assessing 
the consequences of political decisions on entrepreneurial activity, the formation 
of the investment climate, and more. A particularly important result of the analysis is 
the identification of the reasons for the uneven development of Russian regions and 
the factors influencing the growing gap between regions in terms of GRP, invest-
ment and household income. As part of the analysis, it is also possible to assess the 
reaction of business to the actions of the authorities and, as a result, changes in the 
dynamics of investment and production efficiency in the region. As a result, using 
various methods of analysis, we determine the possibilities of forming a positive 
economic policy in order to stimulate the economic growth of the regional economy 
with the active influence of state regulation mechanisms. Other scientists with 
similar cases are studying similar problems, using modeling and simulation [9–11].
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Application of Intellectualization Methods 
for Educational Resources Creation 

N. O. Omarova and Osmanova Amina 

1 Introduction 

Development of the education system in modern conditions and the identification of 
promising areas of research are very relevant nowadays. The introduction of digital 
technologies has a special impact on the educational process, and virtual network 
communities are an important factor that forms the value orientations of young 
people and the socialization of the individual. 

Of particular importance are researches devoted to the study of the experience of 
forming the value bases for building the educational process in the context of the 
digital transformation of education, as well as discussing the process of forming 
humanitarian-oriented moral, ethical, social, and national-cultural traditional values 
of the multinational Russian society. 

The current stage of development of society is characterized by the rapid devel-
opment of the global information space, the accelerated pace of globalization, which 
leads to a rapid change in working conditions, public attitudes, and beliefs. The 
changes taking place in the world during the transition to a postindustrial society are 
largely associated with the emergence and development of information technologies. 
In turn, the development of digital technologies is becoming the driving force behind 
the ongoing changes. The high rates of scientific and technological progress lead to 
the rapid obsolescence of the knowledge of specialists, which necessitates the 
continuation of the educational process throughout the entire active period of life. 
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Further development of the education system in the context of the digital para-
digm of the development of society will allow for solving many theoretical and 
practical problems that are at the present stage. 

The following areas of application of modern technologies in education can be 
distinguished.

• Intelligent learning systems and chatbots: AI (artificial intelligence) helps to 
personalize learning work, provide students with quick feedback directly while 
learning.

• Automatic assessment.
• Customizable learning materials.
• Educational analytics.
• Consulting systems.
• Gamification and virtual reality. Further development of technology promises to 

significantly increase the visibility of educational work and make extensive use of 
virtual experiments. 

Today, many educational organizations use information management systems 
(IMS) for student records, class attendance, class planning, and teacher performance. 
At the same time, they use learning management systems (LMS), where educational 
materials and assignments are located, and data on the progress and results of 
educational work is also presented. 

Blockchain technology is becoming increasingly important for the digital trans-
formation of education, bringing together the work of various educational organi-
zations, and creating a good foundation for the development of education. 

Digital technologies’ speed of development raises the question concerning in 
which direction they will develop and what are the prospects for our country in this 
process. 

Artificial intelligence (AI) technologies are rapidly penetrating all areas of human 
life and activity: stock markets, marketing and data mining, financial and credit risk 
management, industry, robotics, human resource management, recruiting, military, 
medicine, music, publishing, etc. 

The Internet of Things has recently entered the life of every person, having 
carried out a merging of the physical and digital worlds, as data is collected from 
an increasing number of devices and then combined into the so-called big data. The 
number of such “Internet of Things” devices, according to experts and analysts, has 
already reached 50 billion by 2020. Devices include appliances, vehicles, buildings, 
and cameras. 

The development of adaptive and intelligent robots will increase the degree of 
automation of production processes. Adaptive robots that currently exist in the form 
of prototypes are equipped with a sensory part and a set of programs, and the 
development of intelligent robots is associated with solving the problem of computer 
vision, which requires special software written in special languages focused on 
symbolic information processing – Lisp, Prolog, Smalltalk, Refal, etc.
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In terms of practical application, the technology of “digital twins” has great 
prospects and is increasingly being used in industry, energy, aviation, and the 
automotive industry. A digital twin is a synchronized virtual model of a real object: 
a person, product, process, system, etc. It reflects not only the past and current state 
of the object but also can predict its future based on the initial data, which is achieved 
by a deep understanding of the processes occurring in a real object. 

The use of augmented reality technologies that allow to add digital objects to 
objects in the real world is also promising. An example is the helmet of a military 
pilot, which displays various flight parameters and the state of the aircraft. Such 
systems are used in industry when assembling cars and other modern equipment. AI 
gives digital objects a greater reality and controls their behavior. 

Large Russian companies are already using and improving AI technologies in 
their business processes. For example, using machine learning technologies, MTS 
predicts a subscriber’s desire to use a particular service. 

2 Development of Artificial Intelligence Technologies: 
Representation of Knowledge in Intelligent Systems 

The achievements of modern society based on modern, including digital, technolo-
gies have led to radical, large-scale, and complex changes in the economy, social 
sphere, and public life. 

In recent years, there has been a real breakthrough in artificial intelligence (AI) 
research. Problems like speech recognition, computer vision, and machine transla-
tion have been practically solved. To date, the quality of solving such problems by 
machines is comparable to that of a human and continues to improve. There are 
ample opportunities for practical applications – from communicating with intelligent 
agents in natural language to autonomous cars, drones, and robots. 

The success of AI is associated with machine learning techniques called “Deep 
Neural Networks” or “Deep Learning” technology for short. The ability to train such 
deep neural networks with hundreds of millions of tuning parameters and solve 
complex practically important tasks is associated with the advent of sufficiently 
powerful highly parallel GPU processors. As a result, deep neural networks have 
become the main tool for updated artificial intelligence based on machine learning. 

The main advantage of deep neural networks is the ability to generate hierarchies 
of increasingly abstract data representations. Each next layer of the neural network 
forms more and more abstract features of the input data, as the most significant 
combinations of features of the previous level. Accordingly, the more layers a neural 
network has, the more abstract concepts it can operate on, and the more complex 
tasks it can solve. Deep learning is a universal technique for automatically 
constructing abstractions that have advanced artificial intelligence in many direc-
tions at once. Today, in machine vision, speech recognition, and machine word 
processing, the same architectures of deep neural networks and algorithms for their 
training are used.
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The deep learning revolution has dramatically changed our understanding of 
machine intelligence. It is no longer the intellect itself that is required to be 
programmed, but only the ability of machines to learn, which is much easier. 
Machine learning is becoming synonymous with machine intelligence. 

Artificial intelligence (artificial intelligence, AI) is the science and technology of 
creating intelligent machines, especially intelligent computer programs, with the 
help of which they solve the problems of modeling human activity [1]. 

Since the 1950s, an important criterion for assessing machine intelligence has 
been the Turing test, which required a person to be unable to distinguish a machine 
from a live interlocutor in real-life situations. In 2014, this test was passed, and today 
AI is regularly used in higher education to provide round-the-clock assistance to 
students. For example, Deakin University uses the IBM Watson supercomputer for 
this purpose. The potential of AI in higher education is still not fully realized, but 
universities can learn from the consumer sector. For example, virtual assistants can 
interpret verbal cues and respond to them by imitating human speech. Siri and 
Cortana for smartphones are popular, and Amazon’s Alexa is an example of an 
independent, always-on virtual assistant that uses remote microphones to search the 
web for information by voice command. Indeed, autonomous technologies that meet 
the needs of people are developing at a rapid pace. 

Many fear that progress in this area is too rapid. The functions of AI are inherently 
complex and incomprehensible, so tools are needed to explain how AI works and 
increase its credibility. IBM is a leader in this field, publishing images and diagrams 
that explain how its AI medical systems work. In higher education, opportunities to 
develop virtual mentors and better adaptive learning tools are underutilized due to 
the widespread belief that even the most advanced technology cannot and should not 
replace a live teacher. 

Machine learning is already driving progress in the professional world and 
informal learning. The Smart Flower Recognition System, a citizen science project 
jointly run by Microsoft Research Asia and the Chinese Academy of Sciences, aims 
to help Chinese botanists quickly identify plant species from smartphone photos. 
The use of neural networks allows you to create algorithms that automatically filter 
out low-quality images and determine colors from the database with a probability of 
over 90%. Projects like these have far-reaching implications for students and 
teachers, as search queries no longer must be based on text. To implement AI 
more widely in higher education over the next four to five years, universities should 
start with open-source and open-source libraries for numerical computing, available 
through the OpenAI and TensorFlow projects from Google. 

An important place in the theory of artificial intelligence is occupied by the 
problem of knowledge representation, which, according to many researchers, is 
the key one [2]. 

The method (models) of knowledge representation is a set of interrelated means 
of formal description of knowledge and operation (manipulation) of these 
descriptions.
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Traditional languages based on the numerical representation of data are inefficient 
in building knowledge bases. For this special knowledge representation, languages 
are used, based on the symbolic representation of data. They are divided into types 
according to formal models of knowledge representation. Various authors classify 
these models in different ways [3]. 

Logic models 
Production models 
Frame models 
Network models 

The main idea of building logical knowledge models is as follows – all the 
information necessary to solve applied problems is considered a set of facts and 
statements, which are presented as formulas. Knowledge is displayed by a set of 
such formulas, and obtaining new knowledge is reduced to the implementation of 
inference procedures. 

Production models can be considered the most common knowledge representa-
tion models. A production model is a rule-based model that allows knowledge to be 
represented in sentences like: 

If condition, then action 

The production model disadvantage is that when a sufficiently large number (on the 
order of several hundred) of productions is accumulated, they begin to contradict 
each other. 

The concept of a frame was introduced by the famous American scientist Marvin 
Minsky in 1975. M. Minsky considered a frame as a data structure for representing a 
set of stereotypical situations, events, and objects, as well as their characteristics, 
signs, and properties. This information (about characteristics, signs, and properties) 
is stored in frame slots. 

The network model was proposed by the American scientist M.R. Quillian. 
Models of this type are based on a construction called the semantic network. The 
concept of a semantic network arose in 1969, when M. R. Quillian tried to describe 
the semantics of a verb [4, 5]. The semantic approach to the construction of artificial 
intelligence systems finds application in natural language understanding systems, 
question-answer systems, and various subject-oriented systems. This method of 
representing knowledge is of particular importance in connection with the develop-
ment of the Internet. 

The semantic web as a model is most often used to represent declarative knowl-
edge. With the help of this model, such properties of the knowledge system as 
interpretability and connectivity are realized. Due to these properties, the semantic 
network makes it possible to reduce the amount of stored data, provides the 
conclusion of inferences on associative links. 

In knowledge engineering, a semantic network is a graph that reflects the meaning 
of a holistic image. Graph nodes correspond to concepts and objects, and arcs 
correspond to relationships between objects. An object is a structure that contains 
specific information.
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The use of the mathematical apparatus of graph theory for modeling the logical 
structure of educational material, the systematization of its concepts is the subject of 
research by V.P. Bespalko, S.A. Beshenkova, I.I. Logvinova, V.P. Mizintseva, and 
I.V. Robert. 

The traditional system of education seeks to give the student as much factual 
material as possible at various stages of the educational process. At the same time, 
the assessment of the quality of knowledge is carried out by considering the number 
of factors (various concepts, elements of knowledge, etc.) that the student operates, 
and the accuracy of their reproduction. Since the concepts are interconnected and 
follow one from the other, connections and relationships between concepts and rules 
for the logical inference of specific concepts from more generalized categories of the 
subject area remain aside. This kind of learning leads to knowledge formalism. 
When solving creative problems, which include the learning process, a knowledge 
representation system based on a logical-semantic approach is needed, which allows 
you to display the conditions of the problem in the form of a structured model that 
considers all the links between the elements necessary to solve it. 

Semantic networks use three main types of objects: concepts, events, properties. 
Domain objects displayed in the semantic network can be divided into three 

groups: generalized, individual (concrete), and aggregate. 
The introduced classification is relative. Depending on the problem being solved, 

the same object can be considered generalized or individual, as aggregate or 
non-aggregate. 

One of the first well-known models based on the semantic web is the TLC model 
(Teachable Language Comprehender) developed in 1968. The model was used to 
represent the semantic relationships between concepts (words) to describe the 
structure of a person’s long-term memory in psychology. 

As a rule, extensional and intensional semantic networks are distinguished. An 
extensional semantic network describes the specific relationships of a given situa-
tion. The intensional semantic network describes the subject area at a generalized, 
conceptual level. Connections in an intensional network reflect those relationships 
that are always inherent in objects of a given class [3]. 

The semantic web is a cognitive tool that provides visual and speech tools for 
creating data representation maps, also known as cognitive maps. Cognitive maps 
are spatial representations of concepts and their interactions recorded in computer 
memory, that is, they are structured data (Jonassen, Beissner & Yacci, 1993). Pro-
grams such as SemNet (Fisher 1990, 1992), Learning Tool (Kozma. 1987), and 
TextVision (Kommers, 1989) enable students to link the concepts they are learning 
into multidimensional networks of representations and describe the nature of the 
relationships among all the concepts included in the network. 

Semantic networks are similar to the representation of the human memory 
structure. Let us assume that human memory is organized semantically. Then it 
turns out that programs for organizing semantic networks are computerized tools that 
make it possible to make visible the semantic networks of human memory. They are



made up of nodes and ordered relationships or links connecting those nodes. Nodes 
express concepts or assumptions, and links describe relationships between these 
nodes. In computer semantic networks, nodes are represented as information blocks 
or maps, and links as lines with symbols. 
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The purpose of computerized semantic networks is to represent a set of concepts 
or identify the basic organization of representations in a knowledge area. Therefore, 
semantic networks require learners to analyze the structural interactions between the 
contents being studied. 

They can also be used by students as tools to assess changes in their thinking. If 
we agree that the semantic web is a complete representation of human memory, then 
the process of learning from this point of view can be seen as a reorganization of 
semantic memory. The organization of semantic networks reflects these changes in 
semantic memory, since semantic networks describe what the learner learns. Thus, 
semantic networking programs can be used to reflect knowledge acquisition. 

The organization of the semantic network contributes to learning, because it 
forces the learners to analyze the basic structure of the concepts being studied. In 
the process of creating semantic networks, learners must analyze the structures of 
their own knowledge, which helps them to incorporate new knowledge into the 
structures of existing knowledge. The result is a more efficient use of acquired 
knowledge. Kozma (1987, 1992), one of the developers of the Learning Tool 
semantic networking program, believes that these tools are cognitive tools that 
enhance and expand human knowledge. The development of computer semantic 
networks requires students to:

• Reorganization of knowledge.
• An exhaustive description of concepts and relationships between them.
• Deep processing of knowledge, which contributes to better memorization and 

retrieval of knowledge from memory and also increases the ability to apply 
knowledge in new situations.

• Linking new concepts with existing concepts and ideas, which improves 
understanding.

• Spatial learning through the spatial representation of concepts in the field of study 
(Fisher, Faletn, Paterson, Lipson, Thorton, & Spring, 1990). The construction of 
semantic networks and cognition maps is a means to accurately represent the 
structure of cognition (Jonassen, 1987). This means that semantic networking 
helps learners map their own cognitive structures. 

In geometry lessons, concept maps have been used to evaluate learning effec-
tiveness and to monitor learner progress in a given subject (Mansfield & 
Happs, 1991). 

The usefulness of semantic networks and concept maps is perhaps best demon-
strated by their links to other higher order forms of thought. They are closely related 
to formal reasoning in chemistry (Schreiber & Abeg, 1991) and the ability to reason 
in biology (Briscoe & LeMaster, 1991; Mikulecky, 1987). Semantic networks have 
also been shown to be associated with research performance (Goldsmith, Johnson & 
Acton, 1991). After the use of semantic networks as tools for cognition, the



knowledge that makes up the content of a given subject becomes more organized 
(Jonassen, 1993). More research is needed to test the consistent links between certain 
criteria for networking (listed above) and traditional methods used during study, 
such as exams, research papers, and targets [6]. 
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3 Conclusion 

Based on the analysis of existing knowledge engineering approaches [7–9], it is 
advisable to choose adaptive semantic models (ASM) as the main way of structuring 
knowledge in the system of teaching the disciplines of the mathematical cycle. 

The semantic structuring of cognitive tasks by sections of mathematics was 
carried out [10]. As the study of this issue has shown, cognitive tasks can be 
classified according to a number of criteria. The proposed approach to the structuring 
and classification of educational tasks contributes to the formation of a system of 
knowledge for students in the disciplines of the mathematical cycle. 

Based on the analysis, it was revealed that one of the main advantages of sematic 
networks as a model for representing knowledge and the learning process itself is the 
visibility of the described subject area, the possibility of changing and introducing 
new terms and rules, as well as high flexibility and adaptability to the goal and other 
factors. But the main drawback of such networks also follows from this advantage, 
namely, that with an increase in the size of the semantic network and the complica-
tion of connections, the knowledge base of the subject area, the visibility property 
is lost. 

One of the important advantages of the semantic network is also the possibility of 
constructing a model in the form of a hierarchy of relationships, where classes of 
concepts are located on the first level (the topmost), generalized concepts are placed 
on the second, and elementary concepts are placed on the third (lowest). 

This approach to the organization of knowledge in the development of training 
systems shows the relationship between the elements of educational material and 
allows you to significantly reduce training time and volume. 

Regarding the disciplines of the mathematical cycle, an initial systematization is 
required for the current time period. Having a general idea of the current state of the 
academic discipline, it is possible to build a didactic learning system. To do this, it is 
necessary to develop a methodology for structuring and adapting existing knowl-
edge, considering the requirements of the educational direction and social order. 

The advantages of our model of the learning process are especially significant in 
the control of students’ knowledge. The semantic network implies the semantic 
processing of information by a computer, which is necessary when processing 
trainees’ answers. 

Activation of the cognitive activity of trainees is possible only with an expedient 
sequence of presentation of cognitive tasks, as well as taking into account the 
characteristics of the elements of the tasks. Other scientists with similar cases are 
studying similar problems, using modeling and simulation [11–15].
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System 
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1 The Development of Artificial Intelligence Technologies 
in Modern Society 

Artificial intelligence (AI) is rapidly penetrating all areas of human life and activity: 
stock markets, marketing and data mining, financial and credit risk management, 
industry, robotics, human resource management, recruiting, military, medicine, 
music, publishing, etc. 

In 2013, the global market for AI technologies, according to the consulting 
company Frost and Sullivan, was 0.7 billion US dollars, but in 2017, it grew to 
13.4 billion US dollars, and by 2022, it will be 52.5 billion US dollars, that is, 
compared to 2017, it will grow four times. It is assumed that by 2030, the use of AI 
technologies will increase the volume of the global market for goods and services by 
15.7 trillion USD. 

According to Tractica, the global AI market is expected to reach $118.6 billion 
by 2025. 

The speed of development of AI technologies raises the question of in which 
direction they will develop and what are the prospects in this process. 

Work on the development and application of AI technologies is being actively 
carried out in all developed countries, grouped around areas that can bring practical 
benefits. 

Machine learning systems are actively developing, which include the following 
components: supervised learning; unsupervised learning, reinforcement learning, 
and others. They are models, methods, and algorithms focused on the automatic 
accumulation of knowledge based on the analysis and generalization of data. 
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Supervised learning takes place with the participation of a person, in the process 
of which people collect and pre-label data into certain categories. Thanks to this 
technology, autonomous vehicles and voice assistants have been created in the last 
decade. Supervised learning, on the other hand, has certain limitations, which 
include the laborious process of manually labeling the data. Instead of assimilation 
of all available data, processing algorithms are guided by their certain categories, 
noted in advance by the researcher. 

Unsupervised learning (self-learning) is designed to eliminate this shortcoming, 
in which the AI system is trained to perform a task without human intervention, 
using the entire set of available data, and not just those that were marked in advance. 
This process is similar to how a person himself cognizes the world, assimilating all 
the data available to him without restrictions. 

In self-learning, part of the input data is used by the AI as a control signal to 
predict the rest of the data. Many researchers believe that self-learning in the future 
will make it possible to create devices with intelligence close to the human level. 

Another type of machine learning is reinforcement learning, in which AI interacts 
with some environment. The responses of the environment (and not a special control 
system, as happens in supervised learning) to the decisions made are reinforcement 
signals; hence, such learning is a special case of supervised learning, but the teacher 
is the environment or its model. 

Much of the data processed by AI is sensitive. These, for example, include 
information about patients of medical institutions or clients of financial institutions. 
In this case, the approach when all data is collected in one central repository, from 
which they are then processed, is not applicable. 

To preserve confidentiality, integrated learning technologies are developing, the 
essence of which is that the data is left in storage places, and many versions of 
models are sent to these places for processing. After processing in the AI field, it is 
not the data itself that is sent back, but the parameters of the model, which are then 
integrated into one overall model and, thus, the confidentiality of the original 
information is preserved. 

A promising direction is the development of neuromorphic microcircuits and 
computers based on them, which differ from simple microcircuits in architecture. 
Conventional computing is based on the von Neumann architecture with a separate 
processor and memory, and the human brain is a single unit and is able to simulta-
neously store and process data. Neuromorphic chips are created on the basis of 
existing technologies, and we are talking about semiconductor systems, and not 
about biological devices. Chips are made from ordinary transistors, but the archi-
tecture in this case is different. In neuromorphic chips, acting as neurons, transistors 
can send signals to the input of other elements, changing their state. Chips with this 
technology are already being produced by IBM and Intel. 

The next technology that has been actively developed in recent years is natural 
language processing. Initially, research was based on the development of human 
speech recognition technologies – machines were trained to understand human 
speech and generate it. Today, natural language generation technologies are actively 
developing in the processing of big data. About 80% of all existing data is available



in raw form and, with the help of AI technologies, can be used to develop models for 
structuring and processing information. 
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Within the framework of this technology, speech recognition and understanding 
systems are being developed, which is important for services using a speech 
interface. It is also important for AI systems to understand the context of what was 
said, since it is an essential part of natural language. Research in this area is focused 
on the ability of AI systems to interact with a person in the form of a dialogue. Voice 
requests have become commonplace for smartphone users and the volume of such 
services will only increase. Computer agents are being created – chatbots with which 
you can communicate through messaging and voice call applications. They must 
respond to customer requests and answer questions. At this stage of development, 
chatbots cannot completely replace a person and, if they are unable to answer a 
question, they have the function of switching to an operator. 

At the present stage, joint systems are being developed that allow integration of 
the work of various autonomous systems and people by creating algorithms that 
improve human efficiency through the active involvement of AI in the production 
process. 

An example of a joint system is crowdsourcing, which makes it possible to use 
information systems to involve a large circle of competent specialists in solving a 
particular problem of innovative production activity in order to share their creative 
abilities, knowledge, and experience. The main disadvantage of the system, under 
certain conditions, may be the human factor: the deadlines for the execution of work 
may be violated, and the work itself is carried out poorly and poorly coordinated. To 
eliminate shortcomings, the system allows you to manage large amounts of data and 
track the main KPIs of projects. 

The following prospects for the use of AI technologies can be noted:

• Management of portals, large online stores, marketplaces, and other complex web 
systems

• Routing of information packets during their transmission over the network
• Forecasting and optimization of loading of information transmission channels
• Management of network robots 

An example is the Internet of Things, which has recently entered the life of every 
person and led to a merging of the physical and digital worlds, as data is collected 
from an increasing number of devices and then combined into the so-called big data. 
The number of such Internet of Things devices, according to experts and analysts, 
has already reached 50 billion by 2020. Devices include appliances, vehicles, 
buildings, and cameras. 

Another actively developing area is the creation of unmanned vehicles that use 
computer vision technology. In Russia and abroad, there are already experimental 
models of vehicles that allow you to work out technologies for serial samples. 

The development of adaptive and intelligent robots using AI will increase the 
degree of automation of production processes. Currently, existing robots are pro-
grammable manipulators and require human presence.
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Adaptive robots that currently exist in the form of prototypes are equipped with a 
sensory part and a set of programs, and the development of intelligent robots is 
associated with solving the problem of computer vision, which requires special 
software written in special languages focused on symbolic information processing – 
Lisp, Prolog, Smalltalk, Refal, etc. 

From the point of view of practical application, the technology of “digital twins” 
has great prospects and is increasingly being used in industry, energy, aviation, and 
the automotive industry. A digital twin is a synchronized virtual model of a real 
object: a person, product, process, system, etc. It reflects not only the past and current 
state of the object but can predict its future based on the initial data, which is 
achieved by a deep understanding of the processes occurring in a real object. 

Recently, AI has begun to play an increasing role in cybersecurity, thanks to 
training to detect malware, fraud attempts, network threats, suspicious user behavior, 
and technology. The growing importance of accumulated data and its high vulner-
ability is forcing many companies to close their data with AI systems. 

The use of AI in media and entertainment is expanding, where these systems can 
take into account the tastes of a particular user and provide recommendations, 
personalized advertising, commercials, and movie trailers, automate the creation of 
subtitles and their translation into rare languages. 

It is promising to use AI in augmented reality technologies to add digital objects 
to objects in the real world. An example is the helmet of a military pilot, which 
displays various flight parameters and the state of the aircraft. Such systems are used 
in industry when assembling cars and other modern equipment. AI gives digital 
objects a greater reality and controls their behavior. 

In medicine, AI is beginning to be used to visualize internal organs without 
traumatic procedures and analyze data from patient medical records to help make a 
more accurate diagnosis. AI is beginning to be used by global pharmaceutical 
companies to develop new drugs, allowing unwanted side effects to be detected at 
an early stage of research. 

2 Development of the Education System Based on the Use 
of Big Data Technology 

The rapidly gaining pace of the fourth industrial revolution requires a revision of the 
traditional educational process, which implies reconsideration of such concepts as 
“effective learning”, “subject learning”, as well as going beyond the educational 
model of transferring knowledge from teacher to student [1, 2]. According to the 
results of a study by the Russian Academy of Education, it should be noted that an 
increasing category of students is made up of “special” children, including gifted 
children, children with specially developed thinking, leaders, artistically gifted 
children, and children with motor talent. Both factors initiate the development of 
the educational system, actualizing the need for technologies that can draw



reasonable conclusions about the need to change the approaches or actions taken in 
education. One of these technologies can be the technology of handling big data 
(BigData). 
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Big data (BigData) in education is a technology for analytics of the educational 
system, including the measurement, collection, analysis, and presentation of struc-
tured and unstructured data of huge volumes about students and the educational 
environment in order to understand the functioning and development of the educa-
tional system. 

Historically, the education system has accumulated a significant amount of data. 
The question of how it is affordable to start processing a large amount of data will be 
removed due to the emergence and expanded use of information and communication 
technologies. 

He identifies three major areas of BigData [2]: 

(1) Related to thinking (primarily critical and creative thinking) 
(2) Related to interaction with others (communication and collaboration) 
(3) Related to interaction with oneself (self-regulation, reflexivity, and self-

organization) 

However, the results of analytics in these areas are most valuable when they 
reveal abnormal and borderline states of the educational system. Regulatory mea-
sures as a reaction to negative conditions are most useful for working on the 
development of the educational system. 

By looking at how various industries, primarily finance and business, have 
adopted and benefited from data analytics, we may see a similar future in the 
education sector. Here are four key opportunities that big data provides to educa-
tional stakeholders: 

First, data analysis allows you to work with individual programs of students, 
personalize learning. The data shows what type of learner interacts with what part of 
the content, how this interaction occurs, where he showed interest and where he was 
bored, with whom and how he interacted in the learning process, how the passage of 
a particular course influenced educational results, on what stage of training he needs 
help. Learning becomes adaptive and student-centered. 

Second, educational analytics based on big data is changing the idea of the format 
of educational programs. Texts used in the educational process can be not only 
digitized but also translated into numerical data. Users move through the material 
with greater freedom, and then an analysis is made of how users interacted with the 
material: what was effective, and what was not effective. The result of such analytics 
is content change. Therefore, the educational program is transformed from the 
format of the approved text into the format of a certain set of online content, 
which dynamically changes through the analysis of data that appears because of 
interaction with students’ online content. The so-called smart program and smart 
curriculum appear. It can be assumed that the curricula of the courses will also 
change: they may become meta-subjects. 

Third, a change in approaches to monitoring and evaluation of both the educa-
tional process itself and educational results. Monitoring becomes permanent. The



interest of students in constant monitoring is because that data analysis makes it 
possible to make its curriculum individual, the interest of teachers is associated with 
the possibility of obtaining information about productive groups, feedback from 
students on the content being created (interesting/not interesting, difficult/easy, etc.), 
for teachers – efficient allocation of resources. Evaluation of educational results can 
be independent and/or collective, aggregated based on all student data obtained from 
all interactions. The assessment is carried out in order to competently expand the 
educational program of the student. The dynamics of educational results is fixed 
constantly, based on these data patterns (repeating patterns) formed, by which one 
can judge the development of the student. 
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Fourth, new methods will become an integral part of educational analytics: 

(a) Forecast, when a combination of known data will predict the desired unknown 
(b) Method of revealing the structure and clustering 
(c) Network analysis 

The idea of "big data” (BigData) has been actively developing for the last 2–3 
years, and the main factors of its development are political, economic, and social 
trends in the development of society. BigData allows not only to analyze the image 
of the consumer and the amount of planned costs, demand but also to model the 
future in finance, business, education, etc. They allow you to find out the status of the 
objects under study. 

Finding new solutions and methods is also necessary for the education system 
especially to improve the management of educational systems and ensure the quality 
of education. On the one hand, it is required to use a huge amount of accumulated 
information that needs to be analyzed and systematized. On the other hand, BigData 
makes it possible for each student to build their individual educational trajectory in a 
new way as well as to assess the quality of education in an educational organization 
and choose an acceptable way of learning for themselves. 

Using big data in education, it is necessary to present the material in such a way 
that it would be interesting to study, identify patterns, and use them. 

Nowadays the essential role of the teacher remains, and no information system 
replaces the teacher. But for the tasks of mass and corporate education, computer 
systems can be very effective, additional learning tools. At the very least, they will 
help save time searching for information. Intelligent systems will soon be available 
in any educational organization. Then it will be possible to overcome the concept of 
educational inequality and reduce barriers to learning for people with disabilities. All 
this thanks to a personalized approach and a smart computer that knows everything 
about how the student learns the material. They will also allow to provide informa-
tion about the best methods of teaching and control of knowledge, skills, and 
competencies acquired in various educational organizations or independently. 

Big data has changed the approach to teaching a foreign language in Russia’s 
largest online school for learning English Skyeng.ru, thanks to the active use of big 
data processing technology in its activities. 

BigData helps to process the experience of thousands of teachers and students, 
based on the analysis to get an effective methodology. If traditionally a teaching



methodology is created based on the personal experience of one or several teachers, 
then based on big data, the methodology becomes a product of mass experience. In 
addition to improving the quality and efficiency of the created methods, big data 
helps to personalize content for the needs of each student. But at the same time, one 
should not forget that the teacher can explain and receive feedback, while the 
computer cannot track the student’s reaction. In addition, the teacher creates an 
emotional background and motivation for learning. 
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Big data, like any technology in education, does not save the teacher from 
empathy and interaction with the student, the ability of a person to empathize and 
motivate is always important, and such a function is not available to computers. With 
the help of big data, you can do, relatively speaking, three important things: create 
methods adapted to many students; personalize content; select the learning mode. 

It should be noted that BigData will soon change the technologies of higher 
education, making it possible to make student learning more individual: not only to 
select their own course program for each, but also to give a separate homework, and 
also provide verification of content mastering. The method of working in groups will 
also be different: at Harvard, already now, in one of the courses, students are paired 
up with different answers to the same task so that they can come to a single solution, 
defending their point of view in the process of finding the right answer. Students will 
receive more detailed guidance on various topics and have an expanded information 
space. Programs can already predict how successfully a course has been completed 
even before the start of training. Students will have the opportunity to choose their 
course program, complete a separate homework assignment, and receive more 
detailed recommendations. With the help of big data, there will be fewer under-
achievers in university groups, as technology will allow early identification of 
students who may be at risk, and teachers will be able to better help lagging students, 
as the program will indicate in which particular areas of knowledge there are 
problems. The system will also help teenagers in choosing a university: it is assumed 
that the robots themselves will select the best places to study for future students, and 
they do not even have to apply. The system will select the best places for future 
students, and by the end of the university, each student will have a digital portfolio 
that will help young professionals navigate the labor market, make it easier to 
navigate when choosing a career, and employers select specialists. 

In the field of education, five main types of data are distinguished for the analysis 
of big data: personal data; data on the interaction of students with e-learning systems 
and with each other (e-textbooks, online courses, bounce rates, page view speed, 
page returns, number of links, distance of links, number of page views by one user, 
etc.); data on the effectiveness of educational materials (what type of student 
interacts with which part of the content, interaction results, educational results, 
etc.); administrative (system-wide) data (attendance, sick leave, number of lessons, 
etc.); predictive (estimated) data (what is the probability of the student participating 
in a particular activity, what is the probability of completing the task, etc.). 

It is obvious that today almost all educational organizations work mainly with 
small data. This is due to the fact that educational organizations do not have a special



electronic environment that contains a lot of online content and, as a result, a large 
number of content users and interactions with each other relative to it [1]. 
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It is obvious that BigData opens up new horizons in modern education, with the 
development of these technologies, education reaches a higher level, but at the same 
time, one should not forget about the shortcomings: 

(1) Lack of specialists – big data specialists spend a lot of time in the process of 
acquiring big data skills. 

(2) Rapid change – a potential disadvantage of big data analytics is that technology 
changes rapidly. Educational institutions face real risks that they will invest in a 
particular technology, only to pay again months later for something better. 

(3) Data quality – the main disadvantage of working with big data is the need to 
solve data quality problems. Before using big data for analysis, analysts must 
ensure that the information they use is accurate, up-to-date, and suitable for 
analysis. 

(4) Confidentiality – most of the information contained in companies’ big data 
stores is confidential or personal, which means that the processing and storage 
of data must comply with government standards or requirements. 

(5) Difficulty in integrating legacy systems – when data is hosted across different 
applications and systems, integrating all these disparate data sources and moving 
data where it is needed also increases the time and cost of working with big 
data [1]. 

The progress we are witnessing in today’s digital age provides us with unprec-
edented opportunities and puzzles with new challenges. It is vital for government 
leaders, scientists, and business leaders around the world to ensure the proper 
adoption of Big Data. 

Let’s give examples of BigData analytics in universities [3, 4]. 
In 2013, the English University of Nottingham Trent introduced an interactive 

system of descriptive analytics of student results in the form of a dashboard that 
showed data on student involvement in the learning process. The dashboard was 
designed to reduce student dropout rates, improve attendance, and increase the sense 
of belonging to the university community. The panel, available to students, teachers, 
and curators (tutors), displays the indicators of each student’s involvement in 
comparison with his classmates: the frequency of using the library, information 
about the courses studied, attendance, and other learning indicators. Thus, any 
student can see his own activity and compare himself with fellow students in order 
to understand how he is included in the educational process and the life of the 
university in general, and also what should be paid more attention to. If a student 
does not show signs of activity within two weeks, the platform sends notifications to 
tutors so that they quickly contact the student and support him. Three years after the 
introduction of the system, the results of a university survey showed that 72% of 
freshmen used the BigData student dashboard and it inspired them to increase the 
amount of time they study. 

Purdue University in the United States has launched a predictive analytics system 
that collects information about the academic history of students, their activity in the



digital learning environment, and demographic data. Based on this information, the 
dropout risk level for each student is calculated. The value of this indicator is 
periodically sent to the course coordinator and the student himself. For clarity, the 
data is visualized: students who are most likely to successfully complete the semester 
are marked in green, those who are at risk in yellow, and those who require 
immediate assistance from the curator are marked in red. Thanks to such an 
interactive BigData system, it was possible to improve learning outcomes and reduce 
dropout rates. 
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Also interesting is the experience of another US university, Carnegie Mellon 
University, which has created an online platform with training courses that provide 
students with a detailed report on their progress. The results of its operation showed 
that detailed reviews and the opportunity to look at the analysis of one’s own 
progress and educational activity almost doubled the time for completing online 
courses. 

In fairness, it should be noted that today online education platforms are used in 
almost every domestic and foreign university. However, they are usually a digital 
form of the traditional learning process, where the teacher provides the material and 
the student studies it and completes the assignments. Feedback in the form of marks 
and reviews, to a greater extent, is aimed at assessing the learning outcomes of a 
particular student, and not the competencies of the teacher and the content of the 
course. Therefore, adding an element of competition with other students to the online 
learning platform, as well as recommendations for choosing other training courses, 
can significantly increase the effectiveness of such a system. This is partly 
implemented in independent and commercial aggregators of online courses for 
independent distance learning and advanced training. 

But, for example, at one American university, Austin Pee, a recommender system 
has been introduced that helps students choose educational courses and enroll in 
them. The input data is the results of previous students in a particular course, the 
performance of each student, and information about students with similar profiles 
and interests. Based on the analysis of this information, the BigData system, using 
Machine learning algorithms, selects training courses that best suit the interests, 
abilities, and curriculum of an individual student. The accuracy of the recommen-
dations is estimated at 90%. 

Machine learning algorithms can be used for more than just providing relevant 
advice on choosing educational courses. For example, at the beginning of 2020, the 
University of North Carolina (USA) introduced a multi-task learning system, where 
Machine learning models predict the probability of a student’s correct answer based 
on his previous behavior in the game learning process. This is useful for notifying 
teachers when a student may need additional instruction and facilitating adaptive 
learning features during the game itself. For example, changing the storyline and 
adding hints.
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3 Conclusion 

The entire data array can be conditionally divided into two groups. The first includes 
structured data, that is, those that we manually enter spreadsheets, traditional 
databases, process, and analyze. The second group consists of unstructured data, 
that is, those that appear in the form of various “digital traces” of a person’s 
interaction with the electronic environment and with other people in the electronic 
environment. The amount of structured data is only 5% of all data. By abandoning 
the mess, we lose the remaining 95% of unstructured data and get only a general idea 
of the development processes. It is also important that the increase in the amount of 
data comes at the expense of an increase in the amount of unstructured data. 

Education is a branch of human activity that has always produced more data than 
any other field. A huge number of hours of classes for five or six days a week for 
several years, many tasks performed by students, a variety of educational content 
and the number of interactions of students with it, countless interactions of partic-
ipants in the educational process with each other – all this gives reason to assert that 
in educational organizations already have that same big data. 

It is obvious that today all educational organizations work only with small data. 
This is because the educational institutions do not have a special electronic environ-
ment that contains a lot of online content and, as a result, a large number of user 
interactions with this content and with each other regarding it. In fact, the authors of 
online courses and e-learning work with big data. 

The leader in the use of data about educational activities – Knewton USA – works 
with five types of data: 

(1) Personal data 
(2) Data on the interaction of the user with the electronic system and with each other 

(bounce rates, page browsing speeds, returns to pages, number of links, distance 
of links, number of page views by one user, etc.) 

(3) Data on the effectiveness of educational materials (what type of student interacts 
with which part of the content, interaction results, educational results, etc.) 

(4) Administrative (system-wide) data (attendance, absenteeism due to illness, 
number of lessons taught, etc.) 

(5) Predictive (estimated) data (what is the probability of the student participating in 
a particular activity, what is the probability of completing the task, etc.) 

These five data types are listed in order of their complexity and the database 
architectures they fall into. 

Today, educational organizations should think about how they will work with 
data. Each educational organization is not required to build electronic systems to 
obtain five sets of data. However, each educational organization should have an 
answer to all questions of the five data groups. Other scientists with similar cases are 
studying similar problems, using modeling and simulation [5–8].
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Ensuring Information Security of Electronic 
Business 

Naida O. Omarova , Elmira A. Shamkhalova , 
and Madina M. Osmanova 

1 Introduction 

Among the considered problems of the socio-economic development of Russia in 
the context of the formation of a global post-industrial community, the organization 
of sustainable use and the safety of using information systems and information and 
communication networks that support economic activity take the place. As com-
plexity increases, the impact of business on the expected results of the activities of 
organizations, which will increase, is revealed. 

The information environment is huge, but security tools track the slightest 
changes in system code and unauthorized access attempts, capture encrypted 
packets, and much more. 

Solving the problem of economic security in the electronic industry is primarily 
associated with the emergence of issues of the protection of information technolo-
gies used in it, that is, ensuring information security. 

Ensuring security is one of the main points of a security policy in business, in the 
implementation of which elements of protection and corporate protection, as well as 
software and hardware protection, must be applied. 

Requirements are assigned to information security; in the presence of revealed 
information, they are protected from any external influences (natural and artificial). 
A breach of data and the confidentiality it maintains can generally harm the owner. 
Currently, specialists in uncovering the security of protected spaces (virtual “safes”), 
require security software such as antiviruses (“employ guards”), and use crypto-
graphic methods to encrypt digital information. 

When achieving the security of information, ensuring its accessibility, confiden-
tiality, integrity and legal significance are the basic tasks. Each threat must be
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considered in terms of how it may affect these four properties or the quality of the 
information. Confidentiality means that restricted information should be available 
only to those who own it. Under the statistics of information, it is understood that it is 
the property of the console in an undistorted form. Availability of the decision to 
submit a request to provide one’s temporary unhindered access to information about 
persons is manifested in this appropriate security. The legal significance of infor-
mation has become important recently, along with the creation of a regulatory 
framework for information security in our country [5].
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2 Information Security in Business 

The process of identifying threats to information security should be regular and 
systematic and should extend not only to the creation of an information security 
system but also to the impact of exploitation. It is necessary to establish a process for 
detecting and neutralizing the threat of security detection, which could prevent 
possible damage. 

(1) Expert method. Possible security risk assessments involve the formation of an 
expert group that contains an analysis of vulnerabilities. Thanks to the qualita-
tive formation of an expert group, it is possible to reduce the level of subjectivity 
in risk assessment. 

(2) System method. A systematic method for identifying security incidents involves 
a continuous process aimed at identifying and identifying threats, then identify-
ing the occurrence of occurrences and the occurrence of possible occurrences of 
occurrences of threats. General safety is reviewed and re-evaluated on a regular 
basis. 

(3) Method for identifying possible sources of threats. The process of assessing the 
problem of information security involves the systematic identification of sources 
of threats, opportunities and, as a result, an assessment from this, the identifica-
tion of actual problems of information security. 

(4) Legal methods. Legal methods, as a rule, are aimed at eliminating the threat of an 
anthropogenic nature. In the case of detection of cases of infringement, legal 
methods allow the application of cases of discovery in relation to violations. 

(5) Economic methods. Economic methods are aimed at resolving threats of an 
anthropogenic nature as well as at the introduction of the susceptible conse-
quences of the implementation of threats. 

The effectiveness of preventing threats to information security directly depends 
on an integrated approach to solving the problem under study. Ensuring the required 
level of security of the information resources of the enterprise requires regular 
modernization of the information security system, including improvements in the 
regulatory framework, the introduction of new software products, and training 
events for employees.
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Many information security problems are related to the underestimation of the 
importance of such a threat as the confidentiality of information. As a result, this can 
lead to bankruptcy for the enterprise. Even a single case of negligence by the 
company’s personnel can bring him multimillion-dollar losses and a loss of the 
company’s reputation and customer confidence. To avoid this, enterprise security 
specialists use special equipment that analyzes electromagnetic radiation received 
while working on a computer. To ensure the cybersecurity of networks, the follow-
ing methods are used: 

(1) Providing physical protection of network nodes 
(2) Use of the vulnerability control system 
(3) Increase visibility within the network 
(4) Access control 
(5) Use of virtualization technologies 
(6) Application of isolation from the external network 
(7) Ensuring secure internetworking 
(8) Implementation of platforms for creating a distributed decoy infrastructure 
(9) Increasing the cybersecurity literacy of personnel, especially those maintaining 

the network 

Other methods may be applied. Since the task of ensuring cybersecurity is 
complex, its solution depends on all levels. It is impossible to protect yourself 
from everything, from all the possible threats in the enterprise; you need to choose 
what is most significant and important. And the right information security system 
will help to keep it. 

International information security depends on the information space. The infor-
mation space is a field of activity that is associated with the storage of information, 
its creation, application, modification, transfer, and has an impact on both individual 
and public consciousness. The formation of modern society is associated with the 
processes of informatization, the improvement of information technologies and the 
emergence of a global information space. However, like any phenomenon, in 
addition to positive aspects, it also has unfavorable ones. Developed states with a 
high level of computerization of various spheres of society’s life are constantly 
experiencing difficulties associated with the development of technology. The more 
often they massively use information technologies and the use of global networks, 
the more complex their information infrastructure, the lower the protection from 
cyberattacks and the higher the harm caused. Thus, in the United States, losses from 
unauthorized penetration into such systems and subsequent information leakage are 
estimated at tens of millions of dollars. 

The rapid formation and active use of technologies led to the fact that the states 
turned out to be dependent on them, and this led to the likelihood of new threats. 
Most often, such threats are associated with the objective possibility of using 
information and communication technologies in order to create conflicts. First of 
all, the use and proliferation of information weapons and the resulting threat of 
information wars and information terrorism, which can violate international peace 
and cybersecurity, are of primary concern.
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In the first three quarters of 2020, 167 attacks on public institutions were recorded 
(for the same period in 2019, 133 attacks were recorded). As we expected, most 
often attacks were carried out using phishing (49% of attacks) and malware (63% of 
attacks), but, in addition, cyberattacks on the websites of state-owned companies do 
not lose their relevance. In the first three quarters of 2020, 18% of attacks were 
specifically related to hacking web applications (in 2019, this figure was almost the 
same – 19%) [6]. 

Websites are attacked with the aim of stealing user personal data, deface, and 
infection by cryptocurrency miners. Phishing and malware are used to deliver 
ransomware to the infrastructure and in targeted attacks for espionage. 

As before, the main ways to get to user data are social engineering and malware 
infection of devices. Criminals continue to use the illiteracy of people in matters of 
ensuring their own information security. A year earlier, guessing passwords for 
accounts on websites and social networks accounted for a significant share of attack 
methods (12% in three quarters of 2019), but in 2020, we notice that this trend is 
fading away: only 6% of attacks used such method. We attribute this to the fact that 
the vast majority of Internet services today allow the use of two-factor authentica-
tion, which makes it harder to attack – and people do use this two-factor authenti-
cation when accessing their accounts. 

Data mining attacks accounted for 64% of all attacks against individuals in the 
third quarter of 2020. Almost half of these attacks (47%) were aimed at the theft of 
credentials from Internet services; 23% of the attacks were aimed at the theft of 
payment card data; 12% were aimed at the theft of personal data, and the rest were 
aimed at accessing personal correspondence [9]. 

Attackers are actively exploiting website vulnerabilities to attack ordinary citi-
zens. According to statistics for 2020, 92% of web applications allow attacks on 
users. At the same time, 82% of the vulnerabilities that we found are due to errors in 
the development of the code. Security flaws in 16% of the sites studied allowed full 
control not only of the web application itself, but also of the server. Such control 
gives the attacker the ability to carry out serious attacks, such as distributing malware 
or injecting JavaScript sniffers 3 into the website code to steal bank card data. This is 
the trend of last year in the field of e-commerce, but the global problem of web 
application security is still relevant today. Given the rapid growth of the e-commerce 
market (doubling by 2023, according to Data Insight), we can expect this problem to 
worsen, including due to sniffer attacks [3]. 

Attacks using site vulnerabilities, including using JavaScript sniffers, will con-
tinue due to their high efficiency. An ordinary user is powerless to make safe the 
Internet resource where he pays for the purchase, the responsibility for countering 
attacks lies with the site owners. However, users should be more careful about those 
resources where they enter bank card data: if this is an untrusted site or little known, 
then you should weigh the pros and cons before risking your data. It is believed that 
larger and more well-known companies in the market are more reliable in protecting 
users from attacks, but brand awareness alone is not enough, there are examples of 
attacks when it was large brands that became victims and endangered their users.
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Attacks on personal devices of users will not lose their relevance, since for most 
people the convenience of working with a gadget is more important than the security 
of personal data. Most likely, attackers will combine attacks on gadgets with classic 
social engineering methods (e.g., fraudulent phone calls in order to obtain banking 
data). Gadgets have firmly entered all areas of our lives, and now in order to find out 
some data or steal money from a bank account, criminals need to attack mobile 
devices. 

These conclusions are confirmed by the data of the Prosecutor General’s Office: 
the number of crimes in the field of IT in 2020 almost doubled compared to 2019 and 
by the end of the year reaches almost 270,000 just registered cases, that is, 14% of 
the total number of all registered crimes in Russia [11]. 

Considering the many different approaches and interpretations in the scientific 
literature of the essence of information in various fields of human activity, “infor-
mation” is quite often understood as the result of data processing, addressed to a 
specific user and suitable for solving individual problems in achieving the goals set. 
Progress in the development of electronic means of storing, transmitting, and 
reproducing information, expanding the capabilities of the Internet have contributed 
to the active introduction of new information technologies in forensic activities. The 
most important of them was the emergence of information sources on machine 
media, called “electronic information resources.” 

In modern Russia, the problem of information security is quite acute, as the role of 
accumulation, processing, and dissemination of information has significantly 
increased. Information plays an increasingly important role in the system of public 
administration, and this, in turn, leads to the strengthening of the role of the media. 

In modern conditions, information plays an increasingly important role in the 
administrative activities of internal affairs bodies. In this regard, scientific research 
on information security issues, as well as ensuring information security, is being 
updated. Federal Law No. 149-FZ of July 27, 2006 “On Information, Information 
Technologies and Information Protection” defines information as information (mes-
sages, data) regardless of the form of their presentation [1]. 

The subject of information security is an active participant in the processes in the 
activities of ensuring information security, influencing the object of information 
security, regardless of the nature of this impact: causing damage, destruction, or 
opposing it. 

The whole set of information security subjects, similarly to security subjects, can 
be divided into two groups: external and internal – and each of them into two more: 
opposing and contributing to information security. 

3 Conclusion 

The problem of information security of economic objects is multifaceted and needs 
further study.
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In the modern world, informatization is becoming a strategic national resource, 
one of the main wealth of an economically developed state. The rapid improvement 
of informatization in Russia, its penetration into all spheres of the vital interests of 
the individual, society, and the state, in addition to undoubted advantages, led to the 
emergence of a number of significant problems. One of them was the need to protect 
information. Considering that at present the economic potential is increasingly 
determined by the level of development of the information infrastructure, the 
potential vulnerability of the economy to information impacts is proportionally 
growing. 

Implementation of threats to information security is to violate the confidentiality, 
integrity, and availability of information. From the standpoint of a systematic 
approach to information protection, it is necessary to use the entire arsenal of 
available means of protection in all structural elements of an economic object and 
at all stages of the technological cycle of information processing. Methods and 
means of protection should reliably block possible ways of illegal access to protected 
secrets. The effectiveness of information security means that the costs of its imple-
mentation should not exceed the possible losses from the implementation of infor-
mation threats. Information security planning is carried out through the development 
of detailed information security plans by each service. 

Other scientists with similar cases are studying similar problems, using modeling 
and simulation [12–17]. 

There is a need for clarity in exercising the powers and rights of users to access 
certain types of information, in ensuring control of protective equipment and imme-
diate response to their failure. 
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Developing Intercultural Communication 
Competences in the Conditions of Online 
Learning in the Modern Digital World 

Grigory A. Rozhkov , Elena V. Naumova , 
and Alexandra P. Tumanova 

1 Introduction 

A number of researchers have analyzed the impact of AI on the modern approaches 
to educational processes in the pandemic learning environment. Some researchers 
highlight the fact that when AI is incorporated into the educational process, there are 
reoccurring technological, informational, methodological, and psychological prob-
lems. Meanwhile, there is a strikingly apparent insufficiency of methodological 
guidelines and recommendations on the AI incorporation in education. There is 
also a lack of sufficient knowledge of IT among both – the teaching staff and the 
students, all of which restrict the process of efficiently adapting the existing tech-
nologies to a particular educational process [1]. A.V. Kostina points out that digital 
technologies allowed using the self-isolation process effectively meanwhile signif-
icantly increasing the effectiveness of measures taken against the spread of the 
coronavirus infection in the educational process, in particular. The possibility to 
communicate with the students using digital platforms and to see each other – all of 
these factors decreased the negative effects of self-isolation [2]. The vast majority of 
experts agree that the pandemic situation served as a catalyst for digitizing the 
educational process. On the one hand, it was a difficult transition process for 
educational institutions, on the other hand, within just a half-year period people 
have made such significant breakthroughs worldwide, which, in normal life situa-
tions, would have been accomplished within a longer time-period. The challenges 
which the pandemic had brought with itself have penetrated all the spheres of the 
educational process. It has changed the interpersonal communication format. The
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process of attaining intercultural communicative competence (ICC) in the digital 
format has undergone significantly new and unexpected changes.
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2 The Changing Process of Attaining ICC in Higher 
Educational Institutions 

Before the pandemic, when nobody could predict what dismal changes the newly 
discovered virus would lead to, the Saint-Petersburg Chemical and Pharmaceutical 
University (SPCPU) had been functioning in a mode, which is typical for many other 
educational institutions. SPCPU has always been noted for its vast possibilities for 
student cooperation, practical knowledge exchange among the future experts world-
wide due to the fact that development of the pharmaceutical industry is impossible 
without the cooperation and dialog between global partners and colleagues. 

Many SPCPU students have knowledge of two, and some, even three and more 
foreign languages; therefore, they have always ceased the opportunity to put their 
language competence into practice and have taken an active part in the various 
international events organized by the University. In the course of many years, 
preceding the pandemic situation, extracurricular foreign language activities carried 
out among the students promoted the ICC among the students and helped them 
acquire soft skills as well as develop their emotional and cultural intellect (EQ). 

SPCPU had long-term international relations with the University of Turku and the 
Abo Akademi University (Finland) and has been holding the Russian-Finnish 
symposium, during which students, scientists and experts in the pharmaceutical 
and biomedical spheres had the opportunity to discuss their scientific findings, 
present the results of joint research as well as to identify the current trends in the 
professional field. There were tours held at the SPCPU scientific research centers and 
the museums of Saint-Petersburg, Olympiads and foreign language contests. Mem-
bers of the Student Scientific Society have annually taken part in the Young 
Pharmacy International Conference held in Russia. Undergraduate and post-
graduate students of SPCPU have taken part in special English language workshops 
on the analysis of real-life situations. The main topic of these workshops was 
devoted to finding a solution to intercultural conflicts. These initiatives have pro-
moted teamwork skills among the students and developed a better understanding of 
how to initiate a dialog effectively in a cross-cultural environment. SPCPU students 
also took part in the volunteering campaigns, in which they chaperoned international 
guests, provided translations at international events, organized the conference ses-
sions and symposiums. The extracurricular activities promoted the development of 
competences, necessary for the future experts in the process of intercultural com-
munication with international colleagues. This paper presents an overview of a 
successful development of such intercultural communication competences among 
the students through extracurricular activities in English in the pre-pandemic time-
period [3]. Unfortunately, only few forms of extracurricular activities organized in a



foreign language were maintained in digital format; however, it is a conclusive fact 
that the students have obtained valuable experience in the course of these past few 
years. The University has faced some critical challenges: how can the efficient 
methods of developing ICC be transformed in modern learning conditions and 
how can the ICC be developed online? A mandatory transfer to online learning 
served as an impulse for creating a new educational model, which was immediately 
put into practice. 
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When the global society literally had to switch to the online format of life with the 
use of AI due to pandemic and closed borders and when the person-to-person 
contacts with international partner universities and companies had to be stopped, 
provided with full support from the SPCPU administration, the Scientific Research 
and Educational Center of Foreign Languages and Intercultural Communication 
(SREC FLIC) began searching for new forms of organizing extracurricular activities 
online, which would be aimed at developing ICC among the students. The students 
have been actively involved in various international contests organized in an online 
format or in a mixed format from the very beginning of the pandemic. Examples of 
such activities and events include: Public Speaking Contests of the English-Speaking 
Union (ENGLISHSPEACKINGUNION), a creative contest devoted to the Interna-
tional Native Language Day, an essay contest Parliamentary Diplomacy: Adopted 
Traditions and Modern Models, international foreign language Olympiads, an 
annual contest Leaders of a New World: the Skills, Vision and Mindset of Change. 
SPCPU students have been awarded with prizes and have become the winners of 
various competitions. The students’ interest in international educational projects 
promoted SREC FLIC to create additional educational programs designed for 
language-learning online. As a result, the pandemic “forced” people from across 
the globe to exchange positive learning outcomes in order to successfully cooperate 
and help each other. There have been global changes in the structure of intercultural 
communication which accelerated the process of global education and brought the 
education systems worldwide to a new level. As one of the outcomes of adapting to 
the pandemic, SPCPU established the LINGVAPHARM Student Scientific Society. 
The goal of this student society is to hold various student-oriented events, to 
establish partnership relations with foreign universities, to participate in international 
scientific conferences, to carry out volunteering campaigns at international events, to 
enhance the English language proficiency, international experience exchange, and 
scientific research in foreign languages. LINGVAPHARM is planning to improve 
the students’ ICC in online sessions, to publish joint scientific research papers, to 
maintain international relations with other universities and to participate in various 
international conferences and seminars. 

Organizing extracurricular activities in an online format allows redirecting the 
necessary information to the students within a short time-period. It also increases the 
effectiveness of the students’ foreign language acquisition and gives an opportunity 
to organize various extracurricular activities to their full extent of student interest. 

In 2021, SPCPU held the first ever series of events devoted to the World 
Translation Day. Translation is an integral part of international relations in the 
modern world and it is not surprising that the UN General Assembly has passed



the Resolution NoA/RES/71/288 which “pays tribute to the role of the language 
professions in fostering peace, understanding and development” [4]. The Program 
included a series of online lectures devoted to “The Brief Introduction to Profes-
sional Translation” and “Translation in Russia: Historical Overview and Modern 
Trends,” a professional translation Olympiad, and a creative contest devoted to “The 
Best Consecutive Translation.” 
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The final event of the series included a visit by Fabian Schaller, Ambassador and 
Consul General, the First Secretary of the Swiss General Assembly in Saint-
Petersburg, who gave a presentation for the undergraduate and post-graduate stu-
dents on the role of establishing partnership relations in the modern world. He also 
awarded the winners of the contest with prizes. Another global achievement of the 
second academic year in the conditions of the pandemic was the participation of 
outstanding undergraduate and postgraduate students of the University in an inter-
national online project Global Case Study Chal-lenge (GCSC), which gave an 
opportunity to students worldwide to gain experience in intercultural communication 
and new knowledge through collaborative work in international teams on solving 
business-related cases [5]. The GCSC project is a great opportunity for the students 
to get acquainted with new interesting people, to learn about the lifestyle and 
traditions of other nations, and, certainly, to develop their language proficiency. 
GCSC was a two-month project. The students felt unconfident at the initial stage of 
the project, not only because they were worried about their language proficiency, but 
also because they did not have a previous experience in intercultural communication, 
especially in an online format. During the project, the students gave their feedback 
on the tasks and cooperation with the other international students and it became 
evident that the Project fulfilled the expectations of both – the organizing committee 
and the participants (students and educators) from 22 universities and 15 countries. 
The students did not face any problems in understanding each other; the language 
barrier was practically immediately overcome once the teams began working on 
joint projects. This was mostly achieved due to the correct teammate dispersion 
within the teams. In most cases, the Project participants were highly motivated and 
duly completed all the tasks and assignments. 

3 Conclusion 

The authors of this article believe it is necessary to conduct further research with the 
aim of evaluating the quality of education and indicating the difficulties that may 
occur during the education process during the pandemic, as well as of indicating 
effective measures for supporting and enhancing ICC in foreign language learning in 
the new conditions. It is also important to predict the possible intercultural learning 
outcomes and to carry out an in-depth study of the online learning tools. 

It is important to test the extent at which the students have acquired the necessary 
ICC and soft skills using a practice-oriented approach. In his book, “You and I Have 
Come To An Understanding,” G.A. Rozhkov states that “in the process of teaching



the basic of intercultural communication in the new era, it is necessary to search for 
innovative forms and to develop new methods of promoting ICC among the stu-
dents, to find new ways of constructing educational courses, to refocus the attention 
to significantly important aspects in the educational process.” It is only possible to 
achieve all this by building on the existing positive outcomes. It is a widely known 
fact that it is only possible to step into the future by looking back at the past 
experience [3]. Other scientists with similar cases are studying similar problems, 
using modeling and simulation [6–10]. 
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Indeed, the world is changing, innovative technologies are in the lead and the 
efficiency criteria are excelling together with them. For these reasons, it is essentially 
important to develop ICC among the students. In conclusion, it is worth noting that, 
on the one hand, all people are different, on the other hand, the transition to an online 
format has made everyone equal across the globe. Now, there is a possibility to share 
knowledge and experience much quicker and by doing so to improve the quality and 
level of education. 
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Study of Self-Organization Issues in Virtual 
Network Communities 

Naida O. Omarova 

1 Introduction 

In the twenty-first century, there have been fundamental changes in the perception of 
social reality, caused by the development of digital technologies and the penetration 
of the Internet into all aspects of public life. The globalization of the information 
space has led to the emergence and subsequent development of new social practices 
that were previously inaccessible. 

The relevance of the topic of this study is due to processes developing in several 
directions. First of all, the development of technology leads to the emergence of new 
types of network communities, which, along with meeting the needs of users in 
communications, lead to the emergence of problems that have not been encountered 
before. Another important role of Internet communities is the generation and dis-
semination of certain knowledge and competencies, which makes the problem of the 
quality of transmitted information and the assessment of the consequences of the 
impact on society as a whole is relevant. The third problem is a new level of self-
organization in society, due to which new opportunities appear, on the one hand, for 
human development, on the other hand, tools for manipulating the consciousness of 
participants in a virtual social network appear. 

In Russia and the world, there are changes in the development of information 
technologies and systems that change the existing reality. The main role belongs not 
to the information itself, but to a greater extent the quality and speed of its trans-
mission. At the same time, the speed of change is accelerating – what used to take 
decades can now take place within a year. Such dynamics of transformations is 
largely caused by the emergence of such new forms of communication as online
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communities, designed to respond to the challenges and have become a new type of 
social interaction implemented with the help of information networks.
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The emergence of network communities is the result of the transition of an 
industrial society to a post-industrial one [1], when bureaucratic relationships 
smoothly turn into communication through social networks, as an integral part of 
the Internet space. The Internet network combines not only social networks, but also 
interconnected users using information technology to interact based on common 
needs and interests. 

The definition of the concept of a network community by various authors has both 
common features and some differences. Konchakovsky understands a network 
community as a social community that exists on the Internet and is united by 
common values shared by its participants [2]. 

Taratukhina Yu.V. and Maltseva S.V. define the network community as a certain 
collection of people who have common goals, values and spatial reference points, 
communicating through cyberspace. Common goals, interests and needs, and com-
mon resources available to all members, as well as a characteristic type of discourse 
and thesaurus, act as unifying factors. E-mail, mailing lists, online conferences, 
Internet chats, forums, etc. are used as network forms of communication [1]. 

In addition, Patarakin E.D. considers joint network activity as a new social 
institution that satisfies social needs in the joint production of knowledge and has 
regulatory, integrative, broadcasting and communicative functions [3]. According to 
the author, such an institution establishes certain rules of the game and simplifies the 
decision-making process. 

According to Kharchenko D.A., the network community is a group of people who 
have common interests and are in the process of information interaction through the 
Internet [4]. This community is a virtual entity, but at the same time its participants, 
as real people, have real interests, needs, preferences and motivations, which are 
determined by individual personality coloring and are of a social nature. 

The transformation of society and the transition to the information society, 
according to M. Castells, is the result of the influence of not only information 
technologies, but also the cultural, moral, political, and institutional component [5]. 

Such changes would not be possible without the global Internet, which is the core 
of the network society and is in continuous development [6]. 

As mentioned above, the network community includes a group of people who 
engage in joint activities and interact through the Internet using networked computer 
technologies. 

Such associations are guided by the following main principles [7]:

• Absence of barriers for communication
• The ability to communicate (exchange messages)
• The presence of social services (network software solutions that allow group 

interaction) 

The development of information and technical means of communication, as well 
as the accumulation of experience in this area, leads to changes in the scientific, 
professional and educational fields. There are network communities in various



professional fields that exchange knowledge with the involvement of their members 
in joint activities. 
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The widespread development of Internet-related technologies undoubtedly 
requires the development of innovative approaches that allow the full use of the 
capabilities of the global network, the development of a conceptual apparatus for 
describing and developing the processes of information and technological progress 
of the modern education system. 

In this context, the global network can be considered not only as a set of software 
and hardware, but also as a social environment that includes network communities 
and their members. Taking into account the social aspect allows us to understand the 
motives that guide a person in the telecommunications sector and take them into 
account when developing appropriate services. 

So, for example, a group of professionals unites in professional network commu-
nities, which allows specialists located in different parts of the world or country to 
solve professional problems through network communication and improve their 
level. As a rule, such communities are based on the following goals [7]:

• Formation of a single information space available to all members of the group
• Establishing professional interaction on formal and informal topics
• Organization of network interaction, for the subsequent transfer of communica-

tion beyond the Internet
• Exchange of experience and popularization of successful practices
• Coordination and support of various initiatives 

The experience of communication in professional online communities allows 
participants to develop critical thinking and cultivate tolerance for other community 
members. Participation in online communities allows you to acquire several skills 
that are formed when interacting with other participants in communication [8]:

• Joint thinking, which is the result of collective cognitive activity, contributing to 
the realization of the need to move from an egocentric position to the recognition 
of the significance of other people’s opinions.

• Tolerance and critical thinking, as the ability to perceive someone else’s point of 
view and reconsider one’s views on the problem.

• Willingness to expand the range of communication with people from different 
backgrounds.

• Development of decentralized models, because there is no need to gather in one 
place to solve the problem. 

Thus, a “professional network community” can be understood as a form of 
activity involving the mutual exchange of knowledge between people with the 
same professional interests. The motive for participation in such a community may 
be the desire to improve skills and abilities in their professional field [9]. 

The object of research is network messages and methods used to analyze the 
processes that occur in them. 

The purpose of this work is to model the activities of network communities based 
on the analysis of linguistic, social and structural components.
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Possible tasks are set and solved:

• To analyze the essence of network communities, operations of work and creation 
of goals.

• Based on the analysis of popular typologies of community networks and users, a 
classification is carried out.

• Describe the main characteristics and components of the subjectivity of online 
communities.

• General population coverage by user research methods.
• To simulate a set of connections consisting of a graph and visualization using the 

Gephi package. 

2 Material and Research Methods 

Various methods of analysis related to the use of sociology, statistics and graph 
theory can be used to study network communities. 

It is possible to analyze social networks within the framework of the directions 
[10]:

• Resource
• Regulatory
• Dynamic
• Structural analysis 

The resource approach differentiates communication participants by resources 
and allows to determine the opportunities to attract their individual and network 
funds to achieve their goals. As resources, in this case, knowledge, financial situa-
tion, race, gender, etc. are considered. The network resources are the volume and 
nature of the information owned by the participant, as well as his influence and 
status. Each participant is assigned an indicator: the strength of the participant’s 
structural position. 

When using this approach, it is required to analyze the content of social networks, 
which serves as a data source for further analysis, solving problems of clustering and 
classification [11]. 

Normative analysis studies the rules and norms that affect the process of com-
munication between members of online communities, as well as the level of trust 
between them. An analysis of the social roles associated with this edge of the 
network is carried out. There is also a study of changes in the behavior of participants 
depending on various situations that accompany the communication process. When 
conducting this analysis, the issues of modeling the spread of influence of some 
participants on others are solved, based on the information available about them. 

Social networks contain a significant amount of personal information about its 
participants (part of the biography, interests, friends, photos, videos, etc.), so there is 
always the possibility of its unauthorized distribution in networks. This requires the



modeling of processes for maintaining confidentiality in relation to the personal data 
of participants. 
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Often, in the process of communication, in the implementation of the functional 
role chosen by each participant, some of them can act as experts in any field, and the 
other part as brokers (leaders) – people playing the role of an intermediary in a social 
network, establishing relationships between users and experts. This happens due to 
the fact that many complex tasks require collective efforts to solve them, and it is 
easier to achieve the set goals by cooperating with each other. 

The dynamic approach considers changes over time in the structure of social 
networks: the emergence of new participants or the termination of interaction with 
others, the emergence of new connections or the obsolescence of existing ones. 
Changes in the structure give rise to quite logical questions: what patterns lie in the 
long-term changes of large communities, whether there are any permanent config-
urations of network communities, how communities develop over time, what 
changes can be predicted. 

It is the prediction of the formation of connections that is an important task in this 
method of analyzing social networks. To solve these problems, various relational 
and structural models are usually built [11]. 

In the structural approach, all network members are considered as graph vertices 
that affect the configuration of edges and other network members. Structural analysis 
considers all network participants in the form of graph vertices, between which there 
are relationships that affect the configuration of edges and other network partici-
pants. The focus is on the geometric shape of the network and the intensity of 
interaction. The main characteristics are chosen: mutual arrangement of vertices, 
centrality, and transitivity of interactions. To interpret the results in this direction, 
structural theories and theories of network exchange are used. 

In order to determine the most active communication areas of the network, much 
attention is paid to network communities. For this, as mentioned above, a social 
network is represented as a graph and the mathematical apparatus of graph theory is 
used [12]. 

The main tasks of the analysis are [13]:

• Analysis of the behavior of communication participants
• Forecasting
• Recommendation
• Clustering
• Interaction with other resources
• Visualization 

Depending on their main purpose, the following groups can be distinguished 
[14]:

• General purpose networks (Facebook, VKontakte, Odnoklassniki)
• Niche networks (LinkedIn, Comon)
• Content networks (Twitter, YouTube, Last.fm)



• Other networks – geosocial services (FourSquare), question services 
(StackOverflow, Quora), social Internet bookmarks (delicious), online games 
(World of Warcraft), etc. 
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In addition to the communication function, social networking services play the 
role of user databases, in which each user is associated with a set of personal 
information that makes up his “virtual identity.” The data of all users of one service 
forms its social graph. 

From the standpoint of data analysis, a social graph is a set of heterogeneous and 
semi-structured user information. Despite the fact that the target audience and the 
functionality of a social network largely determine the structure and content of a 
particular social graph, the following main types of data can be distinguished [14]:

• Network data (connection relationships between users, as well as between users 
and objects)

• User profiles (biography, views, interests of the user)
• Text data (messages, comments)
• Multimedia data (photo, video, audio materials)
• Network level objects (communities, applications)
• Objects of the outside world (links to resources outside the network)
• User activity logs (records about the interaction of users with each other and with 

various objects) 

In general, as already mentioned, online communities consist of users who are 
interconnected by a certain type of relationship: friendship, study, family, interests, 
values, etc. 

Graph theory is used to model social networks. 
Consider the graph 

G= V ,Eð Þ, 

where V is the set of graph vertices, E is the set of graph edges, and |V| = N is the 
number of vertices in the graph. 

The vertices of the graph denote users, and the edges show the presence of 
connections (relationships) between them. 

Links in social graphs can be of two types:

• Non-oriented (corresponding to “friendship” type bonds with edges depicted in 
the form of straight lines connecting two vertices)

• Oriented (corresponding to links of the “subscription” type and the edges in them 
are depicted as arrows directed toward the movement of information flows) 

If an edge connects one vertex, then such a connection is called a loop. An 
undirected graph without loops is an ordinary graph [15]. 

Two vertices connected by one edge are adjacent, and vertices and edges adjacent 
to them are incident to each other.
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The set of vertices adjacent to the considered vertex in the graph is its neighbor-
hood and is denoted by N(x), and the number of vertices in N(x) is called the degree 
of the considered vertex. 

For clarity, when analyzing graphs, visualization tools are used. Graph visuali-
zation programs can be divided into: 

1. Editors – applications that facilitate manual drawing when building a graph. 
2. Programs that calculate the position of nodes and edges based on the input data 

and independently build a graph. 

Gephi (https://gephi.org) is an open source software that can be used to visualize 
and explore all kinds of graphs and analyze related data. For it to work, Java must be 
installed on the computer at least version 7 [16]. 

GraphViz, GDF, GEXF, GML, and GraphML formats can be used for input data, 
as well as CSV files that can be obtained by converting Excel files, which greatly 
simplifies the work with the program. 

The open license allows programmers to make their own changes to the program 
encoding and create additional modules, which contributes to the rapid distribution 
of the package. 

Gephi provides the user with a wide range of options for customizing the display 
of graphs. This allows the end user to independently customize the visualization of 
graphs and adapt it for the purposes of the analysis being carried out. In addition, 
there is a Russian-language version of the program, which is convenient for Russian 
users. 

To load the necessary source data into Gephi, you need to prepare two files:

• A file of graph vertices (nodes), which requires an ID field sufficient to build an 
undirected graph.

• File of edges (connections -edges), which should contain source fields (source – 
source, starting point) and destination (target – goals, points where the flow of 
information on the graph is directed). 

3 Results and Discussion: Typology of Online Communities 
and Users 

Despite the short period of existence of online communities by historical standards, 
the growth of their influence on all aspects of society is unprecedented. The number 
of participants in various forums, distance learning platforms, business services is 
constantly increasing, and there is also a continuous increase in the activity of 
citizens in social networks. All this makes the problem of studying and classifying 
network communities one of the priority tasks for our state, the solution of which 
determines its further security and socio-economic development.

https://gephi.org
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Network communities, being complex social and technological systems, require 
an integrated approach to study, since they cannot be studied with the help of any 
single science. 

At the moment, there are several criteria for typing Internet communities, 
reflecting their functional features and properties. Network communities, like 
many relatively small social groups, have their own goals, set certain tasks for 
themselves, adhere to some ethical code, develop regulatory requirements for them-
selves, and tend to stand apart from others. The most important typification 
criteria are: functional value, personalization and anonymity, publicity and close-
ness, scale, connectivity, hierarchy, statics and dynamics [17]. 

The functional significance depends on the tasks that the members of network 
communities set for themselves. According to this criterion, they can be divided into 
private, commercial, cultural and entertainment, thematic and professional Internet 
communities [17]. 

Online communities can also be personalized and anonymous. 
The most important characteristic of network communities is the scale of their 

distribution. The communities with the largest scale include national segments of the 
Internet in a particular country, localized in their domain zones. Another unifying 
principle may be the language that can be used in different countries, such as English 
or Russian (for all Russian speakers). 

From our point of view, the most complete classification is given in the works of 
D.A. Kharchenko, who believes that the entire information network is structured into 
substructures and separate segments, including communities [4]. 

Based on the above and based on current practice, we can conclude the following: 
users of online communities, in accordance with the above characteristics, have 
different intensity of communication in social networks. Some users create various 
groups, register with each other as “friends,” that is, they are in the process of 
continuous communication, which is repeated many times. In contrast, the most 
passive part of users communicates with a limited circle of users, often such 
communication occurs only between two participants: such users can be about half 
of the total number. 

4 Methodological Problems of Determining the Subjectivity 
of Online Communities 

The development of information technology leads to the transformation of social 
media into the main channel of communication between different groups of users. 
Most of the social relations that were previously formed through direct communi-
cation are moving into the virtual space, leading to the emergence of social groups 
and generating intragroup and intergroup interaction. 

In a virtual environment, effects that were previously characteristic of face-to-
face intragroup and intergroup interaction begin to appear: the emergence of a leader



who broadcasts his views to other participants; acceptance of certain norms of 
behavior; polarization of opinions [18]. As mentioned above, the network society 
in a simplified form is a group of people who communicate through social media. 
The main problem in the study of network communities is the correct choice of the 
object of study – as such can be:

• Individual participants, whose properties will characterize the community as 
a whole

• Social media
• Participants and social networks through which communication is carried out and 

impose certain conditions on interaction 
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Another problem is to identify the nature of interaction between community 
members who are not connected, as before, by a common territory of residence, 
do not have common material interests and resources necessary to maintain life. 

Currently, members of online communities communicate in their own language, 
using the general user content available to them, moderated by the site administra-
tion. Social networking services support the process of communication between 
participants, making it possible to post notes, texts, videos and photographs, 
likes, etc. 

The definition of an online community simply as a collection of people commu-
nicating through services provided by the Internet is not exhaustive, as it does not 
clarify the quantitative composition of users and their location. To solve this 
problem, methods used in the science of networks are used, when network commu-
nities are considered as groups interconnected by a large number of connections with 
representatives of other communities. The participants of the society are considered 
as nodes of the graph, and their communications with each other as its edges. In this 
case, network characteristics are considered as a priority, and individual character-
istics are ignored. 

Network methods of analysis are used to understand the structure of a network 
community, the nature of the relationship between its members, determine the types 
of activity, boundaries and status characteristics of community members. 

Another methodological problem in the study of network communities is the 
problem of subjectivity, which is understood as a certain set of characteristics that 
are inherent in them and allow them to differ from other objects of study. 

In work [19], based on the study, the components of the subjectivity of online 
communities are given. 

Linguistic and conceptual identification consists of three components (discursive 
markers): generality of the semantic-thematic field; “password” words and expres-
sions and identification of oneself and other members of the community. The 
generality of the semantic-thematic field consists in the use of common words, 
phrases, expressions, metaphors, speech stamps, terms and slang that are under-
standable to all members of the community when communicating. In the process of 
communication in many communities, “password” words and expressions are used, 
representing the words and expressions that are most often used in this network 
community. They symbolize belonging to a particular community, making a



distinction between “us” and “them.” Identification of oneself and other members of 
the community is manifested in the use of words and expressions that reflect the 
involvement of participants in the community and emphasize unity (we, ours, 
together, etc.). 
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The next component of online communities is their willingness to act, which is 
divided into: calls for cohesion and a statement of unity; calls for actions and actions; 
emotional impulse to action; message about readiness for action. Calls to action and 
actions are words and phrases that encourage community members to take action 
that goes beyond the Internet. In this case, there is also an attempt to include 
community members in joint activities. 

Another marker of this component is the emotional motivation to act, which in 
fact are emotionally saturated calls that affect the readiness for action and change the 
attitude to the situation under consideration. At the same time, inspiration and 
confidence are broadcast, emotional infection and attention are attracted. Categorical 
expressions and requirements are used (obliged, must, have to). A message about the 
readiness for action among specific members of the network community may arise as 
a result of the implementation of organizational and managerial actions on the part of 
other members and are largely a response to calls and suggestions. In this case, the 
readiness for joint actions, and not for single actions, is also demonstrated. 

Discussion of topics of the network community. A topic in the Internet commu-
nity is a topic that is currently under discussion, receiving feedback and comments. 
This component consists of the following markers: expressing the significance of the 
topics discussed; reference to other members and publications of the online com-
munity; broadcasting by community members of their attitudes to the topics under 
discussion (topics). 

The expression of the significance of the topics discussed lies in the fact that the 
participants in communication recognize the topic they are talking about as signif-
icant and important, expressing interest and satisfaction with the discussion process 
itself. This demonstrates a positive attitude toward the community itself and the 
topics discussed. 

Reference to other members and publications of the online community occurs 
when some members of the community quote or link to other members. 

In the process of discussing important topics, community members can broadcast 
their attitudes to the topics discussed, when their own experiences, examples from 
life and stories on the topic are described. 

Often, communication in online communities can only be aimed at maintaining 
contact without a certain semantic load, then humor and irony are used as the main 
theme. 

The “group norms and values” component consist of four markers: creating the 
history of the network community and maintaining its traditions; formulation of 
communication norms; formulation of group values; collective coping. 

Each network community has its own formed traditions that need to be 
maintained and committed to. This goal is served by creating a history of the 
community: stories about the community and its members; designation of the



time, reasons and motivation for creating a community. At the same time, shared 
experience is discussed and references are made to it. 
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Members of the network community formulate communicative norms that are 
obligatory for all who participate in communication. Desirable and undesirable 
topics are declared, prohibitions are established on behavior that goes beyond the 
given norms, rules are established for resolving contradictions between participants. 
Along with communicative norms, group values and attitudes of the network 
community, shared by all participants, are formulated. They are constantly 
referenced during communication, if it is necessary to return the discussion to the 
accepted framework. 

Collective “coping” of the online community means jointly overcoming difficult 
situations, formulating complaints and responding to them, discussing problems and 
methods for overcoming them. 

Such a component of the subjectivity of online communities as “planning and 
results of joint actions” consists of the following markers: creation and formulation 
of the goals of a network community; communication on joint actions and results of 
joint activities; discussion of community plans; distribution of roles between 
participants. 

The creation and formulation of the goals of the network community consists in 
declaring its main and current goals. The main goal, as a rule, is indicated in the 
name of the community. Current tasks are auxiliary, are tactical in nature and serve 
to fulfill the main goal. 

The next marker of the component under consideration is a message about joint 
actions and the results of joint activities, which serves to achieve the set goals. In this 
case, there is a discussion between the participants of the achievements of the society 
and the presentation of a report on the joint work done with a description of the 
results obtained and summing up. 

The community plans discussion marker includes such components as discussing 
future plans and adjusting them based on the opinions, suggestions and assessments 
expressed by the participants. Feedback is provided between the participants on the 
problem that has arisen and actions are planned to solve it. During the discussion, 
various points of view may be expressed, including approval, criticism and skepti-
cism. At the same time, the participants of the society are continuously informed in 
what state the process of solving the problem is, what circumstances and obstacles 
arise in this case, whether there are changes and obstacles. To solve the problem, 
joint events are planned at a certain time and in a specific place. 

The distribution of roles between the members of the society takes place with 
their consent, after which a specific task is set for each and the actions necessary for 
its implementation are determined. Decisions made and obstacles encountered at 
each stage are discussed among all community members. 

The next component of the subjectivity of online communities is the “removal of 
others,” which consists of such markers as: marking “others”; discrediting “others”; 
generalization of estimates; insult to others. 

Marking “others” means that members of the community in their comments 
differentiate the social, cultural, ideological component in relation to any category



(e.g., officials), separating them from themselves. This emphasizes the foreignness 
and strangeness of the “others,” which allows you to distance yourself from them 
and label them. When “others” are discredited, their significance is belittled with the 
use of depreciating and derogatory expressions, ironic generalizations. When gen-
eralizing assessments, concepts are generalized using passive constructions (e.g., 
everything is the same, they say, it is considered, etc.). When insulting “others,” 
appropriate words and expressions are used that serve to devalue the personality of 
the opponent. 
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The “positive communication support” component consists of the following 
markers: support for members of the network community; involvement in commu-
nication of all participants; irony and humor; addressing everyone with a specific 
request; conflict resolution within the community; support for formal rules of 
communication. The support of the members of the online community consists in 
showing the consent of the members of the online community with the statements of 
other members, expressing their approval and support. In this case, the vocabulary of 
consent (yes, ok) and a positive assessment is used. Support is also provided to those 
community members who have asked for it. 

Involving all participants in communication consists in asking or inviting all 
community members to express their opinion on a problem or ask a question, 
meaning to receive an answer from community members. 

Appeal to all participants with a specific request is usually used in the form of a 
request for help, support and complaint. 

It is often necessary to use conflict resolution within the network community, for 
which expressions are used to reduce the emotional stress that has arisen and direct 
the discussion in a rational direction. 

Support for formal communication rules implies the use of polite words, greet-
ings, congratulations, and gratitude in the communication process. 

The “protecting the integrity of the community” component includes the follow-
ing markers: expression of a negative attitude toward the interlocutors; prevention of 
unwanted activity; excitation of distrust and hostility to “foreign” interlocutors; 
declaring the unity of the community through the opposition of “oneself” to 
“others.” 

The expression of a negative attitude toward interlocutors is applied to those who 
are not a member of the community and do not follow the established rules of 
communication, do not share the values of the community. 

Prevention of unwanted activity of other interlocutors is used when the latter do 
not comply with the rules established in the community, as well as when intimidation 
and threats are used by others. At the same time, expressions may be used that call 
not to perform certain actions (it is impossible, impermissible, etc.). 

To outside interlocutors (“strangers”) who do not share the values and rules of the 
community, excitation of distrust and hostility can be applied, which is expressed in 
the use of depreciating, ironic expressions. Various labels are also used to identify 
the foreignness of strangers. 

When declaring the unity of the community through the opposition of “them-
selves” to “others,” the unity of the participants in the network community is



emphasized as opposed to “others.” For this, the vocabulary of comparing “ours” 
with “them” is used. 
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The subjectivity component of online communities is “civil identity,” which 
consists of three markers: manifestations of civic identity; discussions of social 
security; declaration of an active life position. 

During discussions and discussions, members of the online community often 
declare and discuss their civil identity, for which some attribute can be used, for 
example, yellow vests, red armbands, etc. 

The discussion of social security occurs in the process of planning by members of 
the network community to participate in solving any social issues that are of interest 
to everyone. This may be a discussion of the procedure for filling out a certain 
document or a newly adopted law, etc. 

The declaration of an active life position consists in the expression by community 
members in the process of discussion of attitudes toward change and planning 
actions to improve existing realities. 

5 Structural Analysis of Network Communities: 
An Example of Graph Visualization in the Gephi 
Software Package 

As mentioned above, the network community is a collection of users who, using the 
Internet, incl. with the help of social networks, carry out the process of communi-
cation with each other. Communication can be carried out in several ways, it can be 
messages to each other, comments, sending audio and video files, subscribing as 
friends, etc. 

In order to simulate the process of communication in online communities in the 
form of a graph, a table in CSV format was compiled that includes 50 users 
(ID-identifier for Gephi), of which five belong to the “friends” group (group). The 
intensity of communication between friends significantly exceeds communication 
between other members of the community (by seven times). Communication is 
understood as the process of communication in one and the other direction, when 
one of the participants is a source of information (source), and the other is its 
recipient (target) and vice versa. This situation quite accurately models an online 
community in which there may be communication groups, some participants com-
municate with all users, and some do not show much activity, communicating with 
one or more users. 

After loading the data into Gephi, forming nodes and edges and choosing an 
undirected graph, an image was obtained. In an undirected graph, the very fact of 
communication is taken into account, and not the direction of information flows. For 
greater clarity, the stacking of nodes of the Fruchterman Reingold graph was chosen. 
After laying, we can preliminarily say that the star-shaped form of the graph 
indicates that communication does not occur between all participants in



communication. The most intense communication occurs between nodes belonging 
to a group whose “friends” vertices are connected by darker edges. For even greater 
clarity, let’s adjust the size and color of the nodes in accordance with their attributes. 
After adjusting the color and size of the nodes, we get the image shown in Fig. 1. As  
can be seen from the figure, the information content of the existing connections has 
increased and the structure of the graph itself has become more obvious. The 
“friends” group is highlighted in green, and the rest of the communication partici-
pants are highlighted in red. The size of the nodes is directly related to the intensity 
of communications – the more intense the communication between the nodes, the 
greater their diameter. Marking is carried out by pressing the black letter T, as a 
result of which we get the image shown in Fig. 1. After putting down the group, the 
image of the graph takes on its final form, 
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Fig. 1 Visualization of the social graph model in the Gephi software package 

To give the graph its final form for subsequent export to PDF or PNG files in 
Gephi, there is a “view” tab, where the final editing and data adjustment takes place. 

6 Conclusion 

Modern network communities, having arisen relatively recently, have begun to 
actively enter into our everyday life and become an integral part of our lives. Such 
a situation inevitably requires the study of their essence, the basic concepts and 
methods of research associated with them [20]. 

A review of literary sources shows that the environment for the existence of 
network communities is the Internet and its integral part social networks. The 
network community includes users who turn it into a social entity, united by



common values shared by its members. The number of participants in various 
forums, distance learning, business services is constantly increasing, and there is 
also a continuous increase in the activity of citizens in social networks. All this 
makes the problem of studying and classifying network communities one of the 
priority tasks for our state, the solution of which determines its further security and 
socio-economic development. 
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The study of the typology of communication participants makes it possible to 
identify the following users:

• Experienced users who freely navigate online communities and feel at home in 
them, as well as inexperienced users who are poorly oriented in the virtual space.

• Creative Internet users producing new content and passive users of the created 
content.

• Virtual aggressors and their victims – gullible and easily manipulated users.
• The younger generation, who feel comfortable in the world of digital communi-

cations and social networks, and the older generation, who have mastered social 
networks at a conscious age. 

The study showed that users of online communities, in accordance with the above 
characteristics, have different intensity of communication in social networks. Some 
users create various groups, register with each other as “friends,” i.e. are in the 
process of continuous communication, which is repeated many times. In contrast, the 
most passive part of users communicates with a limited circle of users, often such 
communication occurs only between two participants: such users can be about half 
of the total number. 

The definition of an online community simply as a collection of people commu-
nicating through services provided by the Internet is not exhaustive, as it does not 
clarify the quantitative composition of users and their location. To solve this 
problem, methods used in the science of networks are used, when network commu-
nities are considered as groups interconnected by a large number of connections with 
representatives of other communities. The participants of the society are considered 
as nodes of the graph, and their communications with each other as its edges. In this 
case, network characteristics are considered as a priority, and individual character-
istics are ignored. 

Based on this, the main method of study on the topic of this study is the structural 
analysis of the network community using the social graph model and its visualization 
in the Gephi software package. 

The conducted studies have shown that the identification of online communities 
is possible by analyzing the intensity of communication between a certain group of 
users. The intensity of communication between members of the community is 
always higher than with other participants in Internet communication. There are 
many users on social networks who communicate with only one person all the time 
and do not show interest in communicating with anyone else. Based on these 
considerations, an imitation of a network consisting of 50 people was carried out. 
(ID-identifier for Gephi), from which the group “friends” (group) was identified. 
When simulating, assumptions were made that the intensity of communication



between friends significantly exceeds communication between other members of the 
community (seven times). The first 15 participants of communication communicate 
with each other and with all other participants, and the remaining participants with 
only one of the participants. These assumptions roughly reflect the patterns identified 
in the course of the study. Communication is understood as the process of commu-
nication in one and the other direction, when one of the participants is a source of 
information (source), and the other is its recipient (target) and vice versa. The 
visualization of the graph was carried out in the Gephi software package, into 
which data on nodes and links were loaded, generated in CSV files. 
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After loading the data, a graph image was obtained, which at the first stage is 
characterized by low information content. For the convenience of analysis and 
obtaining additional information, the following manipulations with the graph were 
carried out using the capabilities of the Gephi package:

• Fruchterman Reingold nodes were laid.
• Adjusted the size and color of nodes in accordance with their attributes: the size of 

nodes and edges is selected depending on the intensity of communication, and the 
color – on belonging to a group.

• Implemented labeling on the nodes.
• Using the “View” tab, the final adjustment of the graph image was carried out and 

it was prepared for export to PDF / PNG files if it is necessary to use it further. 

Thus, the use of the Gephi package allows, after entering the initial numerical 
data on the nodes and edges of the network community, to visualize depending on 
the indicators of the communication process of its participants. Other scientists with 
similar cases are studying similar problems, using modeling and simulation [21–24]. 
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theory, stakeholder theory and the relationship marketing concept. The research 
methodology provides a rationale for the research approaches deployed before the 
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their contribution to answering the research aim and objectives. The conclusion then 
discusses the research results, considers the application of theoretical models in 
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options for future research. 
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2 Background and Theory 

2.1 The Main Challenges 

The purpose of this paper is to identify the main regulatory challenges of the aviation 
business environment, considering the roles of regulation, deregulation, and regu-
lated employment. 

Regulations are authoritative mechanisms that control obedience and compliance 
and set the grounds to standardize business conduct. In aviation, regulation is 
primarily related to flight safety [1], certification [2], process uniformity [3], and 
market-entry rights [4]. Deregulation is broadly defined as the tendency to eliminate 
state-regulatory barriers in the market. Privatization in aviation has affected market 
access, designation, capacity, tariffs [5], and the overall financial and investment 
dimensions of the business [6]. Employment globalization allowed aviation busi-
nesses to reorganize their HRM strategies, targeting mainly labor costs and inflexible 
work habits [7]. EU aviation has adopted in its HR practices new labor schemes (i.e., 
subcontracting and outsourcing) [8], and non-standard employment types (i.e., 
temporary agency work) [9]. 

The study examines the impact of the regulatory challenges in Cyprus and 
considers that similar conditions broadly apply in the aviation industry in South-
eastern Europe. 

2.2 The Theoretical Framework 

Responsiveness to Business Environment. Effective responsiveness and adaptation 
to dynamic business environments are complex and multidimensional topics, which 
relate to the generic concept of change management. In evolutionary change where 
transformation occurs through environmental adaptation, Clegg et al. [10] recom-
mend that a systemic approach could better analyze the nature of the challenges and 
enable the exploration of new business models. Responsiveness and adaptation 
require integrative frameworks, which would be based on either an “input-process-
output” model [11] or would be supported by interconnections of involved parties 
[12] and cultural sensitivity approaches [13] on a local market environment level. 
Change management, in this study, is assessed from a responsiveness and adaptation 
perspective and not from a leadership viewpoint. To facilitate this, the following 
theories are used to build a theoretical framework for analysis: 

(a) General Systems Theory, as a driver for system thinking in managing adaptation. 
(b) Stakeholders Theory, in defining key-players partnership relations in business. 
(c) Relationship Marketing, as a central concept in contemporary consumer 

markets.
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General Systems Theory (GST) and System Thinking. Organizations depend on their 
business environment to function; therefore, GST provides a helpful conceptual framework 
to analyze how organizations meet the demands, respond, and adapt to the challenges of 
dynamic environments. 

GST developed in the early 1950s as an inter-disciplinary tendency to integrate 
natural and social sciences and has its origins in Aristotle’s holism (the whole is 
more important than its parts). GST shifts the focus from the specific to the whole 
[14] and promotes a system thinking concept with principles applicable to all 
systems, as Von Bertalanffy [15] argued. Organizations are systems interacting 
with their environments in cyclical phases: receiving inputs, internally processing 
throughputs, releasing outputs back, and pursuing feedback, according to Katz and 
Kahn [16]. 

The effectiveness of these cycles is related to open organizational behavior. When 
there is inflow and outflow, the system is an open system (OST) and when there is 
zero flow the system is a closed system. Only open systems maintain homeostasis 
(consistency) during the adaptation and transformation phase [15]. 

Internal processing is central in GST because it is the process of changing 
component materials [15] or leading transformation in dynamic environments [14], 
and therefore reflects the organizational ability to adapt to changes caused by 
environmental effects [17]. Feedback is an essential benefit of GST because it 
provides a mechanism for mediating between the goal and the behaviors of the 
system [17] and provides information on how the organizations function [16]. Thus, 
feedback enables the correcting of malfunctions. 

Stakeholders Theory (SH) and Value Creation. Stakeholders are groups, parties, or indi-
viduals who directly or indirectly affect or are affected by firms’ market activities. 

SH identifies stakeholder groups of direct relevance or of broad involuntary 
participation and perceives business as a set of relationships between internal and 
external stake-owners, aiming to understand how they interact to jointly create value 
and trade it [18]. Owners, investors, managers, and employees are considered 
“internal stakeholders”. Suppliers, customers, government, society, media, and 
pressure groups are the “external stakeholders”. 

In practice, multiple stakeholders of each business environment participate in 
forums, committees, and working groups to improve a common understanding of 
issues and to develop mutual-interest understanding and community-based culture 
[19]. SH is considered as a dynamic model to enhance stakeholders’ engagement for 
sustainable business [3]. This social partnership perspective considers SH manage-
ment playing the role of developing the social contract, combining business with 
ethical behavior in market environments [10]. 

SH provides three distinct benefits: descriptive accuracy to observe what is done, 
instrumental power to review outcomes and normative validity to define changes 
[20]. Effective management of stakeholder relations establishes positive links 
between groups with mutual interests and creates value for an organization’s strategy 
[18]. Moreover, SH offers the advantage of connecting value creation with



sustainability, because it considers marketing, management, development, and 
financial processes under a sustainability-based mindset [21]. 
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Relationship Marketing Concept (RM). The relationship marketing concept supports the SH 
approach as it considers relationships from a marketing perspective. Kotler and Keller [22] 
argue that RM can be defined as how external and internal interactions influence an 
organization’s activities and impact the effectiveness of the entire market network. These 
interactions are seen as value exchanges, which affect: a) the internal relationships of 
business units, b) the external interaction with partners, providers, suppliers, and distrib-
utors, and c) the organizational dealing with regulatory bodies, media, communities, and 
society at large. 

RM approach has redefined the traditional marketing-mix concept and promoted 
a marketing-dimension model instead [23], with three specific elements: (a) internal 
marketing (values, vision, and strategy), (b) external marketing (traditional 4Ps and 
branding), and (c) interactive marketing (relations and interactions). In a market 
network, there is a wide range of marketing relationships and interactions which 
interrelate; however, networks can only flourish when mutual benefits exist [24] 
because the involved parties expect to obtain positive value and maintain successful 
relational exchanges [25]. 

The relational-centric system concept of RM therefore provides performance 
benefits to all participants when their relational exchanges are based on mutual 
interests [26] and offers advantages in gaining market knowledge and increasing 
the understanding of capabilities, resources, objectives, and requirements [22], 
amplifying the potential to generate higher returns in conditions of environmental 
uncertainty [26]. 

2.3 Purpose of this Study 

This study focuses on a complex business issue and seeks to address three 
objectives:

• To identify how contemporary regulatory challenges effect European aviation
• To assess which theoretical models can assist firms’ response to market demands
• To evaluate how organizations can enhance their performance in this 

environment. 

To this effect, the research considers the regulatory dimensions of aviation 
(regulation, deregulation, and regulated employment) in combination rather than 
individually. It examines the suitability of theoretical models to facilitate an organi-
zation’s response to the challenges and regards aviation as a market-network system 
of interactions, open to value creation and offering growth opportunities. It further 
aims to recommend approaches to help organizations adapt to market demands and 
improve performance.
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3 Methodology 

Interpretivism has been selected, because the strength of this research philosophy is to 
enhance and extend the understanding of the social phenomena and can generate meanings 
from the observations [27] to support explanations on “the how and the why” [28]. 
Additionally, interpretivism supports in-depth analysis and enables clarifying notions and 
behaviors [29]. 

Abduction has been selected as the appropriate research approach because is a less 
standardized tactic and combines both empirical and rational reasoning. Abduction is 
sufficiently flexible to handle supplementary information, to drive different interpretations 
and to tolerate conclusions with alternative approaches [30]. 

A qualitative research design was chosen because enables drawing interpretations from 
social actualities and facilitates understanding of the main variables when non-numeric 
data is processed [27]. Qualitative methodology is linked to the subjective approach [31] 
and focuses on participants’ viewpoints and insights, highlighting the denotation of words 
and notions, and measuring data in natural business settings [29]. 

The research has collected its own primary data. The benefits of collecting primary data are 
the precise fitting to a specific business problem, and the exclusivity of raw data [32]. Data is 
collected through semi-structured interviews, combining the advantages of both structured 
and unstructured approaches [29], asking open-ended questions [33], and seeking supple-
mentary viewpoints of informants on related topics [34]. 

Convenience/purposive sampling was deployed because leverages access opportunities, 
enables to selection of information-rich participants, and considers restrictions in resources 
and time [35]. Sampling choice targeted informants who are specialists in their field, to 
benefit from their expertise and their capacity to share insights. Therefore, have conducted 
one-to-one interviews with the Senior Air-Transport Officer of Civil Aviation in Cyprus, the 
Manager of the Airport Operator at Pafos, and the District Head of Unions in Cyprus, 
considering their ability to best provide information on regulations, deregulation and 
regulated employment. 

On the ethical side, confidentiality, anonymity, and data protection were safeguarded and 
participants’ willingness and consent to contribute were preserved [36] before any interac-
tion with the participants was recorded. 

Thematic analysis methodology was used due to its flexibility to incorporate any research 
tactic and its ability to analyze any size of the dataset for all qualitative designs [37]. The 
thematic analysis identifies data-driven categories (themes) [27], based on transcripts’ 
codification [28], and facilitates sense-making and open interpretation [38]. 

4 Findings: Results 

The effectiveness of the results is linked to two key processes of raw data collection: 
analysis and interpretation. Analysis intends to extract meaningful information from 
raw data and is used to manipulate it, to enable thorough understanding and to clarify 
problems [29]. Interpretation facilitates the sense-making of raw data and supports 
exploring new explanations of social phenomena [27]. The interviews offered



insights into three areas: regulatory requirements, the deregulation process, and 
employment practices. 
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Fig. 1 Overview of themes and codes 

The thematic analysis enabled the classification of the main thematic categories 
from the transcripts, management and labeling of data, and codification of the 
interrelated items which help to answer the research questions. In qualitative 
research, it is crucial to structure the data units, to observe their patterns and relations 
[27] and to apply selective data-driven coding (with in-vivo abbreviations) [29]. The 
key common themes: the market environment, the stakeholders’ environment, and 
the effects on the business, were therefore codified (see Fig. 1). 

This study focuses on the analysis of those findings which relate to the effects on 
the business. The findings are presented thematically and by order of topic. 

Regulatory Requirements in Aviation. The informant of the civil aviation authority referred 
to the effects of the regulations on the aviation business in Cyprus. 

The participant highlighted that the regulatory requirements affect the product. The role of 
the regulation in aviation is to ensure consistency of the activities, uniformity of passengers’ 
processing, and to monitor compliance of the product with safety, security, environmental 
and fair-competitiveness requirements. Regulation also affects the profit because has an 
important role in monitoring ticket fares and tariffs, airport taxes, and servicing fees. The 
latter gives the opportunity to the providers and the users to predict their costs; however, 
regulatory requirements would also have negative impact on the costs of all stakeholders. 
Participant argued that regulations can influence the investment because restrictions may 
reduce investment potential and diminish the market. Thus, regulatory restrictions should 
not discourage investors; should rather accommodate investment in the industry. The 
participant contended that effective regulations should be designed based on mutual 
interests and should facilitate and promote business growth for the common benefit of all 
participants in the market. 

Deregulation in Aviation. The manager of the airport operator concentrated on the recent 
(2006) liberalization process at Cypriot airports and its impact on the business. 

The participant outlined that deregulation is influential for the product because it is driven 
by the satisfaction of the end-users’ demands and is targeting to improve the terminal 
facilitation for the travelers and for the operating agencies. Such product development 
requires collective approach and partnership spirit by all participants to the market. The 
informant highlighted that airports’ liberalization process has involved private entities and 
shifted the focus of the firms on the profit and on the revenue increase. Participant argued 
that operational workflows are affecting the costing basis of the firms and therefore 
improvement of the financial results also requires attention on the costs. Informant observed 
that cost efficiency has increasingly attracted low-cost carriers over the past years. The 
Participant underlined that when private entities invest in a business, they expect a positive 
return of their investment and noted that return of investment is the key attribute of 
privatization. Participant stressed that deregulation has enhanced the engagement of the



stakeholders, has altered the nature of the relations between carrier and user, and has 
increased the attractiveness of the market. 
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Regulated Employment in Aviation. The interview with the head of the trade unions was 
centered on the impact of employment on business conduct in Cyprus. 

The participant denoted that employment relations have a direct impact on the 
product because labor peace allows organizations to develop their product efficiently 
and to be competitive. The participant indicated that satisfied staff focuses on the 
traveler and remains concentrated on the product. Furthermore, participants argued 
that businesses cannot survive without profit and labor stability in aviation work-
places can contribute to profitability improvement. The profit involves also the 
intensive focus of the managers on the control of the costs, which is the top priority 
when companies are managed rationally. The participant argued that, increasingly in 
the past years, unions have negotiated flexible employment conditions and have 
supported resource optimization practices. The participant outlined that trade unions 
acknowledge shareholders’ investment efforts and have promoted workforce stabil-
ity initiatives to allow confidence for investors. Finally, the participant contended 
that employment should be protected because employees are important stakeholders 
in business conduct and proposed that organizations should consider a partnership 
perception, in which employers would share part of the profit with employees to 
establish long-lasting and win-win relations. 

5 Discussion 

5.1 Discussion on the Results 

Overview of the Results. The participants share a common understanding of the effects on the 
business and refer mainly to the impacts on product, profit, costs, and investment. Defining 
the key focus areas in the aviation business in Cyprus is an important contribution for the 
organizations, who should consider their main challenges: a) the product is regulated and at 
the same time seeks efficiency and development; b) the profit is impacted by regulatory and 
labor restrictions; c) operating costs are affected by processes when resource optimization is 
not possible; and d) the investment is impacted when investors cannot effectively project 
profitability. 

The participants, regardless of their background, each identified positive and negative links 
to the business effects. Organizations should benefit from positive links: e.g., regulation and 
market accommodation; deregulation and market attractiveness; labor relations and work-
force stability. Companies should refrain from the negative links: e.g., regulatory restric-
tions and investment; operational processes and cost base; harmful impacts on labor 
conditions. 

The participants referred to the key stakeholders of aviation in Cyprus: regulators, airport 
operators, providers, travelers (end-users), investors, managers, employees, and pressure 
groups (unions). Organizations should consider the different roles and the nature of their 
relations. The end-user role is central in defining the product demands and in specifying the 
scope of process development. Strong relations with the rest participants in the market are
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Fig. 2 Systems theory in aviation 

crucial because they promote mutuality of interests, and they support a partnership percep-
tion in a framework of a joint-benefits spirit [10]. 

Applying Systems Theory and Systems Thinking. GST provides an appropriate conceptual 
approach to respond to the market environment for three reasons. 

First, organizations could consider aviation business in Southeastern Europe as a cyclical 
system of interactions, which receives inputs from the environment, processes throughputs 
internally, releases back outputs, and seeks feedback on the effectiveness of its outputs (see 
Fig. 2). Feedback enables businesses to identify service errors and inefficiencies and to 
understand how the product could be improved and developed. 

Second, companies could consider the benefits of open systems theory in 
the service industry to determine their relationship with the environment based on 
the openness in processing inflows and outflows [15]. Organizations could reflect the 
key assumption that closed systems remain static, while open systems allow flows 
and promote flexibility and dynamic responsiveness to business requirements. 
Organizations in Southeastern Europe could use inflows to respond to the challenges 
of deregulation and to adapt to the demands of the users – in line with the regulatory 
requirements. 

Third, firms could use the GST framework to develop an organizational culture 
around the two key principles of holism and homeostasis. The holistic principle 
shifts the focus from the specific to the whole and allows organizations to prioritize 
system thinking in decision-making and problem-solving [17]. The homeostasis 
principle promotes consistency and balance. Adoption of homeostasis could assist 
businesses in maintaining consistency and in establishing sustainable goals related to 
key effects on the business: the product, the profit, the costs, and the investment. 

Applying Stakeholders Theory and Value Creation. SH enables organizations to effectively 
interact with their stakeholders and to create value from this interaction [18]. 

SH provides two common concepts for the interactions of the stakeholders in Southeastern 
European aviation: mutuality of interests [19] and stakeholder engagement [3]. Participants 
noted that mutuality of interests enables win-win cooperation and understanding of others’ 
viewpoints. Engagement defines the level of commitment to interact with the remaining 
stakeholders. Engagement enhances a collaborative approach when stakeholders have



common interests in product development, profit increase, cost efficiency, and investment 
potential, and builds a spirit of win-win cooperation as the participants recommended. 
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Fig. 3 Aviation stakeholders and value creation 

Fig. 4 How the benefits return to the market network 

Value creation is a key attribute of SH. Organizations could use the value creation concept 
to comprehend how engagement and mutual interests could enable creating value for all 
participants in the Southeastern aviation market. Stakeholders contribute individually to 
value creation by focusing on specific areas of interest within the sector. They may also 
contribute to the creation of more than one value, or multiple values [18]. For example, the 
airport operator mainly focuses on creating value by developing the processes; however, 
value in the process could also originate from end-users (for facilitation), from providers (for 
efficiency) and from regulators (for consistency). This example could be used to examine 
which of the values are interlinked and which stakeholder would better represent and trade in 
each value (see Fig. 3). 

Applying Relationship Marketing. RM is mainly related to the business effects and suggests 
that the relational exchanges of participants could benefit their performance. 

RM approaches could be a useful tool for aviation businesses because it plays a key role in 
using relational exchanges to link market activities to the end result [23] and benefit multiple 
market participants. The example below (see Fig. 4) outlines the strategic advantages of 
applying the RM to the Southeastern European aviation market. It demonstrates how one 
type of positive relational exchange could positively also affect the related market partners 
and return the benefits to the entire market network [22].
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Aviation businesses could use the RM concept to identify their market network: 
customers, partners, and employees [22]. The interview participants reconfirmed 
RM’s validity in the aviation market network, emphasizing the critical role of users, 
providers, investors, and the workforce. The RM perspective could also assist 
organizations within this relational-centric system to define the nature of the rela-
tions, as participants proposed in the cases of the relationship between carrier and 
user and employer and employee. Based on the quality of the relational exchanges, 
organizations operating in the aviation business in Southeastern Europe could 
develop a relational behavior approach in viewing mutual benefits and in building 
strong and long-lasting relations. The RM concept also enables aviation businesses 
to translate those benefits into a value exchange, providing performance advantages 
for both the product and the market. 

5.2 Recommendations 

The discussion triggers practical recommendations for firms’ market performance. 
First, companies should consider the challenges of the market environment 

combined (not isolated) and should relate them positively to organizational perfor-
mance, because as per participants’ views: (a) regulation can facilitate growth, 
(b) deregulation can increase market attractiveness, and (c) labor stability can 
improve profitability. Similar studies have been done in the past by other scientists 
[39, 40]. 

Second, organizations could enhance their performance through the development 
of a systems-thinking culture. Systems thinking provides key adaptive strengths, 
i.e., it: (a) translates feedback into corrective actions and best-practices development, 
(b) responds effectively to market demands and changes, and (c) approaches 
problem-solving systematically by viewing the big picture. Other scientists with 
similar cases are studying similar problems [41, 42]. 

Third, aviation businesses in Southeastern Europe should comprehend that sim-
ply dealing with stakeholders is not enough. Performance improvement strategies 
require partnership perception, engagement, and win-win collaboration with stake-
holders of mutual interests. Additionally, value-centered interactions would enable 
creating and trading value for all market participants. 

Fourth, companies should acknowledge the significance of relationships in con-
temporary market networks. The relationship marketing concept allows organiza-
tions to explore the benefits of strong and long-lasting relationships and, when it is 
managed strategically, could facilitate product development, market growth, 
enhanced performance, and financial returns. Other scientists with similar cases 
are studying similar problems, using modeling and simulation [43, 44]. 

This research focuses on participants’ insights related to the effects on the 
business. Future research would discuss in detail the themes of market environment 
and market openness, stakeholders’ environment and relations, and the potential to 
implement the profit-sharing concept in the aviation business in Southeastern 
Europe.
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6 Conclusions 

This chapter identifies the regulatory challenges of the aviation market environment 
in Southeastern Europe and endeavors to resolve the implications of the business and 
management problem with the support of theoretical frameworks. The study con-
cludes that regulators, operators, and pressure groups are affecting the aviation 
business environment and can challenge the performance goals of the companies. 
Considering regulatory challenges combined enables firms to realize the benefits of 
market development, growth opportunity, and workforce stability, which are offered 
by regulation, deregulation, and regulated employment respectively. Regulatory 
challenges in the Southern European air transportation industry are affecting the 
market environment, the stakeholder environment, and the performance outputs. 

Therefore, aviation businesses in Southeastern Europe should develop a systems 
thinking approach to respond effectively to the demands of their dynamic business 
environment. Moreover, companies should strategically focus on developing a 
partnership perception, based on the mutual interests of the stakeholders for value 
creation. Globalization trends in market networks require strategic management of 
relationships to establish relational exchanges and enhance their performance. 
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1 Introduction 

The COVID-19 pandemic has forced many public and private organizations to 
undergo major transformations, rethinking the basics of their business processes 
and using technology to maintain their operations, while following a changing 
landscape of guidelines and new processes. 

Through the last decade, more and more countries have gradually started provid-
ing online (digital) services to their citizens. Major financial scandals and the 
negative image that has been created around the concept of public administration 
have created an imperative need for organizations involved in public administration 
to become competitive and to operate in a regime governed by transparency, 
meritocracy, and credibility. The changes (both positive and negative) that have 
arisen due to the pandemic have led to the rapid advancement of e-government, with 
the provision of online digital governance. The transition to the online epoch for 
public services is essential on all levels: local, national, and international. This 
transformation to online services will contribute to the economic development of 
the public sector. It will also have a great impact on business and society at large. 
The decision-making process, using innovative digital solutions in relation to 
knowledge management practices, takes on a new importance in improving service 
delivery [1]. 
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The aim of this work is to capture the new situation that has arisen since the 
beginning of the COVID-19 pandemic; to identify the positive and negative effects it 
has had on the public sector; to present the changes made to e-government; to 
examine the usefulness of the trust factor in e-government; and whether trust affects 
the use and success of these services, in the context of the success model of the 
information system and its public value [2]. 

2 Literature Review 

2.1 E-Government 

E-government can be an effective way to improve government services, provided 
that citizens have the ability and show willingness to use it. The trust that citizens 
show in government websites helps and enhances them, in order to provide better 
quality services. The quality of the services reflects the extent to which public sector 
services meet citizens’ needs. Increased trust on the part of citizens in e-government 
websites shows that people understand and can rate the qualitative dimensions of 
e-government [2]. 

Therefore, as citizens gain more opportunities in their daily lives, it makes sense 
to demand more flexibility and convenience when interacting with the public sector. 
Using the Internet in transactions eliminates the time required to complete a task. So 
it should come as no surprise that citizens are looking out for similar fast, easy-to-use 
services, provided by the state, in order to expedite the use of these services 
immediately, quickly, and easily. After all, most people these days, including in 
Greece, are well aware of the existence of the Internet and how to use it [3]. There-
fore, in this context, the state must upgrade the way it serves its citizens, using 
modern technology and improving the efficiency of public services. 

2.2 gov.gr: The New Digital Portal 

The digital transformation of the public administration of Greece came with 
the creation of the single digital portal, where businesses and citizens can search 
for the digital services they need/want, easily, quickly, and above all, conveniently. 
The single digital portal is known as gov.gr (which is also the URL) and has been 
designed in such a way that it can meet the needs of all interested parties. The basic 
philosophy of this portal is for public services to acquire a more friendly and united 
“face” for citizens. The search is done either directly from an electronic device 
(computer, mobile, and tablet) or with a physical presence in one of the citizens’ 
service centers; there are 11 main categories to search from, and these include 1294 
services. More specifically, there are services from 19 ministries, 71 bodies and 
organizations, and 9 independent authorities. Examples include the Ministry of



Justice, the Ministry of National Defense, the Ministry of Agricultural Economy and 
Veterinary Medicine, the Ombudsman, and the Labour Employment Office. 
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3 Research Hypotheses 

Figure 1 presents the study's proposed research model. The dimensions of e-gov-
ernment include the main factors that affect the expectations a user has from the use 
(or not) of the services received. The model of DeLone and McLean for measuring 
the success of an information system has three characteristics: the quality of the 
information, the quality of the services, and the quality of the system. 

Thus, based on the above the following hypotheses can be stated: 

H1. The quality of information has a positive effect on trust in e-government. 
H2. The quality of the system has a positive effect on trust in e-government. 
H3. The quality of the services has a positive effect on trust in e-government. 
H4. The quality of information has a positive effect on the actual use made of 

e-government. 
H5. The quality of the services has a positive effect on the actual use made of 

e-government. 
H6. The quality of the system has a positive effect on the actual use made of 

e-government. 
H7. The quality of information has a positive effect on user satisfaction.

Trust in e-government 

Actual use 

User satisfaction 

System quality 

Service quality 

Information Quality 

H1 

H2 

H3 

H4 

H5 

H6 

H8 

H9 

H10 

H11 

H7 

Fig. 1 Proposed research model



H8. The quality of the services has a positive effect on user satisfaction. 
H9. The quality of the system has a positive effect on user satisfaction.
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The actual use made of e-government includes the degree, pace, and frequency 
with which an individual uses electronic media for activities that might otherwise be 
done manually. According to the model of DeLone and McLean for measuring 
success, users’ satisfaction is affected by their use of a system. Citizens’ trust in the 
system increases when they can use e-government services for their day-to-day 
transactions with public bodies, such as paying taxes, receiving certificates, getting 
health referrals, enrolling children in school, and a host of other tasks related to their 
personal and professional activities. Previous studies have found that citizens who 
use an online service can determine the satisfaction it offers, and the fact that there is 
an interdependence between the use of the information system, user satisfaction, and 
the benefits gained from its use [2]. 

H10. The actual use made of e-government has a positive effect on trust in 
e-government. 

H11. The actual use made of e-government has a positive effect on user satisfaction. 

4 Research Methodology 

4.1 Research Sample 

According to the international statistical service Internet World Stats, on 31.12.2020, 
the number of Internet users in Greece was 8,115,397, a percentage of 72.90% of the 
total Greek population which was registered at the time (11,124,603 citizens). This 
population could be the target of this study, but with the additional criterion that in 
order to participate in this research, it is not enough just to be an Internet user: a 
participant must also actively use e-government services, which in this specific case 
is the single digital portal gov.gr. It is of course difficult to identify the 8,115,397 
Internet users and directly ask them if they use the portal; there is also no database 
that has these users’ details, in order to be able to ask them this question. Therefore, 
the population sample of the present research consists of all citizens of Greece who 
use the Greek government’s www.gov.gr website to interact with the various bodies 
of the public sector and its corresponding services. 

4.2 Measures 

For the present work, the use of a structured questionnaire with closed-ended 
questions was chosen. This choice was made to avoid misinterpretations regarding 
participants’ answers and to have a simple and comprehensible process of comple-
tion, coding, and analysis of the data. The compilation of a well-structured

http://www.gov.gr
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questionnaire is very important and there should be proper planning and control 
measures so that the results it yields will be reliable, accurate and clear [4]. 
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Table 1 Research factors Research factors References Items 

Information quality [2 

Service quality [2 

System quality [2 

Actual use [2 

User satisfaction [2 

Trust in e-government [2 

The construction of the questionnaire was initially done by dividing it into two 
parts. Part A contains questions that refer to the demographic characteristics of the 
citizens that participated in the survey, specifically: gender, age, employment, level 
of education, number of years of using the Internet, whether the respondents know 
what e-government is, and finally how often they use its services. Part B contains the 
construction of the model for e-government, with twenty seven (27) questions based 
on the six (6) different factors with six (6) subsections (Table 1). 

The statements in this questionnaire should be responded to on the basis of a 
5-point Likert scale, which is a closed rating system of forced choice: the respondent 
is asked to indicate the degree of agreement or disagreement with certain statements, 
where 1 indicates “I absolutely disagree,” 2 “I partially disagree,” 3 “I neither agree 
nor disagree,” 4 “I partially agree,” and 5 “I absolutely agree.” 

4.3 Sampling Method/Data Collection 

The questionnaire of the present research work was prepared in printed form and 
then modified in digital form. The method of distribution of the questionnaire that 
was chosen for the present study was to send participants a link to the questionnaire 
by e-mail, forward it through different messaging applications from a cellphone, and 
at the same time to post it on various social networks, and finally ask the participants 
to re-send the link to their acquaintances, colleagues and friends electronically, or to 
repost it on their own web profile so that as many different categories of citizens as 
possible can be covered. 

It should be noted that the sampling method chosen is the avalanche sampling 
technique, and the method chosen to distribute the questionnaire is electronic; after 
all, the use of electronic means and technology is appropriate in this case, since the 
study involves an investigation into e-government research. The sample size of the 
study is 333 Greek citizens.
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4.4 Validity Check of the Questionnaire 

The reliability and validity of the variables used in the present study were accepted 
because the design of the questionnaire was based on a previously-proven valid 
questionnaire already in existence. The variables and questions have been used in 
other surveys; they have not been converted, and no new items were added to them 
from the original article where the selection was made. The changes that were made 
to the original questionnaire concerned syntactical and grammatical corrections, as 
well as some rewording of a few questions, as they contained ambiguities in their 
Greek translation and could cause confusion to the participants. 

The translation of the questionnaire was done from English into Greek, and one 
more person was used to translate it from Greek into English. Finally, the questions 
in the original English article were compared with the translated ones, and the result 
of the translation was considered to be excellent. The next step was to randomly 
distribute the questionnaire to five citizens, to determine the clarity and understand-
ing of the questions, in order to ensure the correct outcome of the investigation. 
The reason that the above control method was deemed necessary is the need to adapt 
the questions included in the questionnaire to the particularities and idiosyncrasies of 
the data, according to Greek society and culture, and the inability to render all the 
concepts with absolute accuracy in the Greek language. After the completion of the 
research, the answers to the questionnaire were coded and converted into numerical 
variables in such a way that they could be used appropriately. The statistical analysis 
was performed using the IBM SPSS 27 software. 

5 Results 

5.1 Descriptive Statistics 

The sample size of the study totaled 333 Greek citizens (189/56.80% women and 
144/43.20% men) who used e-government services. Regarding the age of the 
respondents, the majority (153/45.90%) were 46–65 years old, 138 (41.40%) 
25–45 years old, 34 (10.21%) under 25, and only 8 people (2.40%) were over 
65 years old. 

Concerning the participants’ employment, the largest percentage of the responses 
(182 people/54.70%) stated that they are civil servants, while 56 (16.80%) are 
private employees and 46 (13.80%) are self-employed. Another 16 people (9.90%) 
answered that they are unemployed while 33 (4.80%) stated that their job status is 
“something else” – it may be inferred that there are students among the sample 
because 34 people under 25 also participated in the survey. The fact that the majority 
of the respondents were civil servants can be explained in various ways. First, the 
person conducting the investigation is also a civil servant; therefore, the initial
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sample, which, as previously mentioned, was known to her as friends and family, 
comprised a large percentage of her colleagues who are also civil servants (Table 2). 
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Table 2 Descriptive statistics 

Percentage 
(%) 

Gender Man 144 43.20 

Woman 189 56.80 

Age ≤25 years old 34 10.20 

25–45 years old 138 41.40 

46–65 years old 153 45.90 

≥65 years old 8 2.40 

Occupation Private 
employee 

56 16.80 

Civil servant 182 54.70 

Freelancer 46 13.80 

Unemployed 16 9.90 

Other 33 4.80 

Educational level Secondary 
school 

77 23.10 

Tertiary 
education 

153 45.90 

Postgraduate 
studies 

94 28.20 

PhD graduate 9 2.70 

Number of years using the Internet ≤1 year 11 3.30 

1–3 years 24 7.20 

4–10 years 74 22.20 

≥10 years 224 67.30 

How often do you use electronic governmental 
services? 

Daily 107 32.10 

1–3 times a week 114 34.20 

1–3 times a 
month 

112 33.60 

Notes: Sample, n = 333 

Concerning the education level of the participants, tertiary graduates formed the 
largest group (153 people/45.90%), followed by post-graduates (94/28.20%), while 
just 9 people (2.70%) held a doctorate degree; therefore, the majority of the 
respondents (256 people/76.80%) have a very high educational level, while the 
remaining (77/23.10%) are high school graduates. Based on the data collected 
from this characteristic it can be said that Internet users with a higher level of 
education answered the questionnaire. 

Concerning Internet use, measured in number of years, the largest percentage of 
responses (67.30%) is more than 10 years, while only 3.30% stated less than a year. 
This means that a very large part of the sample has experience in the use of electronic



media, utilizing it to search for information, communicate with other people, and 
make various transactions. 
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For the question concerning how often people use e-government services, the 
respondents’ answers are almost equally divided into three categories: 107 (32.10%) 
citizens answered daily; 114 (34.20%) answered 1–3 times a week; and 
112 (33.60%) answered 1–3 times (Table 2). 

5.2 Questionnaire Validity 

The validity of the one-dimensional (unidimensionality) structure of the elements 
(items – questions – identified variables) that constitute each of the six research 
factors was carried out by applying exploratory factor analysis (EFA) with the 
method of the principal components analysis (PCA). The reliability of each factor 
was then checked separately, with the help of Cronbach’s alpha (Table 3). 

The validity check was completed using this specific procedure, by examining the 
appropriate indicators, namely:

• The Kaiser–Meyer–Olkin statistical test was performed to check the adequacy of 
the factor analysis. If the KMO value is above 0.5, then the values are considered 
adequate, while if it is above 0.7, the values are considered satisfactory. If the 
values are less than 0.5, this indicates that the results of the factor analysis are 
inadequate [5].

• The total variance explained (TVE) index presents some data related to a number 
of factors. In order for the values to be acceptable, the TVE score must be over 50.

• The effect that each variable has on each factor can be identified through factor 
loadings. When the factor loadings are greater than 0.5, they are considered 
significant (sig ≤ 0.05) [5].

• The assessment of the reliability of the six research factors was done by using 
Cronbach’s alpha statistics. In order to be considered a reliable scale criterion, its 
score must be above 0.6. 

5.3 Regression Analysis 

Regression is used as a prediction model which, with the help of statistical analysis, 
yields the possibility to predict the effect of one or more independent variables with a 
dependent variable, for example, the model summary table, with which we examine 
the R2 coefficient of determination. This index shows the percentage (%) of the 
variance of the dependent variable in relation to the variance of the model of one or 
more independent variables. The F and sig indices from the ANOVA table (disper-
sion analysis table) check the statistical significance of the linear regression. For sig 
< 0.05, the regression model is statistically significant. The coefficients table
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Table 3 Factor analysis 

Factor Items Loadings 

Information quality 1 0.841 

2 0.856 

3 0.881 

4 0.860 

5 0.839 

KMΟ = 0.868 
Bartlett test X2 = 1071,465 
Sig = 0 

Total variance explained = 73,238 
Cronbach’s alpha =0.909 

Service quality 1 0.765 

2 0.713 

3 0.638 

4 0.831 

5 0.791 

KMΟ = 0.862 
Bartlett test X2 = 1181,801 
Sig = 0 

Total variance explained = 74.750 
Cronbach’s alpha = 0.915 

System quality 1 0.588 

2 0.726 

3 0.839 

4 0.813 

5 0.649 

KMΟ = 0.828 
Bartlett test X2 = 1129,260 
Sig = 0 

Total variance explained = 70,278 
Cronbach’s alpha = 0.892 

Actual use 1 0.546 

2 0.616 

3 0.731 

4 0.705 

5 0.654 

KMΟ = 0.859 
Bartlett test X2 = 740,391 
Sig = 0 

Total variance explained = 65,039 
Cronbach’s alpha = 0.865 

User satisfaction 1 0.862 

2 0.855 

3 0.863 

4 0.845 

KMΟ = 0.851 
Bartlett test X2 = 1253,929 
Sig = 0 

Total variance explained = 85,602 
Cronbach’s alpha = 0.944 

Trust in e-government 1 0.793 

2 0.801 

3 0.676 

KMΟ = 0.704 
Bartlett test X2 = 418,774 
Sig = 0 

Total variance explained = 75,663 
Cronbach’s alpha = 0.837
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examines the values of the beta scores, which show the behavior of the coefficients 
of the model.
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Hypothesis 1 Regression analysis 
From the model summary, ANOVA and coefficients tables, we observe that 
t = 1.150 and sig = 0.251 > 0.05; thus, the quality of information is not statistically 
significant. The hypothesis that the quality of information positively affects trust in 
e-government is therefore rejected (Tables 4a, 4b, and 4c). 

Hypothesis 2 Regression analysis 
From the model summary, ANOVA and coefficient tables, we observe that t = 6.206 
and sig = 0.000 < 0.05. According to the indices B = 0.356 and Beta = 0.334, we 
find that for each increase in system quality by one unit, trust in e-government 
increases by 0.356. The ANOVA table (F = 140,653, sig 0.000 < 0.05) shows that 
linear regression is statistically significant. From the model summary table, we see 
that 63.2% (R2 = 0.632) of the variance for trust in e-government is interpreted by 
the variation in the quality of information. Therefore, the hypothesis that the quality 
of the system positively affects the trust factor in e-government is validated 
(Tables 5a, 5b, and 5c). 

Hypothesis 3 Regression analysis 
From the model summary, ANOVA and coefficient tables, we observe that t = 5.836 
and sig = 0.000 < 0.05. According to the indices B = 0.400 and beta = 0.354, we 
find that for every increase in the quality of services by one unit, trust in

Table 4a Model summary 

Model 2 Adjusted R2 Std. error of the estimate 

1 .795 .632 .627 .50655 

Table 4b ANOVA 

Model Sum of squares df Mean square F Sig 

Regression 144.365 4 36.091 140.653 .000b 

Residual 84.164 328 .257 

Total 228.529 332 

Table 4c Coefficients 

Unstandardized coefficients Standardized coefficients 

B Std. error Beta t Sig 

1 (Constant) -.002 .167 -.011 .991 

Quality of information .073 .064 .065 1.150 .251 

Table 5a Model summary 

Model 2 Adjusted R2 Std. error of the estimate 

1 .795 .632 .627 .50655
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e-government increases by 0.354. The ANOVA table (F = 140,653, sig 
0.000 < 0.05) shows that linear regression is statistically significant. From the 
model summary table, we see that 63.2% (R2 = 0.632) of the variance for trust in 
e-government is interpreted by the variation in the quality of services. Therefore, the 
hypothesis that service quality positively affects trust in e-government is validated 
(Tables 6a, 6b, and 6c).
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Table 5b ANOVA 

Model Sum of squares df Mean square F Sig 

Regression 144.365 4 36.091 140.653 .000b 

Residual 84.164 328 .257 

Total 228.529 332 

Table 5c Coefficients 

Unstandardized Coefficients Standardized coefficients 

B std. error Beta t Sig 

1 (Constant) -.002 .167 -.011 .991 

Quality of the system .356 .057 .334 6.206 .000 

Table 6a Model summary 

Model 2 Adjusted R2 Std. error of the estimate 

1 .795 .632 .627 .50655 

Table 6b ANOVA 

Model Sum of squares df Mean square F Sig 

Regression 144.365 4 36.091 140.653 .000b 

Residual 84.164 328 .257 

Total 228.529 332 

Table 6c Coefficients 

Unstandardized coefficients Standardized coefficients 

B Std. error Beta t Sig 

1 (Constant) -.002 .167 -.011 .991 

Quality of services .400 .068 .354 5.836 .000 

Hypothesis 4 Regression Analysis 
From the model summary, ANOVA and coefficient tables, we observe that t = 2.986 
and sig = 0.000 < 0.05. According to the indices B = 0.312 and beta = 0.231, we 
find that for each increase in the quality of information by one unit, the actual use 
made of e-government increases by 0.312. The ANOVA table (F = 44.618, sig 
0.000 < 0.05) shows that the linear regression is statistically significant. From the 
model summary table, we see that 28.9% (R2 = 0.289) of the variance in the actual
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use is interpreted by the variation in the quality of the information. The hypothesis 
that the quality of the information positively affects the actual use is therefore 
validated (Tables 7a, 7b, and 7c). 
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Table 7a Model summary 

Model square Adjusted R square Std. error of the estimate 

1 .538 .289 .283 .83994 

Table 7b ANOVA 

Model Sum of squares df Mean square F Sig 

Regression 94.433 3 31.478 44.618 .000b 

Residual 232.108 329 .705 

Total 326.541 332 

Table 7c Coefficients 

Unstandardized coefficients Standardized coefficients 

B Std. error Beta t Sig 

1 (Constant) .263 .276 .954 .341 

Quality of Information .312 .104 .231 2.986 .003 

Table 8a Model summary 

Model 2 Adjusted R2 Std. error of the estimate 

1 .538 .289 .283 .83994 

Table 8b ANOVA 

Model Sum of squares df Mean square F Sig 

Regression 94.433 3 31.478 44.618 .000b 

Residual 232.108 329 .705 

Total 326.541 332 

Table 8c Coefficients 

Unstandardized coefficients Standardized coefficients 

B Std. error Beta t Sig 

1 (Constant) .263 .276 .954 .341 

Quality of services .134 .113 .099 1.180 .239 

Hypothesis 5 Regression Analysis 
From the model summary, ANOVA and coefficient tables, we observe that t = 1.180 
and sig = 0.239 > 0.05; thus, the quality of services is not statistically significant. 
Therefore, the hypothesis that the quality of services positively affects the actual use 
is rejected (Tables 8a, 8b, and 8c).
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Table 9a Model summary 

Model 2 Adjusted R2 Std. error of the estimate 

1 .538 .289 .283 .83994 

Table 9b ANOVA 

Model Sum of squares df Mean square F Sig 

Regression 94.433 3 31.478 44.618 .000b 

Residual 232.108 329 .705 

Total 326.541 332 

Table 9c Coefficients 

Unstandardized coefficients Standardized coefficients 

B Std. error Beta t Sig 

1 (Constant) .263 .276 .954 .341 

Quality of the system .331 .093 .260 3.547 .000 

Table 10a Model summary 

Model 2 Adjusted R2 Std. error of the estimate 

1 .875 .766 .763 .39511 

Table 10b ANOVA 

Model Sum of squares df Mean square F Sig 

Regression 167.230 4 41.807 267.799 .000b 

Residual 51.206 328 .156 

Total 218.436 332 

Hypothesis 6 Regression Analysis 
From the model summary, ANOVA and coefficient tables, we observe that t = 3.547 
and sig = 0.000 < 0.05. According to the indices B = 0.331 and beta = 0.260, we 
find that for each increase in the quality of the system by one unit, the actual usage 
increases by 0.331. The ANOVA table (F = 44.618, sig 0.000 < 0.05) shows that 
linear regression is statistically significant. From the model summary table, we see 
that 28.9% (R2 = 0.289) of the variance in the actual use is interpreted by the 
variation in the quality of the system. Therefore, the hypothesis that the quality of the 
system positively affects the actual use is validated (Tables 9a, 9b, and 9c). 

Hypothesis 7 Regression Analysis 
From the model summary, ANOVA and coefficient tables, we observe that t = 1.325 
and sig = 0.186 > 0.05; thus, the quality of information is not statistically signif-
icant. Therefore, the assumption that the quality of information has a positive effect 
on user satisfaction is rejected (Tables 10a, 10b, and 10c).
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Table 10c Coefficients 

Unstandardized coefficients Standardized coefficients 

B Std. error Beta t Sig 

1 (Constant) -.144 .130 -1.112 .267 

Quality of information .066 .050 .060 1.325 .186 

Table 11a Model summary 

Model 2 Adjusted R2 Std. error of the estimate 

1 .875 .766 .763 .39511 

Table 11b ANOVA 

Model Sum of squares df Mean square F Sig 

Regression 167.230 4 41.807 267.799 .000 

Residual 51.206 328 .156 

Total 218.436 332 

Table 11c Coefficients 

Unstandardized coefficients Standardized coefficients 

B Std. error Beta t Sig 

1 (Constant) -.144 .130 -1.112 .267 

Quality of services .394 .053 .357 7.371 .000 

Hypothesis 8 Regression Analysis 
From the model summary, ANOVA and coefficient tables, we observe that t = 1.325 
and Sig = 0.000 < 0.05. According to the indices B = 0.394 and beta = 0.357, we 
find that for each increase in the quality of services by one unit, user satisfaction 
increases by 0.394. The ANOVA table (F = 267,799, sig 0.000 < 0.05) shows that 
the linear regression is statistically significant. From the model summary table, we 
see that 76.60% (R2 = 0.766) in the variance of user satisfaction is interpreted by the 
variation in the quality of services. Therefore, the hypothesis that the quality of 
services has a positive effect on user satisfaction is validated (Tables 11a, 11b, and 
11c). 

Hypothesis 9 Regression Analysis 
From the model summary, ANOVA and coefficient tables, we observe that 
t = 10.003 and sig = 0.000 < 0.05. According to the indices B = 0.448 and 
beta = 0.429, we find that for each increase in system quality by one unit, user 
satisfaction increases by 0.448. The ANOVA table (F = 267,799, sig 0.000 < 0.05) 
shows that linear regression is statistically significant. From the model summary 
table, we see that 76.60% (R2 = 0.766) of the variance in user satisfaction is 
interpreted by the variation in system quality. Therefore, the hypothesis that the 
quality of the system has a positive effect on user satisfaction is validated 
(Tables 12a, 12b, and 12c).
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Table 12a Model summary 

Model 2 Adjusted R2 Std. error of the estimate 

1 .875 .766 .763 .39511 

Table 12b ANOVA 

Model Sum of squares df Mean square F Sig 

Regression 167.230 4 41.807 267.799 .000 

Residual 51.206 328 .156 

Total 218.436 332 

Table 12c Coefficients 

Unstandardized coefficients Standardized coefficients 

B Std. error Beta t Sig 

1 (Constant) -.144 .130 -1.112 .267 

Quality of the system .448 .045 .429 10.003 .000 

Table 13a Model summary 

Model 2 Adjusted R2 Std. error of the estimate 

1 .795 .632 .627 .50655 

Table 13b ANOVA 

Model Sum of squares df Mean square F Sig 

Regression 144.365 4 36.091 140.653 .000 

Residual 84.164 328 .257 

Total 228.529 332 

Table 13c Coefficients 

Unstandardized coefficients Standardized coefficients 

B Std. error Beta t Sig 

1 (Constant) -.002 .167 -.011 .991 

Quality of services .137 .033 .164 4.119 .000 

Hypothesis 10 Regression Analysis 
From the model summary, ANOVA and coefficient tables, we observe that t = 4.449 
and sig = 0.000 < 0.05. According to the indices B = 0.137 and beta = 0.164, we 
find that for every increase in actual usage by one unit, trust in e-government 
increases by 0.137. The ANOVA table (F = 140,653, sig 0.000 < 0.05) shows 
that linear regression is statistically significant. From the model summary table, we 
see that 63.2% (R2 = 0.632) of the variance in trust in e-government is interpreted by 
the variation in actual use. Therefore, the hypothesis that the actual use positively 
affects trust in e-government is validated (Tables 13a, 13b, and 13c).
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Table 14a Model summary 

Model 2 Adjusted R2 Std. error of the estimate 

1 .875 .766 .763 .39511 

Table 14b ANOVA 

Model Sum of squares df Mean square F Sig 

Regression 167.230 4 41.807 267.799 .000 

Residual 51.206 328 .156 

Total 218.436 332 

Table 14c Coefficients 

Unstandardized coefficients Standardized coefficients 

B Std. error Beta t Sig 

1 (Constant) -.144 .130 -1.112 .267 

Actual Use .126 .026 .154 4.865 .000 

Hypothesis 11 Regression Analysis 
From the model summary, ANOVA and coefficient tables, we observe that t = 4.865 
and sig = 0.000 < 0.05. According to the indices B = 0.126 and beta = 0.154, we 
find that for each increase in actual use by one unit, user satisfaction increases by 
0.126. The ANOVA table (F = 267,799, sig 0.000 < 0.05) shows that linear 
regression is statistically significant. From the model summary table, we see that 
76.60% (R2 = 0.766) of the variance in user satisfaction is interpreted by the 
variance in actual use. Therefore, the hypothesis that the actual use has a positive 
effect on user satisfaction is validated (Tables 14a, 14b, and 14c). 

To summarize Table 15 presents the findings of the hypotheses testing. 

5.4 Correlations 

The correlation of the research factors is presented in Table 16. The interpretation of 
the numbers is as follows: values from 0.0 to 0.4 are considered to show a low 
correlation; values from 0.4 to 0.6 show a moderate correlation; and values from 0.6 
to 1 show a high correlation. 

While the actual use of e-government, as analyzed in the literature review 
section represents the degree, pace, frequency, and manner in which an individual 
uses the electronic medium for activities that could otherwise be done manually/ 
face-to-face, this has no significant interaction with the following variables: infor-
mation quality, service quality, and system quality. This may explain why, according 
to [6], there are difficulties in interpreting the use of this particular factor (actual use 
of e-government); they, therefore, suggest as already mentioned in the presentation



of the research variables, that it be used as an alternative measure for use in certain 
contexts [6]. It should be noted that the score for this factor is marginally above the 
limits of a low correlation. 
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Table 15 Hypotheses testing results 

Research hypotheses 

H1. The quality of information has a positive effect on trust in e-government. Rejected 

H2. The quality of the system has a positive effect on trust in e-government. Verified 

H3. The quality of the services has a positive effect on trust in e-government. Verified 

H4. The quality of information has a positive effect on the actual use made of 
e-government. 

Verified 

H5. The quality of the services has a positive effect on the actual use made of 
e-government. 

Rejected 

H6. The quality of the system has a positive effect on the actual use made of 
e-government. 

Verified 

H7. The quality of information has a positive effect on user satisfaction. Rejected 

H8. The quality of the services has a positive effect on user satisfaction. Verified 

H9. The quality of the system has a positive effect on user satisfaction. Verified 

H10. The actual use made of e-government has a positive effect on trust in 
e-government. 

Verified 

H11. The actual use made of e-government has a positive effect on user satisfaction. Verified 

Table 16 Correlation results 

Information 
quality 

Service 
quality 

System 
quality 

Actual 
use 

User 
satisfaction 

Trust in 
e-government 

Information 
quality 

1 

Service 
quality 

0.782 
Sig: <0.001 

1 

System 
quality 

0.699 
Sig: <0.001 

0.752 
Sig: 
<0.001 

1 

Actual use 0.490 
Sig: <0.001 

0.475 
Sig: 
<0.001 

0.496 
Sig: 
<0.001 

1 

User 
satisfaction 

0.715 
Sig: <0.001 

0.800 
Sig: 
<0.001 

0.816 
Sig: 
<0.001 

0.566 
Sig: 
<0.001 

1 

Trust in 
e-government 

0.656 
Sig: <0.001 

0.734 
Sig: 
<0.001 

0.727 
Sig: 
<0.001 

0.529 
Sig: 
<0.001 

0.798 
Sig: 
<0.001 

1 

Notes: All correlations are significant at the 0.01 level (two-tailed). 

The highest correlation lies in user satisfaction and the quality of the system 
(0.816). This correlation is immediately perceptible because e-government users 
need high-quality information systems in order to be able to interact online with the 
various state bodies.
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The next higher correlations are for the factors of user satisfaction with service 
quality (0.800), followed by user satisfaction with trust in e-government (0.798). 
Therefore, in order for citizens to have confidence in e-government, they must be 
satisfied with service quality, and the government can achieve this level of satisfac-
tion by providing quality services that will be driven by efficiency, effectiveness, and 
adequacy. 

The variable of trust in e-government correlates with the quality of information 
(0.656), the quality of services (0.734), and the quality of the system (0.727). The 
correlation degrees are quite satisfactory, with actual use being 0.529, showing a 
moderate correlation, marginally further away from 0.6. 

6 Conclusion 

6.1 Interpretation of Findings 

The findings indicate that all factors are very important in terms of user satisfaction 
and trust in e-government. The actual use factor does not have a significant interac-
tion with the variables concerning the quality of the information, services and the 
system. It should be noted that the values obtained are marginally above the low 
correlation level. A greater correlation exists between the variables for user satis-
faction and the quality of the system. What follows in the discussion is the correla-
tion between user satisfaction with the quality of services and trust in e-government. 
From the above discussion, it follows that in order for citizens to have confidence in 
e-government, the users of the new single digital portal gov.gr must be satisfied with 
the provided services and the government can achieve this by providing quality 
services that will be driven by efficiency, effectiveness, and adequacy. 

6.2 Managerial Implications 

Every research effort has been made in order to draw various conclusions, which will 
be helpful in the administrative operation of both the public and private sectors for 
the benefit of all stakeholders. 

Information Quality 

In order to gain insights into the quality of the information, the participants of the 
study were asked to answer five questions regarding whether the information they 
receive from e-government is comprehensible, immediately updated, accurate, com-
plete, and relevant to their request. The majority of respondents graded their answer 
with four on a Likert scale of five, that is, they “agree.” It can be understood that



regardless of gender, age, and educational level, the quality of information is equally 
important for everyone. The quality of information, according to H4, is validated, 
showing that the higher the quality of the information, the greater the positive impact 
on the actual use made of e-government. H7, which states that the quality of services 
has a positive effect on user satisfaction, was rejected, as was H1, thus concluding 
that the survey participants believe that the quality of information does not affect 
user satisfaction and their trust in e-government. 
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Service Quality 

The questions concerning the quality of the services totaled five in number and were 
concerned with whether the services provided by e-government are reliable, “tangi-
ble” (clear, easy to understand, and easy to perform), trustworthy, valid, and whether 
they meet citizens’ needs. The majority of respondents graded the question of 
whether e-government services are tangible, clear, meet citizens’ needs, and are 
worthy of their trust with four on a Likert scale of five, that is, they “agree.” At the 
same time, a grade of five – that is, they “completely agree” – was given by the 
majority to the fact that they consider the services of e-government to be reliable and 
valid. It should be noted that in all the above questions, the overwhelming majority 
of responses – over 75% – are held by these two scores (four and five on the Likert 
scale). This is interpreted to mean that regardless of the demographic characteristics 
of the participants in the study, the quality of the services is a very important factor 
for everyone. According to H3, the quality of services is validated and shows us that 
the higher the quality of the services, the greater the positive impact on trust in 
e-government. H8 is also validated; the quality of the services has a positive effect on 
user satisfaction. However, H5 was rejected; thus, it is concluded that the respon-
dents do not believe that the quality of services has a positive effect on the use of 
e-government. 

System Quality 

Participants were called to answer five questions regarding the quality of the 
e-government information system. The questions were specifically concerned with 
whether the services provided by e-government are secure, if the website used for 
e-government is well organized if it is easy to navigate, and easy to use, and finally if 
the e-government website (gov.gr) is simple and easy to remember. The majority 
chose “I agree” (4), followed by “I completely agree” (5), and covering about 60% of 
the responses. The hypotheses tested were H2 – whether the quality of the system 
positively affects trust in e-government, H6 – whether the quality of the system has a 
positive effect on the actual use made of e-government, and H9 – whether the quality 
of the system has a positive effect on user satisfaction. None of the above three 
hypotheses were rejected; thus, the quality of the e-government information system 
is considered a very important factor.
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Actual Use 

The number of questions on the actual use made of e-government also numbered 
five. Participants had to answer whether they use the e-government website to search 
for information, make payments, and interact with the government online if they use 
the e-government platform to request services from the government as a whole, and 
if they prefer to use the e-government website to do business with the government. 
Two hypotheses, H10 and H11, were tested here, and both were validated. The 
actual use of e-government under H10 has a positive effect on trust in e-government; 
according to H11, it also has a positive effect on user satisfaction. 

The qualitative dimensions of e-government affect the government’s website 
(gov.gr) and its actual use. This is important because users trust the ability of 
technology to execute their transactions. It is worth noting that this confidence in 
the technological capabilities of e-government is synonymous with trust in the 
government itself. Trust was judged to be one of the factors influencing the public 
value of e-government. Trust in e-government means that citizens believe that public 
services are responsive and reliable, and they will understand citizen’s needs when 
interacting with the system. 

The quality of information, the quality of the system, and the quality of the 
services also affect the actual use made of e-government and users’ satisfaction. 
Enhancing the features of an information system will lead to increased use and 
satisfaction of such a project or program. The web interface, query speed, payment 
speed, data security, and user information will form the basis for citizens’ use of 
e-government [6]. It has shown that responsiveness, accuracy, reliability, and flex-
ibility are the hallmarks of an information system which can lead to increased use of 
e-government. The quality of the services refers to service features such as the 
tangibility, responsiveness, empathy, assurance, and effectiveness of the services 
and their providers. The Internet interface, the speed of responding to queries, the 
speed of payment, the security of the data, and the information provided by the users 
will form the basis for citizens’ use of e-government. 

The results of this research show that the dimensions of quality are important 
factors in the actual use made of e-government and users’ satisfaction. The govern-
ment must continue to update and integrate digital services to simplify ease of use 
through the new single digital portal. Enhancing the service interface facilitates 
increased utilization of the system, hence enhancing user and citizen satisfaction 
within the digital network, as opposed to opting for traditional service delivery 
channels. 

Confidence in e-government is an important lever for all aspects of performance 
in public administration. The government should build up trust in e-government to 
increase citizens’ use of these services. When values such as public participation, 
good quality information, and effective communication are lacking, citizens will not 
be so willing to use e-government services. It is therefore prudent to reinforce these 
values as much as possible and in a better way.
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The e-government platform should minimize, or rather eliminate the inefficiency 
of governmental bureaucracy in the provision of public services. It is worth empha-
sizing that navigation and accessibility are important in determining the quality of 
the system as citizens perceive it. 

An important observation is that there should be more innovative procedures in 
the provision of services, better infrastructure capacity, more possibilities for public 
expense payments, as well as reliability for supporting more users, improving digital 
structure, and affording higher protection. 

The administrators of the new single digital portal should seek to increase and 
enhance the understanding of the urgent need to use the platform for online services 
in relation to traditional face-to-face methods. Further efforts are needed to justify 
these technological investments and to move even further away from their dysfunc-
tional stage in the recent past. 

6.3 Research Limitations 

This study used a relatively decent sample size of three hundred and thirty-three 
(333) citizens who use e-government services. It is worth noting that the new single 
digital portal, which is the central point in the provision of digital services, is in its 
early stages and there are still issues for citizens to get acquainted with it and 
understand its use and features. Finally, due to the rapid developments throughout 
the COVID-19 pandemic, some of the research data may have become differentiated 
in a very short period of time. 

6.4 Suggestions for Future Research 

Within the field of e-government, the Greek government must succeed by making 
great leaps and bounds in the implementation in the coming years of what it should 
have already implemented yesterday, so to speak. At the same time, it must have 
developed the appropriate infrastructure and information systems in order to be able 
to cope with the technological developments that are emerging. The present research 
could form the basis for a new study using the same factors and/or enriching it with 
additional ones. The research could be carried out for a longer period of time and 
with a larger sample, and it may be repeated after 2025, which is the landmark date 
for the digital transformation “Bible” 2020–2025 (which has been issued by the 
Greek Ministry of Digital Governance) [7]. Other scientists, however, with similar 
cases study similar problems, using modeling and simulation [8–11].
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Information Management in the Public 
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an Extended Framework 

Thomas Fotiadis, Maria Athanasiadou, Anastasios Diamantidis, 
Leonidas Hatzithomas, and Antonios Gasteratos 

1 Introduction 

The pandemic brought about changes in all aspects of everyone’s lives all over the 
world. The economic, social, political, educational, and religious implications are 
highly visible, but some of them may not be so easily understood at the present time, 
and no doubt, many more will eventually surface in the long term [1]. Apart from the 
negative consequences of the health crisis caused by the COVID-19 pandemic, 
significant impacts were felt in a number of other sectors. Teleworking (working 
from home), distance learning, the digital transformation of services that used to be 
based solely on human contact in the past; changes in public administration with its 
new forms of electronic (online) communication, collaboration platforms; and most 
importantly, a host of innovative functions that have been developed since the 
outbreak of the COVID-19 pandemic are just some of those innovations that raise 
the standard of living in a new post-COVID-19 era. 

The SARS-COV-2 (COVID-19) pandemic broke out in Greece in early 2020 and 
changed everyone’s lives in the most irreversible way, not only in the status quo of 
the health sector at the time, but generally speaking, in our whole way of life as we 
knew it till then: our behavior, consumption patterns, the business environment, as 
well as the public sector and state administration. Concepts such as self-isolation, 
social distancing, and quarantining are just some of the terms that created a new
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reality, which the government had to take into account, in order to be able to cope 
with the challenges of the pandemic. The priority of the government should be to 
meet the needs of its citizens through the provision of high-quality integrated 
services, in combination with creative and innovative actions and strategies that 
involve as little bureaucracy as possible [1].
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Through the last decade, more and more countries have gradually started provid-
ing online (digital) services to their citizens. Major financial scandals and the 
negative image that has been created around the concept of public administration 
have created an imperative need for organizations involved in public administration 
to become competitive and to operate in a regime governed by transparency, 
meritocracy, and credibility. The changes (both positive and negative) that have 
arisen due to the pandemic have led to the rapid advancement of e-government, with 
the provision of online digital governance. The transition to the online epoch for 
public services is essential on all levels: local, national, and international. This 
transformation to online services will contribute to the economic development of 
the public sector. It will also have a great impact on business and society at large. 
The decision-making process, using innovative digital solutions in relation to 
knowledge management practices, takes on a new importance in improving service 
delivery [2]. 

The aim of this work is to articulate and propose a new research model based on 
the IS success model by adding the factor trust in e-government. 

2 Literature Review 

2.1 E-Government 

The implementation of e-government is absolutely essential, and it utilizes the 
potential of modern technology. More specifically, in recent decades, the use of 
computers and the internet have offered unlimited prospects for growth and pro-
gress, changing the daily lives of citizens in various sectors [3]. One of the main 
features of these changes is the directness of communication, which has multiple 
dimensions since it allows people to work away from their regular workspace 
(teleworking), conduct remote business transactions, and execute electronic/online 
banking transactions, among a host of many other tasks that no longer require the 
physical presence of the individual [4]. 

It is worth pointing out that according to the official definition of the European 
Union, e-government is defined as the use of information and communication 
technologies (ICT) in public administration, in combination with organizational 
changes and new staff skills. The general aim is to improve public services, and 
furthermore to strengthen democratic processes and procedures for supporting 
public policies. By definition, the basis of e-government lies in the use of technol-
ogy, especially the internet, to promote the connection between citizens and gov-
ernment agencies. According to the European Commission, e-government is a



transformational government that uses modern technology to improve the country’s 
accessibility and efficiency. In order for this transformation to be implemented 
successfully, organizational changes must be made to improve and strengthen the 
implementation of public services. Under such an implementation framework, 
e-government will improve the quality of the relationship between citizens and 
public services [5]. 
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2.2 The Effect of the Pandemic on the Public Sector 

Some of the problems in the field of public administration, for example, inequality in 
the use of information and communication technologies between the various ser-
vices and delays in the management of cases, citizens, and businesses, surfaced from 
the moment the pandemic broke out; these issues already existed before the pan-
demic but were not so visible at the time. To a certain extent, these problems and the 
continuation of their existence are inevitable and do not appear exclusively in the 
public administration of Greece alone, but in the administrations of many other 
countries. The pandemic suddenly changed the socioeconomic conditions and the 
health and safety environment, as well as the operations of public administration in 
the modern world. Today, during extreme emergency situations, such as that of a 
pandemic, planning and preparing for the unpredictable and the unknown, dealing 
with emergencies, and responding to the needs and expectations of citizens are some 
of the most basic and the most difficult tasks that national authorities have to deal 
with [6]. 

As in past times during other crises, the different departments of public admin-
istration and the various economic operators (companies) and individuals (profes-
sionals) have found themselves working in an unbalanced business environment, 
characterized by variability, uncertainty, complexity, and ambiguity [7]. Since the 
COVID-19 outbreak, the public has understandably turned its attention to their 
elected political officials (Presidents, Prime Ministers, Ministers). The authorities 
were obliged to revise the situation and decide what measures needed to be taken, in 
order to deal with the COVID-19 pandemic, including where, when, and how to 
start, and to try to calculate how long this novel situation will last. At the same time, 
civil servants who are usually away from the limelight are now being called upon to 
implement these measures in a way that makes many of them invisible heroes. In the 
face of a pandemic crisis, civil servants find themselves at the core of the crisis 
strategies and plans that are being made to reduce the impact of the pandemic 
[8]. This is of course a difficult situation to be in. Even before the pandemic, 
countries with high administrative capacity were better placed to limit the spread 
of the pandemic to other countries. Among the various departments of the public 
administration, in the current crisis caused by COVID-19, those departments that 
had already been through other crisis situations (epidemiological, financial, etc.) 
present a more organized and flexible structure. They also create better performance



indicators and have a more collaborative network with other public institutions and 
participants in civil society. 
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3 Conceptual Framework 

The outbreak of the COVID-19 pandemic in early 2020 forced all public service 
sectors to change the way they operate. With the voting in of new decisions, 
measures, and policies, the public sector was given the incentive to meet the 
challenges that arose. The pandemic gave rise to a new regime that had a direct 
impact on the public sector, especially in terms of the performance of public 
services. Given that until the onset of the pandemic crisis, civil servants worked in 
a conventional manner (with physical presence in office spaces), their operational 
systems had to change radically in order to comply with the new rules, at the same 
time as being active and functional, all with the help of the internet. 

The use of e-government is changing the way people and businesses interact with 
the state. The opportunities created by e-government offer a huge dynamic innova-
tive mechanism, which allows citizens and businesses to interact with public ser-
vices, easily, quickly and securely, with the support of human resources and the 
appropriate information systems. 

The notion of e-government refers to the process by which information and 
services are provided electronically to the customers/users, which include citizens, 
businesses, and public administration. Latif and Masrek [9] point out that the key 
feature of e-government is the use of information systems, allowing people to access 
resources and services anywhere and at any time. Curtin [10] defined the purpose of 
e-government information systems as a tool to provide effective management of 
government information to all customers, providing better services to citizens 
through easy/fast access to information and participation in decision-making. 
According to [11], information systems are responsible for managing and organizing 
a variety of information, and their success lies in the fact that they allow the public to 
find the required information quickly, through an easy search system. Thus, with the 
help of information systems, the search function, functionality and navigation factors 
become important tools in the execution of e-government services. 

Several studies have shown that there has been a significant increase in the 
presence and availability of digital e-government services in recent years. However, 
these digital services are often inaccessible, and they tend to be used by a small 
number of citizens, as there are large gaps between the expectations of information 
system developers and public administration. Thus, in terms of their actual use, the 
availability of digital e-government services provided through information systems 
does not necessarily translate into the effective quality of such services, the kind that 
citizens desire [12]. Markaki et al. [13] have highlighted the need for a comprehen-
sive evaluation of information systems to explain their impact as a factor influencing 
the quality of e-government websites. It is worth noting the three specific areas they 
mention concerning the construction of information systems, which the competent



authorities must focus on in order to be able to offer quality services are as follows: 
the proper allocation of resources for such implementations; and the construction 
and operation of an e-government website, which is directly related with the “image” 
that public bodies and the relevant levels of management and services want to 
present. 
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3.1 Research Factors 

The aim of this work is to capture the new conditions that have been created since the 
outbreak of the pandemic and to identify the positive and negative effects that they 
have on the public sector. It is also of interest to present the changes made in Greek 
e-government with the implementation of the gov.gr platform, to examine the 
usefulness of the trust factor in e-government, and to what extent it affects the use 
and success of the services, in the context of the success model of the information 
system and its public value. In order to achieve the above goal, the following six 
factors were selected, which in essence shape the proposed research model. 

Information Quality 

The quality of information as a factor indicating success includes the desired 
characteristics of the data obtained from an information system. According to [14], 
standard metrics for measuring the quality of information are accuracy, adequacy, 
availability, completeness, content, consistency, form, relevance, reliability, the field 
of application, timeliness, comprehensibility, uniqueness, usability, and usefulness. 
To better illustrate the concept of quality, the following example is given, where 
employees can obtain certain information, such as up-to-date sales statistics, prices, 
and product offers from the information system of the company where they work; 
with this information, they can better focus on the sales of the company’s products. If 
the information they receive had the characteristics to be considered as good quality, 
it could then become a useful tool for their work. Information quality is often seen as 
a key precedent for user satisfaction [15]. 

Service Quality 

The quality of the services offered as a factor indicating success represents the 
quality of support that users receive from the department in charge of the information 
system, as well as from the staff that support these systems, such as training/ 
education, telephone support, and information updates. This specific factor was 
added to DeLone & McLean’s original success model. The addition of this factor 
is undoubtedly very important, given that the quality of the system is an important 
qualitative metric, but there are also some researchers, such as [16], who dispute this.



A popular model for measuring the quality of services in information systems is 
Servqual [17], with additional metrics added to it, such as security, empathy, 
flexibility, interpersonal quality, inherent quality, training in the use of the informa-
tion system, reliability, and tangibility [15]. 
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System Quality 

The quality of the system as a factor indicating success embodies the desirable 
characteristics of an information system, which include metrics for the information 
system itself. These metrics usually focus on the usability aspects and the perfor-
mance characteristics of the system in question. A very commonly used metric is the 
perceived convenience for the user who is challenged by it; this is related to the 
technology acceptance model. However, many additional metrics have been added 
and are eventually used to capture the quality structure of the system as a whole. 
Standard measurements of system quality are ease of access and customization, data 
accuracy, ease of learning the system, ease of use, efficiency, flexibility, integration, 
interactivity, navigation, reliability, response time, and system accuracy [15]. 

Actual Use 

The actual use made of e-government services represents the degree, pace, fre-
quency, and manner with which an individual uses the digital/online medium for 
activities that might otherwise be done manually. Measuring the use of an informa-
tion system is a broad concept, which can be viewed from different perspectives. In 
the case of voluntary use, the actual use of an information system may be the most 
appropriate measure of success. In previous studies, measuring the actual use of the 
system was done objectively, by recording the connection time, the functions used, 
and/or the frequency of use. The time spent using a system is obviously not a 
sufficient measure of success; hence, other studies have implemented more subjec-
tive metrics, asking users about their perceived use of a system [14]. A more 
comprehensive approach to explaining the use of an information system is the 
technology acceptance model [18]. The model uses the independent variables that 
perceive the ease of use and the perceived usefulness, which contribute to attitudes 
toward the use of the system, intention to use it, and the actual use made of the 
system. Due to difficulties in interpreting the use of this dimension, [15] suggest that 
it should be used as an alternative measure in certain contexts. Some standard 
metrics for this success factor are actual usage, daily usage, usage frequency, 
intention to (re-)use, nature of usage, number of site visits, and number of 
transactions.
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User Satisfaction 

User satisfaction as a factor indicating success shows the level of satisfaction of the 
individual that uses the information system. User satisfaction focuses on the avail-
ability of the information required, the quality of the services, and the degree of 
choice available to users. It is considered to be one of the most important metrics of 
the success of an information system. Measuring user satisfaction becomes espe-
cially useful when the use of an information system is mandatory; thus, the amount 
of use is therefore not an appropriate indicator of the success of the system. The most 
widely used means to measure user satisfaction are those of [19, 20]. However, the 
metrics used by these researchers also contain elements of the system, information, 
and quality of the services, rather than just measuring user satisfaction. Conse-
quently, other elements have been developed to solely measure the satisfaction a 
user derives from an information system; these are adequacy, efficiency, effective-
ness, enjoyment derived from satisfaction with the information obtained, and overall 
satisfaction with the system [15] (Fig. 1). 

Trust in E-Government 

Trust is an important source of public value that underscores the bond between the 
government and the people. It is especially important in regard to services related to 
citizens’ privacy and security when using online services. Failure to build trust 
between the state and the people could lead to a failure in the public value of the 
services. People need to trust the technological and managerial capabilities of state 
agencies to ensure a secure system, one in which citizens can voluntarily give their

Trust in e-government 

Actual use 

User satisfaction 

System quality 

Service quality 

Information Quality 

Fig. 1 Proposed research model



data to government agencies when interacting with them, which inspires confidence 
in e-government initiatives.
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Citizens’ trust, which leads to the adoption and use of e-government systems, has 
two dimensions: trust in the government and trust in the internet. Before trusting 
e-government initiatives, citizens must be convinced that the government has the 
administrative and technical resources needed to implement and secure them. In 
order to adopt e-government services, citizens must have the intention of “engaging 
in e-government,” which includes the intention to receive and provide information 
through online channels. These technologies can serve a variety of different pur-
poses: better public service delivery to citizens, improved interaction of businesses 
with industry, empowerment of citizens through access to information, and/or more 
effective government management. The resulting benefits of trust in the state may be 
less corruption, increased transparency, greater convenience, increased revenue, and 
even reduced costs [21]. 

4 Conclusions and Limitations 

The discussed research model eventually proposes an extension of Delone and 
Macleans’ IS Success Model by adding the dependent factor “Trust in E-govern-
ment.” It is stated that this factor gives a dynamic perspective of the future use of 
both digital platforms and its provisional services and it correlates with government 
effectiveness. Throughout this chapter, we have described the conceptual framework 
development process and presented important and operational definitions. This is an 
attempt to provide a useful framework for realizing the scientific literature 
concerning trust in e-government and additionally guides the development, imple-
mentation, and evaluation of a more comprehensive approach to public information 
systems. 

Given the quantitative approach of this study, it can be stated that probably more 
research factors can be added to the model, in order its predictive perspective to be 
increased. Also, the overall model is not innovative since it is based on Delone and 
McLean’s IS success model. Other scientists, however, with similar cases study 
similar problems, using modeling and simulation [22–25]. 
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