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About This Book

This book presents selected contributions on a wide range of scientific and
technological areas covered by AlITeM (the Italian Manufacturing Association).

First part AITeM Young Researcher Award 2023 is written by young AlTeM asso-
ciates: the contributions reflect the multifaceted nature of the research in manufac-
turing, which takes advantage of emergent technologies and establishes interdisci-
plinary connections with various scientific and technological areas to move beyond
simple product fabrication and develop a complex and highly interconnected value
creation processes ecosystem pursuing high-value-added products to compete glob-
ally. It discusses the following topics: additive manufacturing, materials processing
technology, assembly, disassembly and circular economy, manufacturing systems
design and management, quality engineering and production metrology, process and
system simulation, optimization and digital manufacturing.

An Editorial Committee composed by Luigi Maria Galantucci—Politecnico di
Bari (President), Elena Bassoli—Universita di Modena e Reggio Emilia, Luca
Boccarusso-Universita di Napoli Federico II, Davide Campanella—Universita di
Palermo, Gianni Campatelli—Universita di Firenze, Antonio Del Prete—Univer-
sita del Salento, Enrico Pisino—Competence Center +CIM 4.0 Torino, Loredana
Santo—Universita di Roma Tor Vergata, Enrico Savio—Universita di Padova, Walter
Terkaj—STIIMA CNR peer reviewed and selected ten contributions among 25 papers
proposed for the Award.

Second part White Papers presents five contributions on some Emerging Trends in
Manufacturing research. The contributions have been prepared by Working Groups
that have formed around strategic research topics in the manufacturing sector, often
related to emerging applications: the manufacturing of metallic prosthetic implants,
the use of lasers in the production of products and components for electric mobility,
digital twins applied to technologies and production systems, joining technologies in
naval and marine applications, surface functionalization in biomedical implants. The
papers here published aim to provide an overview of the new challenges posed by
these frontier areas, demonstrating how only through the multidisciplinary and highly
innovative approach that our community offers can these challenges be successfully
addressed.
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The White Papers underwent a reviewing process led by Prof. Luigi Carrino from
the Universita di Napoli Federico II to ensure their compliance with AITeM standards
and to make their structure consistent.
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3D Printing of Shape Memory Polymers: )
Embedding Nichrome-Wires to Enhance oo
Their Performance

Gianni Stano, Antonio Pavone, and Gianluca Percoco

Abstract Shape memory polymers (SMPs) has recently gained popularity in the
3D printing field: the possibility to 3D print polymers capable to change their shape
when triggered by a certain temperature, can lead to the fabrication of programmable
structures. So far, the usage of solutions such as oven and warm water have been
used to activate SMP, resulting in a lack of feasibility and difficult to be employed
in real-life scenarios. In the present paper the authors propose a method to embed
electrical nichrome-wires inside the 3D printed SMP during the fabrication process,
in order to make the activation step easier, more feasible and faster. Several motions
were reached when the 3D printed SMPs were activated, resulting appealing for the
fabrication of soft robots. Moreover, complex structures made up of SMP material
and flexible joint were also manufactured, proving that the proposed manufacturing
method can be used to fabricate grippers and walking soft robots.

Keywords Shape memory polymers + 3D printing - Material extrusion - Soft
robotics * Smart materials

1 Introduction

Over the years, Additive Manufacturing (AM) technologies have been largely
employed for the fabrication of soft robots [1, 2] resulting in a reduction in costs, time
and assembly tasks. From an actuation standpoint, 3D printed soft robots are based
on pneumatic [3], electromagnetic [4], tendon driven [5], light [6], shape memory
polymers (SMP) [7], shape memory alloys (SMA) [8], and hybrid systems [9]. The
SMPs are a very promising class of actuators because of (i) lower cost, (ii) possibility
to enable greater recovery deformation, (iii) biodegradability, and (iv) possibility to
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respond to more multiple stimuli [10] (even though one of the most studied domain
is the temperature stimulus [11]). The SMP working mechanism is here described:
its initial shape can be modified to a temporary shape, deforming the SMP at a fixed
temperature above the glass transaction (7g) temperature of the materials, named
switching temperature (Ts). Cooling down the SMP, the temporary shape will be
fixed: if the polymer is heated again above the T'g temperature, the SMP recover its
initial shape [12, 13]. This particularly effect, called shape memory effect (SME) is a
complex transformation that involves two class of SMP [14, 15]: (i) traditional one-
way SMP (original shape-deforming shape-original shape), and (ii) two-way [16,
17] or more [18] SMP (original shape-deforming shape-original shape-deforming
shape), able to remember two different shapes at low- and high-temperature.

On one hand SMPs do not required particular and complicated system to work such
as cables, motors or pneumatic compressors, but on the other hand their activation
is possible through external heat source [19] (often provided via oven and warm
water) resulting in a lack of feasibility for real-life scenarios. A new challenge in
soft robotics is the fabrication of SMP smart structures fabricated with embedded
resistive wires, to improve SMPs usage [20, 21].

The low T'g (50-65 °C) of Polylactic Acid (PLA) makes it the most used thermo-
plastic polymers to fabricate SMPs [12] in Fused Filament Fabrication (FFF) tech-
nology. In general, FFF printing parameters (infill and pattern) that affect recovery
time and recovery rate of SMP structures has been largely studied [14, 22, 23].
Cesarano et al. [24] analyzed the SMP response at different time—temperature combi-
nations and programming parameters. Ehrmann et al. [25] performed mechanical
destructive tests and investigate the recovery rate of PLA sample changing infill
patterns and percentage. Roudbarian et al. [26] improved the shape memory effect
(SME) of PLA by following multi-layered and multi-material approaches. Yang et al.
[27] improved physical properties of 3D-printed SMP parts by tuning appropriate
process parameters.

Moreover, a new way to exploit the SME in FFF structures is the fabrication of
structures composed of SMP parts and links made of non-shape memory material
actuated with tendon driven [20]. An hybrid actuation system brings several benefits
such as (i) increased bending performance, (ii) use of two materials with different
stiffness degrees in the same printing cycle, and (iii) complex movements impossible
to achieve using only one actuation system [28, 29].

In the present paper, a multi-material FFF approach has been used to create struc-
tures composed of two actuation systems in a single manufacturing cycle: SMP parts
connected to soft parts (actuated using a tendon-driven system).

A novel method to enhance the additively manufactured SMP performance is
also presented: resistive nichrome (NiCr) wires have been embedded inside the 3D
printed SMP during the fabrication process (using the stop and go method), in order
to make the SMA activation step easier, more feasible and faster. Several complex
motions were obtained when the 3D printed structures (SMP and tendon driven) were
activated, resulting appealing for the fabrication of soft robots mimicking animals,
and showing that such complex motions are impossible to obtain using only one
actuation system.
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2 Shape Memory Polymers (SMPs) and Tendon Driven
Characterization

The main idea of the present work is the one-shot fabrication of a complex, hybrid-
actuated structure combining SMP and tendon driven system, in order to obtained bio-
inspired motions [30]. To achieve this goal, a multi-material FFF machine, namely
Ultimaker 5 (Ultimaker, The Netherlands) was used. the following parts have been
fabricated in the same manufacturing cycle: (i) stiff parts made up with polylactic acid
(PLA), with embedded NiCr wire coils (0.6 mm diameter, maximum temperature
1150 °C), (ii) flexible-soft joints made up with thermoplastic polyurethane (TPU).
A 0.4 mm nylon tendon and a stepper motor were used to enabling the mechanical
driven actuation.

2.1 Shape Memory Polymers: Stiff Parts

Before the fabrication of the complete structure, the SMP structure was studied to
choose the best shape for the fabrication of the complex finger actuator. The stiff
parts were printed using the process parameters listed in Table 1. In particular, as
known from scientific literature [31], low values of printing speed and layer height
(Ih) increas the quality of the parts: in this work, the printing speed was set at 45 and
25 mm/s respectively for PLA and TPU, and the layer height at 0.1 mm. Moreover,
the 45° raster orientation was used to overcome the sinking problem of the empty
part (channels to embed resistive wires), and a maximum infill percentage of 100%
was used to overcome the low heat diffusivity of the polymer.

PLA is characterized by a glass transaction temperature (7 g) between 55 and 65
°C (technical datasheet). Moreover, the start-and-stop (S&S) method [32] was used
to embedded the NiCr wire inside the PLA parts: with a G-code modification it has
been possible to pause the print, manually embed the wire and finally resume the
manufacturing process to cover the NiCr wire, as shown in Fig. 1. The embedding
of NiCr wire during the S&S is a manual process and strongly related to the operator
skills, however it took the authors an average of 2 min to accomplish that.

Five different rectangular-sample (RO-) SMA structures, with embedded NiCr
wires, have been designed and fabricated to evaluate the best shape in terms of

Table 1 Printing parameters

Printing parameters PLA (Stiff parts) | TPU (Soft joints)
Printing speed (mm/s) 45 25

Infill percentage (%) 100-Lines 80-Lines

Raster angle (°) 45 45

Printing temperature (°C) | 210 235

Layer height (mm) 0.1 0.1
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NiCr Wire embedded process |

Embedded Process

Printing Stop Printing Resumed

Fig.1 A NiCr embedded process: a 3D printing process stopped when printing of sample channel
is finished; b embedded NiCr resistance; ¢ finale sample with embedded resistance after resumed
printed

performance. The different SMP structures have been named R01, R02, R03, R04
and RO5, respectively with x—y dimensions of 45 x 18 mm, 30 x 30 mm, 28 x 10 mm,
20 x 30 mm, 40 x 10 mm (see Fig. 2), keeping the thickness unchanged (fixed at
1.8 mm). The dimensions of the five different structures have been arbitrarily selected,
in order to evaluate (i) the repeatability of the embedding process into different
geometries, and (ii) how the dimensions of the structures affect their performance.
Every version of the SMP-stiff part has been monolithically fabricated in a single-
step printing cycle, resulting time and cost savings: for example, for RO1 and R02
the time and cost are respectively 10 and 13 min, and 0.076 and 0.098 euro. It is
worth mentioning that the spacing among the channel that housed the NiCr wire,
has been set equal to 0.6 mm: this value was experimentally found as the minimum
value ensuring a good 3D printing quality.

2.1.1 SMP-Stiff Part Compliance

For the characterization of the SMP-stiff part, the relationship between PLA compli-
ance and local heating is studied. An ad hoc set-up was used to evaluate the compli-
ance factor: (a) a power supply to heat up the embedded NiCr resistance, (b) a
thermal imaging camera to evaluate the temperature of the NiCr wire, (c) weight of
50 and 75 g connected to the sample, and (d) a digital camera to take pictures at each
increment of temperature to calculate the displacement.

The temperature of NiCr wire was incremented, starting from room temperature
Troom,to T g and the compliance was calculated at 50, 55, 60 and 65 °C: a continuous
current of 1.65A (tension of 6.30 V) was applied. Each R-sample was tested three
times, calculating the standard deviation of the compliance factor for the different
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10mm

Fig. 2 Printed r-sample finished and internal channels

temperatures setting (see Table 2). Moreover, each sample was activated again to

test the recovery shape, according to the SME. The compliance factor Cm[

calculated in according to [20].

1
Cm:_
S

2] was

N

ey

where S is the stiffness of the part, calculated as the ration of the applied force F[N]
and the d, sample displacement [mm]:

s=1 @
- d

Table 2 PLA stiff R-samples: compliance factor ACy, /Cyo versus temperature and load

T (°C) | ACpp/Cmo mean (Std. dev) Load (g)
RO1 R0O2 RO3 R04 RO5

50 2.97 (<0.001) | 0.45 (<0.001) | 0.43 (<0.001) | 1.01 (<0.001) |4.92 (<0.001) | 50
2.31(0.003) |1.39 (<0.001) | 0.60 (0.05) 0.12 (<0.001) | 2.68 (<0.001) | 75

55 4.02 (<0.001) | 1.89 (<0.001) | 1.48 (<0.001) | 1.22 (0.09) 5.67 (<0.001) | 50
2.92 (<0.001) |2.09 (0.02) 1.36 (<0.001) | 1.29 (0.003) |4.40 (<0.001) | 75

60 5.89 (0.02) 4.04 (0.02) 1.67 (0.002) |2.63 (0.15) 8.23(0.05) 50
3.73 (<0.001) |3.43 (0.01) 2.40 (0.002) |3.17 (<0.001) |5.19 (<0.001) | 75

65 7.75 (0.12) 6.81 (0.03) 2.24(0.17) 3.32(0.02) 9.04 (0.16) 50
5.12(0.002) |5.66 (0.02) 4.07 (0.01) 3.98 (0.03) 6.02 (0.06) 75
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Starting from T room, associated to C,,, for each tested-temperatures the absolute
compliance (AC,,) was calculated. ROS is the best in terms of compliance change,
showing the maximum absolute compliance factor of 6.02 at 75g load and 65 °C. In
Fig. 3 the absolute compliance for all the samples is shown.

Additionally, the testing phase has been used to obtain the behavior of the SMP
samples at the fist activation (shape transforming phase) and at the second activation
(shape recovery phase): such as the compliance testing, two loads (50 and 75 g),
respectively generating two forces of F1 = 0.49N and F2 = 0.74N, were used.
Firstly, for each rectangular sample, the internal NiCr resistance was heated from
Troom to T65 °C switching respectively from the rest position (initial) to final
shape position, for each load. Secondly, each sample, after cooling, was re-heated
from Troom to T65 °C, respectively from shape position to recovery position (see
Fig. 4). For the above-mentioned temperature values (50, 55, 60, and 65 °C) the
displacement d was measured for each sample, during each test (see Table 2). 1.65A
of current was used. Moreover, the shaping and recovery time were measured to
evaluate the actuation time for each sample (see Fig. 6). Particularly, as shown in
Fig. 4e), the R0O5 sample confirms the compliance factor, resulting the only sample
with a recovery position almost similar to the initial position. For example, the R05
changes its displacement from starting position to dspg = 31.12mm in 6 s and
d75¢ = 36.52mm in 8 s respectively with 50 and 75 g load (see Fig. 4d). Finally, the
RO1 and RO5 samples was tested in a vertical position to evaluate the bending angle
with G-force application, as shown in Fig. 5.

As shown in Figs. 4 and 5, non-uniform deformation have been gotten: this might
lead to unwanted failures during the exploitation of the SMP actuator. Due to the
extremely huge design freedom offered from Additive Manufacturing (AM), new
shapes can be easily fabricated to overcome this issue.

Concluding, R05 sample appears to be the best SMP-sample according to the
performances shown. The R0OS sample results the best in terms of (i) absolute compli-
ance factor, (ii) SMP behavior with integration of NiCr wire for shape-recovery and
(iii) low activation and recovery time. The impact of the manufacturing process on
the performance shown by RO5 have also been evaluated: five replications of R05
have been fabricated and tested. The standard deviation calculated while applying
75 g for the absolute compliance factor AC,,, activation time, and recovery time
was respectively 0.7 (mean of 6.3), 1.3 (mean 7.2 s), and 2.1 (mean of 12.8 s). It
stands out that the fabrication process is repeatable and has a very low impact on
the performance shown from the SMP actuators. Also, from a geometric standpoint
the ROS samples shows the highest ratio length/width (40 mm/10 mm): this might
be related to the improved performances obtained, however more experiments are
needed.

Also, a first attempt to characterize the fatigue life on RO5 has been made:
10 consecutive activation cycles have been performed and the activation position,
recovery position, activation time and recovery time were evaluated. In particular,
all the four outputs shown a very low standard deviation (statistically not significant
for every output), suggesting more cycles are needed to further study the fatigue
behavior.
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Fig. 3 Tested samples: a compliance variation with 50 g load application during temperature
variation; b compliance variation with 75 g load application during temperature variation
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Fig. 4 Shape memory effect of tested samples comparing activation (using 50 and 75 g load) and
recovery positions: a sample RO1; b sample R02; ¢ sample R03; d sample R04; e sample R0O5
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19*

a) [V RO1-v | b \\

! initial Position
12
Restored Position

Fig. 5 Shape Memory Effect of tested vertical samples comparing activation (using 50 and 75 g
load) and recovery positions: a sample RO1; b sample R0O5

Since the RO5 appear to be the most promising sample, two more variables such as
Shape fixity and Shape recovery were evaluated based on 5 consecutive experiments
performed on the same ROS sample: when applying 75 g as load, a mean shape fixity
of 51° (standard deviation of 4.8°) and shepe recovery of 14° (standard deviation of
1.8°) was found. As shown in Fig. 5, the shape fixity and shape recovery values were
calculated with respect to the origin.

2.2 Soft Joint: Tendon Driven Actuation

The SMP part, in the final version of the dual-mode actuator, is connected with a
soft joint made up with TPU 95A, activated via a tendon-driven system (see Fig. 8a).
In particular, mesh overlapping (mo), infill percentage (i p) and printing temperature
of TPU were studied: three values of mesh overlapping were tested (0.15, 0.20,
and 0.25 mm) combined to 50 and 80% of i p. In according to [33, 34], a T shape
of the contact face between PLA and TPU was designed. After printing, the mesh
overlapping and ip were tested with application of three different force of 5, 10, 20
N and 0.25 mm—80% were chosen for the following reasons:

e When a mesh overlapping of 0.15 mm (at 50 and 80% of in fill percentage) is
set (Fig. 7a), the adhesion to PLA and TPU was not complete, and it led to the
detachment of the joint during the force application

e Increasing the mesh overlapping to 0.20 and 0.25 mm, the adhesion between PLA
and TPU increase, although the joint collapse in the range of 10-20 N when 50%
of ip was set (see Fig. 7b)
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m Shaping time with 50g load
30
25
20
% 15
E
=
10
5 I
n []
RO1 RO2 RO3 RO4 RO5
m First activation 26 23 5 i5 6
W Recovery 14 19 11 19 8
Sample (RO-)
m Shaping time with 75g load
25
20
15
=
E .
i I I
5
0
RO1 RO2 RO3 RO4 ROS
M First activation 19 18 14 12 8
W Recovery 17 13 20 22 12
Sample (RO-)

Fig. 6 Shaping time of R-sample during the first activation and during the second activation
(recovery): a shaping time using 50 g load; b shaping time using 75 g load

e The 80% of infill percentage is a good compromise between the soft behaviour
of the joint and the adhesion at the interface, setting 0.25 mm mesh overlapping
(see Fig. 7c, d).

With a trial-and-error approach, the printing temperature of TPU was set at 240
°C to increase the adhesion to PLA: it is important to note that when temperature
increase, proportional to mesh overlapping (set at 0.25 mm) and ip (set at 80%), the
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Fig. 7 Interface TPU-PLA tensile test: a collapsed joint with application of 5 N and mesh over-
lapping (mo) sets at 0.15 mm; b joint dilatation using 50% infill percentage (ip); ¢ 10 N force
application using 80% ip and 0.25 mm of mo; d 20 N force application

SMP Part
(stiff) \_

SOFT JOINT

Internal Resistance

Tendon (Nicro Wire)

(Driven actuation)

d] - ’ -
S E— R—

Fig. 8 Computer Aided Design (CAD) of complex finger structure: a representation of entirely
structure; b interface between soft joint and stiff parts; ¢ internal resistance channels; d dimension
of the structure
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joint became very functional and this parameters make the interface between PLA
and TPU stronger.

3 Characterization of Dual-Activated (SMPs
and Tendon-Driven) Structure

The proposed structure takes advantage of two actuation systems (SMP and tendon
driven) resulting composed of PLA segments (SMP) and TPU segments (tendon
driven) connected each others, as shown in Fig. 8.

The main reason leading to a dual actuation structure is the possibility to achieve
complex motions (i.e. bending, twisting) impossible to achieve using a single actu-
ation system. This structure is characterized by a manufacturing time and cost,
respectively of 21 min and 0.89 Euro.

The fabricated finger was tested three times for each kind actuation system: (i)
SMP actuation, (ii) tendon driven actuation and (iii) both actuation (combination
of SMP actuation and tendon driven actuation). The tests were performed starting
from resting condition (structure laying on the x-axis of Fig. 9): 1.68 A of current
was provided to the NiCr wires to activate the SMP actuation, while a stepper motor
was used to pull the tendon wire (tendon-driven actuation). When both the actuation
systems were used at the same time, as shown in Fig. 9a), very complex motions
were achieved: both bending and twisting were obtained. It is worth mentioning that
no damages occurred after the three repetitions, however more tested have to be
performed to quantify the fatigue behavior on soft robotics actuators.

It is necessary to note that the following limitations were present in this work:

e the number of the test on the complex actuator are not sufficiently to define a final
behavior model, to estimate the right repetition of the movements.

e the tendon driven activation is faster than the SMP activation. An important part
of future studies will be the reduction of the cooling time for the SMP by adding
external cooling systems such as fan or cold water channels

4 Conclusions

In the present paper, a multi-material FFF approach was used for the monolithic fabri-
cation of a structure able to perform several unconventional movements combining
two different types of actuations: SMP system and tendon-driven system. The start
and stop method has been successfully used to embed NiCr wires inside SMP
structures making them more appealing for real-life scenarios overcoming the high
activation time occurring when hot water or oven are used.
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Fig. 9 Motions of complex finger structure, actuated using SMP actuation, Tendon driven actuation
and both SMP and Tendon actuation: a real bending actuation; b software mapping
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The present work lays the foundation (i) for an extensively usage of FFF tech-

nology to fabricate soft robots performing complex motions and (ii) for the fabri-
cation of SMP-based structures with improved performance. Further investigation
based on modelling the behavior of the proposed SMP actuators in relationship with
the process parameters set in the slicing software will be performed.
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Aerosol Jet Printing of 3D Biocompatible )
Gold Nanoparticle-Based er
Micro-Structures

Miriam Seiti, Paola Serena Ginestra, and Eleonora Ferraris

Abstract Aerosol Jet® Printing (AJ®P) is an additive manufacturing (AM) tech-
nique for the deposition of a functionalized jet on free-form substrates. AJ®P is
mainly exploited for 2D printed electronics, nevertheless, is gaining attention in the
bioelectronic field. Few emerging studies have also established AJ®P as a micro-
AM 3D printing technique. In this context, the 3D AJ®P process has not been deeply
analysed yet. This work proposes an unique study of novel 3D AJ® printed gold
microstructures, as arrays of micropillars >40 pwm, with aspect ratios ARs <9 and
print times <10 min. Print parameters were investigated via a full factorial design
against shape fidelity and resolution, using a layer-by-layer strategy. Specimens were
thermally sintered, without any binding. Optical, electrical, and biocompatibility
tests were conducted and a flexible 3D microelectrode array was printed as proof-
of-concept. Future applications include in-vitro bioelectronics, thermoelectric, and
batteries.

Keywords Additive manufacturing - Biomedical applications + Gold nanoparticle
ink

1 Introduction

Since the late 1960s, micromanufacturing processes are being continuously inves-
tigated and improved for a variety of advanced applications, especially in the elec-
tronic, medical, automotive, and biotechnology industries [1]. Representative prod-
ucts of such technologies include (opto)micro-electromechanical systems (MEMS),
micro-electronics, microfluidics, and bioelectronics.
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In this context, the development and exploitation of three-dimensional (3D) peri-
odic microstructures with high aspect ratios (ARs) gained a considerable atten-
tion, especially for MEMS [2], micro-actuators [3], electrophysiological [4], micro-
sensors [5], and scaffolds for cell guidance [6]. The major traditional microfabrica-
tion technologies refer to lithography-based processes (photolithography, molding,
chemical etching, laser ablation, etc.) and micromachining processes (EDM, micro-
extrusion, micro-injection molding, micro-embossing, etc.) [7]. In the last 40 years,
Additive Manufacturing (AM) opened up even more possibilities for customized
and versatile three-dimensional (3D) microstructures, especially with the use of
stereolithography (SLA), fused filament fabrication (FFF), 3D Direct Writing (DW)
techniques and hybrid technologies.

Particularly, 3D-DW techniques include droplet-, energy beam-, flow-, and tip-
based (or nozzle) writing processes [8]. Among them, 3D-DW nozzle-based tech-
niques (e.g. syringe- or jet-based printing) deal with viscoelastic inks which can be
focalized or extruded through a deposition nozzle in a layer-by-layer (LBL) strategy
for building up 3D complex and periodic structures at meso- and micro-scales [9].
A wide range of materials, among which metals, polymers, ceramics, and biological
compounds, can be singularly or simultaneously printed for multifunctional devices.

Aerosol Jet® Printing (AJ®P) is an AM-DW nozzle-based technique which has
been introduced in the market since the 1990s [10]. AJ®P has been conventionally
used for the printed electronics (PE) industry, especially for the two-dimensional
(2D) deposition of functional inks for passive and active elements on free-form
substrates (3 or 5-axes platform) [11]. Examples of AJ® printed devices are flexible
antennas [12], strain sensors [13], wearable devices [14], electrochemical sensors
[15], batteries [16], and so on. The technology concerns the printing of inks in a
liquid form which can be further aerosolized by means of a pneumatic or ultra-
sonic approach. Such inks can have a wide viscosity range of [1-1000] mPas, as
long as their loading content has a particle size less than 500 pwm. The final printed
constructs can feature a size starting from 15 pm, with a minimum thickness of
hundreds of nm. Moreover, differently from inkjet printing, AJ®P offers a vari-
able stand-off distance, z [mm], from 1 to 5 mm. Because of such versatility, AJ op
has recently gained attention for life science, and tissue engineering (TE) applica-
tions [17-20]. AJ®P commercial inks are typically PE inks, including conductive
metal- (such as silver nanoparticles-based, AgNPs inks) and polymer-based disper-
sions, or (UV curable) dielectrics. Most of those inks derive from inkjet dispersions
which have been optimized to work with an AJ®P process. Although the portfolio of
AJ®P inks is positively growing, few or even none of the commercial solutions
can be currently applied for biomedical applications, especially if they are TE-
oriented. Indeed, most of the traditional PE co-solvents applied in the ink formulation
(such as xylenes, oils, and specific alcohols or glycols) generally induce a cytotoxic
compounds in the cell culture, causing an unhealthy cellular state, which eventually
leads to death. Therefore, novel biocompatible solutions have been proposed and
successfully 2D AJ® printed, including natural (e.g. collagen [21], silk fibroin [22],
gelatin [23]) or synthetic polymers (poly(3,4-ethylenedioxythiophene) polystyrene
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sulfonate, PEDOT:PSS [17]), carbon-based (graphene, [24], carbon nanotubes [25],
carbon ashes [25]), and also biological compounds (proteins [26]).

Very few among these inks can be exploited for bioelectrical interfaces, such as
graphene and PEDOT:PSS-based solutions. Although their competitive cost, a trade-
off between electronic/ionic conductivity and biocompatibility is inevitable when
compared to precious noble metals, as gold or platinum. For instance, commercial
gold nanoparticles (AuNPs)- or platinum nanoparticles (PtNPs)-based inks (mainly
available for inkjet printing) have a conductivity 2 or 3 orders of magnitude higher
than polymer-based inks. Their use is thus preferred for specific (bio)electronic appli-
cations which require high sensing performances and excellent oxidation stability,
without compromising the biocompatibility. AuNPs-based inks are unique solu-
tions with outstanding tunable properties (e.g., optical, thermal, electrical) and have
been exploited for surface coating and PE, including electrochemical sensors [27],
humidity sensors [28], and biosensors [29, 30]. The AuNPs composition can be
adjusted for the desired application in terms of shape, size and surface chemistry
[31] and the co-solvents can be selected to have low levels of cytotoxicity. In this
way, they can be used also in TE, drug delivery and cancer therapy [32-34].

Since 2017, a couple of emerging studies demonstrated the capability to use
the AJ®P technology for 3D micro-structuring and micro-fabrication (here referred
as 3D AJ®P), including AgNPs-based lattices and micropillars arrays at ARs ~20
[35], AuNPs-based pillars at an AR ~3.5 [30], photo-reactive polymers-based pillars
at ARs < 11 [36], and PEDOT:PSS—CNTs-based micropillars at an AR ~3.3
[37]. However, these works lack of a thorough investigation of the effects of 3D
AJ®P parameters on the printed microstructures, fundamental for evaluating the
repeatability and process window.

Therefore, this manuscript aims to be among the first works that investigate and
optimize the 3D AJ®P process via a design of experiment (DOE) approach for
the 3D printing of periodic conductive microstructures (micropillars) against shape
fidelity and reliability. A novel 3D AJ®P AuNPs-based ink is selected for the study,
along with a validation of its conductivity and biocompatibility. Lastly, a flexible
3D microelectrode array chip is printed as proof-of-concept. Such 3D AuNPs-AJ®
printed microstructures offer an exciting potential in a vast range of 3D electrical and
bioelectrical applications, including energy harvesting devices, (bio)sensors, in-vitro
electrophysiology and lab-on-chip devices.

2 Materials and Methods

The AJ®P process atomizes and deposits functional inks on free-form substrates,
with a resolution scale up to 15 pwm in line width and hundreds of nm in thickness
[10]. In this study, the AJ®P ultrasonic configuration (U-AJ®P) will be investigated.
Figure 1 reports the schematic visualisation of the 3D-AJ®P process, divided into its
three main subprocesses: ink atomization and transport, collimation and in-flight jet,
and aerosol impaction and impingement. In details, the selected ink is positioned into
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an ultrasonic bath and it is sonically excited till the generation of atomized micro-
droplets from its surface. The aerosolized mist is then transported via an inert gas
(Ny) called carrier gas flow, CGF = [0-50] sccm, into a transport tube. This tube is
directly connected to the print head, in which a second inert gas (N;), named sheath
gas flow, SGF = [0-200] sccm, aerodynamically focuses the mist into an aerosol
jet. The jet exits the nozzle and the in-flight jet later impacts on the substrate at a
decided stand-off distance, z [mm] of 3 mm, following a precise computer-aided
design (CAD) file. A post-printing process is usually applied to sinter the printed
metal-based structure. CGF and SGF are therefore considered two crucial parameters
for the transport and in-flight of the aerosol jet. The ratio between SGF' and CGF
is known as focusing ratio Ry = % > 1, for a converged and focused aerosol
jet which reduces undesired deposited satellite (or outlier) droplets at the edges of
the printed patterns (known as overspray, OS). Moreover, high values of the platen
temperature, T [°C] can allow a fast evaporation of the ink (co-)solvents, inducing a

pre-sintering process for the building-up of 3D microstructures [39].

SUB-PROCESS 1: Atomization & Transport

Pick-up tube

Mist

Xt rtation t
Atomized mist ransportation tube

AuNPs ink
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Substraté’ﬂ.
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SUB-PROCESS 2: : -

Collimation & In-flight jet Printing platform
SUB-PROCESS 3: Impaction & Impingement

Fig. 1 Schematic figure of the 3D-AJ®P process, highlighting the three main sub-processes: (i)
atomization and transport, (ii) collimation and in-flight jet, and (iii) impaction and impingement
of the aerosol jet. Figure adapted from Degryse et al., International Conference on Biofabrication,
2021 [38]
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2.1 Ink and Substrate

An AuNPs-based ink was developed in partnership with NovaCentrix
(®NovaCentrix, Austin, TX, USA) and used for U-AJ®P. The AuNPs-based ink
chosen is a water-based dispersion with 45 wt% loading content and ethylene glycol
(EG) as main co-solvent, in order to carry and avoid drying of the aerosol mist during
the transport and in-flight phases.

The ink was 2D-AJ® printed for electrical and biocompatibility assays in its
standard formulation, while 3D-AJ® printed in a diluted version with MilliQ water,
in a ratio of 2:1. The electrical resistance was tested for both formulations. For
print investigations, glass slides (Superfrost, VWR, BE) were chosen as reference
substrate. Prior to use, the substrates were cleaned with distilled water (DI) and 2-
propanol (IPA, Sigma Aldrich, BE) in an ultrasonic bath at T = 25 °C for 15 min
(EMMI—20 HC, Emag). At same conditions, the ink was sonicated before the print
process.

2.2 Process Investigation

The print process was carried out with an AJ®P 300 s system (°Optomec, Albu-
querque, USA) using the ultrasonic configuration. The AJ®P print strategy selected
is 3D-LBL [39], which is the classic approach used in 3D prototyping following a
given CAD pattern.

In this case, the pattern used was an array of 6 x 4 circles with a diameter of
50 pm and an inter-spacing of 90 wm, which the CAD file was converted in a.prg
toolpath code in accordance with VM Tools (®VMware inc., USA). A full-factorial
design of experiment (DOE) of the type 2 (k > 0), with k = 3 (three repetitions) was
performed in order to investigate the influence of print parameters on the micropillars
characteristics. The following factors were analysed: SGF (35; 70) sccm, speed s
(0.4; 0.8) mm/s, and T (40, 80) [°C], selected based on the operator experience and
preliminary tests. A nozzle with a diameter of # = 150 [um] and a number of printed
layers equal to n = 25 were chosen for the investigation. Moreover, the CGF was kept
fixed at 15 sccm from preliminary trials performed to obtain a continuous and uniform
aerosol jet deposition. A Printability and Shape Fidelity Index, W[#], 0 < W < 1
was calculated as quantitative response of interest for the full factorial design. More
information are reported in the following section.

Table 1 reports an overview about the print parameters investigated at ambient
conditions (22 °C, 55% rh). Before printing, the AuNPs-based ink was sonicated
in the U-AJ®P system for 60 min at 45 V, while the substrate was kept on the
print platform for 10 min in order to be thermally in equilibrium with the platen
temperature. The green parts were then thermally sintered in an oven at 200 °C for
1.5 h (Heraeus, GmbH) in order to allow solvents evaporation and the obtainment of
a continuous and conductive NPs network.
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Table 1 AJ® print experimental tests on an AuNPs-based ink. A full factorial design is chosen to
investigate the Printability and Shape Fidelity Index, W [#] by varying three factors, that is SGF, s,
and T, (two levels each), and three repetitions for every condition (from A to H)

Full factorial design 2¥ (k = 3) for 3D printed AuNPs-based micropillars

Factors Levels

Sheath gas flow, SGF [sccm] 35 70
Print speed, s [mm/s] 0.4 0.8
Platen temperature, 7 [°C] 40 80
Repetitions [#] 3

Response

Printability and shape fidelity index, W [#]

Conditions analyzed

Condition SGF [sccm] s [mm/s] T [°C]
A 35 04 40
B 70 04 40
C 35 04 80
D 70 04 80
E 35 0.8 40
F 70 0.8 40
G 35 0.8 80
H 70 0.8 80

Fixed parameters

Values

Sample design

Array of 6 x 4 circles, ¥ = 50 um

Substrate

Glass slides, VWR Superfrost® Plus Micro Slide

Nozzle diameter, ¢} [um]

150

Stand-off distance, z [mm] 3
Number of layers, n [#] 25
Carrier gas flow, CGF [sccm] 15

2.3 Sample Characterization

Printability and shape fidelity index

For each DOE condition (from A to H), the front raw composed of six 3D-LBL
AJ® printed pillars was analyzed. The geometrical and shape fidelity of each pillar
was assessed by calculating its height, # [wm], bending angle, « [rad] (from the
substrate), middle diameter #J; [pwm] and top diameter ¥, [pLm].

Three indexes were considered in the evaluation of W[#], that is (i) the uniformity
error &,[#], (i1) the AR index i [#], and (iii) the bending angle error &, [#]. Equa-
tion (1) defines ¢, as the ratio between the normalized difference of the middle and
the top diameter on the middle one, in absolute values.
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eu=‘(g1®;”2),056u51 (1)
1

It was decided not to consider the base diameter of the pillars due to the unavoid-
able presence of OS, which accumulates at every printed layers. Equation (2)
determines i 45 as.

the ratio between the maximum value among the two diameters and the height, in
absolute values (e.g. the inverse of the aspect ratio). This means that the processing
conditions are optimized for a minimum i 4z, which means a maximum AR.

max (1, %2)

- ,0<eAR <1 )

iARZ‘

In this case, the highest value between ¢J; and @J, was selected instead of the mean
value due to the presence of a tip narrowing effect, especially for some conditions in
which the two values differ of a factor more than 3. Equation (3), instead, describes
&4 as the absolute value of the normalized difference between an angle of 7 and the
bending angle «.

22 Tl 0<ex<1 3

Finally, ¥ is defined as the normalized sum of the three indexes, as reported in
Eq. (4).

_ (eu + iAR + Got)
B 3

v ,0<Ww <1 “)

Therefore, in ideal conditions (W = 0) the printed pillar is a similar to a perfect
cylinder, with the minimum variation of diameter throughout the height,« = 7,and a
maximum AR. For each subset, the mean u [jum] and standard deviation o (e.g., u +
o) of geometrical and error values were computed and analyzed. Statistical analyses
and multiple regression modelling were performed via the software Minitab® 2022.

Optical and morphological analysis

Samples were optically inspected via a KH 8700 (°Hirox, Japan) microscope and
Tescan Vega 3 scanning electron microscope (SEM) (Tescan Orsay Holding as. Czech
Republic). Image analyses were carried out with the software ImageJ.

Electrical analysis

The electrical resistance, R[€2], of the ink was validated by 2D-AJ® printing four
squares (6 x 6 mm) with a two-point probe method, three repetitions each (Digital
Multimeter 73 III, Fluke). The parameters selected were: ¥,,.,;,e = 300 pm, s =
10 mm/s, A = 30 sccm, § = 40 sccm, T = 40 °C, and 10 layers. The post-process
sintering was carried out as previously explained.
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Biocompatibility analysis

An immunofluorescence assay on human fibroblasts (HFs) at day 5 was conducted
in order to observe their adhesion and morphology (nuclei and cytoskeleton) on AJ®
printed AuNPs squares, same as the one used for R testing. Plastic was used as posi-
tive control. Before cell seeding, all the substrates were washed three times with
a phosphate buffer solution (PBS, 1x, Sigma Aldrich, IT), and further autoclaved
for sterilization. HFs (BJ cell line ATCC® CRL-2522™) at a concentration of 5
x 10* cells cm™2 were seeded onto the samples and incubated for 30 min. Later,
a Dulbecco’s modified Eagle’s medium (DMEM) was added as medium culture,
supplemented with 1% penicillin/streptomycin, 10% fetal bovine serum, and 1%
L-glutamine (°Euroclone S.P.A., IT). Afterwards, cells were maintained in the incu-
bator at 37 °Cin a saturated humidity atmosphere of 95% air and 5% CO,. After 5 days
of cell culturing, HFs were fixed for 30 min (fixation and permeabilization, 15 min
each) with a Fix&Perm Sample Kit® (SIC). Subsequently, cells were incubated for
45 min with a blocking solution (iBind™ 5X Buffer, Invitrogen), further stained with
Phalloidin (Sigma Aldrich) for cytoskeletal visualization, and finally counterstained
for 5 min with Hoechst 33,342 for nuclei determination. The resulting samples were
fixed on glass coverslips and optically analysed with an inverted fluorescence micro-
scope (Olympus IX70) and with Image-Pro Plus software v.7.0 (Media Cybernetics),
respectively.

3 Results and Discussion

3.1 Geometrical Analysis

Figure 2 shows representative optical images of 3D-LBL AJ® printed AuNPs-based
micropillars at the different conditions (from A to H). Moreover, Table 2 reports
the data (i =+ o) of the dimensional analysis (2 [wm], « [rad], @; [wm], @, [pm])
performed for each printing condition selected in the full factorial design 2* (k =
3, from A to H). Every 3D micropillars printing condition lasted less than 10 min.
The maximum pillar height achieved was equal to h = (435.67 = 0.01) pm at the
condition C (35, 0.4, 80), with the highest AR = 9.3, while the minimum one, A
= (216.39 &+ 0.01) wm, was obtained at the condition F (70, 0.8, 40), with ARr =
5.4. Compared to the expected CAD file (circle with # = 50 wm), the printed pillars
generally showed a variation between the middle ¢J; and the top @, diameter. Overall,
a deviation from the CAD fidelity is always expected in every condition, and it was
detected less than 6% in the conditions B, C, and D. In this case, it was selected a
post-printing thermal treatment. Sintering processes on AJ® printed inks are well-
known to induce a shrinkage effect of about 20% [40, 41], which strongly depends
on the concentrations of loading particle and co-solvents present in the ink. For this
reason, a CAD fidelity factor cannot be considered in the DOE analysis. Finally, «
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Sheath gas flow [sccm]

35
]

Platen temperature [°C]

Print speed [mm/sec]

Fig. 2 Representative images and conditions of the full factorial design 2* (k = 3) performed for
3D AJ® printed AuNPs-based micropillars

Table 2 Geometrical analysis on 3D-LBL AJ® printed AuNPs-based micropillars values of height,
h [pm], bending angle, « [rad], middle ¥y [pm] and top ¥, [jum] diameters, based on the different
DOE conditions (from A to H)

Geometrical analysis of 3D-LBL AJ® printed micropillars, (1 + o)

Height, 4 [wm] Bending angle, « [rad] Middle @) [pm] Top @ [um]
A 355.94 +0.01 1.58 £0.03 41.36 £0.01 41.94 £ 0.01
B 265.78 + 0.01 1.52+£0.21 46.56 £ 0.01 47.83 £0.01
C 435.67 £ 0.01 1.55+£0.03 47.61 £0.01 46.94 £ 0.01
D 345.06 + 0.01 1.58 £ 0.04 51.28 £ 0.01 47.39 +0.01
E 228.61 £ 0.01 1.51+£0.24 30.06 + 0.01 32.52 +£0.01
F 216.39 + 0.01 1.57 £0.03 39.67 + 0.01 22.39 +0.01
G 248.70 + 0.01 1.61 £0.04 36.44 + 0.01 33.06 + 0.01
H 262.61 +0.01 1.64 £ 0.04 44.44 £ 0.01 16.17 £ 0.01

ranged between 0.083 < o < 0.018. In every condition analyzed, the bending of
the pillars was indeed a minor defect, as reported in Table 2.

3.2 Process Investigation Analysis

The print parameters SGF (35;70) sccm, s (0.4;0.8) mm/s, and T (40,80) [°C] were
investigated. The errors ¢, isg, &y, and the final W [#] are reported in Table 3. As
first, &, has the lowest effect on W, with a range of 0.018 < ¢, < 0.083. This was
already evident from the previous data about « values. Instead, a wider range is
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obtained for i4g, thatis 0.12 <isr < 0.19, and the largest one for ¢,, that is 0.05
< &, < 0.63. Therefore, the uniformity error, which measures the shape uniformity
of the pillars along the printed layers, is the most variable. The smallest W = (0.20
4 0.05) and the highest ¥ = (0.85 £ 0.05) values were obtained at the conditions C
(35, 0.4, 80), and H (70, 0.8, 80), respectively. Visual observations show that s has
a stronger effect over W. Particularly, at higher s, the pillars geometry is distorted
and deformed, increasing ¢, and i 4. . For instance, at the condition H (70, 0.8, 80),
the two diameters measured are equal to ¥, = (44.44 + 0.01) wm and @, = (16.17
4 0.01) wm, which means that the tip of the pillar is almost 3 times smaller than
the middle diameter, with the maximum ¢, = (0.63 % 0.03). Moreover, &, finds its
maximum value at &, = (0.08 &£ 0.14) at the condition E (35, 0.8, 40), with the same
s but different SGF and T.

Figure 3 reports the results obtained from the statistical analysis. Figure 3a is
showing the data normal distribution after Johnson transformation (P = 0.495). As
shown in Fig. 3b, the most significant parameter is indeed s, followed by SGF and
T. The main effect plot indicates a strong effect of s, also validated by a P-valueg
< 0.000, compared to the other two parameters, with P-values equal to P-valuesgr
< 0.001 and P-valuer < 0.611. Thus, T can be considered almost negligible in the
investigated process window, meaning that there is no significant difference in the
printed patterns at 7 = 40 or 80 °C. The reason can be found in the normal boiling
points NBP of the ink’s co-solvent combination, that is water (NBP = 100 °C) and EG
(NBP = 197 °C), which are higher than the temperatures used in this study. Values
of T > 100 °C may indeed determine an increase of W, along with a decrease in
the micropillars surface quality. As previously mentioned, the tip narrowing effect is
more emphasized at a high s. The pillars diameter is indeed more uniform throughout
the height at a low s = 0.4 mm/s, while a conical-like shape rather than a cylindrical
one is recognizable at a s = 0.8 mm/s (Fig. 2). This defect is caused by the combined
effect of high s and shutter time (e.g., off time between layers), which does not allow
the printing of a complete circle. Since z is kept steady, at every layer, the aerosol jet

Table 3 Results of the full factorial analysis on 3D-LBL AJ® printed micropillars, (., ) for the
factors &,, AR, €4, and the final W[#]

Full factorial analysis 2 k (k>0), k =3 on 3D-LBL AJ® printed micropillars, (i & o)

Uniformity error, g, Aspect ratio index, iagr Bending error, gy W[#]
A 0.09 £ 0.07 0.12 £ 0.01 0.02 £0.01 0.24 +£0.07
B 0.10 £ 0.05 0.19 £ 0.01 0.03 £ 0.01 0.31 £ 0.04
C 0.05 £ 0.04 0.11 £ 0.01 0.04 £ 0.02 0.20 £+ 0.05
D 0.08 &+ 0.06 0.15 £ 0.01 0.04 +£0.02 0.27 £ 0.08
E 0.17 £ 0.17 0.14 £ 0.02 0.08 £ 0.14 0.40 £ 0.29
F 043 +£0.14 0.18 £ 0.02 0.02 £+ 0.01 0.63 £0.16
G 0.17 £0.07 0.15 £ 0.01 0.04 £ 0.02 0.37 £ 0.08
H 0.63 £ 0.03 0.17 £ 0.01 0.04 +£0.02 +0.05
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deposited is distributed between the building up of the base and the tip. This effect
is more evident at high 7 and SGF, resulting in the highest values of W, since the
jet is more focused and the evaporation of the co-solvents is faster, leading to the
deposition of thinner and taller tips. The interaction plot of Fig. 3c indeed confirms
that low values of s and T lead to low W. Alternatively, a low SGF, independently
from the other two parameters, usually results in a low W. Furthermore, Fig. 3d
illustrates the contour plot of ¥ with respect to SGF versus s, validating a decrease
of W atlow SGF and s. Also from this graph, it is visible the significancy of s, which
at the highest values can give ¥ > 0.8.

Thus, the best conditions achieved in this process window are at alow s = 0.4 mm/
s with 0.20 < W < 0.31, with C (35, 0.4, 80), ¥ = (0.20 £ 0.05) as best condition,
followed by A (35, 0.4, 40), V= (0.24 £+ 0.07). Instead, the worst conditions are
achieved at a high s = 0.8 mm/s, with 0.37 < ¥ < 0.85. A linear regression analysis
performed to minimize W also validated the results obtained, with a R-sq = 81.20%
and as optimal solution the combination SGF' = 35 sccm and s = 0.4 mm/s, with a
final model equation as shown in Eq. (5):

min¥ = 0.274 — 0.006x; — 0.307x, + 0.020x; X x7 (5)

with x; = SGF and x; = s.
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Fig. 3 Results obtained from the statistical analysis of W, indicating a the probability plot, b the
main effects plot, ¢ the interaction plot and, d the contour plot
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WD: 18.11 mm | WD: 17.83 mm
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Fig. 4 Scanning electron microscopy (SEM) images of sintered a 3D-LBL AJ® printed AuNPs
array of micropillars (6 x 4), with b zoom on a single pillar with visible printed layers

Figure 4 reports two SEM images at different scales of an array of 3D-LBL AJ®
printed AuNPs micropillars at the best condition (C) and n = 15. Figure 4a shows
an array of fully dense and sintered pillars, with a tip diameter of (51.01 &= 1.71) pm
and a single layer thickness of around 5 pwm at the last layers (see Fig. 4b). The OS
is also visible and radially distributed at the base of each pillar, for a total diameter
of ca. 140 pm.

3.3 Electrical and Biocompatibility Analysis

Final values of R in 2D AJ® printed samples were equal to R = 0.29 & 0.01 &, vali-
dating the high AuNPs conductivity. Moreover, immunofluorescent assays of HFs
at day 5 on plastic and AuNPs-based printed films report a good cellular prolifera-
tion (see Fig. 5). Although cells seeded onto the printed films have not reached yet
the confluence as the plastic control (Fig. 5a), their protrusions are elongating and
spreading over the substrate (Fig. 5b). This is a synonym of a healthy environment
for cellular growing and leads to the best proliferation conditions for the cells.
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90 pm - °

Fig. 5 Fluorescent microscopy images 10X of HFs cultured onto a plastic control and b AJ®
printed and sintered AuNPs-based films

4 Case Study Test

The best 3D-LBL AJ®P condition C obtained from the DOE was ultimately applied in
a proof-of-concept application for the printing of micropillars on the top of a printed
chip. Specifically, a 3D MEA chip is AJ® printed on a Thermoplastic Polyurethanes
(TPU) foil (Grafityp, Houthalen, BE). The design (interconnects and electrodes) used
refers to the 60MEA chip by ©Multi Channel Systems (MCS, Reutlingen, GmbH).
The chip interconnects were printed with a @, = 150 pm, s = 3 mm/s, CGF =
15 sccm, SGF = 35 scem, T = 40 °C, and 3 layers. Subsequently, micropillars of a
diameter of 50 pm were printed on the top of the electrodes for a total of 15 layers.

A post-process sintering was further applied as previously explained. Figure 6
shows a fully AuNPs-based printed 3D MEA chip on a flexible and transparent TPU
foil. The printing time was less than 15 min. Figure 6a indicates the prototype with
an overall.

Fig. 6 Representative images of a a flat and b bended 3D AJ® printed AuNPs-based MEA chip
on a flexible and transparent PET thin film
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dimension of 11.5 x 11.5 mm, with resolution down to 40 + 0.01 wm and
micropillars electrodes in the range of 150 wm in height. Moreover, Fig. 6b demon-
strates the ability to bend the 3D chip, a feature of potential interest in lab-on-chip
devices, smart textiles and organoid platforms.

5 Conclusions and Future Perspectives

The AM-DW AJ®P process is gaining attention for its versatility to print a wide
variety of functionalized inks for PE and biomedical applications. Mainly developed
for the 2D deposition of electrical inks, recent case studies demonstrated the ability
of the process also as a 3D micro-AM technique. However, an optimization of such
3D AJ®P process has been rarely reported.

In this paper, an innovative conductive AuNPs-based ink is investigated for the
novel 3D-LBL AJ®P production of micropillars by means of a full factorial design
approach. The electrical properties and biocompatibility of the ink were preliminary
verified and the immunofluorescence assay reported healthy conditions of the cells
on conductive printed samples.

The print parameters investigated in the process are the sheath gas SGF [sccm], the
speed s [mm/s], and the platen temperature 7 [°C]. The morphology of the samples is
evaluated and a Printability and Shape Fidelity Index W[#],0 < ¥ < 1, is selected
as response of interest, with W = 0 as the ideal condition. ¥ considers the shape
uniformity and the bending of the printed samples (¢,, and &,, respectively), and
maximizes the AR (minimizes isg). Results of this DOE show a significant effect of
s and SGF on W, while T can be negligible. The best print parameters combination
is obtained with SGF = 35 sccm, s = 0.4 mm/s, T = 80 °C (¥ = 0.20 £ 0.05) for
the production of fully dense micropillars in less than 10 min, with a height of 4 ~
436 pm, a diameter of # ~ 47 um, and a bending of o = 1.55 rads.

Ultimately, as a proof-of-concept application, a 3D MEA chip was 3D-LBL AJ®
printed on a flexible PET foil in less than 15 min, with a resolution down to 40 pm.
Future studies will be focused on the chip characterization and electrophysiological
tests using electro-active cells, such as neural lineages. The potential use of such
microstructures is also towards in-vitro bioelectronics, smart textiles, and energy
harvesting devices.
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Abstract Additive manufacturing technologies can cover the needs for highly
customized components characterized by complex shapes in a short lead time.
Despite the benefits of AM processes, these techniques are generally characterized
by a low-quality surface finish, one of the most important requirements in several
industrial fields. Considering this aspect, it is important to define solutions able to
improve the surface finish to benefit the low lead times and the elevated level of
customization. This study aims to develop surface quality improvement techniques
for metal material extrusion (metal-MEX) samples. Specifically, an investigation was
carried out to improve the surface finish of AISI630 stainless steel samples fabri-
cated by metal-ME using different approaches (e.g., thermal and mechanical). The
techniques were defined avoiding overstressed components that could be damaged
and evaluating the processing convenience of processing time.

Keywords Surface quality + Additive manufacturing - Metal-MEX

1 Introduction

In the next two decades, the demand for implantable devices is expected to rise due to
the speed with which the world’s population grows and ages. This increase in demand
is linked to the inherent complexity of the required implant which paired with the
differences between patients makes difficult their standardization, originating the
challenge of manufacturing high-quality and vastly different implantable devices to
modern engineering [1, 2].

Each device must respond to the specific requirements of the patient, and this
implies an increment in the customization of the parts. For this reason, it is important
to identify new techniques able to produce these kinds of components respecting
all the requirements and coping with geometry and texture challenges. A possible
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solution can be represented by Additive manufacturing (AM) techniques able to
produce highly customized implants. Among all the AM techniques, metal-Material
Extrusion (metal-MEX) is the simplest and most economical technique [3]. It offers
the possibility of producing complex metal parts with high structural integrity but,
is usually characterized by poor and variable surface finishing [4] that in some cases
can affect the technical properties and compromise the required tolerances [5]. In
addition to the surface finishing, also the final mechanical properties of metal-MEX
parts are still under study due to the presence of uncontrolled porosities and defects
[6].

The poor surface quality of the metal-MEX components resulting from a high
surface roughness is mostly due to the tracks related to the layer path [7]. The surface
quality of 3D printed parts is extremely important for the biological outcomes of both
cells and bacteria colonization during in vivo conditions [8]. The improvement of
surface roughness and the evaluation of its texture is still a challenging topic related
to the production of biomedical devices through AM techniques. Post-processing
is a crucial step in additive manufacturing (AM) to enhance the surface finishing
and mechanical properties of the final parts. While AM technologies can produce
complex geometries with high precision, the surface finish of the parts may not
be satisfactory for some applications. Post-processing techniques can be applied to
achieve the desired surface quality and texture [9].

Metal-MEX is characterized by anisotropy and poor surface quality due to surface
texture and staircase effect. In particular, the surface texture originates from a coarse
mesh which approximates the surfaces of the part using too few triangles. This
aspect can be overcome by reducing the dimensions of the triangles which allows an
improvement in the precision of the geometry. On the other side, the staircase effect
is intrinsic to the process and cannot be completely solved since a continuous surface
is approximated by layers having a finite height along the build direction.

Many researchers focused attention on the definition of methods to overcome
these issues [10—13], and the influence of printing parameters on surface quality
was the object of several studies [14—17]. The surface quality of the MEX printed
product or part can be enhanced by optimizing the MEX process parameters like
raster and contour angle, built orientation, air gap, layer thickness, etc. In particular,
the results show that layer thickness and building angle are the most effective factors.
Despite this, it is not possible to reach a very smooth surface only by optimizing the
printing parameters, especially for the metal-MEX, as further treatments (debinding
and sintering) to remove the polymer components are needed [11].

Comparing the metal-MEX to the traditional polymeric MEX the similarities in
the process and the printing issues are a lot. Considering the extensive research
on improving the surface quality of polymeric parts, in this study similar approach
is assessed on the green parts. This means that the treatment for surface quality
improvement is placed in the middle of the process chain, treating the printed parts
before the removal of the polymeric component. Such as reported in Fig. 1, various
kinds of treatment are available and categorized as a function of the methodology
applied. The use of hot solvent vapor is one of the most widely use techniques for
the improvement of polymeric part surface quality. This success can be related to
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the simplicity of the process and the good results obtained [18-20]. Considering that
the metal-MEX prints a filament made up of metal powder and polyoxymethylene
(POM) matrix, the application of vapor of any kind of organic solvent is not allowed
since POM is a thermoplastic polymer nonperishable from acetone. Thus, a thermal
approach was selected.

Another approach that is possible to consider is mechanical surface quality
improvement using, for example, a non-conventional process such as micro-electrical
discharge machining (micro-EDM). The use of micro-EDM for removing a thin layer
of material from a workpiece offers the advantage of avoiding the mechanical stress
and vibration that is typically generated by traditional machining processes. This
is because the micro-EDM process utilizes high-frequency electrical discharges to
erode the material, rather than cutting tools that can cause mechanical stress and
vibration on the workpiece.

Mechanical
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Fig. 1 The main classification of post-processing treatment for roughness improvement [21]
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The absence of contact between the electrode and the workpiece assures the
structural quality of the part. Consequently, in this work, thermal and electrical
approaches have been selected. In particular, the proposed thermal method tries to
improve the surface quality thanks to the assumption that, by providing heat to the
target surface, the material approaches its melt state by arranging itself in a less
constrained manner to the laid layer leading to the occlusion of the surface cavities
associated with the side-by-side of the layer parts. On the other side, the micro-EDM
has been applied assuming that it is possible to remove a thinner layer than the one
laid in the additive process. The quality improvement is evaluated by considering
the surface roughness and the main amplitude parameters by comparing the results
of treated parts with the as-built parts.

This paper aims to evaluate the two cited approaches defining their main character-
istics, benefits, and limitations. The research investigates and compares the effective-
ness of these two methods for improving the surface quality of additive manufactured
parts basing the analysis on the main roughness parameters (e.g., R,, Ry, Riy) and
the possibility of generating visible defects. The final goal is the identification of
which method results in the most significant improvements.

2 Materials and Methods

2.1 Sample Preparation

Samples were produced by the Material Extrusion (MEX) process extruding a fila-
ment made up of AISI630 martensitic stainless-steel powder (90 wt.%), equally
distributed in a polymeric matrix composed of polyoxymethylene (POM) and poly-
olefin. The layer thickness was equal to 0.1 mm, the nozzle temperature is 270 °C
and the components were printed on a building plate with a controlled temperature
equal to 100 °C. 0° building angle was considered.

The printed parts, called green-part, were sent to an external company for
removing the main polymer content (primary binder, i.e. polyoxymethylene) through
a catalytic debinding process at 120 °C, obtaining the brown-part, consisting of pure
metal particles and a residual binder (backbone).

The brown-part was characterized by the same volume and a reduction in mass
with respect to the green-part. The subsequent sintering process at temperatures
immediately below the melting point of the metal allowed to remove the secondary
binder from the brown-part and to sinter the metal particles, filling the cavities left by
the binder. The sintering cycle consisted of two ramps at elevated temperatures with
two different holding times which allow reaching the final physical and mechanical
characteristics of the parts, generating a volume reduction described by the shrinkage
percentages. Further details could not be provided since the post-shaping process
instructions are confidential. The material reaches its final properties in terms of
hardness, strength, and ductility after the sintering phase. Stainless steel AISI630
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samples are characterized by a 40 x 10 mm planar surface chosen as a target for the
treatment.

2.2 Thermal Treatment

The thermal treatment was carried out on the green-parts (polymer and metal powder).
The thermal treatment experimental equipment (Fig. 2) consists of a hot-air gun
placed orthogonally to the target surface. This hot-air gun is a popular tool, widely
used in industrial applications for stripping paint and varnish, shaping, welding,
and speeding up the drying process of glued connections and plastic shaping. The
distance between the hot-air gun and the target surface is kept constant (10 mm)
during the experiments in order to compare the results. Due to the dimensions of
the tip of the hot-air gun, just a portion of the target surface was exposed to the
hot-air flow (¢ 15mm), an area sufficient for meeting the requirements of UNI EN
ISO 21920:2022.

This method assumes that, like for polymeric material [22, 23], the hot-air flow
generates a redistribution of the superficial material reducing the surface asperities.
The heat transferred to the target surface allows the remodeling and smoothing of
the treated zone generating a modification of the metal particle distribution. The
smoothing process is completed when the treatment time is reached. Then, the part
was removed from the heating area, and it rests in open air (for 24 h) so that the
material can cool down at room temperature and the part definitively re-harden. With
regards to treatment time, four levels were tested, from O to 70 s. The 0 s exposure
time corresponds to the untreated sample, and it represents the reference to compare
the effects of the treatment. Moreover, to not compromise the tests with intermediate
measurements, one sample for each treatment time level was used. Airflow was set
equal to 120 L/min according to the maximum capacity of the hot-air gun. Four levels
of temperature were tested (210 °C, 240 °C, 270 °C, and 300 °C) directly setting

Fig. 2 Thermal approach
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Table 1 Micro-EDM process

parameters Parameters Pulse shape
Short Medium Long
Peak current (I)—A 4 13 25
Voltage (V)—V 90 100 130
Frequency—Hz 180 160 130
Discharge width (ton)—ys 2 4 5

the hot-air gun. After debinding and sintering processes, the final surface rough-
ness parameters were measured as the average of the different measurements. Three
repetitions for each combination of exposure time and temperature were performed.

2.3 Micro-EDM

The micro-electrical discharge machining (micro-EDM) was carried out on the white
parts. The printed samples were fixed on a Sarix SX-200 machine and through CAM
software, the electrode paths for the generation of micro-features were defined. The
process parameters were selected through the execution of preliminary tests able
to define parameter combinations able to reduce the probability of short circuits
and assuring process stability and repeatability. Three runs for each combination of
process parameters were performed.

The micro-EDM process removes material from the target surface generating
the typical craters texture of this process. In this way, the waviness and the differ-
ences between peaks and valleys decrease since the process reduces the effects of
the side-by-side layers. A cylindrical tungsten carbide electrode was tested consid-
ering 300 pm in diameter. Hydrocarbon oil was used as a dielectric medium. Three
electrical discharge shapes were tested: short, medium, and long pulses. The pulse
shapes differ in the peak of current reached during the process and their width.

Table 1 reports the process parameters applied during the micro-EDM process.
Square pockets 1 x 1 mm with a depth equal to 20 wm were machined. Since the
machine used does not allow to set the real value of the peak of current, their intensity
can be evaluated as reported in [24] by means of an oscilloscope and an elaboration
of the data through a Matlab code.

2.4 Data Analysis

The samples were analyzed qualitatively and quantitatively. Firstly, the qualitative
analysis was conducted for evaluating if all the treated samples were compliant
with the quantitative analysis. In this case, compliance is assured if the surface of
the sample, at first optical analysis, results to be characterized by no defects and/
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or alteration of the starting geometry. This helps to identify defects which can be
classified by the UNI EN ISO 21920:2022 as: visible and effective, invisible but
effective, visible but ineffective (cosmetic), and invisible and ineffective.

A 3D reconstruction of the treated surfaces was performed by means of Keyence
VHX-7000 digital microscope. After the scansion of the area, the raw data were
elaborated to obtain a surface description considering surface roughness and ampli-
tude parameters (e.g2., Ry, R, Rky) as defined by the international standard UNI
EN ISO 21920:2022. The amplitude parameters are considered for distinguishing
between two profiles having the same roughness. All these parameters together give
information about the statistical average properties. Specifically, Ry describes the
symmetry of the height distribution histogram, Ry, describes the sharpness of the
probability density profiles, while R, is the average value of the absolute values of
the heights of the five highest-profile peaks and the depths of the five deepest valleys
within the evaluation length.

3 Results and Discussion

After the collection of qualitative and quantitative information, the results were
compared for identifying the strengths and weaknesses of the tested methods.
Regarding the thermal treatment, it is possible to observe that some sample results
unsuitable for the final texture evaluation. These samples were removed from the
analysis since they show several major defects on the treated surfaces (UNI EN
ISO 21920:2022), affecting the aspect of the surface. Specifically, it is observed that
maintaining a constant hot air flow (120 L/min) and changing the temperature and
the exposition time can generate a negative effect on the surface.

Figure 3 shows the appearance of surfaces removed from the assessment. These
defects can be classified as visible and effective defects since they modify the geom-
etry, the texture and probably the mechanical characteristics of the part. Table 2
reports the results of the qualitative analysis associated with the parameters of the
thermal treatment which are clarified in Fig. 4, where it is possible to observe which
combination of air flow temperature and exposure time allows to obtain compliant
part for the quantitative analysis.

Making a relation between the aspect of the treated surfaces and the parameters
applied it was defined a thermal index (7 I) as the product of the flow rate (it is kept
constant during all tests), exposure time (¢) and temperature (7) (Eq. 1). This index
does not represent a specific physical quantity, but observing the values assumed by
the non-compliant parts, it is possible to identify a maximum value of this index for
avoiding the creation of defects. From this index, it is possible to have a general idea
of the heat transferred to the surface correlating.

TI = flowrate-t-T (D
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Fig. 3 Example of defects generated on the sample surfaces after the thermal approach. a swelling
of the surface. b surface collapse

Table 2 Parameters and thermal index of thermal treatments

Sample | Air flow temperature | Exposure time (t) [s] | Thermal index (I) | Surface aspect
(T) [°C]
1 210 10 4200 OK
2 210 30 12,600 OK
3 210 50 21,000 Swelling
4 210 70 29,400 Swelling
5 240 10 4800 OK
6 240 30 14,400 OK
7 240 50 24,000 Swelling
8 240 70 33,600 Swelling
9 270 10 5400 OK
10 270 30 16,200 Swelling
11 270 50 27,000 Swelling
12 270 70 37,800 Swelling
13 300 10 6000 OK
14 300 30 18,000 Swelling
15 300 50 30,000 Swelling
16 300 70 42,000 Collapse
17 - - - Non treated samples
18 - - - Non treated samples
19 - - - Non treated samples
20 - - - Non treated samples




Surface Quality Improvement Techniques for 3D Printed Metal Samples 43

310 .

300 | ® x x x

290 |
O 280
-
v 2701 x x x
g
=
© 260~ A
[ub]
£
E 250
[t
g 240- : x " d
o
Z 230]

220 | = Non-Compliant sample|

= Compliant sample
210 | - x x
200" . - ! L ! L L
0 10 20 30 40 50 60 70 80

Exposure Time - t [s]

Fig. 4 Compliant and non-compliant samples as a function of thermal treatment parameters

In this way, it is possible to observe that using an index with a value equal to or
greater than 16,200 L°C generates surfaces characterized by important defects which
cause a scrap of the parts.

Considering the samples suitable for the effectiveness of the thermal treatment,
as anticipated the evaluation of three profiles was conducted for collecting data
about the main roughness parameters. In general, it was observed that the thermal
treatment does not affect the R, values, but it is able to reduce the Rz (Fig. 5). This
indicates that the heat air flow allows the redistribution of the material, in particular
the metal powder contained in the green part, reducing the effect of the material
distribution along the layer cutting down the asperities and smoothing the treated
zone. Furthermore, after the thermal treatment, the skewness (R ) is kept negative as
for the non-treated samples indicating a predominance of sharp valleys and rounded
peaks. Regarding the kurtosis, the treated surfaces are platykurtic which means the
surface profile has relatively few high peaks and low valleys. This is the contrary
compared to the non-treated surfaces, which result to be leptokurtic indicating many
high peaks or deep valleys (Fig. 6). These results show the ability of the thermal
treatment to reduce the height of peaks and valleys creating a smooth surface.

Concerning the micro-EDM process the improvements in terms of R, and R, are
evident in Fig. 7. Specifically, an implementation of the R, value in a range between
80 and 90% is observed. In particular, the entire texture change assumes the typical
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Fig. 5 R, and R, for compliant samples after thermal treatment

aspect of the EDMed surface defined by a series of craters. This aspect is visible in the
area around the cavity of Fig. 8. Furthermore, the micro-EDM machining generates
areduction in R, reducing the maximum irregularities of the surface. In this case, the
reduction is more variable, short pulses assure a greater reduction due to the smaller
craters and consequently less concavity. The longer pulses cause a modification in
the amplitude parameters increasing the presence of high peaks and deep valleys
(Ryu > 3) due to the convex geometry of the craters. The short pulses generate a
higher implementation in surface roughness maintaining the same distribution and
symmetry level of peaks and valleys (Fig. 8).

Compared to the thermal treatment, the non-contact removal material process
modifies the surface texture. In fact, the absence of contact between the electrode
and workpiece avoids the generation of micro-cracks and damages related to the
machining, removing just small layers of materials without spreading them along
the entire surface. For these characteristics, some cavities can be observed on the
machined surface (Fig. 9) probably owned to the presence of porosity and voids,
typical of additive manufacturing processes. It is possible to suppose that this kind
of defect belongs to the effective class. This means that defects have a deviation
large enough when measured under defined conditions, to influence the measured
value and/or the uncertainty of the measurement of interest. Indeed, if further study
will confirm that they derive from the typical cavities generated by the additive
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manufacturing process, they surely affect (important in relation to the functionality
of the piece) its mechanical properties, durability, and resistance.

4 Conclusions

This work considers two different approaches for improving the surface texture
of metal material extruded parts in stainless steel AISI630. Two approaches were
assessed: a thermal and a mechanical approach, respectively. The thermal approach
involved heating the surface with a flow of hot air at a constant flow rate and in
the various tests the exposure time and temperature of the air flow were modified.
The mechanical approach was based on the micro-EDM milling process. different
pulse shapes were tested. In both cases, the samples were investigated from the
qualitative point of view for identifying if the processes generate defects; furthermore,
the implementation of the roughness in terms of R, and some amplitude parameters
were evaluated for defining the effectiveness of the processes.

The results show that the thermal approach is effective non for the R, implemen-
tation, but it generates an improvement in R, reducing the difference between peaks
and valleys demonstrating the possibility to improve the distribution of the metal
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Fig. 9 Example of porosity revealed by the removal of surface material by micro-EDM

powder in the polymer matrix before the debinding and sintering processes. At the
same time, this approach can generate high-level defection if the heat input is exces-
sive. Considering the heat index value defined in the work, it is possible to observe
that the combination of temperature and exposure time risk generating excessive
heating which leads to swelling of the surface making the component unsuitable for
analysis and, in the case of finished pieces, for installation.

Micro-EDM milling results generate a more stable process avoiding the generation
of additional defects. What can happen in this approach is that the micro-EDM, since
it is non-contact machining, removes the surface material highlighting the cavities
and porosity present in the first layer of the samples. Furthermore, the mechanical
approach generates a great implementation in the roughness parameters, also in terms
of R,.
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Arc Oscillation for Microstructural )
and Geometric Control of Solids L
Produced by WAAM

Gustavo H. S. F. L. Carvalho and Gianni Campatelli

Abstract Wire arc additive manufacturing (WAAM) is an additive technology with
several advantages, such as a high deposition rate, the possibility to manufacture
metallic materials, a very low incidence of porosity and excellent mechanical prop-
erties. However, there are challenges in WAAM, like the uncontrollable grain growth
(due to the prolonged exposure to high temperatures) and the accumulation of impu-
rities or decrease in toughness (due to preferred crystallographic orientation and the
grain growth mechanism). These issues are relevant for many materials like steel,
aluminium, titanium, and nickel alloys. This work aimed to use arc oscillation in
steel that could break this unrestrained grain growth, resulting in a more refined grain
structure. The components were characterised morphologically, geometrically, and
microstructurally, and the oscillation resulted in microstructures that were equally
or more refined than the base material.

Keywords Additive manufacturing - Wire Arc Additive Manufacturing
(WAAM) - Arc welding

1 Introduction

Today’s engineering faces many challenges when it comes to manufacturing compo-
nents. In order to reach the current mechanical and sustainability requirements, new
manufacturing processes such as additive manufacturing (AM) have been devel-
oped and improved. AM is gaining attention because it supports the transition to a
more digital and flexible manufacturing solution, it is indeed a strategy promoted by
many national Industry 4.0 initiatives and represents a sustainable solution for many
applications [1].

Among the AM technologies, the wire arc additive manufacturing (WAAM) stands
out as one of the most important direct energy deposition (DED) processes. In this
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process, an electric arc (welding) is used to melt the wire (filler metal) and build the
component through the deposition of successive beads or layers [2]. So, a welding
process that uses a wired filler metal is used to build the component instead of being
used to join the materials. The main processes are GMAW, GTAW, and PAW [3].

GMAW-based WAAM, the Gas Metal Arc Welding acronym, has some singular
characteristics that differentiate it from other additive manufacturing processes. It
has a very high deposition rate compared to other WAAM processes [4], it is capable
of building large and massive components, and excessive porosity is not an intrinsic
issue of the process resulting in components with excellent mechanical properties.

However, despite its advantages, GMAW-based WAAM has some limitations. One
is the geometrical accuracy, which is usually reported in the literature [5—7] as not
being easy to control. In automatic WA AM processes, the deposition is programmed
in advance. However, some geometric variations may occur during deposition and
disturb the deposition. Due to the nature of the WAAM-GMAW process, the final
layer dimensions will differ from the programmed one to some degree. The magnitude
of this variation will depend on aspects such as material, welding parameters and path.
These parameters affect the bead’s accommodation, which, in turn, accommodates
differently in the longitudinal or transverse deposition direction. Thus, after a bead
deposition, its final dimension will differ from the programmed one to different
degrees in the length and width of the bead. It is difficult to predict these changes
and add them to the toolpath program in advance.

Another frequent problem is caused by prolonged heating during the deposition
of the various layers of material, which can lead to excessive grain growth, impairing
the mechanical properties of the materials [8—11].

There are some ways to control the microstructure, such as heat treatments, the use
of workpiece vibration [12], and thermomechanical procedures, such as interlayer
cold working [13] or laser shock peening [14]. However, despite presenting good
results, most of these procedures lead to a greater expenditure of time and energy
and, consequently, a larger carbon footprint and cost. Therefore, this article will
suggest a different approach to face the microstructural problems of uncontrolled
grain growth to avoid post-processing, with the use of arc oscillation. Regarding the
geometry, it is proposed to use a narrow bead deposition capable of improving the
accuracy and the deposition versatility by increasing the possible toolpaths to make
the deposition. The narrow bead will be achieved by increasing and optimising the
travel speed without decreasing wire feed speed (WFS) to not compromise its deposit
rate and productivity.

The arc oscillation technique has already been applied to other alloys and
processes (usually by magnetic arc oscillation) with promising results [15-18].
The main idea is to change the temperature gradient direction during deposition,
constantly changing the solidification direction of the grains, “disturbing” their
growth and limiting their sizes. At the same time, it avoids defects such as hot cracks
[19, 20], which occur due to the accumulation of impurities and low-melting-point
elements in the same zone.



Arc Oscillation for Microstructural and Geometric Control of Solids ... 53

In the present work, several arc oscillations are tested using a narrow bead to
bring versatility to the deposition, increasing the path possibilities during the manu-
facture of the part. The narrow bead will be achieved by speeding up the deposition
and reducing the heat input (which provides faster cooling rates and does not favour
grain growth) [21, 22]. Then solids with and without oscillation will be manufac-
tured and compared, using a continuous deposition, without an idle time between
layers. The assessment of the deposition strategies of the solids will include geomet-
rical and metallurgical evaluations. For the geometrical evaluation, the deposition
symmetry, accuracy, and efficiency will be analysed. For the metallurgical evalua-
tion, the microstructures will be analysed to verify if the oscillations were able to
lead to better, or at least similar, microstructures with respect to the base material,
i.e. without excessive grain growth, defects or brittle phase transformations.

2 Material and Methods

The depositions were performed using a GMAW-based WAAM process with the
CMT technology. The base material used was a 5 mm-thick low-carbon steel plate
(designation EN10025:2 grade S235JR), and the filler metal was a low-carbon steel
AWS ER70S-6 #0.8 mm wire produced by SAF-FRO (Filcord C). Table 1 shows the
substrate and filler metal typical compositions.

The welding depositions were performed using a Fronius TPS 320i welding
machine on a DMU 75 Monoblock 5-axis AC table machining centre (manufac-
tured by DMG Mori) used to ensure proper control of the deposition velocity, torch
positioning and path [24]. The torch was perpendicular to the substrate with a direct
current electrode positive (DCEP) polarity. The shielding gas was 18% CO; and 82%
argon, using a flow of 15 L/min).

First, it was investigated the most suitable welding parameters to perform a non-
oscillated narrow bead. Thus, the travel speed was optimised to a high value based
on previous works [25]. With faster deposition, a lower heat input is obtained. For
materials that do not have the problem of martensitic formation, it is a helpful strategy
to preserve a smaller grain size. Table 2 presents the welding parameters that have
been kept constant for all the tests. The heat input was calculated according to the
conventional equation considering the efficiency [26, 27].

Figure 1 presents the two oscillations used in this work. The first oscillation runs
the path of a sinusoidal wave (Fig. 1a), and the second runs the path of a square
wave (Fig. 1b). The oscillation parameters were a proportion of the width (b) of the

Table 1 Chemical composition of the base metal and the filler metal (% weight)

C Mn Si P S N Cu Fe
S235]R steel [23] 0.19 1.50 |- 0.045 |0.045 0.014 |0.60 |Bal
Filcord C/ER70S-6 | 0.08 1.50 090 |0.025 |0.025 |- - Bal
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Table 2 Welding parameters

Current | Voltage | WES (m/ | Travel Heat input | Arc CTWD | bead width

(A) V) min) speed (mm/ | (J/mm) power | (mm) “b” (mm)
min) (kW)

82 14.8 6.0 1050 58.3 1.2 14 3

where “WFS” is the wire feed speed, and “CTWD?” is the contact tip to work distance

single bead without oscillation. Table 3 shows the parameters for the sinusoidal and
square wave oscillations. The types and dimensions tested were chosen based on our
experimentation and results found in the literature[ 16, 18-20] that were suitable to
our application and test dimensions. The combinations of amplitude and wavelength/
wave distance were selected to obtain reasonably uniform and straight beads, since
some oscillation combinations may lead to excessive material stacking or lack of
material. The GCODE of the paths were generated using MATLAB®. After the
experiments with the single oscillated beads, they were analysed, and the best sets
of parameters were used for the deposition of the solids.

The metallographic preparation was performed according to ASTM E3-11, and
2%Nital and 10%Nital were used for the microstructural and macrostructural etching,
respectively. A Nikon Eclipse LV150 optical microscope was used to observe the
welds. The quantitative metallography followed the ASTM E112 standard for grain
size measurement.

Fig. 1 The two types of (d) (b)
tested oscillations.

Sinusoidal wave (a) and i ; ;
square wave (b). “Apeak-peak” | i l
is the peak-to-peak i i
amplitude, “A” is wavelength
and “d” wave distance

peak-peak ) Apcak—pcak

.

Welding direction
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Table 3 Oscillation parameters

Bead ID Oscillation type Apeak-peak dor A
Ratio (mm) Ratio (mm)

SB No oscillation - - - -
SQ-1 Square wave 1.2-b 3.6 1.2-b 3.6
SQ-2 1.6 -b 4.8 1.2-b 3.6
SQ-3 2.0-b 6.0 1.2-b 3.6
SQ-4 1.6-b 4.8 0.8-b 2.4
SQ-5 1.6-b 4.8 1.6-b 4.8
SQ-6 1.2-b 3.6 0.8-b 2.4
SQ-7 2.0-b 6.0 0.8-b 24
SIN-1 Sinusoidal wave 1.6-b 4.8 1.2-b 3.6
SIN-2 1.2-b 3.6 1.2-b 3.6
SIN-3 2.0-b 6.0 1.2-b 3.6
SIN-4 1.6-b 4.8 0.8-b 2.4
SIN-5 1.6-b 4.8 1.6-b 4.8
SIN-6 1.2-b 3.6 0.8-b 2.4
SIN-7 2.0-b 6.0 0.8-b 2.4

where “Apeak-peak”’> d” and “A” are presented in Fig. 1, and “b” is the width of the bead without
oscillation

3 Results and Discussion

3.1 Oscillation Optimisation and Solids Manufacturing

Figure 2 shows the macroscopic aspect of the beads. The SB sample is the bead
without oscillation. The two types of oscillations detailed in Fig. 1 did not show a
significant difference in terms of surface finish when comparing samples with similar
dimensional parameters (for example, SIN-3 to SQ-3 or SIN-7 to SQ-7). However,
with the same amplitude and distance (“d” equal to “A”), the square wave path is
longer, which leads to a slight increase in the amount of deposited material and a
wider bead.

The parameters selected to produce the solids were based on the results obtained
for the single beads, considering as selection criteria arc stability, weld surface
appearance, the macrostructural influence of the oscillation (i.e. whether the oscilla-
tion produced a macroscopically relevant oscillation), and the presence or absence
of defects.

Regarding the external aspect, the wavelength/wave distance parameters for
samples SIN-5 to SQ-5 were too long, and the bead edges were not smooth. If
the edge is too much irregular, this location may be a preferential spot for welding
defects like the inclusion of impurities or lack of fusion. In the case of multipass
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Fig. 2 Aspect of the narrow bead without oscillation (SB) and the oscillated beads

welding, this problem is even more probable. Also, some oscillations did not repre-
sent a significant stir in the bead’s progression, such as in SIN-1, SIN-2, SQ-1 and
SQ-2. The oscillations that were considered for the manufacturing of the solids are
SQ-3, SQ-7 and SIN-3.

For the deposition of a massive part that requires a multi-bead and multi-layer
deposition, additional variables must be considered: the stepover between each bead;
the angle between each bead (called work angle); and the direction/sense of each
layer’s deposition.

Based on the study performed by Baffa et al. [25], a stepover of 60% between
beads was selected. A perpendicular work angle (flat weld position) was chosen to
maintain a flat position for the deposition. Regarding the direction/sense of each
layer’s deposition, three approaches were tested, depicted in Fig. 3. The first was
the rotation of 0° between each layer, i.e. welding every layer in the same direction
and sense. The second was a 180° rotation between each layer, i.e. welding each
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of deposition (0°) of deposition (180°) of deposition (90°)

Fig. 3 The strategies of deposition. After the fourth layer, the sequence repeats

Table 4 Oscillation parameters of the solids

Solid ID Alayer Oscillated single bead Apeak-peak dor i
parameter (Table 3) Ratio (mm) Ratio (mm)
CUB-SB 0° SB - - - -
CUB-SQ3 0° SQ-3 20-b 6.0 1.2-b |36
CUB-SQ7 0° SQ-7 20-b 6.0 08-b (24
CUB-SQ7-90 90° SQ-7 20-b 6.0 0.8-b |24
CUB-SIN3-180 | 180° SIN-3 20-b 6.0 1.2-b |36

where “Alayer” is the rotation angle between each layer deposition, see Fig. 3

layer in the same direction but in opposite senses. The third approach was a 90°
rotation between layers, i.e. welding with each layer perpendicular to the previous
one following a clockwise direction.

Four quadrangular-based solids of approximately 40 mm x 40 mm x 40 mm were
manufactured using the abovementioned parameters, varying the welding direction/
sense and the oscillation parameters. All solids were manufactured without idle
time, i.e. without no waiting time between layers to cool the part. Table 4 details the
parameters tested.

3.2 Geometrical Issues and Uniformity

One of the major challenges in WAAM is the lack of geometric precision. This
happens because the layer deposition by welding has some undesirable geometrical
effects that are intensified as the number of deposited layers increases. These issues
can be divided into longitudinal or transversal, based on how they affect the geometry
of the solids.
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The longitudinal effect can be seen through the progression of the bead/layer.
It happens because of the height difference between the start and end of the layer
caused by the difference in volume deposited at the starting and ending spots of the
bead deposition. The transversal effect can be observed through a transversal view
of the layer. It happens due to the height difference between the layer’s centre and
edges (the rounding of the solid’s edges), caused by the rounded shape of the beads
and their accommodation after melting.

The first issue can be assessed by observing the longitudinal welding progression
of the beads, while the second can be assessed by observing the beads/layers transver-
sally. Figure 4 details the aspect of the produced solids and the spots of observation
for the geometrical analysis.

The height difference between the beginning and end of the bead/layer deposition
due to the difference in the amount of material deposited in the arc-striking and
arc-extinguishing locations is observed in several studies [5, 28]. This issue has
an accumulative effect, which means that layer after layer, this difference becomes
increasingly significant. Thus, it is also a process problem in WAAM production.

From a process standpoint, this difference will cause problems in programming
the torch path in GMAW-WAAM deposition because the beginning, middle and end
of the bead/layer will have different heights. This results in variations in the distance
between the torch and the substrate throughout the welding progression. Expressive
and uncorrected torch height/CTWD variations may significantly affect the welding
results or even lead to the appearance of defects [29].

Some approaches can alleviate or eliminate this issue without directly changing
the welding parameters. One of the most effective is changing the welding path to
eliminate/reduce the arc striking/extinction spots by designing a continuous deposi-
tion. Of course, this is not feasible for every type of material and geometry. Another
straightforward way of changing the welding path to optimise the geometry is to

Fig. 4 Aspect of the solids
after deposition and the
observation spots for the
geometrical analysis

Tratisversal vheareation Longitudinal observation
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change the starting point of each layer instead of eliminating/reducing the starting/
ending points. The two most commonly used ways based on this approach are to
place the weld start at the previous end location and alternate this each layer (180°
rotation represented in Fig. 3), and change the weld deposition point every time in
each layer (such as the 90° rotation exemplified in Fig. 3).

Figure 5 presents the longitudinal observation of the solids, indicating the height
variation between the starting and ending point of the layer deposition (Ah). The first
observation regards the bad overall result for the deposition without oscillation (CUB-
SB). The use of narrow beads gives flexibility from the point of view of programming
the torch path. However, the GMAW-CMT process, despite its advantages, may
present issues in low heat input multi-bead welding because some beads may attach
laterally to the preceding one instead of melting the base material. This phenomenon
was observed using the narrow bead parameter (CUB-SB in Fig. 5), resulting in a
problematic and erratic deposition. Many beads did not attach to the base material
but to the preceding adjacent bead (more heated), which resulted in many defects. So,
due to the high level of defects, instability and poor visual appearance, the deposition
was interrupted after some layers before reaching the desired height (40 mm). Also,
the height difference (Ah) was the most pronounced because it was interrupted
before, alleviating the cumulative effect of the height difference. This fact proves
the difficulty in depositing narrow/low heat input beads using the GMAW-CMT
technology.

The oscillation improved the uniformity of the geometry from the longitudinal
observation and allowed the use of a low heat input deposition. It is particularly
relevant because using narrow beads was not possible. However, it is also evident
that using the same bead/layer starting and ending point (CUB-SQ3 and CUB-SQ7)
presented a significant height difference, unlike the solids built changing starting
and ending spots (CUB-SQ7-90 and CUB-SIN3-180). No defect was detected for
the solids produced using arc oscillation.

Changing the start position (either 90° or 180°) avoided the repeated deposition
in the same starting point, which would mean a systematic deposition of the highest
part of the layer over the highest part of the previous layer. Figure 5 illustrates
that the solids changing the starting point presented much better overall symmetry
longitudinally, indicating that the strategies of changing the starting of the weld
between layers are efficient. The longitudinal observation detected no pronounced
difference between 90° (CUB-SQ7-90) and 180° (CUB-SIN3-180) rotation regarding
the overall symmetry.

Regarding the issue of the difference between the middle beads and the start/
end bead, a transversal observation is required. Thus, a transversal cross-section
macrograph of the solids was prepared (transversal observation in Fig. 4). Figure 6
shows the transversal section of the solids’ upper part of the deposition (the analysis
of the solid without oscillation was limited to the external aspect in Fig. 5 due to the
high quantity of defects and unsatisfactory results). All samples exhibit the typical
phenomenon of being higher at the middle beads without major differences.

One of the reasons for the difference between the middle and external sides is the
accommodation of the first and last bead. The central beads do not have much space
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Fig. 5 Longitudinal observation of the manufactured solids
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Fig. 6 Transversal macrography of the solids



Arc Oscillation for Microstructural and Geometric Control of Solids ... 61

to accommodate compared to the external beads that always have one free external
side. Thus, the layer’s central part is higher than the external, where the beads can
drip and accommodate after melting. This effect is enhanced by each welded layer.

3.3 Geometrical Uniformity and Machinability Efficiency

It is known that geometrical accuracy is not one of the WAAM strengths, especially
using GMAW. This chapter will analyse which of the strategies used to manufacture
the solids produces the most uniform and accurate geometry. Also, a brief assessment
regarding an eventual machining step will be evaluated. Based on image analysis,
two main approaches will be used.

The first considers how far the deposition was from a square geometry, since the
path of the programmed deposition follows the geometry of a cube. This will provide
a metric to evaluate how far the programmed path is from the desirable geometry,
giving valuable information on how much more deposition would be necessary to
achieve the desired geometry.

The second approach is regarding an estimation of required machining operations,
evaluating how much material would be necessary to remove to obtain a flat surface.
This will constitute an evaluation of the geometry accuracy, uniformity and material
waste (efficiency).

Figure 7 presents the image analysis of the transversal section from Fig. 6. The
percentages represent how close the deposition was to a complete square section
(hatched area). Solid CUB-SQ7 was the closest to a completely square section.
However, the solids are not extremely different from each other regarding this aspect,
considering that the minimum and maximum values were 86 and 91% of filling,
respectively. The irregularities and differences in height between the centre and the
external beads will lead to the need for more deposition followed by machining if a
squared section is desired.

% Z

%///////I””, A .,..,””/////////////; e

7 y
‘ 7
. CUB-8Q7-90 86% of filling

BN

Fig. 7 Image analysis of the upper part of the transversal cross-sections
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Regarding the uniformity and eventual machining steps, Fig. 8 illustrates the
lateral surface of each transversal cross-section. The hatch represents how much
material would have to be machined to have a flat surface, and the percentage repre-
sents how much more material needs to be machined compared to the material that
needs the least material removal (CUB-SQ3). In other words, compared to CUB-SQ3
(solid with the least need for material removal to obtain a flat surface), CUB-SQ7
needs 41% more material removal, CUB-SQ7-90 93% more material removal and
CUB-SIN3-180 6% more material to be removed. This measurement represents
the uniformity of the deposition of each layer, as well as the maximum difference
between the most extensive section and the smallest section. The solids CUB-SQ7
and CUB-SIN3-180 are very similar and the most uniform. The solid with the 90°
(CUB-SQ7-90) rotation between layers presented the worst uniformity and accuracy.

As mentioned, in automatic WAAM processes the final dimensions will differ
from the programmed ones to some degree and it is not straightforward to predict
and correct these differences when programming the toolpath. This issue proved
relevant when the 90° rotation between each layer deposition was used. As shown in
Fig. 8, the sample with the 90° rotation presented very irregular deposition, especially
between layers. On the other hand, the 180° rotation presented much more regular and
uniform deposition. Notably, the uniformity of the profiles followed the oscillated
beads’ width (wider beads led to more irregular solids).

3.4 Metallographic Analysis

Figure 9 compares the microstructure of the unaffected base material and the solids
produced with the different deposition strategies in the transverse direction according
to Figs. 4 and 6. Their average grain sizes (favg) are indicated next to each image.

The microstructures of the solids are mostly uniform regarding the microcon-
stituents. All samples presented essentially equiaxed ferritic microstructure, with
pearlite in some spots. They were all similar to each other and to the base mate-
rial, as shown in Fig. 9. Unlike the base material, the solids are characterised by a
grain size variation throughout the building direction due to the thermal history of
the deposition. The maximum variation in the average grain size between different
regions of the solids was 7 pm.

Naturally, the upper region of the manufactured solids showed more difference
from the base material since the last welded layer is not subjected to the thermal
cycle of a subsequent deposition. Nevertheless, it is a region close to the surface, and
in some cases, most of these regions are removed in subsequent machining.

Regarding the grain size, all solids presented an average grain size similar to or
smaller than the unaffected base metal. The slight difference in grain size between
the samples does not represent a change that could mean pronounced differences
in mechanical properties according to several examples in the literature [30, 31].
From the Hall-Petch relationship between the yield stress “o,” and the grain size
“d” (Eq. 1), the same results are obtained. Considering it is the same material, every
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Fig. 8 Lateral side of the transversal profiles

parameter of the right part of the equation would be the same except the grain
size. Even the largest grain size difference (9.4 and 11.4 um) would not change the
Yield Strength (oy) significantly. Based on the Hall-Petch relationship (Eq. 1), the
influence solely of the grain size on the Yield Strength (oy) for these solids would
be approximately 5% (using oy and k according to [32, 33] and the minimum and
maximum grain size found: 9.4 and 11.4 pwm). Therefore, using any of the presented
deposition strategies it is possible to obtain a grain size similar in size to the original
base material (or even smaller) without the use of pauses during deposition to lower
the temperature between layers or post-welding heat treatment.
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Fig. 9 Microstructure of the base material and the manufactured solids (transverse to the welding
direction, as indicated in Fig. 4 and performed in Fig. 6)

oy =00+ kd~'/? (D

where “k” is a constant, “d” is the average grain diameter, and oy is the yield stress
of a single crystal.
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3.5 Heat Input and Energy Analysis

The heat input is a critical parameter to measure the energy applied to the process.
However, since it measures the energy per unit length, it is the same when we analyse
the heat input for the oscillated beads because their travel speeds were the same. So,
the calculated values do not give all the information regarding the energy applied
in each case. Thus, in this chapter a different calculation of the applied energy will
be shown, considering the entire length travelled (since with oscillation, the path
travelled is longer).

Despite the overall length of the individual beads being the same (i.e. the linear
length from the starting and ending point of the bead), the oscillation causes the
total path length to differ. Thus, one way to obtain the energy is to calculate the
toolpath’s total length (i.e. the total path travelled for the bead deposition considering
the oscillation and not just the starting and ending point). For the square wave, the
calculation is simple, just adding the straight parts of the wave until the final length
of the bead. For the total path using the sinusoidal waves, the calculation is more
complex and follows Eq. 2, where “a” and “b” are the limits for one cycle of oscillation
(from O to the wavelength value). The general sinusoidal function is given in Eq. 3.

b
dy 2
Arc Length = 14+ | —=) dx 2)
dx

(27
y:Asm(f(x—C))—l—D 3)

where A is the amplitude, B is the wavelength, C is the left/right shift and D is the
up/down shift.

After calculating the bead’s total length, it is possible to calculate the heat input
in two ways. The first is considering the bead velocity (speed to perform the total
bead—mnot the travel speed itself), and the second is using the total path, multiplying
it by the heat input to obtain the bead deposition energy.

Table 5 shows the result of the calculation, indicating that the energies are propor-
tional to the deposited area (greater deposition energies obtained in oscillations that
have a longer path and deposited a greater amount of material). Thus, the microstruc-
tural results were not significantly different. From the point of view of total energy
for the deposition of the solids, there is no significant difference. This is because
although the energy of each bead changes due to differences in the path, two consid-
erations must be observed: first, the welding progression speed is the same, and
second, the beads with the longest path (and which take the longer to be deposited)
are wider, which results in a smaller number of beads to reach the final dimension of
the solid. However, it gives a more correct indication of the energy used for each bead
than the calculation of the traditional heat input. Since low heat input provides high
cooling rates and less grain growth [21, 22], oscillations can also be used to change
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the number of required beads without sacrificing the low heat input microstructural
advantages. This is especially interesting because the deposition of the narrow beads
(also capable of low-heat input deposition) did not result in a consistent deposition
free of defects.

Therefore, the oscillations allowed keeping the grain size similar to the orig-
inal and reducing the susceptibility to hot cracking by changing the solidification
direction along the bead. The test of the different strategies allowed verifying the
differences from the microstructural and geometrical accuracy point of view based
on the type and parameters of oscillation. From the microstructural point of view,
although the CUB-SQ3 sample showed the best result (smallest grain size), the differ-
ence between the samples was not significant. Regarding the geometric accuracy (a
factor that can alter the efficiency from the point of view of post-processing), the
solid CUB-SIN3-180 had the best overall result. However, disregarding the strategy
of changing the welding start/end point (since it is a strategy that can be used regard-
less of the oscillation types), samples CUB-SIN3-180 and CUB-SQ3 showed the
best overall results. Better geometric accuracy and uniformity result in less material
to be machined/wasted, which makes the process more energy efficient and sustain-
able. Furthermore, the deposition strategies allows the continuous deposition without
idle time between layers to cool the part. That said, it is important to optimise the

Table 5 Energy estimation for each type of oscillation. Oscillations SQ-3, SQ-7 and SIN-3 were
the ones used to manufacture the solids

Bead | Oscillation | Apeak-peak (mm) |d or A Bead’s | Bead Heat Bead’s total
ID type (mm) total velocity | input deposition
length | “BV” based energy (kJ)
(mm) (mm/ on BV
min) (J/mm)

SB - - - 60 1050 58.3 3.50
SQ-1 |Square 3.6 3.6 180 350 169.1 10.15
SQ-2 | Wwave 4.8 3.6 220 286 2107 | 12.64
SQ-3 6.0 3.6 260 242 2432 14.59
SQ-4 4.8 2.4 300 210 287.7 17.26
SQ-5 4.8 4.8 180 350 167.4 10.04
SQ-6 3.6 2.4 240 263 238.3 14.30
SQ-7 6.0 2.4 360 175 359.1 21.55
SIN-1 | Sinusoidal |4.8 3.6 175 360 166.9 10.02
SIN-2 | Wave 3.6 3.6 138 456 132.5 7.95
SIN-3 6.0 3.6 213 296 205.0 12.30
SIN-4 4.8 24 251 251 249.5 14.97
SIN-5 4.8 4.8 138 456 131.7 7.90
SIN-6 3.6 2.4 194 325 180.9 10.85
SIN-7 6.0 2.4 310 203 307.4 18.44
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oscillation for each case to obtain a bead that has a relevant oscillation (capable of
presenting the microstructural advantages) and is narrow enough to promote good
geometric accuracy.

4 Conclusions

This work analysed different deposition strategies regarding their geometrical
performance and final microstructure, achieving the following conclusions:

The solid manufactured with narrow and low heat input parameters without
oscillation presented many defects and instability during deposition;

The solids produced with arc oscillations did not present any defect and showed
an average grain size and microstructure similar to the original base metal. The
CUB-SQ3 sample (square wave oscillation) presented the smallest grain size;
Changing each layer’s starting and ending point is crucial to obtain a more uniform
and accurate geometry. However, the 180° rotation is preferred because it is easier
to program than the 90° rotation due to a more predictable path;

All strategies tested are capable of producing satisfactory solids with similar
microstructures in a continuous depositions, i.e. without idle time between layers.
The best overall solid was the CUB-SIN3-180, i.e. deposition made with a 180°
rotation between layers, with a sinusoidal oscillation.
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Feed Rate in Fused Filament Fabrication | @@
by Using Digital Twins and Machine

Learning

Arianna Rossi, Michele Moretti, and Nicola Senin

Abstract One of the limitations of fused filament fabrication (FFF) in mass customi-
sation is the long trial and error process required to optimise process parameters under
frequent changes of geometries, materials and structural/mechanical requirements.
Extrusion parameters may also need to be changed in-process, for example to address
different requirements of skin and internal regions within the same part. This work
explores the possibility of making a FFF machine capable of autonomous optimi-
sation of extrusion parameters, currently for use in pre-process optimisation, but in
future also applicable to in-process adaptive optimisation and control. Through a
combination of machine learning and digital twinning, the proposed solution is able
to automatically modify a part program optimising extrusion parameters to improve
uniformity of widths of the extruded strands. The solution learns how to modify
the part program using data from example depositions (tests runs) and simulation
models. The proposed approach is demonstrated through the application to a test
case.

Keywords Additive manufacturing - Machine learning * Fused filament
fabrication

1 Introduction

1.1 Scenario

In the overall challenge of transitioning from automation to autonomy in manu-
facturing, an overarching question is: can a CNC machine tool learn to write a part
program without assistance, and then execute it whilst controlling part quality during
operation?
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We have been looking into such question with a specific focus on an additive
process known as fused filament fabrication (FFF), a material extrusion process based
on thermal reaction bonding (MEX-TRB [1]). In FFF, the polymer or composite
material is provided as filament, and deposited in layers, stacked upon each other to
form the final part [2].

It is generally recognised [3, 4] that for a CNC machine to achieve autonomy of
process planning and execution, the following challenges must be addressed:

(i) self-observation: the CNC machine must be able to sense itself, collecting
and storing information about its current and past operation. For FFF specifi-
cally, this means being able to sense and record axes movements, temperature,
vibrations and any other internal variables deemed relevant to manufacturing
performance;

(i1) part-observation: the CNC machine must be able to observe the part as it is
being fabricated, in order to collect information on consequences of current
and past actions. For FFF specifically, this implies the machine being able
to observe the part at multiple temporal and spatial scales, ranging from the
strand of material currently being deposited, to the layer deposited so far, to
the portion of part built;

(iii) reasoning: the machine needs multiple layers of automated data elaboration. At
a lower-level, the machine must be capable of processing sensor data (ranging
from point to imaging sensors) in order to extract relevant information. At a
higher-level, the machine must be capable of forming its own internal “mental
models” linking its own behaviour to results, useful both as partial replacement
of further experiential data, and as a decision support tool, when operating in
predictive mode.

We envision that solving the above challenges of self-sensing, part-sensing and
reasoning would lead to improved machine autonomy, intended both as the capa-
bility of autonomous process planning (choice of process parameters and automatic
programming of the manufacturing operations, without the need of a man-made part
program), and as the capability of real-time reaction to anomalies during operation:
at a smaller temporal scale, by immediate change of process parameters/adaptive
control and optimisation; at a longer temporal scale, by adaptive replanning of the
remaining parts of the fabrication process.

The work presented here illustrates recent our research progress in the three chal-
lenge areas of self-sensing, part-sensing and reasoning, as illustrated above, focusing
on the specific objective of developing a FFF machine capable to autonomously
learn optimal extrusion parameters through previous deposition experience, thus
ultimately being capable of bypassing (or recalibrating) prescriptions provided via
the part program.
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1.2 The Extrusion Problem

The extrusion system considered in this work is summarized in Fig. 1. A filament is
driven into the melting chamber at feed rate Fr (referred to as: filament feed rate) by
a motorized cogwheel (Bowden architecture [5]). The material is melted, brought to
a temperature 7', and forced out through the nozzle orifice at speed v,. The nozzle is
located above the deposition plane to achieve the desired layer thickness /. During
the fabrication process, the extruder head translates over the x, y plane at travel speed
F, y (referred to as: extruder travel speed). Assuming an incompressible material and
flow conservation, for a given extruder geometry, extrusion temperature 7', and layer
thickness #, the filament feed rate Fr and the extruder travel speed Fy , determine
the width w of the deposited strand.

When fabricating a part through FFF, it is common [2] to choose different fabri-
cation speeds for different portions of the part program. In particular, the outer walls
(skin) of the part, as well as the first and the last layer, are fabricated using reduced
speeds over the deposition plane, in order to ensure more uniform adhesion between
deposited strands and better surface finish. Conversely, the inner regions of the part are
usually fabricated using higher fabrication speeds in order to shorten manufacturing
time.

In contemporary CAM/slicer software, filament feed rate Fr and extruder travel
speed F , are usually modified in synch, so that at steady-state, the targeted width
w for the deposited strands is achieved no matter the extruder travel speed. The
values for both the Fr and F, , parameters are usually computed using simple flow
conservation models which do not take into proper account the dynamics of the extru-
sion process. Because the models focus on steady-state, during transients, constancy

Fig. 1 Schematics of the extrusion system
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of strand width is not respected. For example, the slicer software Cura [6] gener-
ates g-code with two simultaneous upwards steps for Fr and F, , when extruder
travel speed must be increased, and two simultaneous downwards steps when it must
be decreased. In both conditions, the transient dynamics of the extrusion process
generate temporary changes of deposited strand width w. These are referred to as
temporary under-extrusion (strand thinning) when the extruder switches to higher
travel velocities, and temporary over-extrusion (strand thickening) when the extruder
is slowed down. Although both effects are typically temporary, while they last, they
are detrimental for final part quality. In particular, under-extrusion increases the
likelihood of incomplete merging between adjacent strands, with consequences for
geometry, overall structural integrity and mechanical properties of the final parts
[7]. Issues caused by over-extrusion concerns geometry accuracy, in particular in
corners and holes and poorer surface finish [8]. Material excess may also lead to
layer drooping, stringing and to the presence of blobs [9].

1.3 State of the Art

The great variety of materials, geometries and processing conditions a FFF machine
may encounter justifies the idea of developing a learning mechanism for the
machine to autonomously find an optimal solution for each operating condition,
based on previous operational experience in that condition. This in turn leads back
to addressing the challenges of self-observation, part-observation and reasoning
discussed in Sect. 1.1.

The problem of how to equip FFF machines with a wide array of devices for self-
sensing is being extensively researched in the literature, and multiple solutions have
been presented to acquire and record information on machine movements through
axes encoders [10, 11], temperature [12—15] and extrusion pressure [16, 17]. The use
of customized hot-ends has been explored to investigate the evolution of process vari-
ables related to melting and transport phenomena inside the extruder [11, 15]. The
use of acoustic emissions has been explored [18, 19], as well as the observation of the
current absorbed by the filament feeder stepper motor [20, 21] to detect phenomena
preventing uniform material extrusion, e.g., nozzle clogging. Elsewhere, the temper-
ature and flow profile of the material passing internally through the extruder have
been investigated using particle tracking on pigmented filaments and embedding a
thermocouple into the filament [22].

The challenge of observing the result of the extrusion and deposition process
has equally been investigated at multiple scales. With this aim, vision systems have
been used to observe the small region close to the nozzle in order to monitor the
newly deposited material, both from the side [23, 24] and from above [25, 26], also
using a thermal camera to investigate the cooling process [27]. Other sensing strate-
gies focused on phenomena occurring inside the part after the deposition, through
embedding sensors in the artefact during its fabrication. For example, in [28, 29],
fibre Bragg gratings have been used to measure the residual strains inside the part,
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while the use of embedded thermocouples has also been explored to investigate the
internal temperature profile [28].

A significant portion of research which could be ascribed to machine “reasoning”
has addressed the interpretation of sensor data. Frequent in the literature is the use of
mathematical modelling and numerical simulations [30-33]. At the same time digital
twins, i.e., simulation models designed to be fed with in-process data and capable
of providing a digital reproduction of the actual system [34], have been widely used
to support signal interpretation in FFF processes. Some examples can be found in
[35-39] where digital replicas of the process have been used to predict the quality of
the final part, detect anomalies, evaluate process variables and enhance the detection
of layer contours. Machine reasoning covers also the development of correlation
models linking actions to effects, in our specific case: extrusion parameters to prop-
erties of the deposited material. Studies have focused on the material being extruded,
the deposited strands, and the entire part. Finite element methods models and exper-
imental tests have been used to find relationship between the filament extrusion rate
and interlayer bonding and void presence [40]. Localised anomalies have been also
analysed in relation to different velocity profiles using CFD simulation to estimate
under- and over-extrusion in corners [32]. The part mesostructure has been simu-
lated using CFD to investigate how layer thickness and distance between adjacent
strands may influence it [41]. Concerning the entire part, models considering feed
rate, layer thickness and temperature have been developed to estimate dimensional
accuracy and surface roughness [42]. The material exiting the nozzle has been studied
in simulations aimed at investigating the die swelling effect in relation to different
extrusion temperatures and flow rates [43].

As stated earlier in the introduction, in this work we address the problem of
creating a reasoning system for an FFF machine, capable of learning optimal extru-
sion parameters through deposition experience. However, for the time being, the
results of such learning are not meant to be applied in real-time during fabrica-
tion, but rather translated into the machine capability of automatically modifying its
part program ahead of its next execution. In such a context, it is useful to mention
notable literature work on g-code optimisation/automated generation in FFF. In [44]
irregularities in the geometry of strands deposited along curved paths are reduced
through modifications of the extrusion rate depending on local tangential velocity
of the extruder on the part. Others authors have focused into optimising extrusion
and deposition parameters in correspondence of specific features that must be built
(e.g., holes, thin walls, [45]). Issues related to reducing the irregularity of deposited
strands, discussed earlier in Sect. 1.2, have been addressed by some authors for
different MEX processes. For example, in [46] for silicone extrusion (MEX-CRB/
P/Silicone [1]), the g-code is modified ahead of execution in order to reduce the
under-extrusion observed when the extruder begins depositing, due to it taking some
time to ramp-up to a steady flow-rate. In [47], the modifications are more radical:
the CNC architecture of a FFF machine is replaced by an industrial robot and a
custom post-processor is proposed that converts the part-program to the new archi-
tecture, enabling smoother traversal speeds for the extruder and resulting in a more
uniform deposited strand. Machine learning technologies are increasingly being used
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to optimise part programs. For example, in [48] an approach based on reinforcement
learning is proposed to optimise the part program dedicated to the realisation of
thin-walled structures. However, the solution is not for FFF, but rather for wire arc
additive manufacturing.

2 Methods

2.1 Targeted Process Parameters and Variables

The objective of this work was to develop an element of machine intelligence specifi-
cally dedicated to learning new strategies for modifying filament feed rate F'r in order
to reduce transient under and over-extrusion phenomena taking place when a change
of extruder travel speed Fy , is programmed within the part program (written in g-
code). In this investigation, the default upwards and downwards step-like changes
of F, , introduced by Cura [6] are left untouched. However, future research will
look into ways for the machine to also learn how to modify F , (along with Fr)
so that both parameters can be optimised to reduce under- and over-extrusion. An
even further research step would target the implementation of strategies for changing
Fr and F, , in-process and in real-time, to address disturbances, or to implement
adaptive optimisation of process parameters if anything changes during fabrication.

2.2 Solutions for Self-sensing and Part-Sensing

For use in this and other projects, we have been developing a number of custom
extruder heads equipped with multiple sensors [11, 39, 49, 50]. The first of the two
FFF prototypes used in this work is a custom machine featuring a three-axis Carte-
sian architecture (Fig. 2). The build platform moves along x, y direction, while the
extruder is mounted on a horizontal gantry which moves along the vertical direction.
The extruder is equipped to process filaments with a diameter of 1.75 mm, while the
nozzle has a diameter of 0.4 mm. The extrusion system has a Bowden configuration,
in which cold end and hot end are physically separated. Sensors include thermocou-
ples (for temperature in the melting chamber and at the nozzle exit), load cells (to
measure filament compression as it enters the melting chamber), and optical rotary
encoders to monitor the rotation of the motor-powered and driven cogwheels that
determine filament feed rate. The travel path and speed of the extruder head over the
x, y build platform is also monitored through optical rotary encoders.

Whilst the aforementioned sensors cover the self-sensing functionality required
for the FFF machine, in this specific work the challenge of making the machine
also capable of observing the results of its operation (i.e., part-sensing) involved the
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Fig. 2 One of the two FFF prototypes used in this work. Complete FFF machine featuring multiple
sensors on the Cartesian axes and extruder head

possibility to observe (and measure) the width of deposited strands using a non-
contact solution.

The problem of observing the strand is a challenging one: the main hurdles are
related to access and observability, considering that the extrusion process implies
moving parts that may need to be tracked, the deposition event may be temporarily
occluded from view depending on extruder trajectory (if observed from a specific
side), while—if observing from above—the extrudate may exit the nozzle in different
directions on the x, y plane, depending on current travel direction. Whilst we are
working on custom machine architectures specifically dedicated to support real-
time deposited strand observation, for the purpose of this specific work we relied
on a more indirect approach, making use of another dedicated experimental FFF
machine, consisting of a stationary extruder that releases material in-air, and a high-
speed optical camera (DMK 33UP2000 [51]) featuring a 1920 x 1200 pixel CMOS
sensor, which observes the extrudate as it leaves the nozzle orifice with a resolution of
914 pixel/mmand aFoV of 2.1 x 1.6 mm [49]. Ths second experimental FFF machine
features a Bowden extruder identical to the one mounted on the other machine, and
also extrudes a 1.75 mm diameter filament through a 0.4 mm nozzle. The combined
use a particle-laden filament and in-house built software for particle tracking [49]
allows to measure extrudate vertical speed v, at the nozzle exit, whilst at the same time
recording filament feed rate Fr through optical rotary encoders (Broadcom-Avago
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Fig. 3 Second FFF prototype used in this work; a custom multi-sensor FFF extruder head for in-
air extrusion at fixed-position, paired with high-speed optical camera; b detail of extrudate speed
measurement v, using particle tracking [49]

AEDM-5810-712, 5000 ppr [52]) mounted on the filament-driving cogwheels (see
Fig. 3).

For the specific purpose of this work, the problem of observing the actual width
of the deposited strand was only solved indirectly: (i) we started from a numerical
simulation of the extrusion process developed in previous work [49] to identify a first
model linking Fr and v,; (ii) the simulation parameters were then calibrated using
experimental data collected from the in-air extrusion apparatus shown in Fig. 3 [49];
(iii) the calibrated simulation was turned into a digital twin, capable of predicting
v, in real-time from F, , and Fr data provided by g-code or in-process sensors.
(iv) to make the digital twin faster at estimating v,, we used a previously developed
method [53] based on deep learning to teach a non-linear autoregressive model with
exogenous variables (NARX) to replicate the results of the original simulation. Once
properly fitted, the NARX is able to mimic the behaviour of the original twin at a
fraction of the computational time; (v) as the prediction stops at v,, we extended the
twin by adding an algebraic model based on flow conservation [49] to compute strand
width w from v,. This latter model works under the assumptions of constant gap &
between the orifice and the surface underneath. This solution is only temporary, as
our prediction for strand width w cannot take into account actual fluctuations of the
gap h, and will be replaced by direct, optical observation of deposited strand width
on the build plate (in progress).

Despite the limitations, the method illustrated above allowed to obtain a service-
able digital twin capable of predicting strand width once provided with Fr and
F, y values. The twin was then transferred to the other experimental FFF machine
(Fig. 2) dedicated to performing actual strand deposition test runs, to experiment
with different automated decision systems, all supported by the digital twin to predict
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consequences of choosing different Fr modification strategies. Since the machines
used in this work are all based on a Bowden extruder architecture, the applicability of
the developed digital twin is limited to machines using the same architecture. With
the Bowden architecture though, the digital twin can be adapted to operate on any
machine, as long as properly tuned using data from that machine.

2.3 Solution for Filament Feed Rate Optimisation

The filament feed rate optimiser plays the role of the “reasoning” system within
the conceptual framework of autonomous FFF machine, although it is limited to
intervening on only one process parameter (the filament feed rate Fr) in order to
influence only one process variable (deposited strand width w). The intended mode of
operation is referred to as “model-supported” reasoning, as the optimiser ultimately
identifies the optimal values for Fr by using the digital twin (Sect. 2.2.) to predict
the effects of choosing different F» values on deposited strand width w. Although in
future implementations we will be exploring the use of such an optimiser in real-time
“reactive” mode (i.e. the optimiser decides new values for Fr in-process, consequent
to detecting changes in w through real-time observation/simulation), for the purpose
of this work, we have been only exploring the possibility of using the optimiser to
modify the g-code ahead of execution (pre-process optimisation), making use of w
predictions (from the digital twin) to estimate the benefits of any change introduced
in the g-code.

In its current configuration, the optimiser is powered by a genetic algorithm.
Training is performed as follows: (i) portions of g-code containing changes in F, ,
are isolated from the part program, considering a time window of fixed width,
containing the step change; (ii) for each window, a full time-series for F; , is gener-
ated, containing the step-wise transition (Fig. 4a); (iii) for each window, an equal
length time-series for Fr is generated also from the instructions contained in the
original g-code (Fig. 4b). Because the slicer (Cura) implements simultaneous step-
changes, the steps in the Fr and Fy , time histories are time-aligned. The two time-
series shown in Fig. 4a, b represent the behaviour of the two process parameters
according to the original g-code in relation to a specific time window. The behaviour
of the targeted process variable w (deposited strand width) is computed by the digital
twin over the same time interval (Fig. 4c). The twin is interrogated with the time series
shown in Fig. 4a, b to produce the result shown. Figure 4, is actually showing an
episode of acceleration in the deposition, temporarily causing under-extrusion.

The objective function for the genetic algorithm consists of the area between
wy (the target, ideally constant strand width) and the real width w (referred to as
cumulative width error).

The search consists of exploring the infinite time series which can be adopted for
Fr (departing from the initial synchronous step) in order to minimize the cumulative
width error. Note that in Fig. 4c in addition to the transient region for the real width
w, another element of consistent differentiation is visible between w and wy: the real
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width is consistently smaller than the reference set by Cura because the slicer does
not consider filament slippage, which reduces overall material flow and causes under-
extrusion [7]. On the contrary, slippage is included in the digital twin [49]. Hence,
the genetic algorithm optimiser discussed in this work operates both to minimize w
variations and to compensate for slippage.

For the time being, we have further constrained the search space by only allowing
time series for Fr which feature two consecutive step changes, as summarized in
Fig. 5. As illustrated in the figure, the genetic algorithm considers only four indepen-
dent search variables, representing respectively: time instant to initiate the first step
(11); filament feed rate to be reached in the first step (Fr, ;); time instant to initiate
the second step (#2) and filament feed rate to be reached (Fr ) and kept stationary.
Note that, no constraint is imposed to whether the two steps should be upwards or
downwards-oriented, the optimiser is free to decide autonomously. In designing the
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optimisation problem, we had originally explored also ramp-like and freeform tran-
sients for Fr. However, we have currently decided against such types of transients, as
preliminary optimisation tests seemed to indicate convergence towards double-step
transients anyways. Importantly, the inclusion of the filament feed rate to be reached
(Fr.2) as the fourth search variable, implies that the optimiser is free to operate also
on the Fr values that apply to steady-state conditions, potentially overriding the
choice of the slicer software even in such scenarios (important to minimize slippage,
as discussed above). Note in fact that Fr , optimised for any step-like transition is
also the initial steady-state filament feed rate for the next step-like transition.

The genetic algorithm currently uses a population of 50 individuals, and runs 200
generations, or fewer, if one of the early termination criterions is satisfied. Early
termination is triggered if (i) the cumulative width error is <10% of the cumulative
width error computed pre-optimisation; or (ii) the average change of cumulative
width error between two consecutive generations is less than 107°. The crossover
operator (crossover—scattered) and the mutation operator (mutation—gaussian) are
run with 0.8 and 1.0 probabilities, respectively. Three individuals are chosen at the
end of each generation to generate the offspring (elitist model NSGA-II [54]). Once
the genetic algorithm optimisation has been run on all the step-like changes of F, ,
found in the part program, the produced, optimal Ff time series are used to update
the g-code. The whole optimisation is executed off-line.

3 Results

The test case consisted of a part program (g-code) containing 17 step changes for
F, y and a corresponding number of simultaneous step changes for Fr. The part
program was processed by the optimiser off-line. The optimiser was run separately
on each step, by selecting a window covering a time interval of —2.5 s before and
+2.5 s after the step change. The x, y and F time series for the time interval were
generated as illustrated in Sect. 2.3, by simulating parameter evolution over time at
0.01 s sampling rate (100 Hz), corresponding to the sampling rate of the encoders
dedicated to observing the same variables (rotary optical encoders on the x, y axes,
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and rotary optical encoder on the motor-driven cogwheel driving the filament into
the melting chamber (Sect. 2.2 and Fig. 2). The step changes for the extruder travel
speed Fy , were processed by the optimiser in a sequential manner. This is because
the last of the four parameters altered by the optimisation applied to a specific step
(i.e., Fra, Sect. 2.3), corresponds to the filament feed rate being enacted by the
extruder when the next step is reached.

In Fig. 6, an example run for the optimiser is shown, applied to a upwards step for
F, . Figure 7 shows an equivalent example for a downwards step. In both figures the
leftmost panel indicate the time series before the optimisation, the rightmost panel
those after the optimisation. Note that F , is unchanged as it is not altered by the
optimisers, whilst Fr changes from its default step-like appearance (as originally
programmed by the slicer) to the two-step configuration computed by the optimiser.
The plots for the deposited strand width w are obtained by interrogating the digital
twin with the original and updated Fr time series. For the specific cases illustrated
in Fig. 6 the cumulative width error (Sect. 2.3) changed from 1.64 mm? to 0.48 mm?
(over the 5 s time window). For the step in Fig. 7, the error changed from 42.49 mm?
to 4.23 mm? over the 5 s time window. Similar results were obtained for the other
steps, resulting in an average error reduction which often got closer to one order of
magnitude with respect to the original values.

95 96 97 98 99 95 96 97 98 99
t[s]

F. [mmvs]

95 9 o7 o8 99 95 o6 o7 % 99
t[s] t[s]

Fig. 6 Operation of the optimiser on one of the Fy , upwards steps in the test g-code. Left panel:
before optimisation; right panel: after optimisation. In both panels: top: Fy,y; middle: Fr; bottom:
w and wy
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Fig. 7 Operation of the optimiser on one of the F , downwards steps in the test g-code. Left panel:
before optimisation; right panel: after optimisation. In both panels: top: Fy, y; middle: Fr; bottom:
w and wy

Note that, as illustrated in Sect. 2.3, the digital twin is interrogated multiple times
during optimisation to test for alternatives corresponding to all the individuals of the
population managed by the genetic algorithm, and for each generation of the evolving
population. For our current configuration of the optimiser, the twin is interrogated on
average 4000 times for each individual step-wise change to be optimised. Replacing
the original twin with a NARX powered by machine learning helped significantly
reducing the temporal overhead (each original simulation run took on average 50 s
for a time-history of 5 s, whilst the NARX equivalent took 0.08 s per run).

4 Conclusions

In this work we have illustrated the development of a solution for a FFF machine to
learn optimal extrusion parameters using data from previous depositions. The solu-
tion does not allow for in-process correction, and is currently limited to providing a
means for the g-code to be optimised ahead of its next execution. G-code optimisa-
tion itself is currently focused solely on making the deposited strand more uniform
in width, compensating over and under-extrusion effects which normally occur as in
default operation filament feed-rate is not ideally optimised with respect to current
extruder traversal speed over the deposition surface. Our optimiser currently only
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operates by modifying filament feed-rate within the g-code. Another limitation is
that our FFF machine does not really learn to perform a better extrusion and depo-
sition process by observing all the involved variables. Rather, it uses a mixture of
observations (time-series from sensed extruder travel speed and filament feed rate,
collected in previous depositions), and simulated data, consisting of deposited strand
widths computed by a digital twin, validated in previous work.

Our current results are clearly work in progress towards a future goal of imple-
menting a more comprehensive sensing and learning system, in particular so that
the reliance on simulated predictions is balanced by using more information directly
captured from the process. Our solution is currently based on a combination of
methods using deep learning, genetic algorithms and digital twinning. Despite
the aforementioned limitations, the implemented g-code optimisation system was
capable of achieving a reduction of over- and under-extrusion phenomena of approx-
imately one order of magnitude with respect to the initial unoptimised state, when
applied to the test case. Our solution can currently operate only as a pre-optimiser
of the part program. We envision the future possibility to reach to a full in-process,
real-time system for strand width control and adaptive optimisation during deposi-
tion. To achieve this longer-term aim, we are developing technologies for in-process
strand measurement, and in-process learning of correlation models better capturing
the relationships between extrusion process parameters and geometric results for the
deposited part.
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Abstract Additive manufacturing (AM) has the potential to revolutionize the way
products are designed and produced in a wide range of industries. However, ensuring
the quality and reliability of AM parts remains a challenge, as defects can occur during
the building process. In-situ monitoring is a promising approach for detecting and
classifying these defects for in-process part qualification. In this paper, we present a
novel approach for in-situ monitoring of laser powder bed fusion (LPBF) processes
using a recoater-based imaging sensor and machine learning algorithms. The new
sensor architecture is a recoater-mounted contact image sensor (CIS) and allows
for high-resolution imaging of the build area during the recoating process, enabling
the observation of a wide range of part and process-related defects. We demon-
strate the effectiveness of using machine learning for image analysis on a series
of experiments on a commercial AM system, showing significant improvements in
defect detection accuracy compared to existing methods. Our results demonstrate the
potential of the recoater-based sensor architecture for unlocking new capabilities for
in-situ monitoring and quality control in powder bed-based AM processes.

Keywords Additive manufacturing - In-situ monitoring * Recoater-based imaging
sensor

1 Introduction

Quality assurance of AM products is crucial to ensure functionality and safety of
the products. Metal AM can suffer from a wide range of defects such as porosity,
cracks, and inclusions. These defects are often generated during the AM process
itself and it can be challenging to detect them in the final product. This is especially
true when dealing with complex structures that are more difficult to inspect with
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traditional non-destructive testing (NDT) methods [1]. Over the past several years,
there has been a growing interest in in-situ monitoring of AM processes to detect
and classify defects in real-time. This approach leverages the “openness” of the AM
process, which allows for the observation of the build area during the process, and it
is considered to have the potential to significantly reduce the cost of quality control
and, in the future, improve the overall quality of AM parts via a combination of
in-situ monitoring and process control.

A wide variety of monitoring techniques have been explored in the literature,
both image (e.g. optical, thermal and x-ray imaging) and non-image based methods
(e.g. acoustic emission and ultrasonic) [2]. However, most of these methods suffer
from one or more of the following limitations: (i) low spatial resolution, (ii) small
field of view or (iii) limited applicability to industrial AM processes. Optical imaging
methods are among the most popular in-situ monitoring techniques for AM processes.
Newer industrial machines are usually equipped with one external camera pointed
at the build platform. The camera is used to take images of the printed area and of
the surrounding powder bed throughout the build process. These images can be used
to detect some powder bed inhomogeneities, such as incomplete spreading, powder
streaking or recoater hopping. However, these methods are limited to detecting large-
scale defects and are not suitable for smaller powder bed defects, such as contami-
nations. In addition, the low resolution does not allow to perform part reconstruction
or detect small-scale defects that may appear on the top surface of the printed part
(e.g., open pores, balling etc.).

To unlock the full potential of optical imaging for AM in-situ monitoring, it
is necessary to combine high-resolution imaging with a field of view that is large
enough to cover the entire build area. In a recent work [3], we demonstrated the
implementation of a recoater-mounted contact image sensor (CIS) for in-situ moni-
toring of LPBF processes. The type of sensor, which is often used in other quality
control applications, and its position in the build chamber offer several advantages
over the traditional external camera. In addition to the large field of view and higher
resolution, the CIS offers the ability to capture color images and, thanks to the inte-
grated lighting system, provides a more homogeneous illumination across the scene.
These two additional features contribute to significantly improve the image quality
compared to external cameras. Other authors [4], using a similar architecture, have
also demonstrated that by leveraging an additional feature of the sensor, i.e., the
extremely short focal length, a pseudo height map can be reconstructed from the
images. This allows to detect out-of-plane defects in the powder bed and on the
printed parts, but the accuracy is limited and the “direction” of the deviation (e.g.,
whether the out-of-plane is a peak or a valley) cannot be determined.

In this paper, we explore the impact of this new sensor architecture on the perfor-
mance of a machine learning algorithm for detecting dimensional and geometrical
deviations in the printed part. A comparative study between the recoater-mounted
CIS and the external camera is also presented to highlight differences and potential
limitations of the two architectures.
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2 Equipment and Experimental Setup

The case study investigated in this paper is a test print of a series of bridge samples
printed with different support structures. The test print was performed on a commer-
cial LPBF system (3D-NT) equipped with a recoater-mounted CIS and an external
camera module. The specifications of the two sensors are summarized in Table 1.

The four samples were printed using the same process parameters reported in
Table 2.

The only difference between the samples is the support strategy used. The bridge-
like geometry was specifically designed to enhance the stress-induced deformation.
Table 3 summarizes the main characteristics of the four support structures shown in
Fig. 1.

The standard support strategy (Fig. 1a) serves as a baseline to compare against
the other, increasingly weaker, support structures.

Table 1 Monitoring equipment

CIS Camera
Working distance (WD) [mm] 14 500
Resolution [pm/px] 21 100
Mode Color Mono
Depth 8-bit 8-bit
Table 2 Process parameters
Parameter Value
Power [W] 200
Scan speed [mm/s] 1000
Hatch distance [jwm] 90
Scan strategy Hatching
Layer thickness [jum] 25
Build plate material AlSi10Mg
Focal position f [mm] 0
Beam waist diameter D40 [mm] 0.05
Table 3 Types of support structures
Standard Pillar 0.6 Pillar 0.3 Single line
Shape Lattice wall Pillar Pillar Lattice wall
Thickness/diameter [mm] 0.5 0.6 0.3 0.5
Distance btw. walls/pillars [mm] 5 5 5 -
Support-Part connection Triangular Rounded Rounded Triangular
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a) Standard

b) Pillar 0.6

Fig. 1 Types of support structures

This experiment investigates the well-known trade-off between buildability and
post-processing costs. Robust support structures make it easier to print the part, but
they add complexity to the post-processing operations (i.e., support removal).

On the other hand, weaker support structures simplify the post-processing and
increase the cost-effectiveness of production, but they are more likely to fail under
residual stress load. If some supports fail, the printed part will lack fixed anchor
points, which can lead to geometrical and dimensional deviations from the original
design. Excessive deviations result in a part that is out of tolerance and must be
scrapped, thus increasing the cost of production, and reducing the overall efficiency
of the process.

In this scenario, the application of in-situ monitoring can be beneficial and allow
to monitor the integrity of support structures to prevent the onset of critical deviations
and stop the build process to prevent the production of a defective part and minimize
waste.

To validate the results of the in-situ monitoring method developed in this work,
the geometrical and dimensional deviations of the samples were measured ex-situ
via CT-scan.
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3 Methodology

The integrity of support structures can be monitored either directly or indirectly.
Direct monitoring of the support structures consists in observing the support
structures during the build process. Due to the typical size of the support stuc-
tures, direct monitoring is only possible with high-resolution sensors, such as the
recoater-mounted CIS.

The indirect way of monitoring the support structures consists in observing the
behavior of the supported part during the build process. When the support fails under
residual stress load, the supported part will start warping. As soon as the warping
exceeds the powder bed thickness (typically less than 0.1 mm), the recoater will fail
to spread the powder over the warped portion of the part and the part will remain
exposed. The incomplete powder spreading can be observed in the layerwise images,
and it can be used to infer the integrity of the support structures, or the lack of support
structures altogether.

In the literature, there are several examples of algorithms capable of detecting
defects associated to powder bed inohomogenities. For example, Zhang et al. [5],
report they can detect height differences in each printed layer, while Zur Jacob-
smuhlen et al. [6, 7] in two different studies specifically worked on super-elevated
edges, and developed a method to classify them into critical and non-critical classes.
Scime et al. [8, 9] developed a classifier based on deep convolutional neural networks
to identify recoating defects, such as streaking, hopping and super-elevation.

In this work, a new method was developed to automatically detect part warping
and other phenomena that affect the powder spreading using the in-situ images. The
main steps of the algorithm are briefly outlined in the following:

1. Pre-processing: perspective and flat field correction.

2. Masking: the regions of interest (Rol) corresponding to each printed part at layer
i are isolated in the corresponding post-deposition image using the nominal slice
of layer i as a reference.

3. Empirical probability density function (PDF): the histogram of the region of
interest was extracted.

4. Dimensionality reduction: the simplicial functional principal component analysis
(SFPCA) is performed to find the directions along which the dataset displays the
maximum variability. The first K principal components are retained based on the
percentage of explained variability.

5. Scores calculation: the first K scores are then used to analyze the dataset.

In a preliminary step, flat field and perspective corrections (homography) are
applied to the layerwise images obtained from the recoater-mounted CIS and the
external camera to get a top-down view of the build area, similar to the nominal
layerwise images. The images are then registered and cropped to match the size
of the corresponding nominal slice and the position of the parts. After registration,
the images are smoothed and the pixel intensity is modified to correct for broad
illumination inhomogeneities.
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Compared to the external camera images (Fig. 2), the unprocessed CIS images
(Fig. 3) already provide a close to perfect top-down view of the build platform. Only
minor corrections must be performed to adjust for alignment errors when mounting
the CIS on the recoater. This results in a final image that is less distorted and higher
quality.

After the preliminary steps and the image pre-processing is complete, the masking
step is performed (Fig. 4). This operation makes the method completely shape-
agnostic and exploits the nominal slice shape as prior knowledge about the area
where to look for powder bed inhomogeneity anomalies. A “dilated” version of the

10 mm

Fig. 2 Homography operation on external camera images, before (a) and after (b)

10 mm

Fig. 3 Perspective correction on CIS images, before (a) and after (b). Almost no correction is
required in this case
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Fig. 4 Extraction of the empirical PDF function from the ROI

mask of each part is applied to make sure to include some of the surrounding powder
for reference.

The extraction of the empirical PDF is then performed for each individual masked
area (i.e., each individual part). The intuition behind this approach is that functional
data that represent the empirical PDF will differ when the ROI under analysis contains
only an homogeneous powder layer (i.e., in control condition) or powder and a portion
of the part (i.e., out-of-control condition).

However, dealing with functional datasets can be complex due to the intrinsic
high dimensionality (Fig. 4). For this reason, a dimensionality reduction step was
implemented. Simplicial functional principal component analysis (SFPCA) [10] was
used for this task. SFPCA is a specific counterpart of the traditional FPCA which
is performed within the space of density functions (Bayes space B2), and allows to
obtain a high-quality approximation of PDFs, while preserving their constraints. This
method was originally developed by Menafoglio et al. [11] to monitor the quality of
metal foams from the empirical PDF of specific variables of interest. In this work, the
same approach SFPCA-based was used to reduce the dimensionality of the dataset.

The SFPCA procedure finds the directions in B? along which the variability of
the dataset is maximized. Using the associated eigenvalues, p;, computed from the
SFPCA, it is possible to identify the minimum number, K, of SFPCs needed to retain
a specific amount of the total variability, according to Eq. (1):

K 0
S /> ()
The first K scores, i.e., the projection of the original empirical PDFs along the

first K principal directions, were then used to study the problem in a low dimensional
space with respect to that of the original functional dataset.

4 Discussion of Results

Two main types of defects were found during the print, i.e., the presence of warping
(Fig. 5) or incomplete recoating of the part (Fig. 6).
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Fig. 5 Post-deposition images showing different stages of the warping defect in the sample with
single line support

Fig. 6 Incomplete spreading due to insufficient powder feed (layer 238-247)

The detected anomalies match very closely the defects observed in the CT-scan
(Figs. 7 and 8).

The samples printed with the standard and the pillar 0.6 mm support structures
(Fig. 7a, b) showed no significant deviations from the nominal shape. All the supports
were intact at the end of the print, which confirms that the support structures were
robust enough to withstand the residual stress load.

Significant warping was observed immediately after printing the first overhang
layers of the least supported sample, i.e., the bridge with single line supports. The
lack of anchor points on the sides of the sample resulted in a visible deformation and
consequent deviation from the nominal shape.

The bridge with 0.3 mm pillar supports showed an intermediate behavior. The
supports were able to withstand the residual stress load for the first few layers, after
which the supports subjected to the highest load (i.e., near the edge) started to fail.
The final deformation of the bridge exceeds 2 mm near its most extreme region.

The incomplete spreading, on the other hand, led to a thicker layer of powder
being deposited when powder supply was restored. Since the energy density was
not sufficient to fully melt such a thick layer of powder, gaps and delaminations are
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a) Standard b) Pillar 0.6

c) Pillar 0.3 d) Single line

Fig. 7 CT-scan of the bridge samples. The most supported samples, i.e., standard (a) and pillar 0.6
(b), show little to no deformation, unlike the least supported ones, i.e., pillar 0.3 (¢) and single line

(@)

Fig. 8 Lack-of-fusion and delamination in the standard supports sample due to incomplete
spreading from layer 238 to 247

observed at that specific layer height due to lack-of-fusion and incomplete bonding
between the new layer and the existing part (Fig. 8).

When large deviations occur, i.e., an extended region of the part is not covered
by the new powder layer, the empirical PDFs show a significant departure from the
standard unimodal distribution that is expected in the histogram of a well recoated
region. The empirical PDFs extracted from two different groups of images, in-control
(from layer 50-70) and out-of-control (from layer 230-250) are show in Fig. 9.

After applying the SFPCA procedure and computing the eigenvalues and eigen-
functions, it is possible to see that the only the first 2 SFPCs are necessary to retain
almost 90% of the total variability (Fig. 10).

The scores for the two sets of observations (in-control and out-of-control) are
shownin Fig. 11. Two well separated clusters are clearly visible in the scatterplot. This
means that, just by using the first 2 scores of the SFPCA, in-control and out-of-control
PDFs can be immediately identified.

The same approach was tested on the external camera images, but the results
were not on par with the CIS (Fig. 12). The separation between in-control and out-
of-control clusters is not as clear and some out-of-control observations fall close to
the in-control ones.
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Fig. 9 Comparison between the in-control (layer 50-70) and out-of-control (layer 230-250)
empirical PDFs (CIS images) of the standard supports sample
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Fig. 10 Explained variance of each PC

Despite the layers under analysis being the exact same, the difference in perfor-
mance is most probably related to the lower quality images acquired by the external
camera. The empirical PDFs extracted from the camera images (Fig. 13) show a
noisier distribution, even when considering only the in-control conditions. This is
likely the root cause of the lower precision of the external camera at detecting shifts
in the distribution using principal components scores.

A direct comparison between the images of the two sensors is shown in Fig. 14.
The CIS allows to inspect the part at an unprecedented resolution, giving the ability
to observe surface patterns that are not visible to the external camera. The images
of the recoater-mounted CIS provide a better contrast between the powder and the
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Fig. 12 First 2 scores of the in-control and out-of-control empirical PDFs extracted from the
external camera images

printed part, and three distinct types of surface patterns can be observed, depending
on the phase of the powder, i.e., (i) fully melted powder, (ii) partially melted powder,
and (iii) unmelted powder. On the other hand, the images of the external camera show
a more uniform surface, with no visible differences between some surface pattern
(e.g., unmelted and partially melted powder).
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Fig. 13 Comparison between the in-control (layer 50-70) and out-of-control (layer 230-250)
empirical PDFs (external camera images) of the standard supports sample
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Fig. 14 Image quality comparison. Full images from the CIS (a) and the external camera (b) and
side by side comparison (c¢) (CIS on the top, and camera on the bottom)
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5 Conclusion and Future Work

In this paper, we have presented a comparative study between the recoater-mounted
CIS and the external camera for in-situ monitoring of LPBF processes. The results
of this study show that the recoater-mounted CIS is a promising sensor architecture
for in-situ monitoring of LPBF processes and it can be used to detect the onset of
critical deviations in the printed part. Compared to the external camera, the recoater-
mounted CIS is more precise at detecting critical deviations in the image composition
that are not as clear to the external camera. This translates to a quicker detection of
deviations before they exceed the tolerance limits, and the part needs to be scrapped.
This higher precision can be used to act earlier on the process and, when possible,
adjust the printing strategy to recover from the deviation and save the part rather than
stopping its production altogether.

This study primarily concentrated on identifying large-scale deviations in the
components. However, the high-resolution images obtained by the recoater-mounted
CIS can be utilized to detect small-scale defects by implementing the empirical PDF-
based technique on smaller areas of the powder bed. Future research will focus on
detecting other types of defects, such as spatters and contamination, which are not
visible to conventional inspection methods but are known to cause the development
of porosity and inclusions in the finished product.
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Preliminary Study on the Feasibility )
of Electrically Assisted Direct Joining er
of Titanium and PEEK

Silvia Ilaria Scipioni, Alfonso Paoletti, and Francesco Lambiase

Abstract The present study introduces an electrically assisted direct joining process
for hybrid metal-polymer connections. The process consists of the adoption of an
electrical current to heat the metal component, which is pressed against a ther-
moplastic polymer. Titanium grade 2 and Polyetheretherketone were selected for
the preliminary testing campaign. An instrumented equipment was developed to
control and measure the main process parameters such as the voltage and the current
during the joining process. The investigation was carried out to determine the feasi-
bility of the process. To this end, preliminary experimental tests were performed
by varying the main process parameters. The metal surface’s laser texturing was
performed before joining to promote micromechanical interlocking. Quality assess-
ment of the connections was carried out through single lap shear tests and fracture
surface analysis.

Keywords Resistance welding - Polymers + Hybrid joints

1 Introduction

Itis increasingly common in great many fields, such as transportation, biomedical and
structural [1], to use multi-material structures, composed by polymers (or reinforced
polymers) and metals. Even though joining such different materials brings consider-
able advantages e.g. reduction of structures’ weight, it also involves different issues
from a processing perspective. Indeed, metals and polymers, show different phys-
ical, mechanical, and thermal properties and this can introduce some constraints and
limitations.

Traditionally, mechanical fastening or adhesive bonding have been used to join
dissimilar materials. These processes are characterized by significant problems in
terms of durability, energy efficiency, and environmental impact due to the use
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of chemicals. Regarding productivity, both processes require pre or post-treatment
phases: in mechanical joining, drilling is required, while in adhesive bonding, surface
pre-treatment and curing times are often needed. Then, concerning mechanical prop-
erties, mechanical fastening shows high-stress concentrations and the requirement
of external components, which increase weight and costs. Therefore, given the great
demand from different manufacturing fields, severe efforts are being expended to
overcome the limitations of traditional joining processes. For these reasons, different
joining processes have been developed in recent years. Among them, heat-assisted
joining processes, such as laser-assisted joining (LAJ) [2], friction-assisted joining
(FAJ) [3], friction spot joining [4], and ultrasonic joining [5—7], have been greatly
used to join dissimilar materials.

These processes involve two different steps to make the joining occur: heating
the interface and applying external pressure to create the bonding, producing a
tight connection between the substrates. In the LAJ process, the transparency of
the polymer at the laser wavelength is exploited to directly heat the interface. The
joining mechanisms achieved by these processes can be chemical (e.g. CO bonds),
physical (Van der Waals forces), or mechanical. In addition, the process has high
efficiency and reduced joining times, due to the use of confined heat sources. These
processes, which have been subjected to recent studies, have also demonstrated their
feasibility in bonds where composites with thermoset or thermoplastic matrices [8,
9] and engineering plastics (such as PEEK [10]) were used.

On the other hand, in the FAJ process, the upper material is metallic. A rotating tool
is plunged into the top face and it is due to the rotation and vertical force applied by
the tool that the joint is generated. Several pretreatments exist to increase the bond
strength [11], including anodization of the metal substrate [12—14], grafting [15],
formation of macroscopic [16], and microscopic structures on the metal substrate
[17]. Such pretreatments promote the formation of CO bonds and the increase of
mechanical interlocking. To reduce the formation of porosity [ 18], which can damage
the joint formation, ultrasonic systems can be adopted [19].

The joint formation is strongly influenced by the thermal and mechanical char-
acteristics of the substrates. Currently, only a few studies have been conducted to
investigate the possibility of joining techno-polymers. In [20] the feasibility of joining
PEEK and AAS5053 aluminum alloy sheets was investigated, demonstrating how it
is possible to obtain high mechanical strength, with a maximum shear strength of
47 MPa.

In the present study, the possibility of joining titanium and PEEK was investi-
gated; these materials are mostly employed in various sectors, including aeronautics,
aerospace, and biomedical, owing to their biocompatibility and high strength/weight
ratio. The joint between titanium and PEEK was produced through an electrically
assisted direct joining process. To this end, prototypal equipment was developed by
modifying an existing resistance spot welder machine. The machine was modified
to be controlled by an external interface by remotely controlling proportional relays
connected to a commercial IO board and a LabVIEW program.

Preliminary experimental tests were conducted using a thermal imaging camera to
observe the temperature trend during the process. This enabled the identification of
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a suitable processing window to perform preliminary joining tests. Therefore, some
joining tests were performed with the aim of determining the main characteristics of
the joints. Mechanical characterization and fracture surface morphology were carried
out on the joints produced to perform a quality assessment.

2 Electrically Assisted Direct Joining

Electrically assisted direct joining of dissimilar material such as metals and thermo-
plastics (or reinforced thermoplastics) is a thermomechanical joining process [21]
which exploits the Joule’s heating effect through a material as a heating medium.
To this end, an overlapping configuration can be used, as schematized in Fig. 1.
During the process, the electrodes come into contact with the upper (conductive)
material, which is rapidly heated through the Joule’s effect. Thus, the temperature at
the metal-polymer interface also steeply rises leading to joint formation. After the
current flow, the metal rapidly cools down leading to joint consolidation. The joint
formation is due to different joining mechanisms, which depend on the materials
involved, the surface morphology, the pressure, and the temperature distribution.
The joining mechanisms include the formation of physical and chemical bonding as
well as mechanical microinterlocking [22].

Compared to the other thermomechanical joining processes, electrically assisted
joining provides different advantages. Indeed, it does not produce beam reflections
and it is not affected by laser radiation absorption such as laser-assisted joining.
During the joining operation, the electrodes are in tight contact with the components;
thus, the process is not characterized by movable tools or high processing forces
(such as friction-assisted joining). In addition, electrically assisted direct joining can
be easily integrated within existing assembly lines since it requires minor machine
modifications. Since the process is based on Joule’s effect, electrically assisted direct
joining is best suited for metals with relatively low electrical conductivity, such as
steel or titanium alloys.

3 Materials and Methods

3.1 Experimental Prototypal Apparatus

A prototypal apparatus was developed to conduct experimental tests (Fig. 2). A
common spot welder machine was modified to integrate into an Industry 4.0 context
and have better control of the process parameters as well as higher process relia-
bility. The original machine was modified in order to be controlled remotely and to
perform online current and voltage measurements by dynamic control of the current
supplied during the process. The proposed system has been enriched with an Open
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Fig. 1 Main phases of electrically assisted direct joining

Platform Communications Unified Architecture (OPC-UA) interface that enables
data exchange with other systems both hardware (i.e. P. L. C., Industrial P.C., etc..)
and software (i.e. S. C. A. D. A., ad-hoc software, etc.). The entire system was
implemented using LabVIEW software from National Instruments.

An USB-6002 board from national Instruments developed by LabVIEW was used
to convert the manually controlled welding machine to an automatically controlled
one. The board is a multifunction DAQ that allows for exclusive control of the welding
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Fig. 2 Experimental
equipment and the clamping
equipment

voltage and current. The welding voltage and current are controlled by a Crydom P.
M. P. series solid-state relay, designed specifically for industrial power applications.
Through this relay, it is possible to bias the waveform of the voltage input to the
machine based on an analog input between 0 and 5 V.

National Instruments’ USB-6002 board has USB connections for the computer
interface and measures voltage and current via analog inputs connected to sensors
placed by creating threads on the welding electrodes (for voltage measurement) and
on the copper-clad brass bar (for current measurement), which was used as a shunt
(Fig. 3).

The integration of the old machine archetype with the new control system was
aimed at developing a system capable of different control strategies including fixed
“aperture” of the relays, constant voltage, and constant current. Indeed, during the
welding procedures, the materials undergo significant temperature rise that deter-
mines a proportional variation of the electrical resistivity of the material. Thus, during
the joining process, when the fixed relay aperture was adopted, both the current and
the voltage may change, depending on the variation of material resistivity.

3.2 Software Development for Measurement and Control

The adopted USB-6002 board is compatible with National Instruments’ LabVIEW
programming software, this enables to control the proportional relays and measure
the main processing signals (voltage and current) during the joining process. Welding
voltage and current are controlled by a solid-state relay, which is much more efficient,
durable, and reliable than a mechanical relay since it contains only fixed parts. These
relays are commonly used in all industrial processes that require precise and reliable
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Fig. 3 Modification of the
resistance spot welder for
remote controlling

handling. Such relays allow the waveform of the machine input voltage to be partial-
ized according to an analog input between 0 and 5 V. In the control screen, shown
in Fig. 4, it is possible to enter a voltage value ranging from 0 to 100% of full-scale
(almsot 2.1 V). The National Instruments board generates the signal and measures
current, voltage, energy and power during joint formation as shown in Fig. 5.

The general scheme of the system consists of several elements:

e An interface that allows the system to receive control and configuration
commands, shown in Fig. 4;
A central system that manages the control and measurement instrument;
A driver that interfaces the central system with the input/output board;
Two servers where welding profiles and collected measurement data are stored.

Each weld consists of five distinct phases, corresponding to a different row within
the LabView program. These phases are: pressing time, rise up time, welding time,
fall time, releasing time. Each joining process is therefore identifiable with an ennuple
in which the time intervals of the waveform and the maximum value to be achieved
are represented. Within the database, each weld is contained within a row uniquely
identified by a private key. The database specifically stores the following values:
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1. “Amplitude”: it is the field that describes the maximum value generated by the
National Instruments board. The value is expressed in percent from 0 to 100 of
the maximum input value;

2. “Pressing Time”: is the time when the electrodes go down but there is still no
power;

3. “Rise Up Time” is the time interval of the ramp when ramping from the value
0% to the value set in the amplitude field;

4. “Welding Time”: is the time interval in which the system holds the output value
constant at the value specified in the amplitude field;

5. “Fall Time”: is the time interval of the ramp when it goes from the value set in
the amplitude field to the value set at 0%;

6. “Releasing Time”: is the interval in which the system holds the output value at
0% before notifying the end of the welding cycle.

A welding profile can be defined as a sequence of welding processes by joining
different welding types. The values of current and voltage recorded during the joints
are saved in a file system. The files are organized and managed by another database
which will track the performed welding profile, welding times, maximum and
minimum power values recorded, and link this information with the file containing
the performed recordings.

3.3 Specimen Preparation

Rolled sheets of 2 mm of thickness of titanium grade 2 were joined to polyetherether-
ketone (PEEK) supplied by Victrex (PEEK 450 G) with 5 mm of thickness. PEEK
(polyetheretherketone) is a semi-crystalline thermoplastic with a service temperature
of up to 250 °C and a melting temperature of 343 °C.

The main mechanical characteristics of the materials were identified through
tensile tests which were conducted complying with the ASTM standards EO8 [23]
for the titanium and D638 for the PEEK EO08 [24]. Besides, physical tests were
conducted on the PEEK with the aim of determining the characteristic temperatures
of the polymer. Thermogravimetric tests were conducted to investigate the decom-
position temperature of the PEEK material by means of a machine model L81/1550
by LINSEIS. The tests were conducted at the highest heating rate allowed by the
machine 40 °C/min. The main mechanical and thermal properties of the materials
are summarized in Table 1.

Laser texturing was performed on the titanium surface before joining. To this end,
apulsed 30 W fiber laser YLP-RA30-1-50-20-20 by IPG was adopted. Laser texturing
was performed under the following conditions: power: 30 W, pulse frequency 30 kHz,
scanning speed 1.0 m/s, the distance between consecutive scans: 0.3 mm, and 20
repetitions. Such texturing conditions were selected on the bases of preliminary
experiments. A fine laser texturing optimization was behind the scope of the present

paper.
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’tll‘ltl;rlrela} pzfggj:i:ﬂ fand Material Titanium | PEEK

materials Young modulus [GPa] 120 4
Yield strength, oyo> [MPa] 394 -
Tensile strength, omax [MPa] 450 98
Compressive strength [MPa] - 125
Elongation at ropture [%] 20 45
Melting temperature [°C] 1670 343
Thermal decomposition temperature [°C] | — 520

3.4 Joining Procedure

Overlap joining experiments were performed by using the abovementioned proto-
typal machine. The tests were conducted using different values of the amplitude in a
range between 20 and 80% of and the current value; welding time duration has been
fixed for each test at 1 s.

In these preliminary tests, other process conditions such as the rise-up time, the
fall time, and the releasing time were kept fixed at 0.5, 0.5 and 0.5 s respectively.
Figure 6 shows the current trend during the above-described steps of the welding

process.
The electrode force P was determined [25] by Eq. 1.
P=251 |2 n
300
|
lyiokting T :
F e E + - y t

t;:lressingl trlse up t\-.'e!ding t{a”

Fig. 6 Current steps during EAJ process
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where t represents the thickness in mm and oy represents the tensile strength in MPa.
The weaker material (PEEK) was considered; thus, the electrode force was 7.2 N.
The distance between the electrodes was 8 mm.

3.5 IR Thermography

Infrared (IR) measurements were performed to determine the temperature variation
during the joining experiments. This also enabled us to determine a suitable set of
process conditions that enabled us to avoid excessive temperature rise. Excessive
temperature (above 520 °C) potentially leads to thermal degradation of the polymer.
Besides, titanium is a highly reactive material; thus, a temperature above 600 °C
would easily lead to the formation of sparks and flames.

To this end, an IR thermal camera model T1020 by Flir was used during the
experiments. This IR camera is characterized by a maximum acquisition rate of 50 Hz
and a maximum measurable temperature of 1500 °C. The IR camera was placed at
0.3 m from the sample at an inclination angle of 30°. The surface emissivity of the
titanium was set to 0.4. A picture of the setup is reported in Fig. 7.

Fig. 7 Picture of the IR
camera positioned over the
equipment for temperature
measurement




Preliminary Study on the Feasibility of Electrically Assisted Direct ... 113

Fig. 8 Schematic of the 5 O -
sample used for mechanical Alignment =
characterization (single lap Tab

shear tests) = Titanium

Doy = PEEK

Alignment
Tab

3.6 Mechanical Testing and Fracture Surface Analysis

Mechanical characterization tests were conducted to perform a preliminary analysis
of the influence of the process parameters on the quality of the joints. To this end,
single lap shear tests were conducted. The sample used in the tests, along with the
main sample dimensions, is schematized in Fig. 8

The tests were conducted under quasistatic conditions, using a universal testing
machine model C43.504 by MTS at 2 mm/min of traverse speed. For each process
condition, the tests were replicated three times. After mechanical tests, optical
microscopy analysis was conducted on the fractured surfaces to determine the
bonding area and to better understand the failure conditions of the specimens. To
this end, a stereoscope model M205 by LEICA was used along with a 3D surface
reconstruction software.

4 Results

4.1 Temperature Analysis and Control of Process Conditions

During the EAJ process, the quality of the joint depends largely on the penetration
of metal teeth into the polymeric material as well as the presence of porosities and
eventually thermal degradation.

These phenomena strictly depend on the processing temperature. Figure 9 shows
the IR temperature map recorded during the electrically assisted direct joining. The
temperature is measured over the titanium sheet surface.

After the temperature acquisitions, a rectangular region of Interest (ROI) was
placed over the titanium surface. Then, for each frame, the mean temperature over the
ROI was calculated. This enables to determine the variation of the temperature history
with time. Figure 10 shows the temperature variation recorded during preliminary
joining tests conducted under different processing conditions. As can be observed, the
variation of the current set by the developed interface enables to determine severe
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Fig. 9 IR temperature map aftera0s, b 0.5s,c¢ 1sandd 1.5 s (showing flame development)

temperature changes in a few seconds. The tests conducted at 20 and 40% of the
amplitude did not generate enough heating for the joint to be successful. Indeed,
as shown in Fig. 10, the temperature reached for the yellow curve is lower than
100 °C. The best conditions, instead, were performed at 60% of the amplitude. Under
this condition, the joining occurred, in agreement with previous findings reported
in [26] which indicated that the minimum temperature for joining PEEK through
thermomechanical joining should be at least 300 °C, but still below the degradation
temperature of the PEEK (520 °C).

The test conducted at 80% of the amplitude generated temperature above 600 °C,
leading to the degradation of PEEK. Figure 9 shows the temperature map during the
EAJ process at an amplitude of 80%; as can be observed in Fig. 9c, the temperature
reached led to the develop of flames. Considering the phenomena occurred during
the test with 80% of the amplitude, in this discussion, the trends of temperature and
other electrical quantities of interest related to the test conducted with maximum
amplitude were not included. the adoption of still higher value of voltage (100%)
resulted in complete degradation of PEEK. During the tests performed the values
of electrical parameters of interest were recorded and analyzed. Figure 11 shows
the trend of current, voltage, energy and power during Electrically Assisted Direct
Joining process. Voltage, energy and power showed a quasi-linear increasing trend
with the increase in amplitude, as showed also in Fig. 12. On the other hand, for
the current, the test performed with an amplitude of 80% showed not higher values
than the others. This was due to the bad contact between the electrode and the upper
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Fig. 10 Temperature 700
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surface of the titanium sheet. By reducing the contact area, the resistance increased;
the value of the voltage, instead, was imposed by proportional relays.
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Fig. 12 Trends of average value of current (a), voltage (b), Energy (c¢) and power (d) with four
different level of amplitude analyzed

4.2 Preliminary Assessment of Joints Quality

Preliminary tests conducted showed that the optimum temperature for successful
joining is about 350 °C. An excessive temperature leads to the degradation of PEEK.
Figure 13a shows the correctly realized joint and Fig. 13b shows a PEEK fracture
surface.

In Fig. 14 is reported a load—displacement curve obtained during single lap
shearing tests.

After performing single lap shear test, it was possible to analyze the fracture
surfaces; in Fig. 15a is shown the PEEK surface, instead Fig. 15b shows the titanium
surface.

5 Conclusions

The present study investigated the process of electrically assisted direct joining
for producing hybrid metal-polymer joints. The processing conditions, namely the
current and voltage were analyzed to determine a suitable processing window
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Fig. 13 Ti-PEEK joint (a), PEEK fracture surface (b)

Fig. 14 Load-displacement 20
curve obtained during single 18
lap shearing tests 16
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to perform joining tests. To this end, a prototypal apparatus was developed for
conducting the experimental tests. The apparatus was also equipped with an IR
thermal camera which enabled the determination of the rapid variation of the
temperature during the joining process. The main achievements of the study are
as follows:

e the update of the old traditional spot-welding machine through the integration of
a proportional relays and remote control by the USB IO board and the software
developed in LabVIEW enabled a fine control of the process conditions during
all the phases of the joining process.

e the mean temperature achieved during the steady state phase was highly depending
on the value of the aperture set on the proportional relays.
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Fig. 15 PEEK surface (a), Titanium surface (b) after performing single lap shearing test

e the heating time achievable through the electric ally assisted direct joining process
was extremely short (lower than 1 s) indicating the great potential of the process
to join dissimilar materials such as metals and polymers.

In order to realize a greater joint uniformity through EAJ process, further work
can be done on the implementation of an improved coupling system that allows
fixed positioning of the specimens to be joined. The temperature control assumes a
crucial role during the process for the correct realization of the joint; in future work
it will be possible to proceed by controlling the temperature achieved, in relation to
current and voltage imposed by the remote control. Future work could also include
the improvement of the described apparatus in order to create a continuous joint by
developing a two-axis cartesian movement system.
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Lorenzo Morelli, Niccolo Grossi, and Antonio Scippa

Abstract Tool radial runout is an inevitable phenomenon which significantly affects
the cutting conditions in a milling operation. Indeed, tool runout causes irregular
spacing between cutter teeth creating uneven engagement conditions. This aspect
may limit the accuracy and reliability of the predictive approaches dealing with
important phenomena in milling such as chatter, surface errors and tool wear. For
these predictions, a cutting force model, which includes tool runout, is essential, but
it requires complex formulations which limit its application. This paper presents a
simplified cutting force model for an endmill with generic geometry then adapts it
to represent the effect of radial runout on a regular endmill. The model thus obtained
expresses the cutting forces as a Fourier series considering the effect of tool runout
on the cutting force frequency components, and it is easy to apply to other predictive
models. The proposed formulations are validated, and an application is presented.

Keywords Milling - Predictive model - Tool geometry

1 Introduction

Cutter runout is a common condition occurring in milling operations with multiple
flutes. Indeed, tool geometric centre generally deviates from the spindle axis gener-
ating the eccentricity (i.e., runout) which causes uneven engagement conditions
among the flutes involved in the cut [1]. Consequently, cutting forces are directly
affected by the tool runout in terms of shape and magnitude [2]. Furthermore, the
effect of runout on the cutting forces has influences on other important aspects of
the cutting process such as tool wear [3] machined surface [4] and process stability
(i.e., chatter) [5] For this reason, an accurate cutting force representation including
tool runout is essential for predictive approaches dealing with those aspects with
the aim of improving process accuracy and productivity. In literature, cutting force
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representation is largely based on mechanistic models which assume cutting force is
related to the instantaneous chip thickness though the cutting coefficients [6]. In
this context, the two most adopted types of cutting models are the lumped shear
force model, based on only one cutting coefficient [7] and the dual mechanism force
model, which uses two separate coefficients (i.e., the cutting coefficient and the edge
coefficient) [8]. These models provide a time domain representation of the cutting
forces, and they include the effect of runout by predicting the actual undeformed chip
thickness which is defined as the difference between the radii of the flute considered
and the one preceding it, using geometric expressions [9]. These approaches provide
good results, but they are limited to conditions in which chip thickness depends
only on two consecutive flutes. Chen et al. [10] presented a method to fill this gap
with different formulations for the undeformed chip thickness according to the radial
depth of cut, feed per tooth and runout. The proposed method is effective, yet the need
of formulations for each combination of parameters makes the approach not easy to
extend to cutters with more than two flutes. On the other hand, Gao et al. [11] anal-
ysed the effect of runout on the radial engagement for a two fluted endmill. In detail,
the authors proposed formulations for each flute cutter radius, pitch angle, engage-
ment angles and feed per tooth according to runout. Unlike the other approaches, the
Gao et al. approach analyses the effect of runout on the process parameters giving a
deeper insight on the impact of runout on cutting forces. Nonetheless, the reliability
of the method is limited to cutting conditions in which chip thickness is related to
the radius of the flute analysed and the one preceding it, like previously mentioned
methods. For a more accurate cutting force representation in time domain able to
include tool runout, literature highlight models which consider the cycloidal trajec-
tories of the flutes, known as “trochoidal models”. In this context, Kunmanchik and
Schmitz [12] proposed a trochoidal model for generic tools. In the proposed method,
the authors considered a generic tool geometry with different flutes radii and pitch
angles, and they developed expression of both chip thickness and process parameters
considering the actual flutes paths. This model was then adapted to model runout
on an ideal endmill with even flute radii and pitch angles using dedicated runout
parameters in the chip thickness expressions. Moreover, the authors identified the
boundary beyond which the proposed model does not return accurate results since
chip thickness is no longer related to the radius of the flute analysed and the previous
radius. The model developed by the authors is more accurate and general compared to
the others, yet its reliability is limited by the boundary identified by the authors. The
models described, despite their accuracy are not easy to couple with other models
which aim at coupling the cutting forces with the dynamic of the milling system [4,
5] because, due to the complexity of the formulations adopted for the chip thick-
ness, the frequency content of the cutting forces including runout cannot be derived
analytically, and it can be found only through a Fast Fourier Transform (FFT) of the
cutting forces in the time domain. In this context, a frequency domain representation
of the cutting forces including runout could be useful, but very few studies deal with
this topic. Wang et al. [13] used the convolution analysis and a mechanistic cutting
force model including runout to develop a closed form formulation for cutting forces
in the frequency domain. These formulations present the same limitations of the



Milling Cutting Force Model Including Tool Runout 123

approaches previously mentioned regarding the undeformed chip thickness. In this
work, a Fourier series representation of the cutting forces in the frequency domain
(as in [14]) for an endmill with generic geometry (i.e., with uneven flute radii and
pitch angles) is developed. In detail, analytical formulations for Fourier coefficients
considering the actual flutes sequence during the cut and which flutes are respon-
sible for chip thickness formation. Then, following the same steps of the approach by
Kunmanchik and Schmitz [12], the proposed formulations are adapted to represent
the effect of radial runout on an ideal endmill (i.e., with even flute radii and pitch
angles). The formulations thus obtained allow to directly evaluate the frequency
content of the cutting forces for an ideal endmill in presence of runout, and they are
easy to apply to other predictive approaches.

1.1 Runout Identification State of the Art

As an application of the developed formulations, a technique to identify runout
through the measured cutting force spectrum is proposed. To contextualize this
application, this section analyses the state of art about runout identification strate-
gies. Indeed, independently from the cutting model considered, the inclusion of
runout in the cutting force prediction is obtained through runout parameters which
become additional input of the cutting force prediction method. These parameters
are usually the runout length and the orientation angle, and they must be either
measured or calibrated for an accurate prediction. In literature two main measuring
strategies are found: direct and indirect method; the direct methods measure runout
parameters using both contact [15, 16] and non-contact [17-19] measuring devices.
These methods allow an offline identification of the runout parameter, but in the
actual cutting process the geometry of the cut may be different and the measured
runout parameters may present limited reliability. Instead, indirect methods esti-
mate runout parameters from the analysis of input signals, such as cutting forces or
cutting power. For example, Niu et al. [5] developed a linear mechanistic cutting force
model combined with a non-linear identification algorithm to identify both cutting
coefficients and runout parameters for variable pitch and variable helix milling tools;
Kriiger and Denkena [20] adopted the cutting energy distribution to identify runout
geometry with results characterized by a variance smaller than 3% to the measured
values. Seethaler and Yellowley [21] formulated a general expression of the runout
between each couple of two consecutive flutes in the form of a discrete Fourier
series in end milling. Herman et al. [22] proposed a method based on the frequency
domain representation of cutting forces. The force component at the spindle rota-
tional frequency is used to adaptively identify the runout parameters every digi-
talisation period. Wang and Zheng [13] developed a method for the identification
of runout parameters using the FFT of the measured milling forces at the spindle
rotational frequency without the need of prior knowledge regarding cutting coeffi-
cients. The identified parameters were quite consistent, but the identification requires
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other constants (shearing constants) which must be identified through two prelimi-
nary milling tests. All the mentioned identification approaches require either cutting
coefficients or other constants to be known or calibrated, limiting the application
of these indirect techniques. In this regard, this paper presents an indirect method
based on cutting forces spectrum to identify runout parameters without the need of
cutting coefficients or calibration tests. The proposed approach was validated both
experimentally and numerically, and it showed to be a promising starting point for a
force-based runout identification solution.

2 Proposed Approach

This study is divided in two parts. In the first part analytical formulations describing
the frequency content of cutting forces for an endmill with generic geometry (i.e.,
flutes with different radius and pitch angles) are presented. In the second part, the
developed formulations are adapted to model runout on a tradition endmill (i.e.,
evenly spaced flutes with equal pitch angles) and applied in a method to iden-
tify runout parameters without any prior knowledge on cutting coefficients or any
calibration tests.

2.1 Cutting Force Model

First, analytical equations that predict frequency content of cutting forces in a milling
process are presented. These formulations are built for an endmill with a generic
geometry assuming that the generic i-th flute is identified by a radius R; and a pitch
angle ¢,;, as it is shown in Fig. 1, where D,, is the maximum tool diameter, N is the
number of flutes characterizing the endmill, «,; is the helix angle, while a, and a,
are the radial and the axial depth of cut respectively.

Fig. 1 Generic endmill geometry
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The formulations presented are based on a simple mechanistic force model that
relates forces linearly to chip thickness with a cutting force coefficient (i.e., lumped
shear model). In detail, the radial cutting F',, the tangential cutting force F', and the
axial cutting force F', are expressed according to Eq. 1.

N
Fi(@) =) Kicaphi(¢)

i=1

N
F(¢) =Y Kreaphi($i) ()

i=1

N
Fo(@) =) Kacaphi($)

i=1

where K., K, and K, are the tangential, the radial and the axial cutting coefficients
respectively; &; is the chip thickness for the ith flute which can be computed following
Egs. 2 and 3.

/’ll' = fzi sin(q)i)withqbi = ¢ +¢le = 1, 2, e, N (2)
¢ =wt 3)

where f,; and ¢; are respectively the feed per tooth the engagement angle of the ith
flute, with ¢ being the engagement angle variable, which is related to the spindle
speed w and the time variable ¢, and ¢,; representing the pitch angle of the ith flute.
Introducing a coordinate system as in Fig. 2 with x representing the feed direction
and y the cross-feed direction, the total in-plane cutting force F, is expressed as:

Fo@) = F29) + F2@) = [F26) + F9) = K2+ K23 aphi(g)

“4)

where F, is the total cutting force along the feed direction and F is the total cutting
force in the cross-feed direction. It is worth noting that F,, and F, differs only for

Fig. 2 Cutting force P
overview feed
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the term related to the cutting coefficients, as it is shown in Egs. 4 and 1, therefore
the following formulations are also appliable to the axial cutting force.

According to Eq. 1, the evaluation of the cutting force depends on the chip thick-
ness, which is related to the feed per tooth and pitch angle of each flute characterizing
the endmill geometry. Therefore, to define f,; and ¢,; for the generic ith flute, it is
important to identify the sequence in which flutes follow one another during the cut.
Assuming a clockwise numeration of the flutes starting from one of the flutes chosen
freely, the flute sequence S is defined as it follows according to the cutting strategy
(Fig. 3)

S=1,N,N—1,N—-2,...,1 down-milling (@)

S=1,2,...,N,1 up-milling (6)

Knowing the sequence S, and assuming for the starting flute (S;) a pitch angle ¢,
equal to O the pitch angle ¢; according to the flute sequence can be expressed as:

¢ = Zj%i =1,2,....,N (7)

With these assumptions the pitch angle is referred to the sequence accomplished
by the flutes during the cut. To evaluate the cutting forces the chip thickness of each
flute should be evaluated within the range between cutter entry angle (¢;,) and cutter
exit angle (¢,,;) which are identified according to the cutting strategy (down-milling
or up-milling) and the radial depth of cut (a,); however, due to the different flutes radii
characterizing the generic geometry of the endmill, each flute is characterized by its
own entry and exit angle according to the cutting strategy. In detail, for down-milling
the ith flute entry angle is evaluated according to the radius of the flute considered
R; and a,, as it is shown in Eq. 8. Instead, the ith flute exit angle is evaluated by
analysing the intersections between the circular trajectory of the considered flute
and the trajectories of all the preceding flutes according to the flute sequence.

For each intersection an angle is found, and the minimum is chosen (Eq. 9) since
it is representing the first moment at which the flute stops cutting.

- -

feed —» o e «— feed
)’T

(a) 3 (b) X

Fig. 3 Example of flute sequence for a 4 fluted endmill a Down-milling b Up-milling

.

-
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Gin, =7 — acos(D,, — 2a, /2R;) down-milling (8)

[ 37 R} +if? — R d " 9

Pour;, = mMin -y + acos Tlfz own-milling )]
J=S8i—1,8i-2, -5 Si—n (10)

where j represents the indexes of the flutes preceding the i-th flute according to
the flute sequence S and f, is the commanded feed per tooth. An example of the
procedure is shown in Fig. 4 for a two fluted endmill where the exit angle of the flute
1 (red trajectory) is found by analysing the intersections (red points) between the
trajectory of flute 2 and the trajectory of flute 1 of the previous revolution. Following
an analogous procedure, the engagement angles for up-milling are found:

n R? +if? — R;
$in, = min —3 +acos| ———————2L ) up - milling (11)

2Riifz
Gour, = acos(D,, —2a, /2R;) up - milling (12)
J=Siv1,Si42, -, Sign (13)

In this case, the trajectories analysed are the ones belonging to the flutes following
the one considered, as it is shown in Eq. 13. The variation among the flute radii not
only affect the flute entry and exit angles but also the feed per tooth, since it changes
the actual distance between flutes moving in the feed direction, as it is described in
[11]. Indeed, the actual feed per tooth f; for the ith flute is found with the following
equation:

D2 D2
fu=if, +/R? - T’"cos@p)2 —/R2— Tmcos((]ﬁ)z (14)
v = S;_; down - milling v = S;;; up - milling (15)
Fig. 4 Example of exit I
angle evaluation in _ _:(_.—__}_: PR
down-milling for the flute 2 i P ! @ ’:" . s ]
of a two fluted tool e 1is 2: 1‘\ %
] / n \ \ \
il \ 1 (]
T+ +
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where v is the index referring to the flute radius preceding the ith flute in down-
milling and the one following the ith flute in up-milling. In the method proposed
by Gao et al. [11] the actual feed per tooth was assumed constant and equal to the
maximum of Eq. 14, while in the proposed approach the variation of the actual feed
per tooth with the engagement angle ¢ is considered. Furthermore, it is important
to note that depending on the magnitude of the feed per tooth f, and the difference
between R; and R, some flutes may not participate in the cut, therefore f,; may not
be related to the radius of the vth flute but to another one in the flute sequence. In
this study, to identify the actual feed per tooth for the ith flute, a procedure based on
the chip area formed by the ith flute and the other j flutes of the flute sequence is
adopted. In detail, for each i and j combination a value A;; for the chip area is found
according to the following equation:

o

D2 D2
A = / if, + \/Rf - cos(¢)? — \/Rf - cos(¢)2) sin(p)dp  (16)
Din;

The flute k; which identify the correct flute in the cutting sequence to be combined
with the ith flute to evaluate the correct value of the actual feed per tooth is obtained
from the minimum of the chip area values given by Eq. 16:

k,‘ = min(A,-j) (17)

An example of this procedure for a two fluted tool is shown in Fig. 5, where the
chip areas considered for the evaluation of the correct value of the feed per tooth
for the flute 2 (blue trajectory) are shown. In this case, the flute k; for the correct
evaluation of the actual feed per tooth is the flute 1 (Fig. 5a).

At this point, the chip thickness for the i-th flute for an endmill with a generic
geometry can be expressed as:

2 2
hi = (z’fZ + \/R,? - %cos(qs)2 - \/R,fi - %Cos(q‘))z) sin(g;)  (18)

Fig. 5 Example of actual feed per tooth evaluation in Down-milling for the flute 2 of a generic two
fluted tool
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The total in-plane cutting force F, becomes:

Foy(@) =\ F29) + F2(@) = K2 + K2
N

2 2
> <i fo+ \/ R? — %cos(qﬁ)z - \/ R — %cos(q&)z)sin(@) (19)

Following the same procedure presented by Grossi et al. [14] for an ideal endmill
with equally spaced flutes, the cutting force F'y, for an endmill with a generic geom-
etry considering the tool helix can be formulated in the frequency domain as a Fourier
series with the following equations:

N N oo a* b b
xXyn; . xyn; xyn;
Fxy(¢) = Za:yo’_ap + Z Z ((( nkbl sinnkpap + nkbl cos nkpap — nkb’ ) cos ne;
i

i=1n=1

a; n; a;fwv b;ck n;
(s s ) .

where a*xygi is the Fourier coefficients at zero frequency for the i-th flute, while a*xym,
b” i are the coefficients couples which define the real and imaginary components
of the forces at the frequency n-multiple of the rotation frequency (n integer) for
the i-th flute. In addition, k;, is a geometric parameter related to the tool helix angle
thorough the following equation:

ky = 2tan(cther) /D 2D
The proposed formulations (Eq. 20) evaluate cutting forces in the frequency
domain considering the helix angle through direct expressions, without the need of

a specific discretization. Furthermore, such expressions allow to isolate the cutting
coefficients from the Fourier coefficients obtaining the following expressions:

@ryo, = i, \/m 22)
a:)’",‘ = a;;kni : \/m (23)
b;kyn[ = b:;k'n, ' \/m (24)

With these simplifications, the Fourier series components for F, become:

e For the constant term (zero frequency)
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N
Ao =Y amg K+ K - ap (25)

e For the spindle rotational frequency and its harmonics

C _XN:l K% + K2 @(k )+b;>‘k"’ (k )_b;k";
xyn — : ) tc re " nkb sm\nkpdp nkb cos\nkpap nkb

(A, a5 Bl
z( nk, Cos(nk;,a,,)—i— ko + Py sm(nk;,ap)))

(26)

Following the cutting model previously described the Fourier coefficients are
found according to Egs. 27, 28 and 29.

Dour; D2 D2
ar, = / if.+ \/ R? — Tmcos(qﬁ) — \/ R — Tmcos(qs))sin(@dqs 27)
Din;

Pout; D2 D2
a:f,ni = / if,+ \/RlZ — Tmcos(qﬁ) — \/R,% - T’"cos(q&)) sin(¢)sin(ng)d¢
' Din;

(28)

Pout; D2 D2
b = f if,+ \/Rlz - Tmcos(q)) - \/R,f’, - T’”cos(qﬁ)) sin(¢)cos(ng)dd
(pin‘-

(29)

It must be pointed out that due to the complexity of these expression the evaluation
of Fourier coefficients (Egs. 27, 28 and 29) implies the use of numerical integration
techniques. Nonetheless, the proposed formulations allow to include the evolution
of the actual feed per tooth with ¢ in the chip thickness evaluation obtaining a model
that is closer to complex models [12] since it better represents the trajectories of the
flutes. Furthermore, the proposed model allows to directly compute the frequency
content of the cutting force without the need of signal processing.

2.2 Runout Parameters Estimation

In the previous section a frequency cutting force model for an endmill with generic
geometry was presented. The proposed model can be easily adapted to model the
effect caused by runout in an ideal endmill.

As it shown in Fig. 6, starting from an ideal endmill (Fig. 6a) runout causes a
deviation between the geometric centre of the tool and the spindle axis (Fig. 6b).
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This deviation is identified by the length of runout p and the orientation angle A.
Using these runout parameters, the flutes radius (R;) and the pitch angles (¢;) for the
ith flute related to the tool runout (Fig. 6¢) are found with the following equations:

R = \/(D/Z)2 + p2 — pDcos(ig, — ) (30)

(2) + R — a2
¢, = acos( DR, ) (31

d= \/(D/Z)z(l — 2¢08(9.)) (32)

In this case ¢, is the pitch angle of the ideal endmill and given by 27 /N, and D is
the nominal endmill diameter. The obtained flutes radius and pitch angle are related
to the runout parameters (p and A) and become the input for the frequency domain
representation described in the previous Sect. 2.1. With this solution a model to add
runout to the cutting model in the frequency domain is obtained.

This new model not only adjust the process parameters according to runout, but it
considers the flute sequence and their trajectories selecting for each flute the corre-
sponding flute, which allow the formation of the chip with the correct feed per
tooth, overcoming the limitation of the cutting models described in the state of the
art. Starting from this runout model, an application of the proposed formulations is
presented. The aim of this application is developing a method to identify the runout
parameters (p and A) from the measured cutting forces using the proposed formu-
lations. In this application only the total in-plane cutting force F, is used for two
reasons:

e it allows to release the information regarding cutting forces from the one related
to their directions.

e [t is more significant in terms of magnitude compared to F,, so it is easier to
measure and less sensitive to external factors.

Fig. 6 a Ideal endmill b endmill with runout ¢ flutes radii and pitch angles for an endmill with
runout



132 L. Morelli et al.

Computing the ratio between the zero-frequency component of the cutting force
A,y and the other frequency components Cy,,, a new parameter (V) is found:

N sk wox o
van 1 Aivn. . bx - bx "
V=== 2 sin(nkpa, ) + ——cos(nkpa,) — ——
AX)’O ZZ apa;k;joi (( nkb ( b P) nkb ( b P) nkb
(o azh bl
—i| ———cos(nkpa,) + —— + ——sin(nkpa 33
( nkp (nksa) nk, " nk, (ke ,,)) (33)

This parameter is extremely interesting because it does not depend on the cutting
coefficients, and since it is based on the total cutting force, it is not affected by the
cutting force direction. Moreover, V,, depends on the tool geometry (D, N, «,;), the
cutting parameters (a,, a, and f;) and the runout parameters (o and A). Therefore,
assuming the tool geometry and the cutting parameters as given inputs known by the
operator, the runout parameters could be identified by comparing the experimental
V,, and the predicted one. To achieve this goal, an optimization algorithm is adopted
to minimize the following error function vy.

_ 1Vap = Vil

=2,3,...,c (34)
| Vi I?

o

where ¢ is the number of Fourier coefficients considered, V,, and V,, are the
predicted and measured values of the ratio formulated in Eq. 33 and the symbol
“II” indicates the 2-norm of the vector. Since V, is composed by a real and an imag-
inary part, both will be included in the identification procedure. It is interesting to
note that generally cutting forces are represented with good accuracy using only few
Fourier coefficients, therefore the runout parameter estimation process is possible
exploiting only a limited set of Fourier coefficients.

3 Numerical Validation

First, the proposed formulations were tested numerically in different cutting condi-
tions with the purpose of predicting the cutting forces given the runout parame-
ters. The predicted cutting forces were compared with the ones obtained by other
approaches found in the state of the art.

Secondly the proposed method to identify runout parameters was tested adopting
as measured forces numerical cutting forces obtained from time domain simulation
according to the methods found in state of the art.
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3.1 Formulations Comparison

A series of cutting conditions in down-milling with different runout parameters and
feed per tooth were tested, as it is summarized in Table 1, with the aim of assessing
accuracy of the proposed formulations compared to others found in the state of the
art. For these cutting conditions, a four fluted endmill with 12 mm of diameter and
45° of helix angle was considered, and spindle speed was set to 6366 rpm. Moreover,
the selected cutting conditions allow to investigate the impact of runout parameters
on different cutting force shapes considering that force shape changes according to
the cutting parameters, as it was shown in previous studies [23, 24].

The cutting forces predicted with the developed formulations were compared, in
both time domain and frequency domain, with the ones obtained from the trochoidal
model described in [12], hereafter called “trochoidal”, and the method proposed
by Gao et al. [11], which will be referred as “fz,,”. In detail, for the developed
formulations 60 Fourier coefficients for the spindle rotational frequencies and its
harmonics were considered. On the other hand, for the fz,, model, which presented
only the different expressions for feed per tooth and flute radius according to runout
parameter, the same 20 coefficients were considered following the same procedure
by Grossi et al. [14]. Instead, for the trochoidal model, which consider the actual
flutes trajectories and the tool helix, a sampling frequency of 530,500 Hz with 5000
points per period and 2000 steps for axial discretization were adopted.

In Fig. 7 the comparison between the proposed formulations and the methods
found in the state of the art for an ideal case without runout is shown. In this condition
force presents a triangular shape, and no appreciable difference is found between the
considered methods, as expected. If runout is considered (Fig. 8), differences are
found between the methods considered. Indeed, runout affects the evolution of the
cutting forces over the speed rotational period, and each flute presents a different
triangular shape. Even if all the three methods proposed presents the same evolution
among the flutes, the approach proposed by Gao et al. slightly differs from the
others because it assumes a constant feed per tooth during the engagement. The
proposed method instead is perfectly in agreement with the trochoidal model, which
is assumed to be the most accurate since it considers the actual flute trajectories for
the chip thickness evaluation. In test 3 (Fig. 9), with the high radial depth of cut (a, >
D/2), cutting force assume trapezoidal shape, and, due to runout each flute presents
its own trapezoidal shape. In detail, the proposed formulations well match with the
trochoidal model unlike the fz,, approach. However, it is interesting to note that the
rising edge of the cutting force is in good agreement for all the three models because

Table 1 Test overview for force prediction validation

Test id f; (mm) p (mm) A (degree) a, (mm) a, (mm)
1 0.05 0 0 3 5
2 0.1 0.01 45 3 5
3 0.1 0.05 0 7 2
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Table 2 Numerical validation for runout parameters identification method

Test | a, (mm) | @, (mm) | f, (mm) | p (mm) | A (degree) | pe (mm) | A (degree) | e, (%) | e, (%)
1 3 5 0.1 0.01 45° 0.0098 |45.5 2.0 1.1
2 6 3 0.1 0.05 0° 0.0496 |0 0.8 0.0
3 3 4 0.1 0.02 60 0.0197 |60.5 1.5 1.1
4 2 10 0.05 0.01 15 0.0097 |15.3 1.5 2.0
5 1 6 0.05 0.015 |30 0.0142 |31.5 53 5.0

3.2 Runout Ildentification

The proposed formulations were used to identify runout as presented in Sect. 2.2 for
different cutting conditions in terms of depths of cut (a, and a,) and runout (p and
A) using the same endmill previously described. The FFT of the cutting forces simu-
lated with the trochoidal model [12] were adopted as measured signals. These forces
were simulated using a sampling frequency of 530,500 Hz with 5000 points per
period and 2000 steps for axial discretization. For the optimization process a genetic
algorithm with 1000 population and 25 generation was used to minimize objec-
tive function provided in Eqs. 20, 33 Fourier coefficients according to the spindle
rotational frequencies and its harmonics were considered. The results obtained are
summarized in Table 2 where p. and A, represent the runout parameters obtained from
the identification method while e, and e; are the relative errors between the input
runout parameters and the estimated ones. Overall, the proposed method manages to
estimate runout parameters with good accuracy and reliability (maximum error 5%).
The discrepancies are attributed to the differences between the trochoidal model, and
the model used in the proposed approach.

4 Experimental Validation

The identification approach was also experimentally validated. A DMG MORI DMU
75 machine tool was employed to perform three tests in peripheral milling on
Aluminium (6082-T4) using a four-fluted end-mill (Garant 202552) with 12 mm
diameter and 45° helix angle. Aluminium was chosen since it allows to select a
wider range of cutting parameters and avoid tool wear which may alter significantly
cutting force shape. For all the three tests, a spindle speed of 2191 rpm and feed per
tooth f, of 0.1 mm were used. The other cutting parameters selected are summarized
in Table 3. A Kistler 9257A table dynamometer was used to measure cutting forces
in the feed and cross-feed direction. Measured cutting forces were post processed to
reduce the distortions derived by the system dynamics using the approach proposed
by Scippa et al. [25], and the total cutting force was computed by combing the
measured cutting forces. For the optimization procedure the same genetic algorithm
previously described was used considering 20 Fourier coefficients.



136 L. Morelli et al.

Table 3 Experimental validation tests and estimated runout parameters

Test a, (mm) a, (mm) Pe (Mm) Ae (degree)
1 2 3 0.0065 0°

2 2 8 0.0064 —5.5°

3 1 12 0.0071 14.5°

In Table 3 are reported the results obtained from the identification for p and
A in the three tests; the estimated parameters show good coherence being similar
one to another according to the fact that all three cutting tests were conducted with
the same tool at the same spindle speed. This aspect confirms the consistency of the
proposed identification approach. Furthermore, a comparison in terms of force shape
and root mean squared deviation (RMSD) between the measured normalized total
force and the normalized cutting forces obtained with the proposed formulations
and the estimated runout parameters is shown in Fig. 10 for all the three tests. In
test 2 and 3, the predicted and measured normalized cutting forces are overall in
agreement with a good fitting and relatively small deviation errors (i.e., less than
10%) despite discrepancies. Nonetheless, in test 1 higher errors are presents. These
inaccuracies are related to the portions of the signal close to zero which cause high
errors values. The discrepancies affecting all the three tests may be related to the
fact that an ideal endmill and only radial runout were considered in the prediction
neglecting differences in the starting endmill geometry (e.g., uneven spaced flutes)
or the presence of a tilt angle generated in the setup phase.

As a second validation, using an on board optical measuring device BLUM-LC
series Micro Compact NT, the maximum flute radius Rp,x and minimum flutes radius
Ruin were measured obtaining a Ry.x of 5.977 mm and a Ry, of 5.964 mm. These
two values are not enough to identify experimentally the runout parameters, yet,
assuming for the setup adopted in the tests a A value of 0° (in line with the ones
identified), an approximation of the experimental value of p could be estimated as
(Rmax — Rmin)/2, which gives a p of 0.0065 mm. This value is close to the ones found
by the proposed method, and it proves that the identification method has potential.

5 Conclusions

In this paper, frequency content of the cutting forces in milling was investigated
starting from a generic geometry endmill to an ideal endmill affected by runout. The
highlights of this study may be summarized, as it follows:

e Formulations based on Fourier series to directly predict the cutting forces in the
frequency domain for an endmill with generic geometry were developed.

e The proposed formulations consider the variations of feed per tooth and engage-
ments angle caused by the different flutes radii, their sequence during the cut and
which flutes contribute to the chip formation overcoming the limitations of the
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Fig. 10 Comparison between predicted and measured total force a test 1 b test 2 ¢ test 3

models found in the state of the art. However, a direct solution of the proposed
formulations is not available yet, limiting their potential.

e Developed formulations were adapted to model the effect of runout on an ideal
endmill, obtaining dedicated formulations for cutting force spectra.

¢ Developed formulations of cutting force spectra for an ideal endmill with runout
were applied to develop an approach to identify runout parameters.

e The proposed identification approach does not require any prior knowledge of the
cutting coefficients or any calibration test.

e The identification approac