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Preface

The 28th edition of the International Conference on Conceptual Structures (ICCS 2023)
took place in Berlin, Germany, during 11–13 September 2023, and its proceedings are
published under the title “Graph-Based Representation and Reasoning”. Since 1993,
ICCS has been a yearly venue for publishing and discussing new researchmethods along
with their practical applications in the context of graph-based representation formalisms
and reasoning, with a broad interpretation of its namesake conceptual structures. Topics
of this year’s conference include lattices and formal concept analysis, fuzzy logic and
fuzzy sets, database theory and modelling and explanations.

The call asked for regular papers reporting on novel technical contributions, and
32 submissions were received (28 papers and 4 posters). The committee decided to
accept 14 papers, which corresponds to an acceptance rate of 50%. Each submission
received three reviews. In total, our Program Committee members delivered 96 reviews.
The review process was double-blind, with papers anonymized for the reviewers and
reviewer names unknown to the authors. We organized bidding on papers to ensure that
reviewers received papers within their field of expertise. The response to the bidding
process allowed us to assign each paper to reviewers who had expressed an interest in
reviewing a particular paper. The final decision was made after the authors had a chance
to reply to the initial reviews via a rebuttal to correct factual errors or answer reviewer
questions. We believe this procedure ensured that only high-quality contributions were
presented at the conference.

Next to the regular contributions, we were delighted to host three tutorials: the tuto-
rial “Conceptual Structures for the Digital Humanities” by Tom Hanika (University
of Hildesheim, Germany), Sergei Obiedkov (TUD Dresden University of Technology,
Germany) and Robert Jäschke (Humboldt-Universität zu Berlin, Germany); the tuto-
rial “fcaR, a computational tool for Formal Concept Analysis” by Domingo López-
Rodríguez (Universidad de Málaga, Spain) and Ángel Mora Bonilla (Universidad de
Málaga, Spain); as well as “Needs beyond ChatGPT: Teaching the Concepts of Knowl-
edge Representation by Filling a Void” by Jan Krämer (Humboldt-Universität zu Berlin,
Germany) and Lilian Löwenau (Humboldt-Universität zu Berlin, Germany). Further-
more, we were honoured to receive three keynote talks: “The Dynamics of True Belief -
Learning by Revision and Merge” by Nina Gierasimczuk (Technical University of Den-
mark, Denmark), “What’s in a story? How narratives structure the way we think about
the economy” by Henrik Müller (TU Dortmund University, Germany), and “Semantic
graphs and social networks” by Camille Roth (CNRS, Centre Marc Bloch, Germany).
Note that this volume provides the abstracts of the keynote talks.

As general chair and program chairs, we thank our speakers for their inspiring and
insightful talks.Wewould like to thank the ProgramCommittee members and additional
reviewers for their work.Without their substantial voluntary contribution, setting up such
a high-quality conference program would not have been possible. We would also like to
thank EasyChair for their support in handling submissions and Springer for their support
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in making these proceedings possible. Our institutions, the Universidad de Málaga,
Spain, the FernUniversität in Hagen, Germany, and the Humboldt-Universität zu Berlin,
Germany, also provided support for our participation, for which we are grateful. Last but
not least, we thank the ICCS steering committee for their ongoing support and dedication
to ICCS.

September 2023 Manuel Ojeda-Aciego
Kai Sauerwald
Robert Jäschke
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The Dynamics of True Belief: Learning by Revision
and Merge

Nina Gierasimczuk

Technical University of Denmark, Kongens Lyngby, Denmark
nigi@dtu.dk

Successful learning can be understood as convergence to true beliefs. What makes a
belief revision method a good learning method? In artificial intelligence and knowledge
representation, belief revision processes are interpretable on epistemic models – graphs
representing uncertainty and preference. I will discuss their properties, focusing espe-
cially on their learning power. Three popular methods: conditioning, lexicographic revi-
sion, and minimal revision differ with respect to their learning power – the first two can
drive universal learning mechanisms, while minimal revision cannot. Learning in the
presence of noise and errors further complicates the situation. Various types of cognitive
bias can be abstractly represented as constraints on graph-based belief revision; we can
then rigorously showways in which they impact truth-tracking. Similar questions can be
studied in the context ofmulti-agent belief revision,where a group revises their collective
conjectures via a combination of belief revision and belief merge. The main take-away
is that rationality of belief revision, on both an individual and a collective level, should
account for learning understood not only as adaptation, but also as truth-tracking.

References
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What’s in a Story? How Narratives Structure the Way we
Think About the Economy

Henrik Müller

TU Dortmund University, Dortmund, Germany
henrik.mueller@tu-dortmund.de

Telling narratives is the mode in which humans make sense of an otherwise incompre-
hensibly complex world. Societies run on a set of narratives that serve as short-hand
descriptions of the state of the nation. These stories shape expectations and drive eco-
nomic and policy decisions. Journalism is a key player in shaping economic narratives.
Furthermore, it adds an additional approach to economists’ reasoning: narratives can
be valuable complements to the statistics-focused approach pursued by economists,
particularly in times of substantial structural change, when high levels of uncertainty
prevail. What’s more, modern text mining approaches lend themselves to detecting and
quantifying the salience of narratives.



Semantic Graphs and Social Networks

Camille Roth

French National Centre for Scientific Research, Centre Marc Bloch, Berlin, Germany
roth@cmb.hu-berlin.de

The social distribution of information and the structure of social interactions are more
and more frequently studied together, especially in fields related to computational social
sciences. On the one hand, content analysis, variously called “text mining”, “automated
text analysis” or “text-as-data methods”, relies on a wide range of techniques from sim-
ple numerical statistics (textual similarity, salient terms) to machine learning approaches
applied at the level of sets of words or sentences, in particular to extract various types of
semantic graphs – whether they are simple co-occurrence links between terms, “subject-
predicate-object” triples, or more elaborate structures at the level of an entire sentence.
These data and, sometimes, these semantic graphs, are also associated with actors whose
various relations (interaction, collaboration, affiliation) are also frequently gathered in
social graphs. This presentation aims at proposing an overview of approaches mixing
contents and interactions, where digital public spaces and scientific communities repre-
sent frequent empirical grounds, being social systems where information and knowledge
are produced and propagated in a decentralized way.
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Functional Dependencies with Predicates: What
Makes the g3-error Easy to Compute?

Simon Vilmin1,2(B), Pierre Faure–Giovagnoli2,3, Jean-Marc Petit2,
and Vasile-Marian Scuturici2

1 Université de Lorraine, CNRS, LORIA, 54000 Villers-lès-Nancy, France
simon.vilmin@loria.fr

2 Univ Lyon, INSA Lyon, CNRS, UCBL, LIRIS, Villeurbanne UMR5205, France
pierre.faure-giovagnoli@insa-lyon.fr, Jean-Marc.Petit@liris.cnrs.fr

3 Compagnie Nationale du Rhône, Lyon, France
vasile-marian.scuturici@liris.cnrs.fr

Abstract. The notion of functional dependencies (FDs) can be used by
data scientists and domain experts to confront background knowledge
against data. To overcome the classical, too restrictive, satisfaction of
FDs, it is possible to replace equality with more meaningful binary pred-
icates, and use a coverage measure such as the g3-error to estimate the
degree to which a FD matches the data. It is known that the g3-error can
be computed in polynomial time if equality is used, but unfortunately, the
problem becomes NP-complete when relying on more general predicates
instead. However, there has been no analysis of which class of predicates
or which properties alter the complexity of the problem, especially when
going from equality to more general predicates. In this work, we provide
such an analysis. We focus on the properties of commonly used predicates
such as equality, similarity relations, and partial orders. These properties
are: reflexivity, transitivity, symmetry, and antisymmetry. We show that
symmetry and transitivity together are sufficient to guarantee that the
g3-error can be computed in polynomial time. However, dropping either
of them makes the problem NP-complete.

Keywords: functional dependencies · g3-error, predicates

1 Introduction

Functional dependencies (FDs) are database constraints initially devoted to
database design [26]. Since then, they have been used for numerous tasks rang-
ing from data cleaning [5] to data mining [28]. However, when dealing with real
world data, FDs are also a simple yet powerful way to syntactically express
background knowledge coming from domain experts [12]. More precisely, a FD
X → A between a set of attributes (or features) X and another attribute A
depicts a function of the form f(X) = A. In this context, asserting the existence
of a function which determines A from X in a dataset amounts to testing the
validity of X → A in a relation, i.e. to checking that every pair of tuples that
are equal on X are also equal on A. Unfortunately, this semantics of satisfaction
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Ojeda-Aciego et al. (Eds.): ICCS 2023, LNAI 14133, pp. 3–16, 2023.
https://doi.org/10.1007/978-3-031-40960-8_1

https://doi.org/10.1007/978-3-031-40960-8_1
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suffers from two major drawbacks which makes it inadequate to capture the
complexity of real world data: (i) it must be checked on the whole dataset, and
(ii) it uses equality.

Drawback (i) does not take into account data quality issues such as outliers,
mismeasurements or mistakes, which should not impact the relevance of a FD in
the data. To tackle this problem, it is customary to estimate the partial validity of
a given FD with a coverage measure, rather than its total satisfaction. The most
common of these measures is the g3-error [8,17,21,31], introduced by Kivinen
and Mannila [22]. It is the minimum proportion of tuples to remove from a
relation in order to satisfy a given FD. As shown for instance by Huhtala et al.
[21], the g3-error can be computed in polynomial time for a single (classical) FD.

As for drawback (ii), equality does not always witness efficiently the close-
ness of two real-world values. It screens imprecisions and uncertainties that are
inherent to every observation. In order to handle closeness (or difference) in a
more appropriate way, numerous researches have replaced equality by binary
predicates, as witnessed by recent surveys on relaxed FDs [6,32].

However, if predicates extend FDs in a powerful and meaningful way with
respect to real-world applications, they also make computations harder. In fact,
contrary to strict equality, computing the g3-error with binary predicates becomes
NP-complete [12,31]. In particular, it has been proven for differential [30], match-
ing [11], metric [23], neighborhood [1], and comparable dependencies [31]. Still,
there is no detailed analysis of what makes the g3-error hard to compute when
dropping equality for more flexible predicates. As a consequence, domain experts
are left without any insights on which predicates they can use in order to estimate
the validity of their background knowledge in their data quickly and efficiently.

This last problem constitutes the motivation for our contribution. In this work,
we study the following question: which properties of predicates make the g3-error
easy to compute? To do so, we introduce binary predicates on each attribute of
a relation scheme. Binary predicates take two values as input and return true or
false depending on whether the values match a given comparison criteria. Predi-
cates are a convenient framework to study the impact of common properties such
as reflexivity, transitivity, symmetry, and antisymmetry (the properties of equal-
ity) on the hardness of computing the g3-error. In this setting, we make the follow-
ing contributions. First, we show that dropping reflexivity and antisymmetry does
not make the g3-error hard to compute. When removing transitivity, the problem
becomes NP-complete. This result is intuitive as transitivity plays a crucial role in
the computation of the g3-error for dependencies based on similarity/distance rela-
tions [6,32]. Second, we focus on symmetry. Symmetry has attracted less attention,
despite its importance in partial orders and order FDs [10,15,27]. Even though
symmetry seems to have less impact than transitivity in the computation of the
g3-error, we show that when it is removed the problem also becomesNP-complete.
This result holds in particular for ordered dependencies.

Paper Organization. In Sect. 2, we recall some preliminary definitions.
Section 3 is devoted to the usual g3-error. In Sect. 4, we introduce predicates,
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along with definitions for the relaxed satisfaction of a functional dependency.
Section 5 investigates the problem of computing the g3-error when equality is
replaced by predicates on each attribute. In Sect. 6 we relate our results with
existing extensions of FDs. We conclude in Sect. 7 with some remarks and open
questions for further research.

2 Preliminaries

All the objects we consider are finite. We begin with some definitions on graphs
[2] and ordered sets [9]. A graph G is a pair (V,E) where V is a set of vertices
and E is a collection of pairs of vertices called edges. An edge of the form (u, u)
is called a loop. The graph G is directed if edges are ordered pairs of elements.
Unless otherwise stated, we consider loopless undirected graphs. Let G = (V,E)
be an undirected graph, and let V ′ ⊆ V . The graph G[V ′] = (V ′, E′) with
E′ = {(u, v) ∈ E | {u, v} ⊆ V ′} is the graph induced by V ′ with respect to G.
A path in G is a sequence e1, . . . , em of pairwise distinct edges such that ei and
ei+1 share a common vertex for each 1 ≤ i < m. The length of a path is its
number of edges. An independent set of G is a subset I of V such that no two
vertices in I are connected by an edge of G. An independent set is maximal if it
is inclusion-wise maximal among all independent sets. It is maximum if it is an
independent set of maximal cardinality. Dually, a clique of G is a subset K of V
such that every pair of distinct vertices in K are connected by an edge of G. A
graph G is a co-graph if it has no induced subgraph corresponding to a path of
length 3 (called P4). A partially ordered set or poset is a pair P = (V,≤) where
V is a set and ≤ a reflexive, transitive, and antisymmetric binary relation. The
relation ≤ is called a partial order. If for every x, y ∈ V , x ≤ y or y ≤ x holds, ≤
is a total order. A poset P is associated to a directed graph G(P ) = (V,E) where
(ui, uj) ∈ E exactly when ui �= uj and ui ≤ uj . An undirected graph G = (V,E)
is a comparability graph if its edges can be directed so that the resulting directed
graph corresponds to a poset.

We move to terminology from database theory [24]. We use capital first letters
of the alphabet (A, B, C, ...) to denote attributes and capital last letters (...,
X, Y , Z) for attribute sets. Let U be a universe of attributes, and R ⊆ U a
relation scheme. Each attribute A in R takes value in a domain dom(A). The
domain of R is dom(R) =

⋃
A∈R dom(A). Sometimes, especially in examples, we

write a set as a concatenation of its elements (e.g. AB corresponds to {A,B}).
A tuple over R is a mapping t : R → dom(R) such that t(A) ∈ dom(A) for every
A ∈ R. The projection of a tuple t on a subset X of R is the restriction of t
to X, written t[X]. We write t[A] as a shortcut for t[{A}]. A relation r over
R is a finite set of tuples over R. A functional dependency (FD) over R is an
expression X → A where X ∪ {A} ⊆ R. Given a relation r over R, we say that
r satisfies X → A, denoted by r |= X → A, if for every pair of tuples (t1, t2) of
r, t1[X] = t2[X] implies t1[A] = t2[A]. In case when r does not satisfy X → A,
we write r �|= X → A.
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3 The g3-error

This section introduces the g3-error, along with its connection with independent
sets in graphs through counterexamples and conflict-graphs [3].

Let r be a relation over R and X → A a functional dependency. The g3-error
quantifies the degree to which X → A holds in r. We write it as g3(r,X → A).
It was introduced by Kivinen and Mannila [22], and it is frequently used to
estimate the partial validity of a FD in a dataset [6,8,12,21]. It is the minimum
proportion of tuples to remove from r to satisfy X → A, or more formally:

Definition 1. Let R be a relation scheme, r a relation over R and X → A a
functional dependency over R. The g3-error of X → A with respect to r, denoted
by g3(r,X → A) is defined as:

g3(r,X → A) = 1 − max({|s| | s ⊆ r, s |= X → A})
|r|

In particular, if r |= X → A, we have g3(r,X → A) = 0. We refer to the
problem of computing g3(r,X → A) as the error validation problem [6,31]. Its
decision version reads as follows:

Error Validation Problem (EVP)
Input: A relation r over R, a FD X → A, k ∈ R.
Question: Is is true that g3(r,X → A) ≤ k?

It is known [6,12] that there is a strong relationship between this problem
and the task of computing the size of a maximum independent set in a graph:

Maximum Independent Set (MIS)
Input: A graph G = (V,E), k ∈ N.
Question: Does G have a maximal independent set I such that |I| ≥ k?

To see the relationship between EVP and MIS, we need the notions of coun-
terexample and conflict-graph [3,12]. A counterexample to X → A in r is a pair
of tuples (t1, t2) such that t1[X] = t2[X] but t1[A] �= t2[A]. The conflict-graph of
X → A with respect to r is the graph CG(r,X → A) = (r, E) where a (possibly
ordered) pair of tuples (t1, t2) in r belongs to E when it is a counterexample to
X → A in r. An independent set of CG(r,X → A) is precisely a subrelation of
r which satisfies X → A. Therefore, computing g3(r,X → A) reduces to find-
ing the size of a maximum independent set in CG(r,X → A). More precisely,
g3(r,X → A) = 1− |I|

|r| where I is a maximum independent set of CG(r,X → A).

Example 1. Consider the relation scheme R = {A,B,C,D} with dom(R) = N.
Let r be the relation over R on the left of Fig. 1. It satisfies BC → A but not
D → A. Indeed, (t1, t3) is a counterexample to D → A. The conflict-graph
CG(r,D → A) is given on the right of Fig. 1. For example, {t1, t2, t6} is a maxi-
mum independent set of CG(r,D → A) of maximal size. We obtain:

g3(r,D → A) = 1 − |{t1, t2, t6}|
|r| = 0.5

In other words, we must remove half of the tuples of r in order to satisfy D → A.
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Fig. 1. The relation r and the conflict-graph CG(r,D → A) of Example 1.

However, MIS is an NP-complete problem [13] while computing g3(r,X →
A) takes polynomial time in the size of r and X → A [21]. This difference
is due to the properties of equality, namely reflexivity, transitivity, symmetry
and antisymmetry. They make CG(r,X → A) a disjoint union of complete k-
partite graphs, and hence a co-graph [12]. In this class of graphs, solving MIS is
polynomial [14]. This observation suggests to study in greater detail the impact
of such properties on the structure of conflict-graphs. First, we need to introduce
predicates to relax equality, and to define a more general version of the error
validation problem accordingly.

4 Predicates to Relax Equality

In this section, in line with previous researches on extensions of functional depen-
dencies [6,32], we equip each attribute of a relation scheme with a binary predi-
cate. We define the new g3-error and the corresponding error validation problem.

Let R be a relation scheme. For each A ∈ R, let φA : dom(A) × dom(A) →
{true, false} be a predicate. For instance, the predicate φA can be equality,
a distance, or a similarity relation. We assume that predicates are black-box
oracles that can be computed in polynomial time in the size of their input.

Let Φ be a set of predicates, one for each attribute in R. The pair (R,Φ) is a
relation scheme with predicates. In a relation scheme with predicates, relations
and FDs are unchanged. However, the way a relation satisfies (or not) a FD can
easily be adapted to Φ.

Definition 2 (Satisfaction with predicates). Let (R,Φ) be a relation
scheme with predicates, r a relation and X → A a functional dependency both
over (R,Φ). The relation r satisfies X → A with respect to Φ, denoted by
r |=Φ X → A, if for every pair of tuples (t1, t2) of r, the following formula
holds: (

∧

B∈X

φB(t1[B], t2[B])

)

=⇒ φA(t1[A], t2[A])

A new version of the g3-error adapted to Φ is presented in the following
definition.
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Definition 3. Let (R,Φ) be a relation scheme with predicates, r be a relation
over (R,Φ) and X → A a functional dependency over (R,Φ). The g3-error with
predicates of X → A with respect to r, denoted by gΦ

3 (r,X → A) is defined as:

gΦ
3 (r,X → A) = 1 − max({|s| | s ⊆ r, s |=Φ X → A})

|r|

From the definition of gΦ
3 (r,X → A), we derive the extension of the error

validation problem from equality to predicates:

Error Validation Problem with Predicates (EVPP)
Input: A relation r over (R,Φ), a FD X → A over R, k ∈ R.
Question: Is it true that gΦ

3 (r,X → A) ≤ k?

Observe that according to the definition of satisfaction with predicates (Defi-
nition 2), counterexamples and conflict-graphs remain well-defined. However, for
a given predicate φA, φA(x, y) = φA(y, x) needs not be true in general, meaning
that we have to consider ordered pairs of tuples. That is, an ordered pair of tuples
(t1, t2) in r is a counterexample to X → A if

∧
B∈X φB(t1[B], t2[B]) = true but

φA(t1[A], t2[A]) �= true.
We call CGΦ(r,X → A) the conflict-graph of X → A in r. In general,

CGΦ(r,X → A) is directed. It is undirected if the predicates of Φ are symmetric
(see Sect. 5). In particular, computing gΦ

3 (r,X → A) still amounts to finding the
size of a maximum independent set in CGΦ(r,X → A).

Example 2. We use the relation of Fig. 1. Let Φ = {φA, φB , φC , φD} be the
collection of predicates defined as follows, for every x, y ∈ N:

– φA(x, y) = φB(x, y) = φC(x, y) = true if and only if |x − y| ≤ 1. Thus, φA is
reflexive and symmetric but not transitive (see Sect. 5),

– φD is the equality.

The pair (R,Φ) is a relation scheme with predicates. We have r |=Φ AB → D
but r �|=Φ C → A. In Fig. 2, we depict CGΦ(r, C → A). A maximum independent
set of this graph is {t1, t2, t3, t5}. We deduce

gΦ
3 (r, C → A) = 1 − |{t1, t2, t3, t5}|

|r| =
1
3
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Fig. 2. The conflict-graph CGΦ(r, C → A) of Example 2.

Thus, there is also a strong relationship between EVPP and MIS, similar to
the one between EVP and MIS. Nonetheless, unlike EVP, the problem EVPP
is NP-complete [31]. In the next section, we study this gap of complexity between
EVP and EVPP via different properties of predicates.

5 Predicates Properties in the g3-error

In this section, we study properties of binary predicates that are commonly
used to replace equality. We show how each of them affects the error validation
problem.

First, we define the properties of interest in this paper. Let (R,Φ) be a relation
scheme with predicates. Let A ∈ R and φA be the corresponding predicate. We
consider the following properties:

(ref) φA(x, x) = true for all x ∈ dom(A) (reflexivity)
(tra) for all x, y, z ∈ dom(A), φA(x, y) = φA(y, z) = true implies φA(x, z) =

true (transitivity)
(sym) for all x, y ∈ dom(A), φA(x, y) = φA(y, x) (symmetry)

(asym) for all x, y ∈ dom(A), φA(x, y) = φA(y, x) = true implies x = y (anti-
symmetry).

Note that symmetry and antisymmetry together imply transitivity, as φA(x, y) =
true entails x = y.

As a first step, we show that symmetry and transitivity are sufficient to
make EVPP solvable in polynomial time. In fact, we prove that the resulting
conflict-graph is a co-graph, as with equality.

Theorem 1. The problem EVPP can be solved in polynomial time if the pred-
icates used on each attribute are transitive (tra) and symmetric (sym).

Proof. Let (R,Φ) be a relation scheme with predicates. Let r be relation over
(R,Φ) and X → A be a functional dependency, also over (R,Φ). We assume that
each predicate in Φ is transitive and symmetric. We show how to compute the
size of a maximum independent set of CGΦ(r,X → A) in polynomial time.

As φA is not necessarily reflexive, a tuple t in r can produce a counter-
example (t, t) to X → A. Indeed, it may happen that φB(t[B], t[B]) = true
for each B ∈ X, but φA(t[A], t[A]) = false. However, it follows that t never
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belongs to a subrelation s of r satisfying s |=Φ X → A. Thus, let r′ = r \ {t ∈
r | {t} �|=Φ X → A}. Then, a subrelation of r satisfies X → A if and only if it
is an independent set of CGΦ(r,X → A) if and only if it is an independent set
of CGΦ(r′,X → A). Consequently, computing gΦ

3 (r,X → A) is solving MIS in
CGΦ(r′,X → A).

We prove now that CGΦ(r′,X → A) is a co-graph. Assume for contradiction
that CGΦ(r′,X → A) has an induced path P with 4 elements, say t1, t2, t3, t4
with edges (t1, t2), (t2, t3) and (t3, t4). Remind that edges of CGΦ(r′,X → A)
are counterexamples to X → A in r′. Hence, by symmetry and transitiv-
ity of the predicates of Φ, we deduce that for each pair (i, j) in {1, 2, 3, 4},∧

B∈X φB(ti[B], tj [B]) = true. Thus, we have
∧

B∈X φB(t3[B], t1[B]) =
∧

B∈X

φB(t1[B], t4[B]) = true. However, neither (t1, t3) nor (t1, t4) belong to CGΦ(r′,
X → A) since P is an induced path by assumption. Thus, φA(t3[A], t1[A]) =
φA(t1[A], t4[A]) = true must hold. Nonetheless, the transitivity of φA implies
φA(t3[A], t4[A]) = true, a contradiction with (t3, t4) being an edge of CGΦ(r′,
X → A). We deduce that CGΦ(r′,X → A) cannot contain an induced P4, and
that it is indeed a co-graph. As MIS can be solved in polynomial time for co-
graphs [14], the theorem follows. �

One may encounter non-reflexive predicates when dealing with strict orders
or with binary predicates derived from SQL equality. In the 3-valued logic of SQL,
comparing the null value with itself evaluates to false rather than true. With
this regard, it could be natural for domain experts to use a predicate which is
transitive, symmetric and reflexive almost everywhere but on the null value.
This would allow to deal with missing information without altering the data.

The previous proof heavily makes use of transitivity, which has a strong
impact on the edges belonging to the conflict-graph. Intuitively, conflict-graphs
can become much more complex when transitivity is dropped. Indeed, we prove
an intuitive case: when predicates are not required to be transitive, EVPP
becomes intractable.

Theorem 2. The problem EVPP is NP-complete even when the predicates
used on each attribute are symmetric (sym) and reflexive (ref).

The proof is omitted due to space limitations, it can be found in [33]. It is
a reduction from the problem (dual to MIS) of finding the size of a maximum
clique in general graphs. It uses arguments similar to the proof of Song et al.
[31] showing the NP-completeness of EVPP for comparable dependencies.

We turn our attention to the case where symmetry is dropped from the
predicates. In this context, conflict-graphs are directed. Indeed, an ordered pair
of tuples (t1, t2) may be a counterexample to a functional dependency, but not
(t2, t1). Yet, transitivity still contributes to constraining the structure of conflict-
graphs, as suggested by the following example.

Example 3. We consider the relation of Example 1. We equip A,B,C,D with
the following predicates:

– φC(x, y) = true if and only if x ≤ y
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– φA(x, y) is defined by

φA(x, y) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

true if x = y

true if x = 1 and y ∈ {2, 4}
true if x = 3 and y = 4
false otherwise.

– φB and φD are the equality.

Let Φ = {φA, φB , φC , φD}. The conflict-graph CGΦ(C → A) is represented in
Fig. 3. Since φC is transitive, we have φC(t3[C], tj [C]) = true for each tuple
tj of r. Moreover, φA(t3[A], t6[A]) = false since (t3, t6) is a counterexample to
C → A. Therefore, the transitivity of φA implies either φA(t3[A], t4[A]) = false

or φA(t4[A], t6[A]) = false. Hence, at least one of (t3, t4) and (t4, t6) must be a
counterexample to C → A too. In the example, this is (t3, t4).

Fig. 3. The conflict-graph CGΦ(r, C → A) of Example 3.

Nevertheless, if transitivity constrains the complexity of the graph, dropping
symmetry still allows new kinds of graph structures. Indeed, in the presence
of symmetry, a conflict-graph cannot contain induced paths with more than 3
elements because of transitivity. However, such paths may exist when symmetry
is removed.

Example 4. In the previous example, the tuples t2, t4, t5, t6 form an induced P4

of the underlying undirected graph of CGΦ(r, C → A), even though φA and φC

enjoy transitivity.

Therefore, we are left with the following intriguing question: can the loss of
symmetry be used to break transitivity, and offer conflict-graphs a structure
sufficiently complex to make EVPP intractable? The next theorem answers this
question affirmatively.

Theorem 3. The problem EVPP is NP-complete even when the predicates
used on each attribute are transitive (tra), reflexive (ref), and antisymmetric
(asym).

The proof is omitted due to space limitations. It is given in [33]. It is a
reduction from MIS in 2-subdivision graphs [29].

Theorem 1, Theorem 2 and Theorem 3 characterize the complexity of EVPP
for each combination of predicates properties. In the next section, we discuss the
granularity of these, and we use them as a framework to compare the complexity
of EVPP for some known extensions of functional dependencies.
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6 Discussions

Replacing equality with various predicates to extend the semantics of classical
functional dependencies is frequent [6,32]. Our approach offers to compare these
extensions on EVPP within a unifying framework based on the properties of the
predicates they use. We can summarize our results with the hierarchy of classes
of predicates given in Fig. 4.

Fig. 4. Complexity of EVPP with respect to the properties of predicates.

Regarding the computation of the g3-error, most existing works have focused
on similarity/distance predicates. First, the g3-error can be computed in polyno-
mial time for classical functional dependencies [20]. Then, Song et al. [31] show
that EVPP is NP-complete for a broad range of extensions of FDs which hap-
pen to be reflexive (ref) and symmetric (sym) predicates, which coincides with
Theorem 2. However, they do not study predicate properties as we do in this
paper. More precisely, they identify the hardness of EVPP for differential [30],
matching [11], metric [23], neighborhood [1], and comparable dependencies [31].
For some of these dependencies, predicates may be defined over sets of attributes.
Using one predicate per attribute and taking their conjunction is a particular
case of predicate on attribute sets.

Some extensions of FDs use partial orders as predicates. This is the case
of ordered dependencies [10,15], ordered FDs [27], and also of some sequential
dependencies [16] and denial constraints [4] for instance. To our knowledge, the
role of symmetry in EVPP has received little attention. For sequential depen-
dencies [16], a measure different than the g3-error have been used. The predicates
of Theorem 3 are reflexive, transitive and antisymmetric. Hence they are partial
orders. Consequently, the FDs in this context are ordered functional dependencies
as defined by Ng [27]. We obtain the following corollary:

Corollary 1. EVPP is NP-complete for ordered functional dependencies.

Ordered functional dependencies are a restricted case of ordered dependencies
[15], sequential dependencies [16], and denial constraints [4] (see [32]). The hard-
ness of computing the g3-error for these dependencies follows from Corollary 1.
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The hierarchy depicts quite accurately the current knowledge about EVPP
and the delimitation between tractable and intractable cases. However, this anal-
ysis may require further refinements. Indeed, there may be particular types of
FDs with predicates where EVPP is tractable in polynomial time, even though
their predicates belong to a class for which the problem is NP-complete. For
instance, assume that each attribute A in R is equipped with a total order φA.
We show in Proposition 1 and Corollary 2 that in this case, EVPP can be
solved in polynomial time, even though the predicates are reflexive, transitive
and antisymmetric.

Proposition 1. Let (R,Φ) be a relation scheme with predicates. Then, EVPP
can be solved in polynomial time for a given FD X → A if φB is transitive for
each B ∈ X and φA is a total order.

Proof. Let (R,Φ) be a relation scheme with predicates and X → A a functional
dependency. Assume that φB is transitive for each B ∈ X and that φA is a total
order. Let r be a relation over (R,Φ). Let G = (r, E) be the undirected graph
underlying CGΦ(r,X → A), that is, (ti, tj) ∈ E if and only if (ti, tj) or (tj , ti) is
an edge of CGΦ(r,X → A).

We show that G is a comparability graph. To do so, we associate the following
predicate ≤ to CGΦ(r,X → A): for each pair ti, tj of tuples of r, ti ≤ ti and
ti ≤ tj if (ti, tj) is a counterexample to X → A. We show that ≤ is a partial
order:

– reflexivity. It follows by definition.
– antisymmetry. We use contrapositive. Let ti, tj be two distinct tuples of r and

assume that (ti, tj) belongs to CGΦ(r,X → A). We need to prove that (tj , ti)
does not belong to CGΦ(r,X → A), i.e. it is not a counterexample to X → A.
First, (ti, tj) ∈ CGΦ(r,X → A) implies that φA(ti[A], tj [A]) = false. Then,
since φA is a total order, φA(tj [A], ti[A]) = true. Consequently, (tj , ti) cannot
belong to CGΦ(r,X → A) and ≤ is antisymmetric.

– transitivity. Let ti, tj , tk be tuples of r such that (ti, tj) and (tj , tk) are in
CGΦ(r,X → A). Applying transitivity, we have that

∧
B∈X φB(ti[B], tk[B]) =

true. We show that φA(ti[A], tk[A]) = false. Since (ti, tj) is a counterexample
to X → A, we have φA(ti[A], tj [A]) = false. As φA is a total order, we deduce
that φA(tj [A], ti[A]) = true. Similarly, we obtain φA(tk[A], tj [A]) = true. As
φA is transitive, we derive φA(tk[A], ti[A]) = true. Now assume for contradic-
tion that φA(ti[A], tk[A]) = true. Since, φA(tk[A], tj [A]) = true, we derive
φA(ti[A], tj [A]) = true by transitivity of φA, a contradiction. Therefore,
φA(ti[A], tk[A]) = false. Using the fact that

∧
B∈X φB(ti[B], tk[B]) = true,

we conclude that (ti, tk) is also a counterexample to X → A. The transitivity
of ≤ follows. �

Consequently, ≤ is a partial order and G is indeed a comparability graph. Since
MIS can be solved in polynomial time for comparability graphs [18], the result
follows.
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We can deduce the following corollary on total orders, that can be used for
ordered dependencies.

Corollary 2. Let (R,Φ) be a relation scheme with predicates. Then, EVPP can
be solved in polymomial time if each predicate in Φ is a total order.

In particular, Golab et al. [16] proposed a polynomial-time algorithm for a
variant of g3 applied to a restricted type of sequential dependencies using total
orders on each attribute.

7 Conclusion and Future Work

In this work, we have studied the complexity of computing the g3-error when
equality is replaced by more general predicates. We studied four common proper-
ties of binary predicates: reflexivity, symmetry, transitivity, and antisymmetry.
We have shown that when symmetry and transitivity are taken together, the
g3-error can be computed in polynomial time. Transitivity strongly impacts the
structure of the conflict-graph of the counterexamples to a functional dependency
in a relation. Thus, it comes as no surprise that dropping transitivity makes the
g3-error hard to compute. More surprisingly, removing symmetry instead of tran-
sitivity leads to the same conclusion. This is because deleting symmetry makes
the conflict-graph directed. In this case, the orientation of the edges weakens the
impact of transitivity, thus allowing the conflict-graph to be complex enough to
make the g3-error computation problem intractable.

We believe our approach sheds new light on the problem of computing the
g3-error, and that it is suitable for estimating the complexity of this problem
when defining new types of FDs, by looking at the properties of predicates used
to compare values.

We highlight now some research directions for future works. In a recent paper
[25], Livshits et al. study the problem of computing optimal repairs in a relation
with respect to a set of functional dependencies. A repair is a collection of tuples
which does not violate a prescribed set of FDs. It is optimal if it is of maximal
size among all possible repairs. Henceforth, there is a strong connection between
the problem of computing repairs and computing the g3-error with respect to a
collection of FDs. In their work, the authors give a dichotomy between tractable
and intractable cases based on the structure of FDs. In particular, they use
previous results from Gribkoff et al. [19] to show that the problem is already NP-
complete for 2 FDs in general. In the case where computing an optimal repair
can be done in polynomial time, it would be interesting to use our approach and
relax equality with predicates in order to study the tractability of computing
the g3-error on a collection of FDs with relaxed equality.

From a practical point of view, the exact computation of the g3-error is
extremely expensive in large datasets. Recent works [7,12] have proposed to
use approximation algorithms to compute the g3-error both for equality and
predicates. It could be of interest to identify properties or classes of predicates
where more efficient algorithms can be adopted. It is also possible to extend the
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existing algorithms calculating the classical g3-error (see e.g. [21]). They use the
projection to identify equivalence classes among values of A and X. However,
when dropping transitivity (for instance in similarity predicates), separating the
values of a relation into “similar classes” requires to devise a new projection
operation, a seemingly tough but fascinating problem to investigate.

Acknowledgment. we thank the reviewers for their constructive feedback and the
Datavalor initiative of Insavalor (subsidiary of INSA Lyon) for funding part of this
work.
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Abstract. Formal Concept Analysis identifies hidden patterns in data
that can be presented to the user or the data analyst. We propose a
method for analyzing the correlation matrices based on Formal concept
analysis. In particular, we define a notion of squared symmetric formal
context and prove its properties. Transforming a correlation matrix into a
squared symmetric formal context is feasible with the help of fuzzy logic.
Thus, the concept hierarchies of squared symmetric formal contexts can
be thoroughly investigated and visualized. Moreover, information hid-
den in such type of data can help to find some interrelations between
attributes and can help to solve pending issues within enterprise or sci-
ence. To illustrate our approach, we include our novel results by analyzing
a correlation matrix with 36 variables computed from a real dataset.

Keywords: Formal Concept Analysis · correlation matrix · fuzzy logic

1 Introduction

The selection of appropriate data structures and mappings represents the impor-
tant challenges researchers face in data analysis and machine learning. The vari-
ous attempts to interpret the results of lattice theory have led to a data analysis
method based on binary relations, so-called formal contexts, between sets of
objects and attributes [1,2]. Since concept hierarchies play an important role
here, the term Formal Concept Analysis (FCA) has been adopted for this rea-
soning. Briefly, FCA scrutinizes an object-attribute block of relational data. The
mathematical foundations of FCA were built in [3].

Conceptual scaling [3] and pattern structures [4] offer the possibility to pro-
cess many-valued formal contexts. In this direction, the researchers advocate for
truth degrees from fuzzy logic in an effort to promote the representation and
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interpretation of data in a many-valued form. An extensive overview of the var-
ious application domains, including software mining, web analytics, medicine,
biology, and chemistry data, is given by [5] and [6]. L-fuzzy approaches and
their one-sided versions were proposed independently in [7–14]. Recently, feasi-
ble attempts and generalizations were investigated in [15–30].

An interesting application area in which FCA could be used is correlation
analysis. Data scientists often face the problem of selecting data attributes (vari-
ables) for further analysis based on their mutual correlation represented in a
correlation matrix having some unique characteristics, according to which we
will introduce particular symmetric formal contexts in this paper.

In this paper, we present a bridge between correlation matrices and symmet-
ric formal contexts. To illustrate our novel approach to using FCA in correlation
analysis, we present the results on a correlation matrix with 36 variables from
real data of a health insurance company. We recall the preliminaries in Sect. 2.
We propose a definition of squared symmetric formal contexts and study their
properties with respect to the correlation matrices in Sect. 3. Finally, Sect. 4 pro-
vides the results of the case study of real data analysis from a health insurance
company.

2 Formal Context and its Fuzzy Version

A formal context, illustrated in Fig. 1, can be imagined as a cross table, mostly
rectangular, in which the rows represent objects and the columns their binary
attributes [3,31].
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×

×

×
×
×

×

Fig. 1. Example of a formal context

Definition 1. Let B and A be the nonempty sets and let R ⊆ B × A be a
relation between B and A. A triple 〈B,A,R〉 is called a (crisp) formal context,
the elements of set B are called objects, the elements of set A are called attributes
and the relation R is called incidence relation.

Definition 2. Let 〈B,A,R〉 be a formal context. Let X and Y be the subsets of
B and A, respectively (i. e. X ∈ P(B), Y ∈ P(A)). Then the maps g : P(B) →
P(A) and f : P(A) → P(B) defined by

g(X) = {y ∈ A : (∀x ∈ X)〈x, y〉 ∈ R}
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and
f(Y ) = {x ∈ B : (∀y ∈ Y )〈x, y〉 ∈ R}

are called concept-forming operators of a given formal context. A pair 〈X,Y 〉
such that g(X) = Y and f(Y ) = X is called a formal concept of a given formal
context. The set X is called extent of a formal concept and the set Y is called
intent of a formal concept.

The set of all formal concepts of a formal context 〈B,A,R〉 can be ordered
by a partial order in which 〈X1, Y1〉 � 〈X2, Y2〉 if and only if X1 ⊆ X2. This
produces the hierarchy of formal concepts. A formal concept can be seen as a
closed rectangle that is full of crosses (with respect to a permutation of rows and
columns) as illustrated in Fig. 2.

X

YB

A

××××

××××

××××

Fig. 2. Scheme of a formal concept after a permutation of rows and columns

People communicate facts about the world not only in bivalent statements.
The validity of such statements is a matter of degree, rather than being only
true or false. Fuzzy logic and fuzzy set theory are frameworks that extend FCA
in various independent ways. Here, we recall the basic definition of fuzzy formal
context [15,31].

Definition 3. Consider two nonempty sets B a A, a set of truth degrees T and
a mapping R such that R : B × A −→ T . Then the triple 〈B,A,R〉 is called a
(T )-fuzzy formal context, the elements of the sets B and A are called objects and
attributes, respectively. The mapping R is a fuzzy incidence relation.

In the definition of (T )-fuzzy formal context, we often take the interval T =
[0, 1], because it is a frequent scale of truth degrees in many applications. For such
replacement, the terminology of [0, 1]-fuzzy formal context has been adopted.
In [32], the authors reflect the transformation of the original [0, 1]-fuzzy formal
context to a sequence of classical formal contexts (from Definition 1) using binary
relations called α-cuts for α ∈ [0, 1].

Definition 4. Let 〈B,A,R〉 be a [0, 1]-fuzzy formal context and let α ∈ [0, 1].
Then the binary relation Rα ⊆ B × A is called upper α-cut if 〈b, a〉 ∈ Rα is
equivalent to R(b, a) ≥ α (Fig. 3).
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Fig. 3. Example of [0, 1]-fuzzy formal context and its 0.5-cut

It can be seen that the triple 〈B,A,Rα〉 for every α ∈ [0, 1] forms the formal
context given by Definition 1. For each formal context, one can build the set of
its formal concepts as introduced in Definition 2.

3 Evaluation of Closed Rectangles in Squared Symmetric
Contexts

Squared symmetric formal context and its properties are introduced in this
section on which our approach to correlation matrix analysis is based.

Definition 5. A (crisp) formal context 〈B,A,R〉 in which |B| = |A| holds will
be called squared formal context. Let 〈B,A,R〉 be a squared formal context such
that B = A and let A = {a1, a2, . . . , an}. Then a formal context 〈A,A,R〉 in
which 〈ai, aj〉 ∈ R iff 〈aj , ai〉 ∈ R for all i ∈ {1, . . . , n} and j ∈ {1, . . . , n} will
be called a squared symmetric formal context.

We will show that the symmetricity of a formal context is transferred into
the components of all formal concepts. The following lemma shows that for each
formal concept exists its symmetric counterpart.

Lemma 1. Let 〈A,A,R〉 be a squared symmetric formal context. Then 〈X,Y 〉
is a formal concept of 〈A,A,R〉 if and only if 〈Y,X〉 is a formal concept of
〈A,A,R〉.
Proof. We need to prove that g(X) = f(X) and g(Y ) = f(Y ). Consider A =
{a1, a2, . . . , an}. We have:
ai ∈ g(X) iff ai ∈ {y ∈ A : (∀x ∈ X)〈x, y〉 ∈ R}
iff ai ∈ {y ∈ A : (∀x ∈ X)〈y, x〉 ∈ R}
iff ai ∈ f(X). Similarly one can prove that g(Y ) = f(Y ). �

From Lemma 1 we can see that it is sufficient to take only the formal concepts
〈X,Y 〉 in which |X| > |Y | or X = Y , because the others are uniquely determined.
Moreover, we can use three measures for evaluating the resulting formal concepts:

– A precision is the ratio of the number of common attributes |X ∩ Y | in a
formal concept to the total number of attributes |Y | in its intent.



Squared Symmetric Formal Contexts and Their Connections 23

– A recall is the ratio of the number of common attributes |X ∩ Y | in a formal
concept to the total number of attributes |X| in its extent.

– The size of a formal concept will be measured as the number of all attributes
|Y ∪ X| retrieved in a formal concept. If both precision and recall are equal
to one, then X = Y .

3.1 Analysis of a Correlation Matrix Using FCA

A correlation matrix is used to investigate dependencies between variables in
the data and contains the correlation coefficients between each pair of variables.
The correlation matrix is always symmetric since the correlation between two
variables is commutative. The following procedure can be applied if we do not
distinguish between positive and negative correlation (usually, data analysts are
interested in the magnitude of the correlation at first).

Let A be the set of variables and cor(ai, aj) be the correlation coefficients
between ai and aj for all ai ∈ A and aj ∈ A. Let M be a correlation matrix of
type A × A with elements mi,j = cor(ai, aj). It holds that abs(mi,j) ∈ [0, 1] for
each ai ∈ A and aj ∈ A. Then 〈A,A,R〉 given by R(ai, aj) = abs(mi,j) is a [0, 1]-
fuzzy formal context from Definition 3. From Definition 4 and from α ∈ [0, 1], we
have that Rα ⊆ A × A is the upper α-cut and it holds 〈ai, aj〉 ∈ Rα if and only
if abs(mi,j) ≥ α. Finally, from the symmetricity of M and from Definition 4 we
have that 〈A,A,Rα〉 is a squared symmetric formal context obtained from M .
We summarize it in the following definition.

Definition 6. Let A be the set of variables and let M be a correlation matrix
of type A × A. Let α ∈ [0, 1] a Rα be a binary relation such that 〈ai, aj〉 ∈ Rα if
and only if abs(mi,j) ≥ α for all ai, aj ∈ A. Thus, a triple 〈A,A,Rα〉 is called a
squared symmetric formal context obtained from M .

Definition 6 offers the possibility to investigate a correlation matrix M in
terms of formal concepts and their evaluation in the following way:

1. Setting the value of α. We propose to compute the average value of M , i. e.
α = mean(M).

2. Construction of 〈A,A,Rα〉 for α = mean(M) by Definition 6.
3. Computation of the set of formal concepts of 〈A,A,Rα〉.
4. Computation of precision, recall and size of each 〈X,Y 〉.
5. Visualization of the most relevant attributes1.

We note that we can replace the average value with the median in the first
step, which is the standard procedure in the data analysis. In the second and
third steps, we construct the binary formal context and its formal concepts.
In the fourth step, we evaluate the selected measures of each formal concept.
Finally, we can visualize the concept lattice with reduced labeling based on the
attributes of the formal concept with the highest values of explored measures.
1 Some fruitful ideas on how to find some interrelation between attributes are included

in the following section. For visualization, we use the Concept Explorer tool in version
1.3 available at http://conexp.sourceforge.net. Nevertheless, there are other software
tools, for instance FcaStone, Lattice Miner, ToscanaJ, FCART, as well.

http://www.conexp.sourceforge.net
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4 Case Study

Our real data source is the health insurance company. The dataset includes
healthcare records based on 36 variables including the insured people’s demo-
graphic, medicine, and other cost attributes.

We constructed the correlation matrix M based on 36 variables {a1, . . . , a36}
and Spearman correlation coefficients between each pair of these variables since
the variables do not have the normal distribution. In summary, we omit 5 vari-
ables (a7, a14, a15, a33, a35) from M , since they contain only one or two different
values and thus their correlations are statistically not relevant.

Table 1. The formal concepts with precision and recall equal to one and the size at
least 5

formal concept size

〈{a1, a5, a19, a20, a22, a24}, {a1, a5, a19, a20, a22, a24}〉 6
〈{a1, a5, a22, a23, a24}, {a1, a5, a22, a23, a24}〉 5
〈{a19, a20, a21, a24, a26}, {a19, a20, a21, a24, a26}〉 5
〈{a21, a25, a27, a28, a36}, {a21, a25, a27, a28, a36}〉 5

For α = mean(M) = 0.08, we obtained 91 formal concepts (the closed rect-
angles full of crosses) such that only 32 of them are in the form |X| > |Y |. The
maximal size of a formal concept is maxsize = 11. The number of formal con-
cepts with X = Y is 27, i.e., both their precision and recall are equal to one (they
represent the closed squares of crosses). Table 1 shows those of the 27 concepts
whose size is at least �maxsize/2, where � expresses the floor function.

Fig. 4. The hierarchy of a set A∗ of 13 selected attributes with respect to 0.08-cut
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Now, we can take the union of all attributes which appear in Table 1. This
set is denoted by A∗ ⊆ A. We can reduce the formal context 〈A,A,Rα〉 into
〈A∗, A∗, R∗

α〉, whereby R∗
α is a sub-relation of Rα. Then we can visualize the

hierarchy of attributes (as shown in Fig. 4) from which one can see that we have
one triplet of attributes and the other three pairs of attributes which behave
in a very similar way concerning the 0.08-cut on A∗. So there can be some
interrelation between these attributes.

The second possibility is to take the formal concept with the maximal
size from Table 1 (the maximal closed square of crosses). We denote its set
of attributes by A� ⊆ A. We can visualize the hierarchy of the reduced con-
text 〈A�, A�, Rβ〉, where β is the average of the absolute correlation coefficients
between the elements of A�. From Fig. 5 and β = 0.39 one can see that correla-
tion coefficients of a24 is closely related with a19, a20 and correlation coefficients
of a1 is closely related with a5, a22. It indicates that these attributes should be
further analyzed based on the original data.
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Fig. 5. The maximal closed square of crosses, its β-cut and the hierarchy of A�

5 Conclusion

We presented the possible application area of FCA for the analysis of correlation
matrices. The proposed approach and the resulting visualizations allow the data
analysts to gain deeper insight into the correlation matrix and to derive useful
knowledge from the data. Such an approach is valuable when analyzing high-
dimensional data such that the user can choose an appropriate level (α) of the
significance of correlations which reduces the size of the resulting concept lattice
to the most meaningful concepts.

In our future work, it seems interesting to explore the relationships between
cliques in thresholding correlation graphs and such symmetric formal concepts
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here. These graphs are extensively used in recommender systems and machine
learning [33]. Another interesting research direction would be to combine the
proposed method of automatic completion of missing values in a non-complete
correlation matrix.
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Abstract. Formal Concept Analysis (FCA) is a mathematical frame-
work for analysing data tables that capture the relationship between
objects and attributes. The concept lattice derived from such a table is
a representation of the implicit knowledge about this relationship, where
each concept corresponds to a bicluster of objects and attributes. FCA
has been widely used for knowledge acquisition and representation, con-
ceptual data analysis, information retrieval and other applications. In
this paper, we use an extension of the classical FCA to deal with fuzzy
formal contexts, where the relationship between objects and attributes
is modelled by truth values indicating the degree to which an object pos-
sesses a property or attribute. Fuzzy Formal Concept Analysis (FFCA)
allows us to capture vague or imprecise information and handle uncer-
tainty or ambiguity in data analysis. Our purpose is to use aggregation
functions in order to manipulate and explore fuzzy formal concepts in
different ways depending on the desired properties or criteria. In this
work, we will focus on the structure of the extents of the concept lat-
tice. We define the aggregation of fuzzy extents point-wise and study
how it affects its structure. We characterise the aggregation functions
that preserve the fuzzy extent structure and show that they depend on
the number of objects in the context. Our results contribute to a better
understanding of how aggregation functions can be used to manipulate
and explore fuzzy formal concepts.

Keywords: Aggregation Function · Formal Concept Analysis · Fuzzy
Sets

1 Introduction

Aggregation functions have become a significant area of research in Fuzzy
Set Theory and its applications. The need to combine information, typically
expressed as numerical values, into a single output for decision-making has ge-
nerated interest in studying functions that enable such aggregation. Aggrega-
tion functions are now widely discussed in various conferences, and a biennial
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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congress, AGOP, is devoted to them. For further information on this topic, refer
to [3,5].

Recently, there has been a considerable focus on developing a framework
that concentrates on preserving the properties of fuzzy algebraic structures under
aggregation functions. This framework is actively being developed and discussed,
and more details can be found in [2,7,10,11].

There are some approaches to FCA that use aggregation functions but they
are used in the classical setting, that is, they consider different measures on the
concept lattice and aggregate these measures to a single number by using the
operator [9,12]. In our approach, we focus on the concept lattice. In particular,
the infimum and the supremum of the concept lattice are defined in terms of
suprema and the infima of the powerset lattice [4,6]. The key point is that
the supremum and the infimum are aggregation operators, and the question
is whether changing these operations by another pair of aggregation operators
defines a new concept lattice. Directly from the classical theory of FCA we know
that we cannot interchange suprema with infima, therefore this claim will not
be satisfied by some aggregation operators.

Another implication of this study would be in the study of algorithms for the
computation of the concept lattice. Some of the most well-known algorithms,
such as FastCbO [8] or InClose [1], use the intersection of extents to recursively
find all the extents corresponding to a formal context. Since the fuzzy intersection
operation is, as we will show later, a particular case of aggregation of fuzzy
sets, we can expect that other aggregation functions (that preserve the extent
structure) may help in accelerating the process by incorporating them into these
algorithms.

The main section of this paper shows some of the properties that an aggre-
gation operator must satisfy to be an internal operation in the set of extents,
intents or formal concepts. Surprisingly, there are not many aggregation opera-
tors that preserve extents or intents. Even though this is only the first step in
this line, experimentation hints that only the infimum and the projections on
the components preserve these sets. In these preliminary steps, we will consider
aggregation functions on the unit interval [0,1] and the Gödel t-norm, which is
exactly the infimum.

The remainder of this work is structured as follows: in Sect. 2, we present
the preliminary ideas about aggregation functions and fuzzy FCA that will help
in the understanding of the results, that will be detailed in Sect. 3. Finally, in
Sect. 4, the final conclusions and future research lines are commented.

2 Preliminaries

In this section, we outline some of the concepts which will be necessary to follow
the paper. This work is set in the fuzzy framework so some concepts on fuzzy
structures and methods are presented.

A complete residuated lattice L = (L,∧,∨,⊗,→, 0, 1) is a structure such
that (L,∧,∨, 0, 1) is a complete lattice where 0 is the bottom element and 1 is
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the top one, (L,⊗, 1) is a commutative monoid, that is, ⊗ is an associative and
commutative binary operation and 1 is the identity element; and (⊗,→) is an
adjoint pair, that is

x ⊗ y ≤ z if and only if y ≤ x → z.

In this particular paper, the role of L will be played by the unit interval [0, 1].
One of the main concepts used in this work is that of aggregation function.

Here is a short description of what they are and their most important types.

Definition 1. ([5]) Let A : [0, 1]n −→ [0, 1] be a function. We say that A is an
aggregation function if:

(A1) A(0, ..., 0) = 0 and A(1, ..., 1) = 1. (Boundary conditions)
(A2) A(x1, ..., xn) ≤ A(y1, ..., yn) whenever xi ≤ yi for each 1 ≤ i ≤ n. (Mono-

tonicity)

Definition 2. Given an arbitrary set S, an aggregation function A : [0, 1] ×
[0, 1] −→ [0, 1] and two fuzzy subsets X,Y : S −→ [0, 1], the fuzzy set A(X,Y ) :
S −→ [0, 1] defined point-wise by

A(X,Y )(t) := A(X(t), Y (t))

is the aggregation of X and Y using A.

We give now some brief preliminaries on Fuzzy FCA. A fuzzy formal context
is a tuple K = (G,M, I) where G and M are the sets of objects and attributes,
respectively and I : G × M → [0, 1] is a fuzzy relation. The degree I(g,m) is
understood as the degree to which the object g has the attribute m. The concept-
forming operators ↑ and ↓ are defined as follows, for a pair of fuzzy sets X ∈
[0, 1]G, Y ∈ [0, 1]M ,

X↑(m) =
∧

g∈G

(X(g) → I(g,m)) Y ↓(g) =
∧

m∈M

(Y (m) → I(g,m))

As in the classical case, a fuzzy formal concept is a pair 〈X,Y 〉 ∈ [0, 1]G ×
[0, 1]M such that X↑ = Y and Y ↓ = X. The set of fuzzy formal concepts,
denoted by B(K) is a complete lattice with the following infima and suprema,
let {〈Xi, Yi〉}i∈I ⊆ B(K), then

∧
{〈Xi, Yi〉}i∈I =

〈
⋂

i∈I

Xi,

(
⋃

i∈I

Yi

)↓↑〉
,

∨
{〈Xi, Yi〉}i∈I =

〈(
⋃

i∈I

Xi

)↑↓
,
⋂

i∈I

Yi

〉
.

This hints at the preliminary idea of this work, the infimum operator is an
aggregation function and the supremum operator is known as its dual aggrega-
tion function. Thus we wonder, assuming A is an aggregation function with dual
A∗: can we ensure

〈
A(Xi), A∗(Yi)↓↑〉 is a formal concept?
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Table 1. A formal context (left) and an aggregation function (right) described as a
table on the chain {0, 0.25, 0.5, 0.75, 1}.

K m1 m2 m3

g1 0.25 0.5 0

g2 0.75 0.25 0

g3 0 1 0.75

A 0 0.25 0.5 0.75 1

0 0 0 0 0 0.5

0.25 0 0 0.25 0.5 1

0.5 0 0.5 1 1 1

0.75 0 0.75 1 1 1

1 0.5 1 1 1 1

Formal context Aggregation function

Example 1. Let L be the unit interval [0, 1] and let us consider the formal context
K and an aggregation function A whose restriction to {0, 0.25, 0.5, 0.75, 1} are
shown in Table 1. The formal concepts of the context above are the following.

〈 {g1, g2, g3} ,
{
0.25/m2

} 〉
(1)

〈 {
g1, 0.25/g2, g3

}
,

{
0.5/m2

} 〉
(2)

〈 {
0.5/g1, 0.25/g2, g3

}
, {m2} )〉 (3)

〈 {g3} ,
{
m2,

0.75/m3

} 〉
(4)

〈 {
0.75/g3

}
, {m2,m3} 〉 (5)

〈 {g1, g2} ,
{
0.25/m1,

0.25/m2

} 〉
(6)

〈 {
g1, 0.25/g2

}
,

{
0.25/m1,

0.5/m2

} 〉
(7)

〈 {
0.5/g1, 0.25/g2

}
,

{
0.25/m1,m2

} 〉
(8)

〈 {
0.25/g1, g2

}
,

{
0.75/m1,

0.25/m2

} 〉
(9)

〈 {
0.25/g1, 0.75/g2

}
,

{
m1,

0.25/m2

} 〉
(10)

〈 {
0.25/g1, 0.25/g2

}
, {m1,m2} 〉 (11)

〈 ∅, {m1,m2,m3} 〉 (12)

Consider for example concepts (7) and (8) above and the aggregation function A.

C7 =
〈{

g1,
0.25/g2

}
,
{
0.25/m1,

0.5/m2

}〉
,

C8 =
〈{

0.5/g1,
0.25/g2

}
,
{
0.25/m1,m2

}〉
.

We show the aggregation of the two previous extents using A, according to
Definition 2:

A
({

g1,
0.25/g2

}
,
{
0.5/g1,

0.25/g2
})

=
{
A(1,0.5)/g1,

A(0.25,0.25)/g2

}
=

=
{
1/g1,

0/g2
}

= {g1} .

An analogous procedure can be performed to aggregate the two intents. We
should remember that we can only aggregate fuzzy sets over the same universe.
Therefore, in general, we cannot aggregate extents and intents together.
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As an extreme case, we can consider the top � and the bottom ⊥ of the
concept lattice:

� =
〈{g1, g2, g3} ,

{
0.25/m2

}〉
,

⊥ = 〈{∅} , {m1,m2,m3}〉 ,

and examine the aggregation of these concepts (defining the aggregation by parts
–extents and intents–):

A(�,⊥) = A
(〈{g1, g2, g3} ,

{0.25/m2

}〉
, 〈{∅} , {m1,m2,m3}〉) =

=
〈
A ({g1, g2, g3} ,∅) , A

({0.25/m2

}
, {m1,m2,m3}

)〉
=

=
〈{

A(1,0)/g1,
A(1,0)/g2,

A(1,0)/g3
}
,
{

A(0,1)/m1,
A(0.25,1)/m2,

A(0,1)/m3

}〉
=

=
〈{0.5/g1,

0.5/g2,
0.5/g3

}
,
{0.25/m1,

1/m2,
0.25/m3

}〉
=

=
〈{0.5/g1,

0.5/g2,
0.5/g3

}
,
{0.25/m1,m2,

0.25/m3

}〉
.

Therefore, A(�,⊥) is not a fuzzy formal concept.

The last example shows that 〈A(Xi), A∗(Yi)↓↑〉 is not a fuzzy formal concept
in general. Nowadays, knowing the properties on aggregation functions which
preserve fuzzy formal concepts is an open problem.

3 Aggregation in FCA: First Results

In this section, we wonder what conditions endow to an aggregation function in
order to be closed on the set of fuzzy formal concepts. For a general aggregation
function, it may be easy to find a formal context such that the aggregation of
two given extents is not an extent.

Example 2. We continue our discussion using the same context and aggregation
function as in Example 1. We got that the aggregation of the extents of C1 and
C2 was the set {g1}. We can check that it is not an extent, since

{g1}↑↓ =
{
0.25/m1,

0.5/m2

}↓
=

{
g1,

0.25/g2
}

,

and therefore it is not a closed set of objects. The same reasoning (the compu-
tations are straightforward) can be done to deduce that the aggregation of the
intents of C1 and C2 is not an intent of the formal context.

One can also easily check that the aggregation of the two concepts � and ⊥
is not a concept, since:

{
0.5/g1,

0.5/g2,
0.5/g3

}↑↓
= {g1, g2, g3} ,

{
0.25/m1,m2,

0.25/m3

}↓↑
= {m1,m2,m3} .

Thus, A does not preserve the algebraic structures of extent or intent. Con-
sequently, neither of concept.
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Our aim in this work is to present a preliminary study of the conditions that
allow us to determine if an aggregation function will preserve those structures.

Definition 3. Let K = (G,M, I) be a formal context and denote by Ext(K),
Int(K) and B(K), the sets of extents, intents and formal concepts of K, respec-
tively. An aggregation function A is said to be:

– extent-consistent with K if A(X1,X2) ∈ Ext(K) for all X1,X2 ∈ Ext(K).
– intent-consistent with K if A(Y1, Y2) ∈ Int(K) for all Y1, Y2 ∈ Int(K).
– consistent with K if A(C1, C2) ∈ B(K) for all concepts C1 and C2 of K.

Example 3. Continuing with the same situation as in Example 1, we can see
that the aggregation function A is neither extent-consistent, intent-consistent,
nor consistent at all.

However, there are aggregation functions that will always preserve the alge-
braic structure, e.g., the minimum operator or the projections. Let us consider
the aggregation functions Am, π1 and π2 given by:

Am(x, y) := x ∧ y,

π1(x, y) := x,

π2(x, y) := y.

Proposition 1. Let K = (G,M, I) be a formal context. Then:

1. Am, π1 and π2 are extent- and intent-consistent with K.
2. π1 and π2 are consistent with K.

Proof. 1. Am is extent-consistent and intent-consistent since it is used in the
definition of the intersection of fuzzy sets: let S ∈ {G,M}, then, given two
extents or intents X,Y ∈ [0, 1]S , we have that (X ∩ Y )(s) := X(s) ∧ Y (s) =
Am(X(s), Y (s)) for all s ∈ S. Since the set of extents and the set of intents
are closed under intersections, then Am(X,Y ) = A ∩ Y is also an extent or
an intent, respectively. It is evident that the two projections are extent- and
intent-consistent since they always return one of their inputs.

2. The projections applied to concepts return one of their inputs, as mentioned
before, and therefore, projections are consistent with K.

Notice that Am may not be consistent with some formal context K, as shown
in the next example.

Example 4. Following our running example, let us compute:

Am(�,⊥) = Am

(〈{g1, g2, g3} ,
{
0.25/m2

}〉
, 〈{∅} , {m1,m2,m3}〉) =

=
〈
Am ({g1, g2, g3} , ∅) , Am

({
0.25/m2

}
, {m1,m2,m3}

)〉
=

=
〈{g1, g2, g3} ∩ ∅,

{
0.25/m2

} ∩ {m1,m2,m3}
〉

=

=
〈
∅,

{
0.25/m2

}〉
.

which is not a concept of the formal context, as it is easy to check.
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Let us now inspect a simple formal context, as given in the next table, for
a, b ∈ [0, 1]:

m1 m2

g1 a b

Let us suppose a < b. Then, the set of formal concepts (using, as we men-
tioned before, the Gödel logic structure) is:

〈{g1} ,
{
a/m1,

b/m2

}〉,
〈{b/g1

}
, {a/m1,m2}〉,

〈{a/g1} , {m1,m2}〉.

Note that if A is an aggregation function such that A(a, b) �∈ {a, b, 1}, then
A is not extent-consistent. By duality, it cannot be intent-consistent. This moti-
vates the following:

Conjecture. If there exists a, b ∈ [0, 1] such that A(a, b) �∈ {a, b} then there exists
a formal context K = (G,M, I) such that A is not extent-consistent (dually,
intent-consistent) with K.

Notice that we have removed the possibility A(a, b) = 1 in this conjecture.
Also, observe that Am, π1 and π2 satisfy A(x, y) ∈ {x, y} for all x, y ∈ [0, 1].
The proof of this conjecture would imply that the aggregation functions that
are extent-consistent or intent-consistent belong to the average class. As a main
result, fixed a formal context K, we wish to find a total classification or iden-
tification of the aggregation functions which preserve the algebraic structure of
extents and intents, that is, finding the ones which are extent-consistent with K

and intent-consistent with K.

4 Conclusions

In this work we have explored the properties an aggregation function must satisfy
in order to preserve the structure of extents, intents or formal concepts in the
setting of Fuzzy Formal Concept Analysis. We have discarded some preliminary
hypotheses via a series of illustrative examples and some conjectures have arisen
from experimentation. Even in the first steps in this line, we have found some
interesting results.

As a prospect of near future work, we intend to study thoroughly this pro-
blem in order to prove or refute the conjectures presented. Experiments suggest
that there are distinct situations depending on the size of the formal context.
These results will also have an impact from the practical standpoint: the con-
sistent aggregation functions could be incorporated into algorithms for concept
lattice construction in order to reduce the computational cost of exploring and
computing the set of extents, intents and concepts.
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Abstract. Formal Concept Analysis (FCA) is a mathematical frame-
work for analysing data tables that capture the relationship between
objects and attributes. FCA deals with two main structures of knowl-
edge, namely the concept lattice and the basis of attribute implications.
There are several sets of implications in the literature, for instance min-
imal bases, direct bases or direct minimal bases. In this work we are
interested in the concept of pseudointent in the fuzzy framework in order
to define the Duquenne-Guigues basis in the fuzzy setting.

Keywords: Formal Concept Analysis · Fuzzy Sets · Pseudointents ·
Attribute-implications

1 Introduction

The notion of attribute-implication is fundamental in the context of FCA. Impli-
cations show implicit relationships and dependencies among the attributes of a
formal context. Explicitly, if M is the set of attributes, an attribute implication
is an expression A ⇒ B where A,B ⊆ M . An implication is said to be valid in
a formal context if all the objects that satisfy the attributes in A also satisfy all
the attributes in B, which is equivalent to B ⊆ A↓↑. All this terminology has
been extended to the fuzzy setting where each object can have an attribute to
some degree. The underlying structure of truth values is a complete residuated
lattice (L,∧,∨,⊗,→, 0, 1) where (L,∧,∨, 0, 1) is a complete lattice, (L,⊗, 1) is
a commutative monoid and (⊗,→) is an adjoint pair, i.e.,

a ⊗ b ≤ c if and only if a ≤ b → c.

A fuzzy formal context is a tuple (G,M, I) where G and M are sets of objects
and attributes, respectively; and I : G × M → L is the fuzzy incidence relation.
The derivation operators are defined as follows for all X ∈ LG, Y ∈ LM ,

X↑(m) =
∧

g∈G

(X(g) → I(g,m))

Y ↓(g) =
∧

m∈M

(Y (m) → I(g,m)).
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A fuzzy attribute implication is an expression of A ⇒ B, where A,B ∈ LM .
The degree of validity of a fuzzy attribute implication in a formal context is
defined as

‖A ⇒ B‖(G,M,I) =
∧

g∈G

S(A, Ig) → S(B, Ig),

where S is the subsethood degree relation S(X,Y ) =
∧

m∈M (X(m) → Y (m))
and Ig(m) = I(g,m). It has also been proved that ‖A ⇒ B‖(G,M,I) = S(B,A↑↓).

Consider the following example.

Example 1. Consider the formal context given by the following table.
Notice that the crisp relation gives no information on the size of Neptune, this
is because Neptune is known to be a medium-sized planet which is neither large
or small. The introduction of graduality in this context may look something like
the following [2], where we can grasp more information on the size of Neptune, to
continue with the last example, given it is somewhat large and somewhat small,
but rather bigger than smaller (Tables 1 and 2).

Table 1. Formal context of planets (crisp)

small large near far

Mercury × ×
Venus × ×
Earth × ×
Mars × ×
Jupiter × ×
Saturn × ×
Uranus ×
Neptune ×
Pluto × ×

Table 2. Formal context of planets (fuzzy)

small large near far

Mercury 1 0 1 0

Venus 0.75 0 1 0

Earth 0.75 0 0.75 0

Mars 1 0 0.75 0.5

Jupiter 0 1 0.5 0.75

Saturn 0 1 0.5 0.75

Uranus 0.25 0.5 1 0.25

Neptune 0.25 0.5 1 0

Pluto 1 0 1 0
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2 Pseudointents

Given a formal context, the two main knowledge structures we have are the
concept lattice and the set of implications. However, even a small context may
have a massive number of valid attribute implications, therefore we need a subset
of them from which we could derive all the others. This is what is known as a basis
of implications. In the classical case, the Duquenne-Guigues basis is a complete
and non-redundant set of implications, that is, every valid implication in the
context can be derived from the basis, every implication in the basis provides
information that cannot be retrieved from the rest. Furthermore, this basis is
minimal, that is, there is no complete and non-redundant set of implications
that has less implications than the Duquenne-Guigues one. This basis depends
strongly on the concept of pseudointent, originally defined in [3] in a recursive
manner.

Definition 1. Let (G,M, I) be a classical formal context, then a set P ⊆ M is
said to be a pseudointent if

Q < P implies Q↓↑ < P, for all pseudointent Q.

In the literature, there is one main approach to fuzzy pseudointents. It is the
definition by Belohlavek and Vychodil, which is presented below.

Definition 2. ([6]) Let (G,M, I) be a fuzzy formal context. A system P ⊆ LM

is said to be a system of pseudointents if

P ∈ P if and only if P �= P ↓↑ and ‖Q ⇒ Q↓↑‖P = 1 for all Q ∈ P, Q �= P.

Notice that this definition follows the first idea of pseudointents and
expresses, which degrees, that whenever Q is below P then the closure of Q
is also below P .

Even though this definition was a huge step forward in the search for minimal
bases of implications in the fuzzy setting, neither the existence or the uniqueness
of the system of pseudointents is ensured with this definition. In addition, the
minimality of the basis is only ensured under the use of a restrictive “very true”
operator.

Cut to the present day and we are looking for an alternative way of defin-
ing pseudointents in the fuzzy setting. Our main idea is to mimic the classical
framework and study quasi-closed elements. Let us recall this definition to the
reader.

Definition 3. Let (G,M, I) be a classical formal context. An element Q ⊆ M
is said to be quasi-closed if for all X ⊆ M we have that,

X < Q implies X↓↑ < Q or X↓↑ = Q↓↑.

These elements help define the so-called pseudo-closed elements in the clas-
sical case.
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Definition 4. Let (G,M, I) be a classical formal context. An element P ⊆ M
is said to be pseudo-closed if

Q < P implies Q↓↑ < P for all quasi-closed element Q.

This line of work is linked to the previous one via the following theorem.

Theorem 1. Let (G,M, I) be a classical formal context. An element P ⊆ M is
a pseudointent if and only if it is pseudo-closed.

Our proposal is to present the notion of quasi-closed element to the fuzzy
setting, a line of work that started in [4]. The topic of the cited paper was to
discern among the extensions of the different properties that characterise quasi-
closedness in the classical setting. At the end of the discussion some interesting
algebraic properties are proved on the following definition.

Definition 5 (Discarded). An element q in a fuzzy lattice is said to be quasi-
closed if

ρ(a, q) ⊗ ¬ρ(q, a) ⊗ ρ(c(a), c(q)) ⊗ ¬ρ(c(q), c(a)) ≤ ρ(c(a), q), for all a ∈ A.

Nevertheless, this definition, while mathematically relevant, does not reflect the
properties of quasi-closed elements. For instance, adding a quasi-closed element
to the set of formal concepts is not a closure system.

Example 2 Consider the following fuzzy formal context with the complete resid-
uated lattice {0, 0.5, 1} and the �Lukasiewicz t-norm and residuum.

a b
x 1 0.5

The intents of this formal context are

I1 = {a, b} and I2 = {a/1, b/0.5}.

It is only a matter of calculation to see that Q = {a/0.5, b/1} is quasi-closed
in this context, however the infimum Q ∩ I2 = {a/0.5, b/0.5} is not an intent.

Here we present some sketches of the current work we are doing on quasi-
closed elements.

Definition 6 (Tentative). Let (G,M, I) be a fuzzy formal context. The degree
to which an element Q ∈ LM is quasi-closed is defined as follows,

QC(Q) =
∧

Y ∈LM

S(Q↓↑,Y ↓↑) �=1

‖Y ⇒ Y ↓↑‖Q.

We say that Q ∈ LM is a quasi-closed element when QC(Q) = 1.
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Notice that this definition of quasi-closedness is equivalent to the following
property

Q is quasi-closed if ‖Y ⇒ Y ↓↑‖Q = 1 or S(Q↓↑, Y ↓↑) = 1,

which is similar to the definition in the classical case.
Even though Definition 5 and Definition 6 are not similar, they are related.

This is shown in the next result.

Proposition 1. Let q ∈ A, if q is a quasi-closed as in Definition 6 then it is a
quasi-closed element as per Definition 5

Starting from Definition 6 we would like to obtain properties that resemble
the classical case in some way, for example we are considering the following.

Conjecture 1. Let (G,M, I) be a fuzzy formal context and let F be the set of
intents. An element q is quasi-closed if and only if F ∪ {q} is a closure system.

The definition of closure system in this case would be the one in the fuzzy
setting, we refer the reader to [1,5].

Also, the set of quasi-closed elements induces a complete set of implications
in the classical case. Hence, we are also trying to prove.

Conjecture 2. The set of implications

{q ⇒ c(q) | q is quasi-intent}
is complete.
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Abstract. Given a formal context, an ordinal factor is a subset of its
incidence relation that forms a chain in the concept lattice, i.e., a part
of the dataset that corresponds to a linear order. To visualize the data
in a formal context, Ganter and Glodeanu proposed a biplot based on
two ordinal factors. For the biplot to be useful, it is important that these
factors comprise as much data points as possible, i.e., that they cover
a large part of the incidence relation. In this work, we investigate such
ordinal two-factorizations. First, we investigate for formal contexts that
omit ordinal two-factorizations the disjointness of the two factors. Then,
we show that deciding on the existence of two-factorizations of a given
size is an NP-complete problem which makes computing maximal fac-
torizations computationally expensive. Finally, we provide the algorithm
Ord2Factor that allows us to compute large ordinal two-factorizations.

Keywords: Formal concept analysis · Ordinal factor analysis ·
Ordinal two-factorization · Disjoint factorizations

1 Introduction

A common way to analyze datasets with binary attributes is to treat them as
numerical, i.e., the value 1 is assigned to each attribute-object incidence and
0 to each missing one. Then, dimension reduction methods such as principal
component analysis can be applied. Thereby, multiple attributes are merged
into a few number of axes while being weighted differently. The emerging axes
thus condense the presence or absence of correlated features. The objects are
embedded into these axes as follows. Each object is assigned to a real-valued
number in each axis to represent the best position of the object in the respective
axis. Thereby, the resulting placement of an object that only has some of these
attributes yields an ambiguous representation. Therefore, the main issues of this
method arise. Assigning a real value to an object is not consistent with the level
of measurement of the underlying binary data. It promotes the perception that
an element has, compared to others, a stronger bond to some attributes, which
is not possible in a formal context. A method that encourages such comparisons
and results in such an inaccurate representation of the original information is,
in our opinion, not valid. An example of such a principal component analysis
projection is given in Fig. 1.
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Basilica of Maxentius

Temple of Vesta

Arch of Septimus Severus

Temple of Antonius and Fausta
Curia

Temple of Saturn
Temple of Vespasian

Phocas column

Portico of Twelve Gods

House of the Vestals, Basilica Julia

Temple of Castor and Pollux

Arch of Titus

Temple of Romulus

GB1

GB2, M2, M1, P

B, M3

Fig. 1. A 2-dimensional projection of the objects from the dataset depicted in Fig. 3
using principal component analysis. This figure encourages the perception, that “Tem-
ple of Castor and Pollux" has a stronger bond to “GB1" than “Temple of Antonius and
Fausta", which is false.

To address this problem, Ganter and Glodeanu [14] developed the method
of ordinal factor analysis. It allows for a similar visualization technique while
avoiding the problems that stem from the real-valued measurement on the binary
attributes. Once again, multiple attributes are merged into a single factor. The
computed projection in ordinal factor analysis thereby consists of linear orders of
attributes, the so-called ordinal factors. Then, the method assigns each object,
based on its attributes, a position in every factor. Compared to the principal com-
ponent analysis approach, the positions assigned in the process are natural num-
bers instead of real-valued ones. Therefore, if interpreted correctly, the resulting
projection does not express inaccurate and incorrect information. A desirable
property of ordinal factorizations is completeness which allows the deduction of
all original information. The positions of the objects are determined as follows.
Each object in the two-dimensional coordinate system is placed at the last posi-
tion of each axis such that it has all attributes until this position. Such a plot
can be seen in Fig. 2. Reading the biplot is done as follows: Consider the “Portico
of Twelve Gods" object. In the vertical factor, it is at position “GB1" which is
preceeded by the attributes “M1", and “P" in this factor. Thus, the object has
all three of these attributes. In the horizontal factor, it is at position “M1" which
has no preceeding attributes. These incidences together precisely represents the
incidences of the object. Deducing the same information from Fig. 1 is hardly
possible.

However, Ganter and Glodeanu do not provide a method for the computation
of ordinal two-factorizations. This is the point, where we step in with this work.
We provide an algorithm to compute ordinal two-factorizations if they exist. We
couple this algorithm with a method to compute a subset of the incidence relation
of large size such that it admits an ordinal two-factorization. This enables the
computation of ordinal two-factorizations of arbitrary datasets. This process
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combined results in the algorithm Ord2Factor. Furthermore, we investigate
ordinal two-factorizations with respect to their disjointness.

Fig. 2. A biplot of a maximal ordinal two-factorization of the data from Fig. 3. It
represents all incidences from the formal context except (Temple of Romulus, GB1)
and (Basilica of Maxentius, B).

2 Related Work

In this work, we consider a method that represent the objects in a low number
of dimensions which condense multiple merged attributes. A commonly applied
approach with the same fundamental idea is principal component analysis [26],
which is a method that minimizes the average squared distances from the data
points to a line. An example for a principal component analysis projection is
depicted in Fig. 3. For an extensive survey on dimensional reduction methods,
we refer the reader to Espadoto et al. [11]. A comparison of principal compo-
nent analysis with the methods from formal concept analysis was described by
Spangenberg and Wolff [27].

Our work is located in the research area formal concept analysis [15] (FCA).
One well-researched way to apply dimensionality reduction in FCA is Boolean
factor analysis [2–4,21,22]. Thereby, the incidence relation is represented by
families of incident attribute and object subsets. This idea is highly related to the
notion of a formal concept in FCA. Based on this method, Ganter and Glodeanu
propose in [14] to group multiple Boolean factors into many-valued factors. One
research direction that they consider to be of special interest is grouping them
into ordinal factors, which is the direction we follow in this work. The same
authors also demonstrate [17] that the research method is useful in application.
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B GB1 GB2 M1 M2 M3 P

Arch of Septimus Severus × × × × ×
Arch of Titus × × × × ×
Basilica Julia ×
Basilica of Maxentius ×
Curia ×
House of the Vestals ×
Phocas column × × ×
Portico of Twelve Gods × × ×
Temple of Antonius and Fausta × × × × × ×
Temple of Castor and Pollux × × × × × × ×
Temple of Romulus ×
Temple of Saturn × × ×
Temple of Vespasian × ×
Temple of Vesta × × × × ×

Fig. 3. Running example: This dataset compares attributes of different social media
platforms.

The theory was also lifted to the triadic case [16] and graded data [18]. In our
previous work [10], we propose an algorithm to greedily compute ordinal factors
in large formal contexts. In a broader sense, the discovery of substructures, such
as induced contranominal scales [9] or ordinal motifs [20] is an often-considered
problem in the context of structural investigations in formal concept analysis.

The methods developed in this paper can be considered dual to the Dim-
Draw-algorithm [7]. In both approaches, two linear orders are sought-after to
represent the dataset which is done using a connection to a bipartite subgraph.

3 Foundations of Ordinal Factor Analysis

In this section we briefly recap the definitions and notions from graph theory,
formal concept analysis and ordinal factor analysis that are necessary to under-
stand this paper. A graph is a tuple (V,E) with E ⊆ (

V
2

)
. The set V is called

the set of vertices and E the set of edges. A path between two vertices v1 and vn
is a sequence of vertices v1 . . . vn with {vi, vi+1} ∈ E. A (connected) component
is a maximal subset of the vertices of a graph, such that between every pair of
vertices in the component there is a path. An ordered set is a tuple (B,≤) where
≤ is a binary relation on B × B that is reflexive, antisymmetric and transitive.
The cocomparability graph of the ordered set (B,≤) is the graph (B,E) where
{a, b} ∈ E if a � b and b � a. A formal context is a triple (G,M, I), where G is
called the set of objects, M is called the set of attributes and I ⊆ G×M is called
the incidence relation. The two derivation operators between the power sets of
attributes and objects are given by A′ = {m ∈ M | ∀g ∈ A : (g,m) ∈ I} and
B′ = {g ∈ G | ∀m ∈ B : (g,m) ∈ I}. A formal concept is a tuple (A,B) with
A ⊆ G and B ⊆ M such that A′ = B and B′ = A. The set of all formal concepts
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with is denoted by B and forms together with the order relation ≤ for which
(A1, B1) ≤ (A2, B2) if and only if A1 ⊆ A2, the concept lattice B = (B,≤).

From here on we introduce the notions that are important for the present
work. A Ferrers relation is a binary relation F ⊆ G×M with the property that
if (g,m) ∈ F and (h, n) ∈ F , either (g, n) ∈ F or (h,m) ∈ F . An ordinal two-
factorization of a formal context (G,M, I) is a set of two Ferrers relations F1 and
F2 such that F1∪F2 = I. The incompatibility graph of a formal context (G,M, I)
is the graph (I, E) with {(g,m), (h, n)} ∈ E if and only if (g, n) �∈ I and (h,m) �∈
I. We also say that (g, n) and (h,m) are incompatible. It is known, that a formal
context admits an ordinal two-factorization, if and only if the incompatibility
graph is bipartite [6, Sec.2, Prop.2]. Also note, that it is possible to extend an
ordinal factor, i.e., a Ferrers relation, to a chain of formal concepts [14, Prop.7].

4 Disjointness of Ordinal Two-Factorizations

It is of interest wether the computed two ordinal factors are disjoint, i.e., if there
is no information that is represented by both factors. Otherwise, the ordinal
factorization contains redundant information as the two Ferrers relations share
pairs of the incidence relation. However, as the formal context in Fig. 4 shows,
achieving two disjoint ordinal factors is not always possible. The example is due
to Das et al. [5], where they characterize the formal contexts that are factorizable
into two disjoint ordinal factors as interval digraphs. The incompatibility graph
of the example consists of two connected components, one consists of the single
vertex (6, f) and the other the vertices I \{(6, f)}. We can assign the bipartition
classes of this second component to factor 1 and 2 without loss of generality as
shown on the right side of the Figure 4. But then the incidence pair then (6, f)
has to be in both factors, in factor 1 because as (6, e) ∈ I and (2, f) ∈ I but
(2, e) /∈ I and in factor 2 because of (5, f) ∈ I, (6, b) ∈ I, and (5, b) /∈ I.

We know that a formal context admits a two-factorization if its incompatibil-
ity graph is bipartite, and we can deduce from its incompatibility graph incidence
pairs that cannot appear in the same ordinal factor. Still, we note that even
in cases where disjoint two-factorizations do exist, the bipartition classes of the

a b c d e f g

1 × × × ×
2 × ×
3 ×
4 ×
5 × ×
6 × × × × ×
7 × × × ×

a b c d e f g

1 1 1 1 1

2 1 1

3 1

4 2

5 2 2

6 2 2 1 × 1

7 2 2 2 2

Fig. 4. Example of a context with a maximal bipartite subgraph that does not give
rise to an ordinal two-factorization. This example is due to Das et al. [5].
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a b c

1 × ×
2 × ×
3 × × 3,a

2,a

3,b

1,b

2,c

1,c a b c

1 1 2

2 2 1

3 1 2

Fig. 5. Left: The formal context of a contranominal scale. Middle: its comparability
graph. Right: A bipartition of the transitive comparability graph that does not give
rise to an ordinal two-factorization.

incompatibility graph do not necessarily give rise to an ordinal two-factorization.
To see this, refer to Fig. 5. The incompatibility graph (middle) of the formal con-
text (left) consists of three components. An assignment of the incompatibility
graph to bipartition classes can be seen on the right, however the elements (2, a)
and (3, b) of factor 2 would imply, that the element (3, a) also has to be in factor
2. However, this element is incompatible to element (3, c), which is also in factor
2 by the assignment of the incompatibility graph. Thus, such an assignment does
not always result in a valid ordinal two-factorization.

On the other hand, if the incompatibility graph is connected and bipartite,
any assignment of the elements to bipartition classes of the incompatibility graph
generates a valid ordinal two-factorization, as the following shows.

Proposition 1. Let K be a formal context with a connected and bipartite incom-
patibility graph. Then there are two unique disjoint factors F1 and F2 that fac-
torize K. The sets F1 and F2 correspond to the bipartition classes of the incom-
patibility graph.

Proof. As the cocomparability graph is bipartite, K admits an ordinal two-fac-
torization. As the incompatibility graph is connected, it has unique bipartition
classes. Finally, two elements in the same bipartition class cannot appear in the
same ordinal factor.

On the other hand, if the incompatibility graph is not connected, it is of
interest to further investigate the incidence pairs that can appear in both ordinal
factors. We do so in the following.

Lemma 1. Let K = (G,M, I) be a formal context with bipartite incompatibility
graph (I, E). Let F1, F2 be an ordinal two-factorization of K. For all elements
(g,m) ∈ F1 ∩ F2 it holds that {(g,m)} is a connected component in (I, E).

Proof. Assume not, i.e., there is an element (g,m) ∈ F1 ∩F2 that is not its own
component. Then, there has to be some element (h, n) ∈ I that is incompatible
to (g,m), i.e., (g, n) /∈ I and (h,m) /∈ I. But then (h, n) can be in neither F1
nor F2 which contradicts the definition of a Ferrers relation.

Thus, only the elements of the incompatibility graph that are not connected
to another element can be in both ordinal factors. In the following, we further
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characterize these isolated elements, as we show that for these elements it is
always possible that they are in both factors, which then fully characterizes the
intersection of the two ordinal factors.

Lemma 2. Let K = (G,M, I) be a formal context with a two-factorization F1,
F2. Let C be the set of all elements of I that are incompatible to no other element.
Then F1 ∪ C, F2 ∪ C is also an ordinal two-factorization.

Proof. Let Gi = Fi \ C and F̃i = Fi ∪ C for i ∈ {1, 2} Assume the statement is
not true, i.e., either F̃1 or F̃2 is no ordinal factor. Without loss of generality, let
F̃1 = F1∪C be no ordinal factor. Then, there are two elements (g,m), (h, n) ∈ F̃1
such that (g, n) /∈ F̃1 and (h,m) /∈ F̃1. As F1 is an ordinal factor, at least one of
the two elements has to be in C, let without loss of generality (g,m) ∈ C. We
now do a case distinction whether one or both of them are in C.
Case 1. Let first (g,m) ∈ C and (h, n) /∈ C. One of the elements (g, n) or
(h,m) has to be in I, otherwise (g,m) and (h, n) are incompatible, without loss
of generality, let (h,m) ∈ I. As (h,m) /∈ C, it has to hold that (h,m) ∈ G2
and there has to be some (x, y) ∈ G1 with (h, y) /∈ I and (x,m) /∈ I. As
(x, y) ∈ G1, (h, n) ∈ G1, and (h, y) /∈ I and F1 is an ordinal factor, (x, n) ∈ F1.
As (g,m) ∈ C it is incompatible with no element and thus not incompatible with
(x, n) in particular, but (x,m) /∈ I, it holds that (g, n) ∈ I. The element (g, n)
has to be in G2, as otherwise (g,m) and (h, n) are not incompatible. Thus, there
also has to be some element in (a, b) ∈ G1 with (a, n) /∈ I and (g, b) /∈ I. As
F1 is an ordinal factor and (x, n) ∈ F1, (a, b) ∈ F1 and (a, n) /∈ F1, the element
(x, b) ∈ F1. But then (x, b) is incompatible to (g,m) which is a contradiction to
(g,m) being in C.
Case 2. Let (g,m) ∈ C and (h, n) ∈ C. Either (g, n) ∈ I or (h,m) ∈ I, let
without loss of generality (g, n) ∈ I. Then it has to be hold more specifically
that in (g, n) ∈ G2. Thus, there is some element (x, y) ∈ G1 with (h, y) /∈ I
and (x,m) /∈ I. Because (x, y) has to be compatible with (h, n), it has to hold
that (x, n) ∈ I. On the other hand, (x, n) has to be compatible with (g,m), thus
(g, n) ∈ I. It then has to hold that (g, n) ∈ G2 and thus some element (a, b) ∈ G1
has to exist with (g, b) /∈ I and (a, n) /∈ I. As (x, y) ∈ F1 and (a, b) ∈ F1 and F1
is an ordinal factor, either (a, y) ∈ F1 or (x, b) ∈ F1. If (a, y) ∈ F1, it would be
incompatible to (g,m), if (x, b) ∈ F1 it would be incompatible to (h, n). Both
would be a contradiction to the respective element being in C.

This theorem finishes a complete characterization of the non-disjoint part of
ordinal factors. Therefore, a partition of the incidence as follows always exists,
if the context is ordinal two-factorizable.

Theorem 1. Let K = (G,M, I) be a two-factorizable formal context with (I, E)
its incompatibility graph. Then there is a partition of I into F1, F2, C with C =
{D | D connected component of (I, E), |D| = 1} and F1 ∪ C and F2 ∪ C are
Ferrers relations.

Proof. This theorem directly follows from the previous lemma. Let F̃1, F̃2 be a
two-factorization and C = {D | D connected component of (I, E), |D| = 1}.
Then the partition is given by F̃1 \ C, F̃2 \ C, and C.
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5 An Algorithm for Ordinal Two-Factorizations

Now, we propose an algorithm to compute ordinal two-factorizations if they
exist. As we saw in the last section, the bipartition classes of the incompatibility
graph do not directly give rise to an ordinal two-factorizations. An important
observation [15, Thm.46] is that a formal context can be described by the inter-
section of two Ferrers relations, if and only if its corresponding concept lattice
can be described as the intersection of two linear orders, i.e., if it has order
dimension two. As the complement of a Ferrers relation is once again a Ferrers
relation, a formal context is two-factorizable if and only if the concept lattice of
its complement context has order dimension two. We leverage this relationship
with the following theorem, to explicitly compute the ordinal two-factorization.

Theorem 2. Let K = (G,M, I) be a formal context. Let (B,≤) = B(Kc). If
K is two-factorizable, then ≤ is two-dimensional and there is a conjugate order
≤c. The sets

F1 = {(g,m) ∈ G × M | �(A,B), (C,D) ∈ B(Kc), g ∈ A,m ∈ D,

((A,B), (C,D)) ∈ (≤ ∪ ≤c)}
and

F2 = {(g,m) ∈ G × M | �(A,B), (C,D) ∈ B(Kc), g ∈ A,m ∈ D,

((A,B), (C,D)) ∈ (≤ ∪ ≥c)}
give rise to an ordinal factorization of K.

Proof. We have to show that F1 and F2 are Ferrers relations and F1 ∪ F2 =
I. We first show that F1 is a Ferrers relation. By definition � := ≤ ∪ ≤c is
a chain ordering all formal concepts of B(Kc). Let (g,m) and (h, n) be two
pairs in F1. Assume that (g, n) /∈ F1 and (h,m) /∈ F1. Then there have to be
two concept (A1, B1) and (A2, B2) with g ∈ A1, n ∈ B2 such that (A1, B1) �
(A2, B2). Similarly, there have to be two concepts (A3, B3) and (A4, B4) with
h ∈ A3, m ∈ B4 such that (A3, B3) � (A4, B4). For the concepts (A2, B2) and
(A3, B3) it holds that (A2, B2)�(A3, B3), as (A2, B2) �= (A3, B3) and (A3, B3) ��
(A2, B2) because (g,m) /∈ F1. By the same argument, (A4, B4)� (A1, B1). Thus,
(A1, B1) � (A2, B2) � (A3, B3) � (A4, B4) � (A1, B1), which would imply that
these three concepts are equal and is thus a contradiction. This proves that F1
is a Ferrers relation. The argument to shows that F2 is a Ferrers relation is dual.
We now show that F1 ∪ F2 = I. Let (g,m) ∈ F1 ∪ F2, without loss of generality
let it be an element of F1. Then there are no two concepts (A,B), (C,D) ∈
B(Kc), with g ∈ A, m ∈ D and ((A,B), (C,D)) ∈ (≤ ∪ ≤c). Consider the
concept (g′′, g′) with the derivation from the complement context. By definition
((g′′, g′), (g′′, g′)) ∈ (≤∪≤c) and thus m /∈ g′ when using the derivation from the
complement context, i.e., (g,m) /∈ Ic. But then, (g,m) ∈ I. Now, let (g,m) ∈ I
and assume that (g,m) /∈ F1. Let (A,B) and (C,D) be arbitrary concepts of
B(Kc) with g ∈ A and m ∈ D. As (g,m) ∈ I, it is not in the incidence of
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Algorithm 1. Compute Ordinal Two-Factorization

Input: Ordinal Two-Factorizable Formal Context K = (G,M, I)
Output: Ordinal Two-Factorization F1, F2

def two_factor(G,M, I) :
(B,≤) = B(Kc)
(B, E) = co_comparabil ity_graph(B,≤)
≤c = t r a n s i t i v e_o r i e n t a t i o n (B, E)
�1 = ≤ ∪ ≤c

�2 = ≤ ∪ ≥c

for i in {1, 2} :
Li = {}
Ã = {}
for (A,B) in B ordered by �i :

Ã = Ã ∪ A

Li = Li ∪ (Ã × B)
Fi = (G × M) \ Li

return F1, F2

Kc and thus (A,B) and (C,D) are not comparable with ≤. As (g,m) /∈ F1 it
holds (A,B) �c (C,D) and as they are incomparable with ≤ it has to hold that
(A,B) ≥c (C,D). Thus, (g,m) ∈ F2. This shows that F1 ∪ F2 = I and thus
concludes the proof.

This proof gives rise to the routine in Algorithm 1 where this information is
used to compute an ordinal two-factorization of the formal context. It computes
the two sets F1 and F2 from the previous theorem. To do so, it has to be paired
with an algorithm to compute the concept lattice. An algorithm that is suitable is
due to Lindig [24], as it computes the covering relation together with the concept
lattice. Furthermore, an algorithm for transitive orientations [19] is required to
compute the conjugate order. As we will discuss later, for both these algorithms
the runtime is not critical, as we are interested in ordinal two-factorizations of
small formal contexts. Modern computers are easily able to deal with such con-
texts. Still, if suitable supporting algorithms are chosen, this procedure results
in a polynomial-time algorithm that computes ordinal two-factorizations.

6 Maximal Ordinal Two-Factorizations

In this section, we propose an algorithm to compute an ordinal two-factorizations
of a formal context that covers a large part of the incidence relation.

Definition 1 (Maximal Ordinal Two-Factorizations). For a formal con-
text K = (G,M, I) a maximal ordinal two-factorization is a pair of Ferrers
relations F1, F2 ⊆ I such that there are no Ferrers relations F̃1, F̃2 ⊆ I with
|F̃1 ∪ F̃2| ≥ |F1 ∪ F2|.



50 D. Dürrschnabel and G. Stumme

While there are various thinkable ways, how to define maximal ordinal two-
factorizations, we have chosen to do so by minimizing the size of not-covered
incidence, as each element in the incidence can be viewed as a data point that
would thus be lost. This definition also aligns with Ganter’s suggestion in his
textbook to maximize the size of the union [13]. Note, that a maximal two-
factorization always exists, as a single element in the incidences is a Ferrers
relation by itself.

6.1 Maximal Ordinal Two-Factorizations Are Hard

First, we investigate the computational complexity of the Maximal Ordinal
Two-Factorization Problem. To do so, we perform a reduction from the
Two-Dimension Extension Problem. The problem requires finding the min-
imum number of pairs that need to be added to an order relation to make it
two-dimensional. Formally, given an ordered set (X,≤) and a k ∈ N requests the
decision whether there is a set ≤̃ ⊃ ≤ such that is an order and (X, ≤̃) has order
dimension two and |≤̃| − |≤| = k. Felsner and Reuter [12] showed that deciding
this problem is NP-complete.

The decision problem, that is linked to the minimum number of pairs that
we need to add to a relation to make it two-dimensional is the Ordinal Two-
Factorization Problem. For it, a formal context (G,M, I) and a k ∈ N are
given. It is requested to decide the existance of a formal context (G,M, Ĩ) with
Ĩ ⊆ I and |I| − |Ĩ| = k that has an ordinal two-factorization.

The relation between these two problems gives rise to the computational
complexity of computing a two-factorization.

Lemma 3. There is a polynomial-time reduction from the Two-Dimension
Extension Problem to the Ordinal Two-Factorization Problem.

Proof. Let (X,≤) and k ∈ N be an instance of the Two-Dimension Extension
Problem. We claim, that the problem has a solution if and only if Ordinal
Two-Factorization Problem (X,X,�) with k has a solution.

Let (X,≤) be an ordered set with a two-dimension-extension C of size k. Let
L1, L2 be a realizer, i.e., two linear extensions of ≤∪C with L1∩L2 = ≤∪C. Then
the relations F1 := (X × X) \ L1 and F2 := (X × X) \ L2 are Ferrers relations.
Furthermore, F1 ⊆ � and F2 ⊆ � by definition. Assume that F1 ∪ F2 ∪ C �= �.
Then there has to be a pair a, b ∈ X with a � b and (a, b) /∈ C. Then (b, a) ∈ L1,
or (b, a) ∈ L2, or both, without loss of generality let (b, a) ∈ L1. But this implies
that (a, b) ∈ L1 which is a contradiction.

Now, let for the formal context (X,X,�) be C a set of cardinality k such
that there are two Ferrers relations F1, F2 with |F1 ∪ F2 ∪ C| = |�|. Now, let
L1 = (X ×X) \F1 and L2 = (X ×X) \F2. Then it holds that L1 ∩L2 = ≤ ∪C.
L1 and L2 are supersets of ≤ and Ferrers relations, thus they are transitive,
reflexive and for all elements a, b ∈ X it holds that a, b ∈ Li or b, a ∈ Li. By
definition for both i ∈ {1, 2} there is a L̃i ⊆ Li that has all these properties and
is also antisymmetric. The existence of L̃i follows from placing a linear order on
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each of the equivalence classes of Li. Both L̃1 and L̃2 are linear extensions of ≤
and |L̃1 ∩ L̃2| ≤ |L1 ∩ L2| = |≤| + k.

Therefore, the claim is proven. and we reduced the Two-Dimension Exten-
sion Problem to the Ordinal Two-Factorization Problem.

Lemma 4. Validation of a solution of the Ordinal Two-Factorization can
be done in polynomial time.

Proof. Given a formal context (G,M, I) and a set C ⊆ I of size k, to check
whether (G,M, I \ C) admits an ordinal two-factorization is equivalent to the
check whether the incompatibility graph of (G,M, I \ C) is bipartite.

Thus, the Ordinal Two-Factorization Problem is in the same com-
plexity class as the Two-Dimension Extension Problem.

Theorem 3. The Ordinal Two-Factorization Problem is NP-complete.

Proof. Follows from Lemmas 3 and 4.

6.2 Maximal Bipartite Subgraphs Are Not Sufficient

a b c d e f g h i j k l m n o p q r

1 × × × × × × × × × × × ×
2 × × × × × × × × × × × × × × ×
3 × × × × × × × × × × × × × × ×
4 × × × × × × × × × × × ×
5 × × × × × × × × × × × × × × ×
6 × × × × × × × × × × × ×
7 × × × × × × × × × × × × × × × × ×
8 × × × × × × × × × × × × × ×
9 × × × × × × × × × × × × × × × × ×
10 × × × × × × × × × × × × × ×
11 × × × × × × × × × × × × × × ×
12 × × × × × × × × × × × × × ×
13 × × × × × × × × × × × × × × × × ×
14 × × × × × × × × × × × × × × × ×
15 × × × × × × × × × × × × × × × × ×
16 × × × × × × × × × × × × × × × × ×
17 × × × × × × × × × × × × × × × × ×
18 × × × × × × × × × × × × × × × × ×

Fig. 6. Example of a context with a maximal bipartite subgraph that does not give
rise to an ordinal two-factorization.

The structure of the incompatibility graph provides an interesting foundation
to compute ordinal two-factorizations. It seems to be a tempting idea to compute
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Algorithm 2. Ord2Factor to Compute Large Ordinal Two-Factorization

Input: Formal Context (G,M, I)
Output: Ordinal Factors F1 and F2

def Ord2Factor(G,M, I) :
(I, E) = incompat ib i l i ty_graph (G,M, I)
while (I, E) not b i p a r t i t e :

I = maximal_bipartite_inducing_vertex_set(I, E)
(I, E) = incompat ib i l i ty_graph (G,M, I)

return two_factor(G,M, I)

the maximal induced bipartite subgraph of a formal context. The vertex set that
induces such a maximal bipartite subgraph could than be used for the ordinal
two-factorization. However, it turns out a bipartite subgraph does not always give
rise to an ordinal two-factorization as Fig. 6 demonstrates. Its incompatibility
graph has an odd cycle, and it is thus not bipartite. This fact makes the formal
context not two-factorizable. An inclusion-minimal set that can be removed to
make it bipartite is given by

C = {(6, j), (4, n), (7, p), (18, p), (6, p), (6, n), (12, k), (10, g), (6, g), (5, p), (2, i),
(4, p), (12,m), (3, i), (12, h), (1, p), (2, q)}.

However, the formal context (G,M, I \ C) is again not two-factorizable as its
incompatibility graph contains once again an odd cycle. This is possible as new
incompatibilities can arise with the removal of incidences.

6.3 Computing Maximal Ordinal Two-Factorizations

In the last sections, we did structural investigations on ordinal two-factorizations
and provided an algorithm to compute them. We now use this algorithm to
compute a large ordinal two-factorization. To this end, we propose the algo-
rithm Ord2Factor in Algorithm 2. Thereby, the induced bipartite subgraph
of the incompatibility graph is computed. As new incompatibilities can arise by
the removal of crosses, as noted previous section, we might have to repeat this
procedure.

The induced bipartite subgraph can be computed using the methods pro-
posed by Dürrschnabel et al. [8]. We are not aware of a formal context where
the SAT-sovler approach described in this paper requires a second repetition of
the algorithm which motivates the following open question.

Open Question 1. Is there a formal context (G,M, I), such that the max-
imal set Ĩ that induces a bipartite subgraph on the incompatibility graph does
not give rise to a two-factorizable formal context?

This open problem is of special interest, because it would allow our approach
to compute globally maximal two-factorization, as the following shows.
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Theorem 4. Let K = (G,M, I) be a formal context and Ĩ the subset of I that
induces a maximal bipartite subgraph on the incompatibility graph. If the formal
context K = (G,M, Ĩ) admits an ordinal two-factorization, its factors are the
maximal ordinal factors of K.

Proof. Assume there are two ordinal factors F1 and F2 of K and |F1 ∪F2| > |Ĩ|.
But then the context (G,M,F1 ∪ F2) is a two-factorizable and thus the graph
induced by F1 ∪ F2 on the incompatibility graph is bipartite, a contradiction.

7 Runtime Discussion

If a formal context has order dimension two, it cannot contain a contranominal
of dimension three as an induced subcontext. From a result by Albano [1], it
follows that a context without a contranominal scale of dimension three and
thus especially for all two-dimensional formal contexts, the number of concepts
is bounded from above by 3

2 |G|2 or dually 3
2 |M |2. There are algorithms that com-

pute the set of all concept of a formal context with polynomial delay [23] and the
computation of a conjugate order can be performed in quadratic time [25]. Thus,
the algorithm to compute ordinal two-factorizations has polynomial runtime if
it paired with the these algorithms.

For the computation of large ordinal factorizations of formal contexts that
do not omit ordinal two-factorizations by their structure, the runtime-obstacle
is the computation of the large induced bipartite subgraph. If the exact problem
is solved, the algorithm thus has exponential runtime. Our previous work [8]
also discusses three heuristics for the computation of bipartite subgraphs which
can be plugged to achieve an algorithm that has polynomial runtime. Usually,
we are interested in two-factorizations of formal context with limited size, as a
human can otherwise not grasp the connections encoded in the dataset. Thus,
the runtime of these algorithms are usually not the critical limitation and thus
a method that is computationally expensive can be employed.

8 Conclusion

In this paper, we expanded on the work done on ordinal two-factorizations in
the realm of ordinal factor analysis. First, we performed some structural investi-
gations about the disjointness of the two ordinal factors. Thereby, we were able
to characterize the incidence pairs that can appear in both ordinal factors as the
isolated elements of the incompatibility graph. Then, we proposed an algorithm
for the computation of maximal ordinal two-factorizations. To this end, we devel-
oped a polynomial time algorithm to compute a two-factorization of a formal
context that has a bipartite incompatibility graph. We showed, that the prob-
lem to compute maximal ordinal two-factorizations is NP-complete and proposed
our approach Ord2Factor to compute large ordinal two-factorizations. As we
demonstrated that the problem entails an NP-complete problem, the resulting
algorithm is exponential.
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Datasets often consist not only of binary but also already ordinal data. The
ordinal factor analysis in its current form can only deal with this data by inter-
preting it as binary. While scaling in formal concept analysis is a tool to deal
with this data, factors will not necessarily respect the order encapsulated in the
data. In our opinion, the next step should be to extend this method to deal with
this kind of non-binary data directly.
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Abstract. Set partitions and partition lattices are well-known objects
in combinatorics and play an important role as a search space in many
applied problems including ensemble clustering. Searching for antichains
in such lattices is similar to that of in Boolean lattices. Counting the num-
ber of antichains in Boolean lattices is known as the Dedekind problem.
In spite of the known asymptotic for the latter problem, the behaviour
of the number of antichains in partition lattices has been paid less atten-
tion. In this short paper, we show how to obtain a few first numbers
of antichains and maximal antichains in the partition lattices with the
help of concept lattices and provide the reader with some related heuris-
tic bounds. The results of our computational experiments confirm the
known values and are also recorded in the Online Encyclopaedia of Inte-
ger Sequences (see https://oeis.org/A358041).

Keywords: Formal Concept Analysis · partition lattice · maximal
antichains · concept lattices · enumerative combinatorics

1 Introduction

Partitions and their lattices are among the basic combinatorial structures [1] and
have various applications, for example, blocks of a partition of objects are known
as clusters in data analysis [2,3], while in social network analysis the partition
blocks of graph vertices (actors) are known as social communities [4,5]. As the
Boolean lattice of an n-element set, the lattice of all partitions of this set plays
a fundamental role as an ordered search space when we need to find a partition
with certain properties, e.g. when we search for partitions with a concrete number
of blocks with no two specific elements in one block (cf. constrained clustering [6]
or granular computing [7]) or generate functional dependencies over a relational
database (cf. partition pattern structures [8]). In Formal Concept Analysis, there
are also interesting attempts to employ the idea of independence for data analysis
via partitions of objects w.r.t. their attributes where a special variant of Galois
connection appears [9–11].
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In combinatorics, special attention is paid to the number of antichains in
Boolean lattices, that is to the number of all possible families of mutually incom-
parable sets. This problem is known as the Dedekind problem [12] and its asymp-
totic is well studied [13,14]. However, an analogous problem for antichains of
partitions has been paid less attention. For example, we know a few values for
the number of antichains in the partition lattice for n up to 51. Another inter-
esting question, for which there is the famous Sperner theorem, is about the
size of the maximum antichain in the Boolean lattice (actually, its width) [15].
R.L. Graham overviewed the results on maximum antichains of the partition lat-
tice [16]. Also, the number of maximal antichains (w.r.t. their extensibility) in
the Boolean lattice [17], a sibling of the Dedekind problem, was algorithmically
attacked and we know these numbers up to n = 72 [18]. The lattices of maximal
antichains for event sets play an important role in parallel programming [19].

In this paper, we not only confirm the results on the number of antichains in
the partition lattice, but also share our recent results on the number of maximal
antichains in the partition lattice up to n = 5, show recent progress for n = 6,
and provide some useful bounds for this number. All these results were obtained
with the help of concept lattices isomorphic to the partition lattice and parallel
versions of classic algorithms designed for that purpose.

2 Basic Definitions

Formal Concept Analysis is an applied branch of modern lattice theory aimed at
data analysis, knowledge representation and processing with the help of (formal)
concepts and their hierarchies. Here we reproduce basic definitions from [1,20]
and our related tutorial [21].

First, we recall several notions related to lattices and partitions.

Definition 1. A partition of a nonempty set A is a set of its nonempty subsets
σ = {B | B ⊆ A} such that

⋃

B∈σ

B = A and B ∩ C = ∅ for all B,C ∈ σ. Every

element of σ is called block.

Definition 2. A poset L = (L,≤) is a lattice, if for any two elements a and b in
L the supremum a∨b and the infimum a∧b always exist. L is called a complete
lattice, if the supremum

∨
X and the infimum

∧
X exist for any subset A of

L. For every complete lattice L there exists its largest element,
∨

L, called the
unit element of the lattice, denoted by 1L. Dually, the smallest element 0L is
called the zero element.

Definition 3. A partition lattice of set A is an ordered set (Part(A),∨,∧) where
Part(A) is a set of all possible partitions of A and for all partitions σ and ρ
supremum and infimum are defined as follows:

σ ∨ ρ =
{⋃

connσ,ρ(B) | ∀B ∈ σ
}

,

1 https://oeis.org/A302250.
2 https://oeis.org/A326358.

https://oeis.org/A302250
https://oeis.org/A326358
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σ ∧ ρ = {B ∩ C | ∃B ∈ σ,∃C ∈ ρ : B ∩ C �= ∅},where

connσ,ρ(B) is the connected component to which B belongs to in the bipartite
graph (σ, ρ,E) such that (B,C) ∈ E iff C ∩ B �= ∅.
Definition 4. Let A be a set and let ρ, σ ∈ Part(A). The partition ρ is finer
than the partition σ if every block B of σ is a union of blocks of ρ, that is ρ ≤ σ.

Equivalently one can use the traditional connection between supremum, infi-
mum and partial order in the lattice: ρ ≤ σ iff ρ ∨ σ = σ (ρ ∧ σ = ρ).

Definition 5. A formal context K = (G,M, I) consists of two sets G and M
and a relation I between G and M . The elements of G are called the objects
and the elements of M are called the attributes of the context. The notation
gIm or (g,m) ∈ I means that the object g has attribute m.

Definition 6. For A ⊆ G, let

A′ := {m ∈ M | (g,m) ∈ I for all g ∈ A}
and, for B ⊆ M , let

B′ := {g ∈ G | (g,m) ∈ I for all m ∈ B}.

These operators are called derivation operators or concept-forming
operators for K = (G,M, I).

Let (G,M, I) be a context, one can prove that operators

(·)′′ : 2G → 2G, (·)′′ : 2M → 2M

are closure operators (i.e. idempotent, extensive, and monotone).

Definition 7. A formal concept of a formal context K = (G,M, I) is a pair
(A,B) with A ⊆ G, B ⊆ M , A′ = B and B′ = A. The sets A and B are called the
extent and the intent of the formal concept (A,B), respectively. The subconcept-
superconcept relation is given by (A1, B1) ≤ (A2, B2) iff A1 ⊆ A2 (B2 ⊆ B1).

This definition implies that every formal concept has two constituent parts,
namely, its extent and intent.

Definition 8. The set of all formal concepts of a context K together with the
order relation ≤ forms a complete lattice, called the concept lattice of K and
denoted by B(K).

Definition 9. For every two formal concepts (A1, B1) and (A2, B2) of a certain
formal context their greatest common subconcept is defined as follows:

(A1, B1) ∧ (A2, B2) = (A1 ∩ A2, (B1 ∪ B2)′′).

The least common superconcept of (A1, B1) and (A2, B2) is given as

(A1, B1) ∨ (A2, B2) = ((A1 ∪ A2)′′, B1 ∩ B2).
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We say supremum instead of “least common superconcept”, and instead of
“greatest common subconcept” we use the term infimum.

In Fig. 1, one can see the context whose concept lattice is isomorphic to the
partition lattice of a four-element set and the line (or Hasse) diagram of its
concept lattice.

1
|23

4

1
2
|34

2
|13

4

1
2
3
|4

2
3
|14

1
3
|24

3
|12

4

(1, 2) × × ×
(1, 3) × × ×
(1, 4) × × ×
(2, 3) × × ×
(2, 4) × × ×
(3, 4) × × ×

Fig. 1. The formal context (left) and the line diagram of the concept lattice (right)
which is isomorphic to P4.

Theorem 1 (Ganter & Wille [20]). For a given partially ordered set P = (P,≤)
the concept lattice of the formal context K = (J(P ),M(P ),≤) is isomorphic to
the Dedekind–MacNeille completion of P, where J(P ) and M(P ) are sets of
join-irreducible and meet-irreducible elements of P, respectively.

A join-irreducible3 lattice element cannot be represented as the supremum
of strictly smaller elements; dually, for meet-irreducible elements. If (P,≤) is a
lattice, then K = (J(P ),M(P ),≤) is called its standard context.

Theorem 2 (Bocharov et al. [2]). For a given partition lattice L = (Part(A),
∨,∧) there exist a formal context K = (P2, A2, I), where P2 = {{a, b} | a, b ∈
A and a �= b}, A2 = {σ | σ ∈ Part(A) and |σ| = 2} and {a, b}Iσ when a and b
belong to the same block of σ. The concept lattice B(P2, A2, I) is isomorphic to the
initial lattice (Part(A),∨,∧).

There is a natural bijection between elements of L = (Part(A),∨,∧) and
formal concepts of B(P2, A2, I). Every (A,B) ∈ B(P2, A2, I) corresponds to
σ =

∧
B and every pair {i, j} from A is in one of σ blocks, where σ ∈ Part(A).

Every (A,B) ∈ B(J(L),M(L),≤) corresponds to σ =
∧

B =
∨

A.

3 join- and meet-irreducible elements are also called supremum- and infimum-
irreducible elements, respectively.
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3 Problem Statement

Let us denote the partition lattice of set [n] = {1, . . . , n} by Pn = (Part([n]),≤),
where Part([n]) is the set of all partitions of [n].

Two related problems, which we are going to consider are as follows.

Problem 1 (#ACP). Count the number of antichains of Pn = (Part([n]),≤)
for a given n ∈ N.

Problem 2 (#MaxACP). Count the number of maximal antichains of Pn =
(Part([n]),≤) for a given n ∈ N.

4 Proposed Approach

Our approach to computing maximal antichains of the considered lattice is a
direct consequence of the Dedekind-MacNeille completion and the basic theorem
of FCA. The first one allows building the minimal extension of a partial order
such that this extension forms a lattice. From the second theorem, we know
that every complete lattice can be represented by a formal context built on the
supremum- and infimum-irreducible elements of the lattice.

When Klaus Reuter was studying jump numbers of partial orders (P,≤),
he found their connection with the number of maximal antichains and reported
about it as follows [22]: “Originally we have discovered a connection of the con-
cept lattice of (P, P, �>) to the jump number of P . Later on, we learned from
Wille that this lattice is isomorphic to the lattice of maximal antichains of P .
Thus with speaking about MA(P ) it is now quite hidden that we have gained
most of our results by knowledge of Formal Concept Analysis.” Here, MA(P )
denotes the set of maximal antichains of (P,≤).

An order ideal
⏐
	X of X ⊆ P is a set {y ∈ P | ∃x ∈ X : y ≤ x}, while



⏐X

denotes the order filter generated by X (dually defined).
The lattice of maximal antichains of P , (MA(P ),≤) is defined by A1 ≤ A2

iff
⏐
	A1 ⊆ ⏐

	A2 for A1, A2 ∈ MA(P ).
It is known that two fundamental lattices related to orders, the distributive

lattice of order ideals and the lattice of the Dedekind-MacNeille completion can
be naturally described by FCA means [22]: B(P, P,≤) represents the Dedekind-
MacNeille completion (completion by cuts) of (P,≤), while B(P, P, �≥) represents
the lattice of order ideals of (P,≤) (which is isomorphic to the lattice of all
antichains of (P,≤)).

The observation made by Wille makes it possible to fit the lattice of maxi-
mal antichains in this framework: B(P, P, �>) represents the lattice of maximal
antichains of (P,≤).

Proposition 1 ([22], Proposition 2.1). (MA(P ),≤) is isomorphic to
B(P, P, �>).

Corollary 1. #MaxACP (Problem 2) is equivalent to determining the number
of formal concepts of B(Part([n]), Part([n]), �>).
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So, our approach has two steps:

– 1. Generate the formal context K = (Part([n]), Part([n]), �>) for a given n.
– 2. Count the cardinality of Ln = B(Part([n]), Part([n]), �>).

K(P3) 1
|23

1
2
|3

2
|13

(1, 2) ×
(1, 3) ×
(2, 3) ×

�≥ 0 4 2 1 7

0 × × × ×
4 × × ×
2 × × ×
1 × × ×
7

�> 0 4 2 1 7

0 × × × × ×
4 × × × ×
2 × × × ×
1 × × × ×
7 ×

7

1 2 4

0

0

7

1 2 4

7

0

1,2,4

Fig. 2. The formal contexts K(P3) = (J(P3), M(P3), ≤) (left), (Part([3]), Part([3]), �≥)
(centre), and (Part([3]), Part([3]), �>) (right) along with the line diagrams of their
concept lattices [20] (bottom line), respectively.

The line diagram of B(Part([3]), Part([3]), �≥), which is isomorphic to the
lattice of maximal antichains (MA(P3),≤), and its formal context are given in
Fig. 2, the right column. The context for the lattice isomorphic to the lattice of
ideals of P3 is in the centre, while the original context for the lattice isomorphic
to P3 is shown on the right. The nodes of B(J(P3),M(P3),≤) are labelled with
integers, whose binary codes correspond to concept extents. For example, label 4
encodes the extent of concept ((2, 3), 1|23) since 410 = 1002. The orders �≥ and �>
are taken with respect to hierarchical order on concepts of B(J(P3),M(P3),≤
). The labels of the two remaining lattices are given with reduced attribute
labelling.

Note that some rows and columns of the third context can be removed
without affecting the lattice structure. For example, duplicated rows 2 and 4.
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Columns and rows obtained as an intersection of other columns and rows, respec-
tively, can also be removed without affecting the concept lattice structure. This
procedure is called reducing the context [20]. Thus, for moderately large n we
use the so-called standard contexts of concept lattices, K(L) = (J(L),M(L),≤),
where L = (L,≤) is a finite lattice, and J(L) and M(L) are join- and meet-
irreducible elements of L [20].

The first step is trivial, while for the second step, we have plenty of algorithms
both in FCA [23] and Frequent Closed Itemset mining [24] communities. How-
ever, having in mind the combinatorial nature of the problem, and the almost
doubly-exponential growth of the sequence, we cannot use a fast algorithm which
relies on recursion or (execution tree will be humongous) sophisticated structures
like FP-trees due to memory constraints. We rather need a parallelisable solution
which does not require the memory size of O(|L|) and can be easily resumed, for
example, after the break of computation for monthly routine maintenance. So,
we set our eye on Ganter’s Next Closure algorithm [25,26], which does not refer
to the list of generated concepts and uses little storage space.

Since the extent of a concept uniquely defines its intent, to obtain the set of
all formal concepts, it is enough to find closures either of subsets of objects or
subsets of attributes.

We assume that there is a linear order (<) on G. The algorithm starts by
examining the set consisting of the object maximal with respect to < (max(G))
and finishes when the canonically generated closure is equal to G. Let A be a
currently examined subset of G. The generation of A′′ is considered canonical
if A′′ \ A does not contain g < max(A). If the generation of A′′ is canonical
(and A′′ is not equal to G), the next set to be examined is obtained from A′′ as
follows:

A′′ ∪ {g} \ {h|h ∈ A′′ and g < h}, where g = max({h|h ∈ G \ A′′}).

Otherwise, the set examined at the next step is obtained from A in a similar
way, but the added object must be less (w.r.t. <) than the maximal object in A:

A′′ ∪ {g} \ {h|h ∈ A and g < h}, where g = max({h|h ∈ G \ A and h < max(A)}).

The pseudocode of NextClosure is given in Algorithm 1.
The NextClosure algorithm is enumerative and produces the set of all

concepts in time O(|G|2|M ||L|) and also has polynomial delay O(|G|2|M |). For
our counting purposes, Step 5 of the algorithm should be replaced with |L| :=
|L| + 1, while Step 12 should return |L|.

Our modification of the algorithm features parallel computing, saving of
intermediate results as pairs (A′′, |L|), and representation of sets as binary vec-
tors with integers as well as usage of bit operations on them.
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Algorithm 1. NextClosure
Input: K = (G, M, I) is a context
Output: L is the concept set
1: L := ∅, A := ∅, g := max(G)
2: while A �= G do
3: A := A′′ ∪ {g} \ {h|h ∈ A and g < h}
4: if {h|h ∈ A and g ≤ h} = ∅ then
5: L := L ∪ {(A′′, A′)}
6: g := max({h|h ∈ G \ A′′})
7: A := A′′

8: else
9: g := max({h|h ∈ G \ A and h < g})

10: end if
11: end while
12: return L

5 Results and Recent Progress

The results for #ACP problem were published in OEIS by John Machacek on
Apr 04 2018. We have validated them with the used approach. While our results
on #MaxACP were obtained by Oct 29 2022. They are summarised for n up
to 5 in Table 1.

Table 1. The confirmed (the first row) and the obtained (the last row) results

n 1 2 3 4 5

#ACP, OEIS A302250 2 3 10 347 79814832

#MaxACP, OEIS A358041 1 2 3 32 14094

All the contexts and codes are available on GitHub: https://github.com/
dimachine/SetPartAnti. We used IPython for its ease of implementation and
speeded it up with Cython and multiprocess(ing) libraries. To compute all the
known values for #MaxACP it took about 357 ms, while similar experiments
for #ACP took 26 min 44 s on a laptop with 2.9 GHz 6-core processor, Intel
Core i9.

To compute #MaxACP for n = 6, we used Intel Core i9-12900KS with
24 threads (at maximum capacity) and 3.4 GHz of base processor frequency.
Sixty branches of computation have been completed with 250201481250 maxi-
mal antichains, while twelve branches are still in progress (see Fig. 3) with the
preliminary sum 1320200000000 obtained during more than one month of com-
putations.

As for the lower and upper bounds and asymptotic analysis on the number
of (maximal) antichains of set partitions, it is more complex than that of set
subsets.

https://oeis.org/A302250
https://oeis.org/A358041
https://github.com/dimachine/SetPartAnti
https://github.com/dimachine/SetPartAnti
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Fig. 3. Completed (left) and incomplete branches (right) for our current ma(P6) com-
putation

Fig. 4. Comparison with Dn and ma(Bn) (left) and with the lower and upper bounds
of acp(Pn) (right) for our current macp(P6) computation

The size of the level sets of the partition lattice is given by Stirling numbers
of the second kind, while the sizes of the level sets of the Boolean lattice are given
by binomial coefficients. The lower bound and the asymptotic for the Boolean
lattice are based on the size of its largest level set(s) (maximal antichain), so we
could use similar logic for the partition lattice. However, the maximal value of
the Stirling number of the second kind, max

k≤n

{
n
k

}
, is not always equal to the size

of the maximum antichain in Pn and the connection between these numbers is
non-linear with unknown constants [27]4.

Thus, from [27], we know that

4 The question on the equality was posed by G.C. Rota [16].
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d(Pn) = max
k≤n

{
n

k

}

Θ(na(ln n)−a−1/4), where

d(Pn) is is the size of the maximal antichain in Pn and a = 2−e ln 2
4 ≈ 0.02895765.

Luckily, according to [16], it was first shown that a maximal antichain has
at most max

k≤n

{
n
k

}
elements for n ≤ 20, while later it was obtained that the

discrepancy arises when n ≥ 3.4 · 106 [28,29]. Thus, a simple lower bound for

#ACP problem is given by 2
max
k≤n

{n
k} ≤ 2d(Pn), and can be further improved by

considering not only the partition lattice level for max
k≤n

{
n
k

}
.

Proposition 2. acp(Pn) ≥
n∑

k=1

2{n
k} − n + 1 for n ≥ 1.

Proof. Each partition lattice level contains partitions in k blocks for a given
1 ≤ k ≤ n. These partitions form a maximal antichain and each of its subsets
forms an antichain. The number of unique antichains by each level is given by
2{n

k} − 1 since the empty set should be counted only once.

For the upper bounds, we can use knowledge of FCA, where the largest
number of concepts of a context with n objects and m attributes is given by
2min (n,m). Since the Bell numbers Bn count the size of the Partition lattice on n
elements, the number of objects (and attributes) in K = (Part([n]), Part([n]), �>)
and K = (Part([n]), Part([n]), �≥) is given by Bn. Thus, the trivial upper bound
is given by 2Bn but it is equivalent to the powerset of all partitions. We can notice
the 0 and 1 of the set partition lattice are represented by empty column and
empty row in the context inducing the order ideals lattice, while for the context
inducing the lattice of maximal antichains, they are represented by full row and
column, respectively. This implies slightly better upper bounds 2Bn−1 + 2 with
n > 1 (although, it is still valid for n = 1 giving 3 > acp(1) = 2B1 = 2) for
#ACP and 2Bn−1 for #MaxACP.

Remark 1. Since we deal with lattices, which are partial orders (reflexive, anti-
symmetric, and transitive), their incidence relations can be represented with
formal contexts with identical sets of objects and attributes where each object-
attribute pair on the main diagonal belongs to the incidence relation (the main
diagonal is full) while all the pairs below the diagonal do not.

Proposition 3. Let L = (L,≤) be a finite lattice, then |B(L,L, �≥)| ≤ 2|L|−2+2.

Proof. 1) Let |L| = 1, then |B(L,L, �≥)| = 2 which is less than 21
2 . 2) Let |L| = 2,

then |B(L,L, �≥)| = 3 which is equal to the right-hand side of the inequality.
3) For |L| ≥ 3, let us consider the subcontext (L \ 1, L \ 0, �≥). Recalling the
structure of the incidence table for a partial order with all empty pairs below
the main diagonal, we obtain that one of the context objects, 0, and one of its
attributes, 1, are represented by a full row and a full column, respectively, while
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the main diagonal is full and the pairs above the main diagonal belong to �≥. It
is so, since for every pair (a, b) above the main diagonal of the original context
|(L,L,≤)| only one of the cases fulfils 1) a < b or 2) a �< b (which implies a �≥ b,
i.e. a and b incomparable). Either case implies a �≥ b.

At the same time, the first subdiagonal is empty since �≥ is antireflexive. It
implies that the number of concepts |B(L\1, L\0, �≥)| ≤ 2min(|L\1|−1,|L\0|−1) =
2|L|−2. Going back to the original context, we obtain two more concepts for the
deleted object 1, (1′′,1′) = (L, ∅) and for the deleted attribute 0, (0′,0′′) =
(∅, L), respectively.

Unfortunately, even these slightly better upper bounds are overly high, but
at least we can do better by providing an upper bound for macp(n), which can
be also estimated via the sizes of the standard context for MA(Pn). Thus, for
MA(Pn) the upper bound is as follows:

2min(|J(MA(P6))|,|M(MA(P6))|) = 2min(172,188) ≈ 5.986 · 1051 .

Table 2. The sizes of standard context for MA(Pn) compared to Bell numbers for n
up 7

n 1 2 3 4 5 6 7

Bell numbers 1 2 5 15 52 203 877

J(MA(Pn)) 0 1 2 8 37 172 814

M(MA(Pn)) 0 1 2 9 42 188 856

The size of the standard context for the lattice of antichains on partitions for
a fixed n is given by Bell numbers both for join- and meet-irreducible elements
(see Table 2).

Since we know macp(Pn) ≤ acp(Pn), we can try to further sharpen this
inequality by discarding some of those antichains that are not maximal.

Proposition 4. macp(Pn) ≤ acp(Pn) −
n∑

k=1

2{n
k} + 2n − 1 for n ≥ 1.

Proof. We subtract from acp(Pn) the number of all non-maximal antichains
obtained by each level of the partition lattice, which gives us a decrement 2{n

k}−2
for each k (the empty set is counted only once).

Let us use Δ(n) for acp(n) − macp(n) and Dl(n) for the decrement by levels
n∑

k=1

2{n
k} − 2n + 1. In Table 3, it is shown that for the first three values Δ(n)

and Dl(n) coincide, but later the antichains different from the level antichain’s
subsets appear.

Proposition 4 gives us a tool to establish an improved upper bound for
macp(Pn).
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Table 3. The signed relative error Δ(n)−Dl(n)
Δ(n)

n 1 2 3 4 5

Δ(n) 1 1 7 315 79800738

Dl(n) 1 1 7 189 33588219

Relative error 0 0 0 0.4 ≈ 0.5791

Proposition 5. macp(Pn) ≤ 2Bn−2 −
n∑

k=1

2{n
k} + 2n + 1 for n ≥ 1.

Proof. We directly plug in 2Bn−2 + 2 in the previous inequality. Note that for
n = 1, macp(Pn) = 1 < 21−2 − 2{1

1} + 2 + 1 = 11
2 .

Since
(
n
k

) ≤ {
n
k

}
, we could expect that the Dedekind numbers Dn and the

number of maximal antichains of the Boolean lattice, ma(Bn), are good candi-
dates for heuristic lower bounds. As we can see from Fig. 4, they become lower
than their counterparts for the set partition lattice already at n = 4.

It is known that Bn <
(

0.792n
ln(n+1)

)n

for all positive integers n [30]. So, log Bn

is bounded by a superlinear function in n5. Thus, we can try a linear approxi-
mation for the logarithms of the number of maximal antichains, macp(P6), and
that of antichains, acp(P6), respectively, by a tangential line passing through
the line segments [log macp(P4), log macp(P5)] and [log acp(P4), log acp(P5)],
respectively. Let us consider the natural logarithm, ln. Thus, these heuristic
lower bounds are as follows:

eln
2 acp(5)/ ln acp(4) ≈ 1.25 · 1026 and eln

2 macp(5)/ lnmacp(4) ≈ 273562462667.8.

The latter heuristic lower bound is already about 5.74 times smaller than the
currently precomputed estimate of macp(6), i.e. 1570401481250.

6 Conclusion

We hope that this paper will stimulate the interest of the conceptual structures
community in computational combinatorics, both from algorithmic and theoretic
points of view. Recent progress in computing such numbers as the Dedekind num-
ber for n = 9 due to high-performance computing and FCA-based algorithms
can be relevant here [31].
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5 We use log when the logarithm base is not specified.
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Abstract. Modeling user interaction in information systems (IS) using
Process Mining techniques is an intriguing requirement for designers
looking to optimize the use of various IS functionalities and make stored
resources more accessible. Discovered models can thus be used in future
work to present a set of recommendations to IS users. However, the large
number of generated logs or user’s traces result in complex models. To
address this problem, in this paper, we propose a new methodology for
grouping user traces prior to modeling using Formal Concept Analysis.
The clustering method relies on the GALACTIC framework to generate
relevant concepts, which are then used to select a specific concept for
each trace using a distance measure. Considering a trace as a sequence,
the proposed method generate concepts based on maximal common sub-
sequences. The experimental part shows that our method successfully
found the original clusters on a simulated dataset.

Keywords: Formal Concept Analysis · Trace clustering · Process
mining · GALACTIC

1 Introduction

The practical need to investigate how users interact with information systems by
examining their digital traces is growing significantly. Indeed, companies’ busi-
ness processes through these systems are fragmented, leaving users to determine
their own path to achieve their objectives. In such a context, the user’s journey
to perform a task (purchase of a product on a website, search for a document in
a digital library, etc.) corresponds to an “unstructured process”. The meaning,
structure and results depend on the user’s skills.

In this work, we focus on the case of digital libraries in particular. Digital
libraries (DLs) are complex and advanced information systems that attract a
multitude of users for various information retrieval tasks. They store and manage
a large amount of digital documents and objects. They provide many services to
their users, such as the information retrieval system, personalization, etc. [25].

To model the different paths leading DLs users to the resolution of their
information retrieval task, we chose to use process mining techniques. Process
mining proposes a suite of methods for discovering and modeling human behavior
from digital traces generated during the interaction with information systems [1].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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The main advantage of these techniques is their ability to handle the whole infor-
mation retrieval process (the sequence of activities carried out by users from the
beginning to the end of their navigation). Therefore, a model depicting the users’
interactions can help system designers to answer users’ practical requirements,
on the one hand, and to present a set of recommendations to them, on the
other hand. Moreover, modeling user’s interactions could be helpful to optimize
systems’ design and improve the most used features.

However, due to the increasing use of DLs, very large and complex event logs
are produced. These complex event logs pose additional challenges for process
mining techniques. The large number of generated logs leads to complex models,
commonly referred to as spaghetti models. These models can be challenging to
interpret and may not fulfill all users’ objectives [1,28]. Trace clustering tech-
niques are recommended to address this issue [8]. These techniques group event
logs based on similarities in executed activity sequences. Clustering approaches,
on the other hand, face many challenges. When applied to user interactions in
DLs, for example, numerous DLs users may have comparable sub-processes in
their navigation despite conducting a different type of research or pursuing the
same goal. Furthermore, despite the number of target clusters being uncertain,
created process models based on clustering must present disjoint models to iden-
tify users’ journeys.

In this paper, we propose a new trace clustering method for grouping user
interactions prior to modeling using Formal Concept Analysis (FCA for short),
a new FCA application. FCA is a data analysis method that focuses on the
relationship between a set of objects and a set of attributes in data. A concept
lattice, which is the main structure of FCA, gives us valuable insights from a
dual viewpoint based on the objects and the attributes. In this work, FCA can
be a solution to comprehend the users’ navigations, group them, and extract
the characteristics shared by this type of navigation. One limitation of the FCA
framework is the generation of a large number of concepts, which makes extract-
ing information from data more complex at times. To overcome this limitation,
we attempt to combine the FCA framework with traditional clustering methods,
beginning with generating a concept lattice and then extracting clusters based
on the generated concepts.

The rest of the paper is structured as follows. After introducing FCA and
process mining basics in Sect. 2 and 3 respectively, we discuss the related work
in Sect. 4. Section 5 describes the proposed approach. Then, Sect. 6 describes
experiments on the synthetic dataset. We consecutively present the event data
and the experimental results. Finally, Sect. 7 concludes the paper and offers
directions for future work.

2 Formal Concept Analysis

Formal Concept Analysis (FCA) is a field of data analysis for identifying relation-
ships in the data set. It appears in 1982 [27], then in the Ganter and Wille’s 1999
work [12], it is issued from a branch of applied lattice theory that first appeared in
the book of Barbut and Monjardet in 1970 [4]. The lattice property guarantees
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both a hierarchy of clusters, and a complete and consistent navigation struc-
ture for interactive approaches [9]. FCA is classically designed to deal with data
described by sets of attributes, thus binary data. The formalism of pattern struc-
tures [11,16] and abstract conceptual navigation [9] extend FCA to deal with
non-binary data such as sequences, where patterns describe data. Inspired by
pattern structures, the NextPriorityConcept algorithm [7] proposes a pat-
tern mining approach for heterogeneous and complex data. The GALACTIC plat-
form implements the NextPriorityConcept algorithm and offers an ecosys-
tem of extensions for data processing. In a recent work, sequence data analysis
was proposed and implemented in the GALACTIC platform [6].

2.1 Definitions

We present some definitions related to FCA elements here, and then we briefly
present the NextPriorityConcept algorithm.

Let 〈G,M, I〉 be a formal context where G is a non-empty set of objects, M
is a non-empty set of attributes and I ⊆ G × M is a binary relation between
the set of objects and the set of attributes. Let (2G,⊆) −−−→←−−−

α

β
(2M ,⊆) be the

corresponding Galois connection where:

– α : 2G → 2M is an application which associates a subset B ⊆ M to every
subset A ⊆ G such that α(A) = {b : b ∈ M ∧ ∀a ∈ A, aIb};

– β : 2M → 2G is an application which associates a subset A ⊆ G to every
subset B ⊆ M such that β(B) = {a : a ∈ G ∧ ∀b ∈ B, aIb}.

A concept is a pair (A,B) such that A ⊆ G, B ⊆ M , B = α(A) and
A = β(B). The set A is called the extent, whereas B is called the intent of
the concept (A,B). There is a natural hierarchical ordering relation between the
concepts of a given context which is called the subconcept-superconcept relation:

(A1, B1) ≤ (A2, B2) ⇐⇒ A1 ⊆ A2( ⇐⇒ B2 ⊆ B1)

The ordered set of all concepts makes a complete lattice called the concept
lattice of the context, that is, every subset of concepts has an infimum (meet)
and a supremum (join).

2.2 The NextPriorityConcept Algorithm

The NextPriorityConcept algorithm [7] computes concepts for heteroge-
neous and complex data for a set of objects G. It is inspired by Bordat’s algo-
rithm [5], also found in Linding’s work [20], that recursively computes the imme-
diate predecessors of a concept, starting with the top concept (G,α(G)) contain-
ing the whole set of objects, until no more concepts can be generated.

Descriptions as an Application Generating Predicates. The algorithm
introduces the notion of description δ as an application to provide predicates
describing a set of objects A ⊆ G. Each concept (A, δ(A)) is composed of a
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subset of objects A and a set of predicates δ(A) describing them, corresponding
to their pattern. Such generic use of predicates makes it possible to consider
heterogeneous data as input, i.e., numerical, discrete or more complex data. A
concept (A, δ(A)) can be interpreted as a generalized convex hull, where each
border of the hull corresponds to a predicate, and the elements inside the hull
correspond to the objects A that verify all the predicates. Unlike classical pattern
structures, predicates are not globally computed in a preprocessing step, but
locally for each concept as the border lines of a convex hull.

Strategies as an Application Generating Selectors. The algorithm intro-
duces the notion of strategy σ to provide predicates called selectors describing
candidates for an object reduction of a concept (A, δ(A)) i.e., for predecessors of
(A, δ(A)) in the pattern lattice. A selector proposes a way to select a reduced set
A′ ⊂ A of objects and the concept (A′, δ(A′)) is candidate to be a predecessor of
(A, δ(A)). Several strategies can generate predecessors of a concept, going from
the naive strategy classically used in FCA that considers all the possible pre-
decessors, to strategies allowing to obtain few predecessors and smaller lattices.
Selectors are only used for the predecessors’ generation, they are not kept either
in the description or in the final set of predicates. Therefore, choosing or testing
several strategies at each iteration in a user-driven pattern discovery approach
would be interesting.

The main result in [7] states that the NextPriorityConcept algorithm
computes the formal context 〈G,P, IP 〉 and its concept lattice (where P is the
set of predicates describing the objects in G, and IP = {(a, p), a ∈ G, p ∈ P :
p(a)} is the relation between objects and predicates) if description δ verifies
δ(A) � δ(A′) for A′ ⊆ A.

2.3 GALACTIC

GALACTIC is a new platform for computing patterns from heterogeneous and
complex data that extend the approach of pattern structures [11] and logical
concept analysis [10]. It’s a development platform for a generic implementation
of the NextPriorityConcept [7] algorithm allowing easy integration of new
plugins for characteristics, descriptions, strategies and meta-strategies.

The GALACTIC platform allows the analysis of binary, numerical and cate-
gorical data. Sequences handling have been added to the platform recently [6]
and multiple descriptions and strategies are available for simple, temporal, and
interval sequences. Simple Sequences have three descriptions: Maximal Common
Subsequences, Prefixed Common Subsequences and K-Common Subsequences.
Simple Sequences also have two strategies: Naive Strategy and Augmented Strat-
egy. They aim to extract subsequences from a sequence in various ways.

Meta-strategies act as filters for other strategies. The LimitFilter meta-
strategy selects predecessors whose measure is above/below a threshold. It is
possible for example to use confidence, support and cardinality measures to limit
the generation of concepts to those who respect a threshold of these measures.
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3 Process Mining

The idea of process mining was introduced by Aalst in 2004 [2]. Process mining
is a data analytics technique that extracts knowledge from execution traces in
today’s information systems. These techniques provide novel methods for discov-
ering (Process discovery), evaluating (Conformance checking), and improv-
ing processes (Process enhancement) in a wide range of application domains [1].
The growing interest in process mining is justified, on the one hand, by the large
number of recorded traces that provide detailed information about the process his-
tory and, on the other hand, by the ability of these techniques to deal with the
entire process (a complete process having a start activity and an end activity).

Table 1. Sample of DL event logs

CaseId User Date Activity label

1 user1 2016-01-12T10:34:25 home index

2 user2 2016-01-12T10:36:25 home index

1 user1 2016-01-12T10:34:26 home languages

1 user1 2016-01-12T10:34:28 language selection

3 user3 2016-01-12T10:36:26 home index

3 user3 2016-01-12T10:36:27 catalog show

Event logs and process models are two fundamental artifacts used in process
mining [1]. An event log corresponds to the set of execution traces (i.e. pro-
cess instances) that delivers a specific service or product. For example, to make
an online purchase, a user has to subscribe, select a product and proceed to
payment. All of these activities are a specific trace of the main process (online
purchase). For example, as shown in Table 1, for DLs, each user could be a case
that follows a research process. The sequence of events related to a particular
case is called a trace. Each row records an executed event, which contains infor-
mation such as the identifier of each event (CaseId), the userId, the activity
label, the timestamp (i.e. day, hour, minute and second) and some additional
attributes regarding the event. Formally, an event logs L = {t1, t2, ..., tk} is a
set of k traces where each trace ti (1 ≤ i ≤ k) is a set of ni consecutive events
ti =< ei1, ei2, ...eini

> made by the same CaseID [1].
Process models are destined to represent the whole of event logs. They depict

the sequence of activities, decision points, and flow of information or resources
within the process. Process models can be created using various notations, such
as BPMN (Business Process Model and Notation), Petri nets or Directly follows
graphs [1].

Many process discovery methods have been proposed to generate process
models in the literature. For digital library users’ interactions, Trabelsi et al. [26]
studied the contribution of Process Mining techniques to analyze the digital
library users’ behaviors and to thus generate effective models from such unstruc-
tured processes. The authors executed the most-known process discovery tech-
niques through two sets of event logs produced by users researching documents
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in a digital library. Then, they presented and evaluated the models generated
by best performing Process Mining techniques. Results showed that the Induc-
tive Miner algorithm [17] achieves the best scores for both datasets. To evaluate
the quality of the resulting process models of each method, authors used four
typical metrics [3]: Fitness, which indicates the accordance of the model with
the event log. An existing way to calculate the Fitness, is to determine how well
the event log aligns with the model when replaying the traces on it [3]. Pre-
cision corresponds to the rate of activities in the event logs compared to the
total of activities enabled in the process model. Generalization: it is related to
the unseen behavior. This criterion aims to measure the ability of the model to
generalize the behavior seen in the logs. A suitable model has to find a balance
between these metrics [1]. Finally, Simplicity is related to a process model’s
complexity by capturing the simplicity dimension.

However, many other process mining works showed that discovering a single
process model for an entire log is unsuitable, especially over a large dataset.
Discovery algorithms usually lead to complex and/or overfitted models such as
the well-known spaghetti or flower model [1]. Furthermore, various types of users
behaviors can be included in the overall event logs. To tackle this issue, existing
works proposed trace clustering methods prior to modeling [8].

Trace clustering in process mining is a collection of techniques for group-
ing sequences with similar characteristics to extract a model for each. Four
approaches have been developed: trace-based clustering groups similar traces
based on their syntax similarity; Feature-based clustering converts each trace
into a vector of features based on its characteristics; Model-based clustering uses
the process model’s properties as input for clustering; and hybrid-based cluster-
ing combines previous methods [24,25,28]. Our work in this article, belongs to
the trace-based approach since we consider the syntax similarity of traces for
the clustering.

4 Related Works

This section introduces and discusses related works on the application of FCA
in clustering and the enhancement of process models.

In the context of clustering, authors in [23] demonstrated how FCA tech-
niques could be used for clustering categorical data. A global support value was
used to specify which concepts can be candidate clusters. The best cluster for each
object was then determined using a score function. Furthermore, to assist museum
researchers in analyzing and evaluating item placement and visiting styles, authors
in [15] proposed an FCA approach comprised of two independent steps: clustering
and trajectory mining. A specific dataset was concerned with the trajectories of
visitors. Each trajectory is made up of a series of visited items. Given that the
trajectory dataset can be regarded as a sequential dataset, a proper sequence clus-
tering method is used where the distance between any two sequences is obtained
from the number of their common subsequences. On the other hand, the mining of
trajectory patterns is performed by two methods based on FCA. These patterns
are then used to find the characteristic behavior of each cluster.
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In the context of process model enhancement in process mining, authors
in [13], proposed to apply the FCA to process enhancement which is one of
the main goals of process mining. Process enhancement consists of analyzing a
discovered process from an event log, and improving its efficiency based on the
analysis. For process enhancement, by FCA, authors defined subsequences of
events whose stops are fatal to the execution of a process as weak points to be
removed. In their method, the extent of every concept is a set of event types,
and the intent is a set of resources for events in the extent, and then, for each
extent, its weakness is calculated by taking into account event frequency. They
also proposed some ideas to remove the weakest points. In this line, authors in
[22], demonstrated that FCA can provide additional insights in situations closely
related to potential value leaks in processes.

A few amounts of works focused on the analysis of digital traces. For instance,
authors in [14], proposed a new method for automatically extracting smartphone
users’ contextual behaviors from the digital traces collected during their inter-
actions with their devices. Their goal was to understand the impact of users’
context (e.g., location, time, environment, etc.) on the applications they run on
their smartphones. Based on the presented works, it is clear that FCA tech-
niques can extract relevant information from event logs, allowing analysts to
gain insights into the process and formulate and validate its hypotheses. Trace
clustering using FCA can help process mining and allows detecting profiles to
have more explainable user behaviors. In this work, we propose a new trace
clustering method for grouping execution traces before process modeling.

5 Proposed Method: Trace Clustering Using FCA

The proposed approach can be divided into two parts. The first part consists
of generating a concept lattice using the NextPriorityConcept algorithm.
Then, in the second part, trace clustering is performed based on the generated
clusters in the lattice. The main idea is to use the knowledge carried by the
traces to construct a concept lattice. Each concept (cluster) then contains a set
of traces with their description.

For this purpose, we use the GALACTIC platform described above. The descrip-
tion of a set of traces can be of different forms. For event logs, we use Maximal
Common Subsequence description (MCS), where traces are transformed into
sequences of activities and then described by their maximal common subse-
quences. Moreover, the Numerical description describes a set of traces by their
maximal and minimal size. Table 2 shows an example of three traces, with their
description. As we mentioned in Sect. 3, a trace is a sequence of activities (or
events) and a description is a set of predicates. For example, in this table, we
have a sequential predicate that represents the common subsequence of the three
traces and two numerical predicates defining the maximal and minimal length
of the traces.

Therefore, we use these two descriptions and the naive strategies to generate
the concept lattice. We also use the LimitFilter as meta-strategy that limits the
number of generated predecessors to those of cardinality greater than a given
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Table 2. Example of description of three traces

Trace id Trace Description

t1 〈home index, home topics,

home show topic selection, catalog show〉
chain match (‘home index’,
‘catalog show’)
and ‘nb activities’>= 3
and ‘nb activities’<= 5

t2 〈home index, home topics, catalog show〉
t3 〈home index, catalog index query, catalog show,

catalog index filter, catalog show〉

threshold. Our problem here is that a trace may be present in many concepts as
FCA generates overlapping clusters. As it seems to be a drawback for FCA-based
clustering, it may lead to better results. First, clustering methods are based on
the distance between traces which is a kind of distance calculation, whereas using
FCA, the concepts/clusters discovery is based on sequences and their common
subsequences (symbolic approach). Second, existing clustering methods may be
robust, but they generate a local minimum for each execution. Last, the lattice
generated by FCA contains by default all the clusters, using FCA will certainly
generate the exact clusters we are seeking alongside with other clusters, we just
have to find the right ones from the lattice.

One solution to get a disjoint clustering is to assign a score function that
evaluates the distance between a trace and all its concepts, and then select the
best concept for this trace. The score function was introduced firstly by [23].
The data used by the authors was binary data, and the score function uses the
frequency of the attributes. In this work, we propose a score function that uses
the distance between a trace and the concept description.

Let A = {t1, t2, ...tk} be a set of traces where each trace ti is a set of events
ti = 〈ei1, ei2, ...eini

〉, and c = (A, δ(A)) be a concept, where the description δ(A)
is defined by:

δ(A) = δSeq(A) ∪ δNum(A)

Where δSeq(A) is a set of predicates of sequential data, and δNum(A) is a
set of predicates of numerical data. We define Score as a function that gives a
distance value between a trace t and a concept c where t ∈ A by:

Score(t, c) =
dSeq(t, δSeq(A)) + dNum(t, δNum(A)))

2
, where:

– dSeq(t, δSeq(A)) is the edit distance between two sequences: the trace sequence,
and the predicate sequence of δSeq(A) that is a subsequence of t. The edit
distance is the minimum number of insertions, deletions, and substitutions
required to transform one sequence to another [19].

– dNum(t, δNum(A)) is simply the mean of absolute values of the difference
between the size of t and the numeric values of the predicates in δNum(A).

Algorithm 1 introduces the Lattice-Based Trace Clustering approach, which
accepts a lattice L and a list of traces T as input and produces a list of disjoint
concepts that represent a set of clusters for the traces given as input.
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The algorithm starts by calculating each couple’s scores (trace, concept)
(lines 1, 2). Then it selects one concept with the highest score value for each trace
(lines 3, 4). In the case of score equality between a trace and many concepts,
the selection is then made by selecting the concept with the highest cardinality.
Finally, we create the clusters with the selected concepts and their traces (lines
5–15).

Algorithm 1. Lattice Based Trace Clustering
Input: A concept lattice L and a list of traces T
Output: A set of clusters

1: // Calculate the scores for each couple (trace, concepts)
2: TC ← triples of (Trace, Concept, Score)
3: // Select the best concept for each trace
4: TC ← couples of (Trace, Concept) where the score is the highest
5: // calculate the clusters
6: Clusters ← ∅ // (Concept, ∅) list of clusters
7: for tc ∈ TC do
8: Trace, Concept ← tc
9: if Concept ∈ Clusters then:

10: Clusters[Concept].add(Trace)
11: else
12: Clusters.add(Concept, {Trace})
13: end if
14: end for
15: Return Clusters

6 Experiments

6.1 Datasets

As mentioned in the introduction, we chose information systems conceived for
Digital Libraries (DLs) as a case study. To validate our new trace clustering
method based on the FCA, we simulated DLs users’ search behaviors1 by repro-
ducing the characteristics of the main categories described by Marchionini [21].
This experimental strategy is simplified compared to the use of real data. Our
objective is the validity of the approach. Its main goal is to assess the ability
of the proposed approach to model users’ behaviors. By leveraging a simulated
dataset, the study benefits from the controlled environment and the availability
of ground truth information, enabling a comprehensive evaluation of the FCA-
based clustering method’s performance.

The simulated dataset distinguishes three types of traces. Lookup traces
where users can access precisely identified documents with few manipulations
via the search engine or by browsing through the various document categories.
Borderline traces where users can access documents within a well-defined
subject area, using multiple searching methods and filtering results. Finally,
1 Based on https://projectblacklight.org/.

https://projectblacklight.org/
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Exploratory traces, where users can access a wide range of documents in vari-
ous fields and types, using more advanced search and filtering functions [21].

The simulated dataset contains quantitatively 100 traces distributed as 40
lookup traces, 30 borderline traces and 30 exploratory traces. Each trace is
related to a user. Obviously, exploratory traces which are the most complex
cover more than 10 types of events for a total of events (310). The borderline
traces are made from 6 types of events (170 events) and the lookup traces are
limited to 5 types of events for a total of 140 events.

Fig. 1. Discovered Directly Follows Graph for the whole simulated event logs

The process model in Fig. 1 is a Directly-Follows Graph (DFG)2 discovered
on the simulated dataset. The process discovery method utilized considers the
events and their frequency in the event logs and the frequency of direct suc-
cession between events [18]. The event logs will be mapped to a DFG whose
vertices are events and edges are the direct relations. However, as previously
said, understanding a DFG incorporating many sorts of research is far from sim-
ple for designers. It is usually easier to find each kind in a distinct graph rather
than from the entire graph (cf. Fig. 1).

2 Along this paper, we use Directly-Follows Graph to show our models instead of Petri
Net for simplicity.



Formal Concept Analysis for Trace Clustering in Process Mining 83

6.2 Clustering Results Using FCA

In this part, we provide the experimental results related to the clustering on
the simulated DL event logs. Our aim is to retrieve the three desired DL users’
groups described in the simulated data using the proposed clustering method
based on FCA. Figure 2 shows the Hasse diagram of the generated lattice using
the MCS and the Numerical descriptions and their respective Naive strategies.
We use a Cardinality measure to limit the generation of concepts to those where
the number of traces didn’t exceed a given cardinality parameter (here 25). The
generated lattice contains 20 concepts. In this figure, the $ symbol represents
the id of the concept and the # symbol represents the number of traces of this
concept. Each concept comprises two parts, the upper part, where we can see the
description represented by a set of predicates, and the lower part where we can
identify traces by their ids. The concept $14 here contains 30 traces described
by two predicates:

– Chain predicates δSeq: chain match (‘home index’, ‘catalog show’, ‘cata-
log show’, ‘catalog show’, ‘catalog show’)

– Numerical predicates δNum: ‘nb activities’≥ 11

Fig. 2. Hasse diagram of the concept lattice generated by the MCS and Numerical
descriptions and their respective Naive strategies with cardinality 25, with a zoom of
concept $14

Remember that in this lattice, a trace may be present in different concepts.
To perform a disjoint clustering, we use our method to select one concept for each
trace. Table 3 shows the selected concepts, their description, and the number of
traces in each class. We clearly can conclude that this is a perfect clustering as
each concept represents the exact initial class.
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Table 3. The selected concepts with their description and the number of traces in each
class

Cluster 1 2 3

Description chain match
(‘home index’,
‘catalog show’)
and ‘nb activities’>= 3
and ‘nb activities’<= 12

chain match
(‘home index’,
‘catalog show’,
‘catalog show’)
and ‘nb activities’>= 5
and ‘nb activities’<= 12

chain match
(‘home index’,
‘catalog show’,
‘catalog show’,
‘catalog show’,
‘catalog show’)
and ‘nb activities’>= 11
and ‘nb activities’<= 12

Lookup 40 0 0

Borderline 0 30 0

Exploratory 0 0 30
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Fig. 3. The number of concepts and clusters according to cardinality change

However, this method only sometimes finds the exact number of classes we
are looking for; if we change the cardinality parameter, we may have more/fewer
concepts in the lattice and thus more/fewer resulting clusters. Figure 3 shows
the number of clusters found according to the cardinality parameter.

6.3 Process Modeling Results

In this part, we provide the experimental results related to the process modeling
step using the process discovery algorithm (the Inductive Miner algorithm). After
discovering the Petri nets using the process discovery algorithm, we used the
four metrics, that we mentioned previously in Sect. 3, to evaluate the models:
the Fitness criteria, the Precision, the Generalization and the Simplicity.
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Table 4 compares the process models discovered for each event log clus-
ter (three clusters) and the process model mined from the complete simulated
dataset. The results indicate that the FCA-based method consistently achieves
the highest Precision scores for each discovered process model, demonstrating
its effectiveness in accurately identifying process patterns compared to the dis-
covered process models from the complete real logs. Additionally, this method
shows a superior balance between Precision and Generalization, suggesting its
ability to capture both specific and generalized process behaviors effectively in a
more balanced manner. Moreover, the FCA clustering method outperforms oth-
ers in terms of Simplicity, highlighting its capability to provide straightforward
and easily understandable process representations.

Table 4. Process models comparison metrics for the simulated DL event logs

Real logs Cluster 1 Cluster 2 Cluster 3

Fitness 1 1 1 1

Precision 0,406 1 0,496 0,414

Generalization 0.853 0.734 0.760 0.800

Simplicity 0.696 0.779 0.700 0.739

Fig. 4. Discovered DFG from the first cluster: lookup event logs

In addition to the aforementioned findings, Fig. 4 provides visual evidence
supporting the effectiveness of the proposed FCA clustering method in generat-
ing the expected event log clusters, namely Lookup, Borderline, and Exploratory
traces. These clusters align with the outcomes mentioned in Sect. 6.2.

For example, the process model derived from the first cluster exhibits the
capability to gather users who can access specific documents with minimal
manipulation, indicating its suitability for lookup-based activities. This confirms
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the ability of the FCA clustering method to identify and group similar traces
based on their underlying characteristics, leading to the discovery of process
models that align with the expected behavior and requirements.

7 Conclusion

This work focuses on extracting similar users’ journeys in information systems
with unstructured business processes. In this paper, we propose a new method to
cluster traces (users interactions) in process mining using FCA. To the best of our
knowledge, this work is the first process mining study processing users traces and
generating models for users and tasks using FCA techniques. The FCA clustering
method generates a lattice based on user traces and then uses a score function to
select one concept for each trace. Results showed the effectiveness of our method
for clustering users’ traces and modeling their journeys. The generated models
allow for the improvement of DL design by identifying unused features that
may require more documentation and improving useful ones related to frequent
events. Furthermore, based on the paths in models, designers can make practical
recommendations to help new users achieve their goals by following the event
sequences created by advanced users. For future work, it is desirable to work
with a large and real dataset that covers the whole journeys of DLs uses. Also,
we plan to explore more trace clustering algorithms to compare the obtained
results. Furthermore, considering the temporal information in generating the
lattice using the temporal sequence plugins of GALACTIC may be a promising
approach.
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Abstract. The size of massive knowledge graphs (KGs) and the lack
of prior information regarding the schemas, ontologies and vocabular-
ies they use frequently makes them hard to understand and visualize.
Graph summarization techniques can help by abstracting details of the
original graph to produce a reduced summary that can more easily be
explored. Identifiers often carry latent information which could be used
for classification of the entities they represent. Particularly, IRI names-
paces can be used to classify RDF resources. Namespaces, used in some
RDF serialization formats as a shortening mechanism for resource IRIs,
have no role in the semantics of RDF. Nevertheless, there is often a
hidden meaning behind the decision of grouping resources under a com-
mon prefix and assigning an alias to it. We improved on previous work
on a namespace-based approach to KG summarization that classifies
resources using their namespaces. Producing the summary graph is fast,
light on computing resources and requires no previous domain knowl-
edge. The summary graph can be used to analyze the namespace inter-
dependencies of the original graph. We also present chilon, a tool for
calculating namespace-based KG summaries. Namespaces are gathered
from explicit declarations in the graph serialization, community contri-
butions or resource IRI prefix analysis. We applied chilon to publicly
available KGs, used it to generate interactive visualizations of the sum-
maries, and discuss the results obtained.

Keywords: knowledge graphs · graph summarization · namespaces ·
RDF

1 Introduction

Knowledge graphs (KGs) are data modeling structures used to represent the
knowledge of a given domain. KGs are commonly described using RDF, a stan-
dard where knowledge is represented through semantic triple statements. Each
triple represents an edge (a relationship) connecting two nodes (a subject and
an object). Consequently, a set of triples forms a directed multigraph. In some
cases RDF graphs comprise thousands of millions of triples, and occupy tens of
gigabytes of disk space when serialized and compressed. This makes them hard
to process, explore, query and visualize. Abstracting details from the original
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graph makes it easier to focus on the relevant features and graph summarization
techniques can be used to achieve the desired level of abstraction.

RDF graphs can be serialized using several formats, most of which support
namespaces, a shortening mechanism which is not actually part of the RDF
semantics. Nevertheless, these IRI namespaces also carry additional implicit
information: the creator of the KG deemed these prefixes relevant or frequent
enough to merit an explicit alias declaration. By looking into these prefix decla-
rations (and their use in the triples of the graph) one gathers valuable insights
regarding the interactions between the original KG and other linked KGs or
ontologies. Additional namespaces can be inferred by finding common prefixes
in resource IRIs even when not explicitly using aliases.

In this paper, we describe an approach for KG summarization based on the
classification of RDF component identifiers. This work was mainly motivated by
needs related to the creation of semantic measures based on massive semantic
graphs, but the same approach can be used for query result size estimation or
for comparing KGs for other use cases.

Additionally, we present chilon1, a command line application to process
RDF files and produce namespace-based RDF summary graphs. chilon is a
complete rewrite of our previous system [9,10]. Written with a focus on perfor-
mance and interactivity, chilon is capable of processing massive (in the order
of thousands of millions of triples) RDF graphs. We processed several publicly
available knowledge graphs and present and analyze the results.

This paper is structured as follows. Section 2 provides an overview on KGs,
graph summarization and namespaces. Section 3 presents our approach and main
algorithms. Section 4 details the architecture and implementation decisions for
our tool, chilon. Sections 5 and 6, respectively, describe the validation of chilon
using several general purpose KGs and present and discuss the results obtained.
Section 7 presents the conclusions and possible future work.

2 Background and Related Work

In this section, we cover background and related work on the topics of KGs and
their summarization, and the use of namespaces in RDF and linked data.

2.1 Knowledge Graphs

A graph is a data type structure composed of nodes, connected between them
by edges. On a digraph, these edges have a direction (Definition 1).

Definition 1 (Directed graph). A directed graph (or digraph) G is a tuple
(V,E) where:

– V is the set of nodes,

1 Named after Chilon of Sparta, one of the Seven Sages of Greece, who coined the
ancient proverb “less is more” or “brevity is a way of philosophy”.
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– E is the set of edges, ordered pairs such that E ⊆ {(v, w) : v ∈ V ∧ w ∈ V }
When the digraph has multiple edges connecting the same source and target
nodes it is called a directed multigraph.

A semantic graph is an abstract data modeling structure where semantic
concepts (and instances of those concepts) are represented as nodes of a graph,
and the relationships between them are represented as edges. While the term
knowledge graph has been used for decades, it gained traction in more recent
years with multiple companies announcing the development of their own inter-
nal KGs [14,21,28], as well as public, non-commercial and/or community-led
efforts [22,27,30].

Knowledge graphs can be defined using RDF [11], a standard where knowl-
edge is represented as triple statements. Each triple is composed of a subject
node S, an object node O and a predicate edge P, representing the statement
“S is related to O through P”. Nodes in an RDF graph can be named nodes
(resources identified by IRIs), blank nodes (anonymous resources), and literals
(property values with an associated datatype). Edges are resources identified by
IRIs. RDF triple statements, when composed together, form a directed multi-
graph. A formal definition of an RDF graph can be found in Definition 2.

Definition 2 (RDF graph). An RDF graph G is a tuple (V,DL, P,E, IR, iR)
where:

– V is the set of nodes, defined as the union of sets N ∪ B ∪ L such that:
– N is the set of named nodes,
– B is the set of blank nodes,
– L is the set of literals,

– DL is the set of datatypes associated with literals,
– P is the set of predicates (resources) associated with the edges of G,
– E is the set of edges such that E ⊆ {(v, w, p) : v ∈ V ∧ w ∈ V ∧ p ∈ P},
– IR is the set of IRIs associated with the named nodes, edge predicates and literal

datatypes,
– iR is a function mapping between named nodes, edges and literal datatypes, and

their IRIs: N ∪ P ∪ DL �→ IR.

The reuse of resources in multiple KGs allows them to represent knowledge
using shared vocabularies or taxonomies, or to independently assert (redundant,
complementary or even conflicting) predicates about the same resources. This
pattern of interconnection between KGs, which relies on a set of basic princi-
ples [5], has been known as linked data [6]. The web of KGs and ontologies linked
this way and publicly accessible forms the linked open data (LOD) cloud [12].

2.2 Graph Summarization

Graphs are data modeling structures widely used in a variety of different fields,
such as social networks, protein interaction, neural networks and GPS data.
Frequently, graphs are very large, with sizes in the order of millions or thousands
of millions of nodes and edges. We call the latter massive graphs.
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Understanding the information encoded in such graphs is a challenge. The
graphs cannot easily fit into memory. Algorithms with exponential complexity
become impractical. Visual representations of the whole graph are convoluted
and confusing. Graph summarization can help either by providing a higher level
overview of the graph structure, or by reducing the graph to a manageable size
while preserving the relevant information. RDF graph summarization can take
advantage of: RDF specific features, such as class inheritance and instantiation,
labels, literals, and datatypes; OWL concepts, such as equivalences between
properties or classes; or even more specific knowledge obtained from the custom
ontologies used by each KG.

General graph summarization techniques have been described by Bonifati
et al. [7] and Liu et al. [24]. Existing semantic (RDF) graph summarization
approaches have been surveyed and categorized by Cebiric et al. [8] and Kondy-
lakis et al. [20]. The latter classifies techniques according to their purpose (e.g.
query answering, schema discovery, visualization), method (structural, pattern
mining, statistical, hybrid), input (dataset features and additional parameters),
output (graph or another type of object, instance data vs schema, or both) and
availability (abstract algorithm vs implementation, open vs closed source).

Structural summarization methods can be further divided in quotient and
non-quotient methods. Quotient methods rely on the definition of an equiva-
lence relation between the nodes of the graph (Definition 3). This relation allows
partitioning the nodes of the graph into subsets where all elements are equivalent
between them.

Definition 3 (Equivalence relation). An equivalence relation ≡ on a set S is
a reflexive, symmetric and transitive binary relation between elements of S. For
two elements a and b from S, if ≡(a, b) then a and b are said to be ≡-equivalent.
A subset of elements all ≡-equivalent forms an ≡-equivalence class.

A quotient graph is obtained by defining a node for each class of equivalence,
and an edge connecting classes of equivalence if there was at least one edge
connecting a node from each class in the original graph. Definition 4 provides a
more formal description of a quotient graph adapted from Čebirić, Š. et al. [8].

Definition 4 (Quotient graph). Let G = (V,E) be a digraph defined accord-
ing to Definition 1. Let ≡ be an equivalence relation over the nodes of V such
that ≡ ⊆ V ×V . The quotient graph of G with respect to ≡, represented as G/≡
is a directed graph defined as a tuple ([V ], [E]) such that:

– [V ] is the set of ≡-equivalent classes in V ,
– [E] is the set of edges such that:

([v], [w]) ∈ [E] =⇒ [v] ∈ [V ] ∧ [w] ∈ [V ] ∧ ∃v ∈ [v], w ∈ [w] : (v, w) ∈ E.

2.3 Namespaces

RDF graphs can be serialized to several different formats, e.g. RDF/XML, Tur-
tle, N-Triples, which use different syntax to represent RDF triples. N-Triples [2]
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has a simple grammar and structure, making its files easy to parse and process.
In contrast, Turtle [3] has a more sophisticated grammar that results in smaller
files but also makes them harder to parse. Despite some small differences in
the expressiveness of these languages, most RDF graphs can be represented and
converted easily between the different formats.

One feature common to most RDF serialization formats is the definition of
namespace aliases. Whenever many of the IRIs referenced on an RDF graph
share the same namespace (IRI prefix), it is possible to define and reuse an alias
for it. This makes the resulting file smaller and easier for humans to read, as all
the repetitions of long IRIs are shortened using the prefix alias. This feature is
supported in Turtle, N3, JSON-LD, RDF/XML, and unsupported in N-Triples.

Prefix aliasing is a feature of these serialization formats and not a part of RDF
semantics. In fact, the RDF specification explicitly states that “Namespace IRIs
and namespace prefixes are not a formal part of the RDF data model. They are
merely a syntactic convenience for abbreviating IRIs.” [11]. The prefix definitions
are actually internal to each RDF file. Formally there is no meaning attributed
to them other than a local rewrite rule. Two files can use different alias for the
same namespace prefix, or use the same alias for different prefixes.

The serialization of an RDF graph might contain many references to resources
from another graph or ontology without ever explicitly defining a namespace
alias. Because they are an optional feature, aliases are not always declared. Or
they might be declared for some namespaces but not for others, depending on
the authors or the tools used to serialize the graph. Given the lack of special
meaning assigned by RDF, the decision of whether to declare namespace aliases
is in most cases simply motivated by the gains obtained in storage and data
transfer due to the reduction in file sizes.

Nevertheless, some consistency can be observed in alias definition. The RDF
specification itself refers to rdf, rdfs and xsd [11]. Other aliases, such as owl
and foaf, are also consistently used to refer to their namespaces.

Some efforts have been made to organize and potentiate namespace use in
the linked data field. prefix.cc is a web service building a crowdsourced list with
mappings between namespaces and aliases. Mappings are submitted and voted
by the community, but no additional curation is performed, resulting in cases of
conflicting mappings and others of questionable quality. prefixmaps is a Python
module which allows programatically retrieving prefix mappings from a variety
of sources, including prefix.cc. The different mappings are normalized, collisions
identified and the integrated results are available in its GitHub repository2.

Other projects have been created to allow surfacing semantically the names-
paces definitions which are currently encoded at the syntactical level. The
VoID vocabulary [1] allows expressing RDF dataset metadata, including defin-
ing vocabulary namespaces using void:uriSpace and void:vocabulary. More
complex relations between vocabularies can be expressed using VOAF. Janowicz
et al. propose Five Stars of Linked Data Vocabulary Use to improve vocabulary

2 https://github.com/linkml/prefixmaps/blob/main/src/prefixmaps/data/merged.
csv.

http://prefix.cc/
http://prefix.cc/
https://github.com/linkml/prefixmaps/blob/main/src/prefixmaps/data/merged.csv
https://github.com/linkml/prefixmaps/blob/main/src/prefixmaps/data/merged.csv
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re-use [19], and Haller et al. discuss the challenges of defining namespaces in the
context of RDF [16].

3 Conceptual Architecture

The goal of this work is to create an efficient summarization method for RDF
graphs in which the output provides insights on how the graph connects and
relates to other graphs. The summarization process should be linear on the
number of IRIs of the graph, and should require no domain-specific knowledge.

Next we describe the main algorithms in our approach for namespace-based
RDF graph summarization.

3.1 Classifying Identifiers

An identifier is generally a string of characters or symbols that labels the identity
of an object. They enable referring to objects without using descriptive terms,
e.g. the busiest airport in Europe (descriptive terms) is Heathrow or LHR (identi-
fiers). Identifiers are usually unique, that is, an identifier refers to a single object.
Identifiers can be arbitrary (i.e. randomly attributed to objects), but most fre-
quently they follow some sort of pattern or encoding. Identifiers are often viewed
as blackboxes; however, through their encoding, they carry latent information
regarding the objects they identify.

Sequential identifiers (such as a country’s citizenship number) will provide
precedence data, allowing to infer that a given entity is older than another.
From identifiers containing date information (e.g. university student IDs) we
can extract a notion of temporal distance. Other identifiers contain categorical
information, e.g. department or type of product.

In datasets where data points consist of tuples of resources, assigning classes
to the identifiers can be used to obtain an overview of how the classes are inter-
connected. For example, on a phone call log, classifying source and target phone
numbers according to their country or area code (inferred from the phone num-
ber prefix) will provide a high-level overview of how the different geographical
locations interact with each other.

In RDF, named nodes, predicates and literal datatypes are identified by
IRIs [13]. IRIs can be classified according to their namespaces (a prefix common
to several IRIs, see Sect. 2.3), which usually include information regarding the
scheme (protocol used to retrieve the resource content), host (domain, subdo-
mains and top-level domain) and path. RDF blank nodes, which are by definition
anonymous, cannot be classified in this way.

3.2 Namespace-Based RDF Graph Summarization

Our approach for graph summarization is based on the definition of quotient
graphs. However, Definition 4 is insufficient for RDF graphs. It needs to be
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extended to allow both the original graph and the quotient graphs to have mul-
tiple edges between the same pair of nodes. Additionally, we want the resulting
summary graph to be a valid RDF graph. This means that the triples in the
summary graph must obey RDF and RDFS restrictions (e.g. those imposed by
predicates such as rdfs:range or rdfs:domain). Lastly, we need to define how
edges in the original graph are mapped into a smaller subset of superedges on
the summary graph.

Fig. 1. Example of a multigraph quotient of a multigraph.

First we define a mapping function for the components of the graph, which
will assign each one a group (namespace) based on their identifier. Based on
the namespaces we can define an equivalence relationship ≡NS in which two
nodes of the graph are equivalent if their IRIs share the same namespace. This
partitions the original graph into equivalence classes of nodes corresponding to
the identifier namespaces.

We also apply the same equivalence relationship to the parallel edges of
the original graph: two edges are considered equivalent if they share the same
identifier class, and the same happens both for their source nodes and their
target nodes. Each node in the summary graph corresponds to a class of node
identifiers on the original graph. In the summary graph, two namespace nodes
ANS and BNS are connected by a namespace edge ENS if there was, in the
original graph, one or more edges from the namespace ENS connecting nodes
from ANS with nodes from BNS .

Definition 5 presents a formal definition of the summary graph. Figure 1 pro-
vides a graphical representation of this process, with nodes and edges in the
original graph painted according to their equivalence classes.

Definition 5 (Namespace-based summary quotient graph). Let G =
(V,DL, P,E, IR, iR) be an RDF graph defined according to Definition 2. Let ns
be a function which maps an IRI to its namespace. Let ≡ be an equivalence
relation over the IRIs of resources of G. The RDF summary graph SG of G is a
directed multigraph defined as a tuple ([V ],D′

L, [P ], [E], I ′
R, i

′
R) such that:

– [V ] is the set of ≡-equivalent classes in V ,
– [P ] is the set of ≡-equivalent classes in P ,
– [E] is the set of edges such that:
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([s], [o], [p]) ∈ [E] =⇒ [s] ∈ [V ] ∧ [o] ∈ [V ] ∧ [p] ∈ [P ] ∧
∃ s ∈ [s], o ∈ [o], p ∈ [p] : (s, o, p) ∈ E

4 System Overview

chilon is a multi-threaded application developed in Rust. It processes RDF
graph files in parallel, classifying its resources and generating an RDF summary
graph, which is then turned into an interactive visualization. According to the
classification framework proposed by Kondylakis et al. [20], chilon is a struc-
tural quotient graph summarizer which takes as input an RDF graph and several
optional parameters, and outputs an RDF graph summary. It is made available
both as an abstract algorithm (described in this paper) and an open source tool.
It can be used for tasks such as visualization, source selection and query result
size estimation.

In this section we present the workflow of chilon (visually represented in
Fig. 2) and describe implementation details and decisions.

Fig. 2. chilon workflow.

4.1 Namespace Discovery

Namespace mappings, i.e. a list pairs of namespace prefixes and alias, are neces-
sary for our resource classification process. These can be obtained from external
or internal sources. External sources are objects external to the RDF graph,
and include additional JSON or RDF files with namespace mappings provided
by the user, or community sourced mappings obtained from the prefixmaps
project (see Sect. 2.3). Mappings from internal sources can be gathered by iter-
ating once over the RDF graph files, and include extracting explicit prefix dec-
larations (from @prefix statements) and namespaces automatically inferred by
detecting frequent prefix patterns in the IRIs of the graph.

Namespace mappings have different priorities according to their source.
User provided mappings have the highest priority, as they are the most clearly
aligned with user intentions. Then we have community sourced mappings, which
arguably have some degree of consensus behind them. Explicit namespace dec-
larations in the graph files are next, as the author or the tools used to generate
the graph deemed them relevant to be declared. Lastly, namespaces are also
automatically inferred from IRI prefix patterns.

The algorithm for inferring namespaces from the RDF graph IRIs takes as
input the set NS of namespaces gathered from the other sources, the set R
of RDF graph files, and a set of additional parameters (maximum number of
namespaces maxNS, minimum namespace size minSize). Then:
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1. The files in R are iterated in parallel. Each IRI for which a matching names-
pace is not found in NS is truncated to 200 characters and added to a prefix
tree T . Each node in T keeps information regarding the number of descen-
dants, that is, the number of IRIs with that prefix added to T .

2. The prefix tree T is pruned, dropping prefixes corresponding to host names
with less than minSize IRIs.

3. Then a set C with namespace candidates is created. Each prefix corresponding
to a different host name in T is added to C.

4. While the size of C is inferior to maxNS :
4.1 The namespace candidate nc with the most IRIs is removed from C.
4.2 The location lnc of nc in the T tree is found. Then the set of children

namespace candidates is found by walking down T starting at lnc, and
until a ‘/’ or a ‘#’ or the string end is found3. Each namespace candidate
is added to C if it has at least minSize IRIs.

5. An alias is generated for each namespace, and the pairs (namespace, alias)
are returned.

For large RDF graphs (size threshold is configurable), steps 2 to 4 are performed
periodically in parallel with step 1. This enables the use of the inferred names-
paces to preemptively prune the prefix tree, which is kept in memory during
the whole process. This helps keeping it small, which results in lower memory
requirements for chilon.

4.2 Resource Classification

After gathering all the namespace mappings, resource classification is performed
by iterating again over all the RDF graph files. IRIs are converted to their
namespace aliases. However, triples can also be composed of blank nodes and
literals. chilon converts all blank nodes (which, by definition, are anonymous
and as such have no externally meaningful identifier) to a special class BLANK.
Nodes with unknown namespaces are also converted to a single custom class
UNKNOWN. Finally, RDF literals are associated with datatypes represented by IRIs.
They can be associated either implicitly to the default datatype (xsd:string),
or explicitly to a custom one (e.g. "4.2E9"^^xsd:double). chilon uses the same
namespace-based classification but applied to the literal datatype. For example,
the triple dbr:Einstein ex:birthDate "1879-03-14"^^xsd:date . would
become the triple dbr ex xsd .

4.3 Summary Graph Generation

The data resulting from resource classification is then aggregated, counting the
frequency of each reduced version of the original triples. A custom ontology is
then used to represent that data as an RDF summary graph4 Figure 3 provides
3 For example, http://example.org/ → (http://example.org/foo/, http://example.
org/bar/).

4 Ontology available at https://andrefs.github.io/chilon rs/ns-graph-summ.ttl.

http://example.org/
https://andrefs.github.io/chilon_rs/ns-graph-summ.ttl


98 A. F. dos Santos and J. P. Leal

a simple example of a RDF graph and the corresponding summary graph and
visualization obtained with chilon.

1 dbr:Einstein dbp:birthDate "1879 -03 -14"^^ xsd:date ;
2 ex:livedIn yago:Berlin .
3 dbr:Hawking ex:bornIn yago:Oxford .

1 @base <https :// a52c.github.io/chilon/ns-graph -summ.ttl > .
2 <#t0001 > a <#DatatypeLink >, rdf:Statement ;
3 rdf:subject <#dbr > ; rdf:predicate <#dbp > ; rdf:object <#xsd > ;
4 <#occurrences > "1"^^ xsd:integer .
5 <#t0002 > a <#NamespaceLink >, rdf:Statement ;
6 rdf:subject <#dbr > ; rdf:predicate <#ex> ; rdf:object <#yago > ;
7 <#occurrences > "2"^^ xsd:integer .

Fig. 3. Example of RDF graph, its summary and corresponding visualization.

4.4 Visualization

The RDF summary graph can then be used to generate an interactive visualiza-
tion. This visualization is an HTML page using D3.js to render the graph. The
size of the nodes and the thickness of the edges in the graph are correlated to
the corresponding namespace frequency in the original graph. A simple example
of a summary graph and its visualization can be found in Fig. 3. Examples of
visualizations for commonly used KGs can be found in Fig. 4.

The user can move around and zoom in or out using the mouse. Placing the
cursor over a node or edge will highlight it and provide information regarding
the namespace prefix and alias, and some metrics about its frequency. A sidebar
with options allows further configuration, such as hiding loop edges, show node
sizes in a logarithmic proportion, hide datatype links, among others.

5 Validation

The validation of our approach and its implementation chilon was performed
by summarizing 11 publicly available knowledge graphs, listed in Table 1. These
graphs have different sizes, from a few megabytes or less then one million triples,
to over 90 gigabytes and thousands of millions of triples. They are available in
different formats (N-Triples or Turtle), and compressed using different formats
(Gzip or Bzip2). Most are available as one single file, but a few are split into
several files.

We benchmarked chilon using these KGs, measuring how much time it took
to process and the maximum amount of memory used for each graph. The results
allowed us to make a quantitative evaluation of the summarization process. We
also generated the visualization for all the graphs, and analyzed them to obtain
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high level information regarding the structure of the graphs and how namespaces
are interlinked in each one. This allowed us to obtain a qualitative evaluation of
our tool. Additionally, we performed verification checks on the correctness of our
results by manually querying the original graph for resources with specific pre-
fixes and checking whether the results would match the corresponding summary
data.

6 Results and Discussion

In this section we will present and discuss the summaries obtained for two of
the 11 graphs, DBpedia and ClaimsKG, by analyzing details of the visualiza-
tion obtained for each one. Then we will analyze the performance of chilon by
discussing the performance results obtained for all 11 KGs. The summaries and
interactive visualizations obtained for all the other graphs have also been pub-
lished at https://andrefs.github.io/chilon rs. The code for chilon can be viewed
and downloaded at https://github.com/andrefs/chilon rs.

Fig. 4. Graph summary visualization for DBpedia and ClaimsKG.

6.1 Graph Summary Visualizations

Figure 4 presents cropped views of the visualizations generated from the sum-
maries of DBpedia and ClaimsKG. In Fig. 4a we can see how DBpedia’s core
namespace, represented by the node db, connects to Wikipedia’s namespace
wiki. Hovering with the mouse over the connecting edges would reveal these to
be rdf and prov. Highlighted are also other namespaces connected to wiki: foaf
and commo4. There is also a dotted line connecting wiki to xsd, representing

https://andrefs.github.io/chilon_rs
https://github.com/andrefs/chilon_rs
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Table 1. chilon performance with reference knowledge graphs.

KG Files Total size
(GiB)

Triples
(millions)

IRIs
(millions)

Name-spaces Time (s) IRI/s Max
memory
(GiB)

WordNet [26] 1 0.015 2.6 6.5 11 67.9 96 049 0.7

KBpedia [4] 1 0.009 0.5 3.0 34 28.8 106 645 0.3

LinkedMDB [17] 1 0.012 3.6 8.8 18 63.9 138 124 1.1

OpenCyc [25] 1 0.023 0.3 6.2 26 51.4 121 505 3.7

ClaimsKG [29] 1 0.121 1.0 21.6 72 250.1 86 433 11.0

DBLP [23] 1 1.464 9.7 736.8 193 4 628.1 159 195 3.4

CrunchBase [15] 1 1.111 83.5 138.3 77 1 765 78 385 10.1

DBKwik [18] 17 5.864 126.7 319.0 15 2 752.5 115 924 0.8

DBpedia [22] 153 15.641 915.9 2 527.1 878 15 738 160 575 17.9

Yago [27] 8 59.110 2 539.6 5 717.9 15 48 183 118 671 22.3

Wikidata [30] 1 92.000 3 428.0 45 923.5 2 356 367 707 124 892 8.9

elements from wiki connected via the namespace dc to literals whose datatypes
belong to xsd. The IRI prefixes corresponding to the nodes displayed are avail-
able on the interactive visualization. Also visible in the same figure are other
nodes, visually disabled because they are not directly connected to wiki. In this
figure, node sizes are logarithmically related to the corresponding namespace
frequency.

In the ClaimsKG visualization (Fig. 4b) it is possible to observe a common
pattern in these summary graphs: the summary takes a radial structure, with the
graph’s main namespace occupying a central role (in this case, base), surrounded
by and connected to much smaller nodes with few connections between them. In
this figure node sizes are linearly correlated with their frequency.

Both figures represent a limited view of the kind of information gather-
able from the web-based visualizations, which were designed specifically to be
explored interactively. Dragging, scrolling and hovering with the mouse allows
to pan, zoom in or out or view information regarding the namespaces, their
aliases and the frequency of their occurrences in the summarized graph. Addi-
tionally, the visualization interface includes a menu which allows setting addi-
tional options, such switching between linear or logarithmic node sizes or hiding
loops, blanks nodes or datatype links, among others.

6.2 Performance

Table 1 presents the performance results obtained summarizing the knowledge
graphs on a laptop with an Intel i7-1165G7 CPU and 32 GB LDDR4 4266 Mhz of
RAM. The largest graph, Wikidata, with a size of 92 GiB, took a little over 100 h
to process using a single core. Yago required the highest maximum memory, 22.3
GiB. These values prove how even for the largest graphs, a common laptop was
enough to produce results in a reasonable amount of time.

Figure 5 presents the reference graphs distributed according to their size and
total processing time. The chart uses a logarithmic scale on both axes. A regres-
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sion over the points on the chart (green line) demonstrates that the processing
time of a graph varies linearly with the number of IRIs in that graph. Most
summarizing approaches for semantic graphs described in the literature are not
capable of producing summaries in linear time [8]. However, the summaries they
produce present substantially different contents and properties. We could not
find approaches similar enough to our own (in methodology or type of summary
produced) that a meaningful comparison of algorithmic complexity was possible.
More so, most if not all of these approaches do not report performance results
(e.g. triples per second or total time of execution for reference graphs) which we
could compare to our own.

Our previous implementation required loading the whole graph into memory
to summarize it. For that reason, it was only validated using graphs which would
easily fit into the memory of a normal laptop. We used Wordnet, KBpedia and
LinkedMDB. chilon does not load the full graph into memory, allowing it to
process massive KGs. To keep its memory usage as low as possible, chilon
reads each file twice (once to extract prefixes and a second time to produce
the summary). Even with two file reads, contrasting the performance results
obtained previously [9, Table 5.3] with the ones from chilon, we can see speedups
in the execution time of 500% to 800%.

Fig. 5. Size and total processing time for reference knowledge graphs.

7 Conclusions and Future Work

The increasing size of KGs renders them difficult to process and visualize. Graph
summarization techniques are a standard approach for handling this issue, but
RDF graphs with hundreds of millions of triples are still challenging. Massive
KGs requires summarization algorithms that are linear on the number of triples
and parallelizable.

Several graph summarization techniques assemble nodes into super nodes
using an equivalence relation. In such techniques, a graph summary is a quotient
graph where nodes are equivalence classes. We propose a similar approach for
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RDF graphs with two main features. Firstly, we use namespaces related to the
IRIs to classify resources, properties, and literals. Secondly, we extended the
definition of quotient graphs both to process and produce multigraphs, enabling
RDF graphs to be summarized as RDF graphs.

Another contribution of this research is chilon, a Rust library and command-
line tool to summarize and interact with visualizations of massive RDF graphs.
It discovers namespaces using mappings from multiple sources, classifies IRIs
with the aliases assigned to them, generates an RDF graph according to a graph
summarization ontology, and produces an interactive web-based visualization.
Using chilon, we validated the proposed approach with 11 KGs of different sizes.
This validation empirically confirmed the linear complexity of the algorithm
and enabled us to extract relevant information from the resulting interactive
visualizations.

chilon is currently targeted to RDF graphs, but in the future may be
extended to KGs in different formats and even to other kinds of massive graphs.
Its results are presently focused on graph visualization, but the summary could
also be used for source graph selection or query result size estimation. The cor-
nerstone of this approach is the quick classification of identifiers, which in RDF
graphs is achieved through namespaces. However, most identification schemata
have similar features that can be exploited for node and edge classification.
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Abstract. The amount of different environments where data can be
exploited have increased partly because of the massive adoption of tech-
nologies such as microservices and distributed architectures. Accordingly,
approaches to treat data are in constant improvement. An example of
this is the Formal Concept Analysis framework that has seen an increase
in the methods carried out to increment its capabilities in the mentioned
environments. However, on top of the exponential nature of the output
that the framework produces, the data stream processing environment
still poses challenges regarding the flexibility in the usage of FCA and its
extensions. Consequently, several approaches have been proposed to deal
with them considering different constraints, such as receiving unsorted
elements or unknown attributes. In this work, the notion of flexibly scal-
able for FCA distributed algorithms consuming data streams is defined.
Additionally, the meaning of different scenarios of lattice merge in a par-
ticular data stream model is discussed. Finally, a pseudo-algorithm for
merging lattices in the case of disjoint objects is presented. The presented
work is a preliminary result and, in the future, it is expected to cover
the other aspects of the problem with real data for validation.

Keywords: Formal Concept Analysis · Lattice Merge · Scalability ·
Incremental Algorithm · Data Stream

1 Introduction

Formal Concept Analysis (FCA), introduced by Wille in [16], is a method for
knowledge extraction from a dataset consisting of instances and their attributes.
The knowledge it allows to extract is a set of formal concepts, which can be
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understood as natural clusters of instances sharing certain properties. For exam-
ple, as depicted in Table 1 and Fig. 1, in a dataset with electronic devices, there
would probably be a concept with the attribute “screen” in which the instances
of television and mobile phone would belong to. In addition, there is the notion
of sub-concept by inclusion of attributes, e.g., following the last example, there
could be a sub-concept with the attributes “screen” and “battery” that would
include mobile phone and, unlike its super-concept, it would not include the
instance of television. These formal concepts can give additional information
with the form of “having X attributes implies also having Y ”, e.g., “instances
with batteries also have screen with a certain confidence”. Notice that the struc-
tural output is bounded to the input, meaning that the mentioned result does
not imply that all instances with batteries also have a screen in the real world.

Table 1. Electronic devices dataset

Objects Attributes

Screen Battery

Television X

Mobile Phone X X

Battery

Screen

Mobile Phone

Television

Fig. 1. Electronic devices concep-
tual hierarchy

Over the last decades, FCA has been used in several areas such as knowledge
discovery, information retrieval, machine learning, or automatic software mod-
elling, among others. Additionally, it has been extended in a plethora of ways to
deal with the arising problems posed in the mentioned different areas. To name
a few, Relational Concept Analysis (RCA) [13], is one extension that allows
dealing with multi-relational data-mining (MRDM) [4]. Fuzzy Formal Concept
Analysis (FFCA) [8] is the extension that looks to model the uncertainty in data
by considering that the instances can have attributes with a degree of certainty
in the range of [0, 1], instead of their traditional binary nature, i.e., either hav-
ing an attribute or not. And Temporal Concept Analysis (TCA) [17], that is the
theory of temporal phenomena described with tools of FCA. All these extensions
add some degree of flexibility to the FCA method by incrementing the amount
of applications it can naturally interact with. However, one of the main pitfalls
of FCA is that the amount of formal concepts is exponential in the size of the
input in the worst case, making even the best algorithms not directly usable with
huge datasets. This poses a problem for scalability because as the input grows
bigger, algorithms and computers would require exponentially more resources in
order to handle the calculation of the entire set of formal concepts.

Moreover, the need for processing large datasets is becoming more and more
common nowadays and a considerable effort has been put into allowing FCA to
be applied in such datasets. For organization purposes, we consider three ways
of addressing the mentioned problem: reducing the size of the input [1], reducing



106 N. Leutwyler et al.

the size of the output [12,14], and allowing the algorithm to scale in resources
and capabilities [2,5,6]. In this work, we focus on the third one, although it is
important to understand that the approaches are not mutually exclusive, e.g.,
there could be a method for reducing both the input and output, or any other
combination. Moreover, although there could be other approaches to address the
problem, they are out of the scope of this paper.

There are several reasons why reducing the input or the output is sometimes
not enough. On the one hand, not all datasets are made of relevant and not
relevant data, for example, we could consider a large dataset that has already
been reduced to the minimum, i.e., there is only relevant information left. In
addition, even though reducing the size of the output could work very well,
the information loss could be not acceptable in some situations. Hence, it is
important to have ways of scaling without reducing the size of the input or the
output. On the other hand, not all environments for knowledge discovery are the
same, in some of them it is reasonable to work with static data and also to wait
a considerable amount of time until the algorithm finishes. However, there are
other scenarios in which the data is dynamic and there is the need for processing
it in a short span of time as it arrives. For this reason, we will focus on the online
real-time data streams processing environment.

To deal with the aforementioned problem, as mentioned before, many
approaches have been proposed and are currently used both in the industry
and the academy. Firstly, one of them is the reduction of the input size by con-
sidering only a part of, for example, the attributes [1]. Secondly, another way of
dealing with the exponential size of the formal concepts is to calculate only a
subset of them, as it is in the case of Iceberg Lattices [14] and AOC-posets [12].
Lastly, a huge effort has also been put in developing distributed algorithms in
order to take advantage of parallelization when possible [2,5,6]. Nevertheless, to
the best of our knowledge, there is still no algorithm, distributed or not, that
can be flexibly used to extract knowledge from infinite data streams (i.e., once
the data stream starts, it never stops producing data). Despite some algorithms
being able to process data streams, and even if they are incremental, this does
not scale well because at some point even adding one row to the formal con-
text would be computationally too costly. Thus, in this work, we present the
definition of a problem to solve in order to have a more flexible scalability in
the environment of FCA and its extensions considering the infinite constraint in
data stream processing.

As for the structure of the paper, in Sect. 2, a set of relevant works in the
area of distributed algorithms for FCA for data stream processing are presented
and contrasted. In Sect. 3, the definitions and the problem are precisely defined.
In Sect. 4 the first approach of a solution is proposed. Finally, in Sect. 5 the
conclusion, future work, and final discussions are given.

2 Related Works

Many distributed algorithms have been proposed [2,5,6,18], with their main
advantage being the ability to compute in parallel and in that way reducing the
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amount of time it takes to process the output. Most of the distributed algorithms
use the MapReduce framework [3] which is appealing to practitioners mainly
because they are easily implementable into cloud infrastructures.

In this section, we direct our attention to three main works in the field of
distributed algorithms in FCA: one presenting the incremental distributed algo-
rithm based on AddIntent in an iterative fashion, other considering the constraint
of not knowing the attributes in advance, and the last one being the only work,
to the best of our knowledge, that can run infinitely by forgetting concepts as it
processes the data stream. Thanks to an ongoing state-of-the-art study on the
characteristics of formal methods for knowledge extraction, and to the best of
our knowledge, we detected that these articles represent well the state of the art
in data stream processing algorithms for FCA (a subset of the reviewed articles
can be found in [7]).

Firstly, Xu et al. [18] contribute with the iterative distributed implementa-
tions of some known lattice calculation algorithms such as Ganter and Ganter+
which they call MGanter and MGanter+. They present theoretical properties
about partitioning the input and working with the partitions instead of the
entire formal context. And finally, they use the properties to argue about the
correctness of their MapReduce algorithms. The strengths of this approach are
that it uses a well accepted framework such as MapReduce, and that it is incre-
mental, which means that it updates the final lattice as the new rows arrive.
This also means it is possible to adapt it to process streams.

Secondly, Goel et al. [5] present a MapReduce algorithm that updates the
final lattice without assuming prior knowledge of the attributes and thus allows
the arbitrary distribution of the formal context. They calculate the lattice from
a snapshot taken at a particular time, and leave the merging step of several
snapshots out of the scope. Additionally, the algorithm is more suitable for
sparse context than for dense ones.

Lastly, De Maio et al. [2] present an incremental distributed algorithm based
on AddIntent [10], and suitable for online stream processing. It uses time interval
windows in which only one observation is taken into account from each node.
Moreover, the proposed algorithm uses Temporal FFCA instead of plain FCA,
in order to maintain a reasonably small lattice by taking full advantage of the
concepts’ support. In the algorithm, they also forget old concepts when there
have not been many occurrences of an object in it in a certain time window.

Supp(C) =
|extent(C)|

|G| e−λ(t−tlio) (1)

The mechanic of “forgetting” is calculated based on a decay factor 0 ≤ λ ≤ 1
that decreases the support of a formal concept C based on how much time has
passed since the last object has been inserted into it. In the Eq. 1, G is the set
of all objects, t is the current timestamp and tlio is the timestamp of the last
inserted object into the concept C.

All these distributed algorithms have their advantages and disadvantages,
and particularly, the ones presented in [5,18] are not directly prepared for infinite
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data stream processing, contrary to [2] which, although it is an online data stream
processing algorithm, it is based on an extension of FCA [8], and it is not trivial
to migrate it into its FCA version.

3 Flexibly Scalable FCA for Data Streams

The goal of this section is to present a discussion about how to provide enough
flexibility in terms of scalability for stream processing. As presented in the pre-
vious section, there are several algorithms that are able to process data streams,
and some of them can run infinitely by “forgetting” some information. However,
doing so risks losing important concepts. For instance, let us suppose an FCA
algorithm that runs in a data stream to study temporal phenomena in smart
cities. By forgetting concepts without an object contributing to it in the defined
threshold λ, it is possible to lose concepts representing scenarios that rarely
occur, but have a huge impact when they do occur. Such a concept could be
the one representing a flood in a certain neighborhood or a protest that block
certain streets. Therefore, the ideal scenario would be to be able to perform
FCA on a data stream infinitely, without compromising too much the amount
of information lost.

As illustrated in Fig. 2, and defined in [9], a data stream is a countably infinite
sequence of elements.

e1 e2 . . . ek . . . time

k elements

Fig. 2. Data stream over time

Regarding the usage of FCA in data stream processing, the model this work
considers is the one in which elements represent observations (instances) occur-
ring at a certain point in time, having certain properties (attributes). This model
has been addressed in [2,11], where the goal is to extract relevant knowledge from
the relations between events (concepts) in time (temporal paths). In these works,
the models were based on FCA and FFCA respectively. We call it Ordered Tem-
poral Model (OTM) because the observations occur ordered in time.

3.1 Merge Lattices

A way of dealing with both the necessity of running infinitely, and the ability to
regain a part of the lost information, is to consider an algorithm that keeps the
size of the lattice bounded, and another algorithm that can perform the union
or merge of the lattices calculated in different points in time. Doing so would
give the practitioners the flexibility to choose the size they are able to maintain
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given their resources, without the worry of losing all the information outside the
lattice they are maintaining. This, however, comes at the cost of having to store
the snapshots in a certain way, which goes outside the scope of this paper.

Definition 1. Let G and M be the objects and attributes of a formal context
respectively. The content of a Formal Context data stream in a given moment
k ∈ N is defined as an indexed family Sk = (rj)j∈1..k where rj ⊆ G × M .

Definition 2. Given a Formal Context data stream Sk, we define the underlying
traditional Formal Context K = (G,M, I), where G = {π1(r) | r ∈ Sk}, M =
{π2(r) | r ∈ Sk}, gIm ⇐⇒ 〈g,m〉 ∈ Sk, and both π1 and π2 are the functions
that return the first and second element of the tuple respectively.

Definition 3. A snapshot of a Formal Context data stream between moments
k, l ∈ N is the sequence of tuples Sk,l = Sl \ Sk.1. For convenience, we will use
the notation Lk,l when speaking about the underlying lattice from Sk,l.

In particular, there are three cases we consider important to highlight for
merging different lattice snapshots. The first one, depicted in Fig. 3, is the one
in which the goal is to merge Lk,l with Ll+1,m. The second one, depicted in Fig. 4,
is the one where the goal is to merge Lk,l and Ln,m and l < n i.e., there is at least
one element outside the covered range. And the last one, depicted in Fig. 5, is
the one in which the goal is to merge two snapshots Lk,l, and Ln,m, where k ≤ l,
n ≤ m, and n < l. The separation in cases is thought with two things in mind (1)
Computation: in case there is repeated information between the two snapshots,
the computation cost of merging might be reduced in comparison with the case
in which both snapshots are completely disjoint. (2) Interpretation: what should
be the interpretation of the result when merging two snapshots that are not
contiguous?

ek ek+2 . . . el el+1 . . . em . . . time

Sk−1,l Sl,m

Fig. 3. Contiguous lattice snapshots merge.

ek ek+2 . . . el . . . en . . . em . . . time

Sk−1,l Sn−1,m

Fig. 4. Spaced lattice snapshots merge case.

1 Notice that l ≤ k implies Sk,l = ∅.
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ek ek+2 . . . el el+1 . . . em . . . time

Sk−1,l+1

Sl−1,m

Fig. 5. Intersected snapshots merge case.

Regarding the model, the main problem is that although we could use incre-
mental algorithms to calculate their lattices, at some point the k would be so
large that even performing one more update would be too costly, either in time
or in space. Thus, for a flexible method whose goal is to run infinitely, it is
mandatory to consider “forgetting” objects, attributes, or concepts. Neverthe-
less, doing so implies potentially losing relevant information, meaning that it is
equally necessary to have a way of merging different snapshots of the stream,
as suggested in [5]. Although one option is to simply join the intervals, remove
duplicates, and apply the algorithm to the result, it could be possible that there
are not enough resources to run the algorithm with such an input. Moreover,
considering that a lattice for each interval has already been calculated, maybe
working with them would be more efficient than recalculating everything from
the ground up.

Considering this, we say that a method is flexibly scalable for knowledge
extraction in data stream processing, if it allows running in the data stream
infinitely, and it provides a way of considering “forgotten” information without
the necessity to recalculate or traverse the whole lattice.

Merge Problem in the OTM. As defined in [2] and in the previous section,
the data stream model merges FCA with Conceptual Time Systems by indexing
the timestamped objects adding a time variable to the subject of the formal
context, i.e., gti with g ∈ G. In this definition, t represents a time window,
i ∈ N, and gti is the latest observation g occurring in the time window assigned
to that specific time variable. The larger the time window, the more general the
study, the smaller, the more detailed it is. Formally (based on [11]):

– g represents a type of observation, e.g., change in temperature of the envi-
ronment,

– ti is the i-th element in a discretization of time with the time window t,
– gti is the last occurrence of g in the time ti,
– ti precedes tj if i < j for any two i, j ∈ N.

Definition 4 (Definition 3.4 in [2]). The intention of an object O at time ti is
defined as

i{Oti} = {m | m ∈ M ∧ OtiIm}
which is the set of all attributes of that particular object at time ti.
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Definition 5. A Temporal Lattice Lt is a pair (L, Et) where L = (C,≤) is a
concepts lattice and Et is a set of temporal edges (see Definition 6).

Definition 6 (Based on the definition 3.7 in [2]). Given the set of concepts C,
a Temporal Edge et

ij ∈ Et is a pair (Ci, Cj) ∈ C × C iff there exist two objects
gts ∈ Ci and gtk ∈ Cj such that the time ts precedes the time tk.

The temporal edges have a weight associated with the time granule size
function Δt : Et → R defined by Δt(et

ij) = 1/|ts′ −tk′ |. Furthermore, they define
a function that filters edges that are not so representative, called Temporal Edge
Support (TES). For the purpose of this work, we would consider the function,
but without any particular definition.

Definition 7 (Definition 3.9 in [2]). A temporal path is defined as a path
π = (Cs, . . . , Ct) ∈ C × C × . . . C, such that there exist a temporal edge et

ij ∈ Et

for s ≤ i ≤ j ≤ t.

In this context, the merge problem is defined by, given two temporal lattice
snapshots Lt

k,l = (L1, E
t
1), Lt

n,m = (L2, E
t
2), return a lattice ̂Lt = ( ̂L, ̂Et) such

that ̂L = L1 | L2 (see Definition 8), and ̂Et is the set of temporal edges in the
new lattice with a TES support above the given threshold.

Definition 8. Given two lattices L1, and L2 coming from the contexts K1 =
(G1,M1, I1), and K2 = (G2,M2, I2), their merged lattice L1 | L2 is defined as
the resulting lattice from the following formal context:

K1 | K2 = (G1 ∪ G2,M1 ∪ M2, I1 ∪ I2) (2)

Notice that in the worst case, the |G1 ∪G2| = (l−k)+(n−m), so the merge
algorithm that calculates it will still be bounded by its size, that could be up to
2max(|G1∪G2|,|M1∪M2|).

4 Merge Lattice Snapshots

In this section, the different cases and particularities in the implementation of
lattice snapshot merge in the OTM data stream model are discussed. Moreover,
a pseudo-algorithm for the lattice snapshot merge in the disjoint data streams
case is presented.

4.1 Interpretation

In the contiguous and intersected merge cases, the model should have the inter-
pretation: after performing the merge, the resulting lattice represents the same
as if the incremental algorithm had run from point k to m. However, that is not
the case when there are elements in the middle that are lost between l and n. In
OTM, there would be some gti where g either has been previously introduced
or not. On the one hand, if it was not previously introduced (i.e., i = 1) there
would be no impact in the temporal paths, besides losing the first part of them
(see Fig. 6). On the other hand, if g was previously introduced, it would simplify
the path in the erased part by taking much less granular edges (see Fig. 7).
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lost

remains

l n

Fig. 6. Temporal path after merging
when gti occurs for the first time
between l and n

remains

lost
l n

rem
ains

lessgranularedges

Fig. 7. Temporal path after merging
when gti occurs before l

4.2 Computation

Computing the merge of lattices needs to be treated differently depending on
the model. Particularly, in the OTM, the implementation should consider the
repeated objects that could belong to different concepts in the two lattices in the
intersected snapshots merge case. Additionally, in the other cases, it is possible
that the snapshot had objects with incomplete attributes, i.e., if the snapshot
had been taken some time later, some objects in it would have more attributes.
The rest of the section from now on focuses on the OTM when objects are
disjoint, i.e., spaced, and contiguous snapshots merge cases without incomplete
attributes.

Given two concept lattices L1 = (C1,≤) and L2 = (C2,≤), whose formal
context are K1 = (G1,M1, I1) and K2 = (G2,M2, I2) respectively. When G1

and G2 are disjoint, we claim that each intent would remain unchanged after the
merge since closures at most would have more objects. Moreover, the only new
intents that could be added to the merged lattice are: ∅ and M1 ∪ M2, and the
ones resulting from the intersection of two intents in L1 and L2.

Lemma 1. Let K1 = (G1,M1, I1),K2 = (G2,M2, I2),Ks = K1 | K2 be three
formal contexts where G1 ∩ G2 = ∅. Let L1 = (C1,≤), L2 = (C2,≤),Ls =
L1 | L2 = (Cs,≤) be their respective lattices. Then, given a concept (X,Y ) =
C1 ∈ C1, such that Y = ∅ and X = ∅, there exist a (Z, Y ) ∈ Cs, where X ⊆ Z.

Proof. For reading purposes, we will say Y = Y1 = Y2 = Ys. Y ′
1 will be used

when speaking about the derivation in the context of L1. Similarly, Y ′
2 will be

used when speaking about the derivation in the context of L2, and Y ′
s when

speaking about the derivation in the context of Ls. Analogously, we will use the
same notation for the set of objects X = X1 = X2 = Xs.

Since (X,Y ) is a formal concept in C1, X ′
1 = Y and Y ′

1 = X.

1. If X1 at least has one element, it would be an element of G1, i.e., g ∈ G1.
Then X ′

s = Y , because the merge does not change the attributes held by any
of the G1 objects.
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2. Y ′
s = {g ∈ G1 ∪ G2 | gIsm,∀m ∈ Ys} = {g ∈ G1 | gIsm,∀m ∈ Y } ∪ {g ∈ G2 |

gIsm,∀m ∈ Y } = Y ′
1 ∪ Y ′

2 . Then Y ′′
s = (Y ′

1 ∪ Y ′
2)′ = (X ∪ Y ′

2)
′ = X ′ ∩ Y ′′

2 .
3. Since Y ′

s = Y ′
1 ∪ Y ′

2 (because of step 2), then Y ′
1 ⊆ Y ′

s . Therefore, X ⊆ Y ′
s .

4. Since X ′ = X ′
s = Y (because of the step 1)., Y ′′

s = X ′ ∩ Y ′′
2 = Y ∩ Y ′′

2 =⇒
Y ′′

s ⊆ Y .
5. Since Y = ∅, let m ∈ Y . Let us suppose that m /∈ Y ′′

s , then, there exist an
object x ∈ Y ′

s such that xIs

/

m, which is absurd because Y ′
s = {g ∈ G1 |

gIsm,∀m ∈ Y } ∪ {g ∈ G2 | gIsm,∀m ∈ Y }, Is = I1 ∪ I2 and objects are
disjoint, thus gI1m implies gIsm. Analogously, gI2m implies gIsm. Therefore,
m ∈ Y ′′

s , which means Y ⊆ Y ′′
s .

6. Since Y ′′
s ⊆ Y and Y ⊆ Y ′′

s , then Y = Ys = Y ′′
s (steps 4 and 5). Thus,

(Z, Y ) = (Y ′
s , Ys) ∈ Cs, and X ⊆ Z (step 3).

��
Lemma 2. Let K1 = (G1,M1, I1),K2 = (G2,M2, I2),Ks = K1 | K2 be three
formal contexts where G1 ∩ G2 = ∅. Let L1 = (C1,≤), L2 = (C2,≤),Ls =
L1 | L2 = (Cs,≤) be their respective lattices. Let (X,Y ) ∈ Cs, Y = ∅,
Y = M1 ∪ M2 be a formal concept such that its intent Y is not empty nor the
whole set of attributes, and it is not an intent of C1 nor in C2, then Y = Z1 ∩Z2

where Z1 is an intent in C1 and Z2 is an intent in C2.

Proof. Let Y ′
1 = {g ∈ G1 | gI1m,∀m ∈ Y } and Y ′

2 = {g ∈ G2 | gI2m,∀m ∈ Y }.
By definition Y ′ = Y ′

1 ∪Y ′
2 . Since Y is not an intent in C1 nor in C2, both Y ′

1 and
Y ′
2 yield a set of objects whose derivatives are larger than Y , i.e., Y ⊂ Y ′′

1 and
Y ⊂ Y ′′

2 . Then Y = Y ′′
1 ∩ Y ′′

2 . Since Y is an intent of Cs, Y = Y ′′ and X = X ′′.
Moreover, Y ′

1 ⊂ X and Y ′
2 ⊂ X because otherwise, their derivative could not

possibly yield more attributes. Let us suppose that Y ′′
1 is not an intent of C1,

then Y ′′
1 ⊂ Y ′′′′

1 which is absurd because B′ = B′′′ for any attribute set in the
same context (proofed in Sect. 1.1, Proposition 10 of [15]). Similarly, Y ′′

2 is an
intent in C2. If we rewrite Y ′′

1 = Z1 and Y ′′
2 = Z2, we have that Y = Z1 ∩ Z2. ��

Considering these properties, a naive algorithm to compute the merged lattice
could be the one presented in Algorithm 1. Firstly, it initializes the set of different
intents between the two given sets of concepts, and the set of concepts of the
new lattice with the top and bottom ones (commonly referred to as � and ⊥).
Secondly, for each different intent Y , it adds a concept (X,Y ) to the Cs set,
where Y is exactly the intent being iterated and X is the union of extents of the
respective concepts in each lattice including that intent. For reading purposes,
we say that C[Y ] is the concept (X,Z) = C ∈ C such that Y ⊆ Z and Z is
minimal (i.e., �(U, V ) ∈ C such that Y ⊆ V ∧ |V | < |Z|). If no such concept
exists, it returns a tuple (∅, ∅), so that π1(C) = ∅. Lastly, for each pair of
formal concepts in both lattices, if their intersection is not ∅, the formal concept
{(X1 ∪ X2, Y1 ∩ Y2)} is added.

As an example, let us suppose two different lattice snapshots calculated from
the formal context defined in Table 1 and Table 2. The merged underlying context
is shown in Table 3. For the sake of readability, let us rename Television = o1,
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Algorithm 1. Merge L1 = (C1,≤) and L2 = (C2,≤)

1: All Intents ← {Y | (X, Y ) ∈ C1 ∪ C2 ∧ X �= ∅ ∧ Y �= ∅}
2: Cs ← {�, ⊥}
3: for Y ∈ All Intents do
4: Cs ← Cs ∪ {(π1(C1[Y ]) ∪ π1(C2[Y ]), Y )}
5: end for
6: for (X1, Y1) ∈ C1 do
7: for (X2, Y2) ∈ C2 do
8: if Y1 ∩ Y2 �= ∅ then
9: Cs ← Cs ∪ {(X1 ∪ X2, Y1 ∩ Y2)}

10: end if
11: end for
12: end for
13: return (Cs, ≤)

Lemma 1

Lemma 2

Mobile Phone = o2, Remote Control = g1 and Notebook = g2 for the objects, and
for the attributes Screen = a1, Battery = a2, Camera = a3. Considering this, the
concepts of their respective lattices are C1 = {({o1, o2}, {a1}), ({o2}, {a1, a2})}
on the one hand, and on the other C2 = {({g1, g2}, {a2}), ({g2}, {a2, a3})}. Fol-
lowing, if we run the algorithm with the input L1 = (C1,≤),L2 = (C2,≤), in
the line 1, All Intents = {{a1}, {a2}, {a1, a2}, {a2, a3}}. Then, in the line 2,
Cs = {({o1, o2, g1, g2}, ∅), (∅, {a1, a2, a3})}. Then, the iterations between line 3
and line 5 go in order:

1. (Y = {a1}): Cs = Cs ∪ {({o1, o2}, {a1})}
2. (Y = {a1, a2}): Cs = Cs ∪ {({o2}, {a1, a2})}
3. (Y = {a2}): Cs = Cs ∪ {({o2} ∪ {g1, g2}, {a2})}
4. (Y = {a2, a3}): Cs = Cs ∪ {({g2}, {a2, a3})}
Afterwards, between line 6 and line 12, the only combination with a non-empty
intersection is ({o2}, {a1, a2}) and ({g2}, {a2, a3}), adding the formal concept
({o2} ∪ {g1, g2}, {a2}) which was already added. This shows how the naive algo-
rithm potentially repeats calculations, and that there is room for improvement.

Finally, in line 13, the returned value is

Cs = {({o1, o2, g1, g2}, ∅), (∅, {a1, a2, a3}), ({o1, o2}, {a1}),
({o2}, {a1, a2}), ({o2, g1, g2}, {a2}), ({g2}, {a2, a3})}

and its line diagram representation is depicted in Fig. 8.
Considering the given algorithm for merging lattices in the case of disjoint

objects, it would be possible to use a method that runs maintaining a bounded
size, as done in [2], but adapted to the case in which elements are like the ones
defined in Definition 1.
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Table 2. Extended Formal Context on electronic devices

Objects Attributes

Battery Camera

Remote Control X

Notebook X X

Table 3. Merged Formal Context on
electronic devices

Objects Attributes

Screen Battery Camera

Television X

Mobile Phone X X

Remote Control X

Notebook X X

ScreenBattery

Camera

Television

Mobile Phone

Remote Control

Notebook

Fig. 8. Merged lattice Ls

5 Conclusion and Future Work

In this paper, the problem of scalability in algorithms for data stream knowl-
edge extraction with FCA has been approached by starting a discussion from
several points of view. On the one hand, the notion of flexibly scalable for FCA
distributed algorithms consuming data streams has been defined in Sect. 3. Fur-
thermore, in the same section, the work formalized the notion of lattice snapshot
between times k ∈ N and l ∈ N, and opened a discussion about the meaning of
merging two snapshots in three different cases as a way of dealing with the loss
of information when keeping a bounded-sized lattice. Additionally, in Sect. 4, the
interpretation and computation of the three different merge cases is discussed
considering the model OTM. Finally, a pseudo-algorithm for merging lattices in
the case of disjoint objects has been presented, with the addition of the proper-
ties that prove its correctness.

The contributions of this paper can be summarized as: (1) The starting point
of the discussion about having a general and flexible method for practitioners
in order to find a balance between scalability and losing information. (2) A
first result in a very specific but real scenario: the intents in the merged lattice
when objects are disjoint between the respective formal contexts are composed
of all the intents in the two lattice snapshots plus their intersections. (3) The
presentation of a naive pseudo-algorithm to compute the lattice in the case of
disjoint objects.

For the future work, the study about the non-disjoint objects should be
addressed. In addition, it would be interesting to understand whether it is possi-
ble to compute the merge using a distributed algorithm to increase the flexibility
even further. Particularly, we will work on the study of the rest of the cases to
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understand their properties and to implement the needed algorithms. Addition-
ally, we plan on working in the study of the merge applied to the multi-relational
extensions of the FCA framework (Relational Concept Analysis, Polyadic Con-
cept Analysis, Graph-FCA), to understand whether it could add flexibility there
as well or not.

Furthermore, concerning the given properties about the merge with disjoint
objects, they should be dual in the sense that they work also with disjoint
attributes. However, we did not present the particular proofs for that, so it
would be interesting to add them in an extension of the work.

Finally, the study of the time complexity of the algorithm is also needed. For
that reason, part of the plan is to study and compare different implementations
of Algorithm 1 big-o complexities. Furthermore, we plan on performing bench-
marking tests using a real-world case study in the field of e-commerce applied
to ski lessons.
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Abstract. In the classical Human-Machine Dialogue (HMD) setting,
existing research has mainly focused on the objective quality of the
machine answer. However, it has been recently shown that humans do
not perceive in the same manner a human made answer and respectively
a machine made answer. In this paper, we put ourselves in the context of
conversational Artificial Intelligence software and introduce the setting
of postmodern human machine dialogues by focusing on the factual rel-
ativism of the human perception of the interaction. We demonstrate the
above-mentioned setting in a practical setting via a pedagogical experi-
ment using ChatGPT3.

1 Background and Contribution

In the classical Human-Machine Dialogue (HMD) [23] existing research in sym-
bolic Artificial Intelligence has classically been focused on the objective quality
of the machine answer (its correctness with respect to the formal representation
of the problem at hand, the famous trade-off of expressivity/tractability [21],
the speed and memory requirements for finding one/all correct answers etc.).
However, one aspect that becomes more and more prevalent in modern days is
the quality of the human experience within the dialogue process [29]. This, of
course, has a lot to do with what the given answer is, but not only. Perception
plays a very important role, as us, humans, are notoriously and hopelessly biased
[11]. It has been recently shown that humans do not react in the same way to
the same human made or machine made answer when they are aware of the
source of the answer to be a human, respectively a machine. For instance, it has
been shown that when faced to credit application, humans applicants prefer the
approval of the human decision maker as opposed to that of the machine [30].
This concept has yet to be explored in the context of Artificial Intelligence as
it is very different, at its core, from the Turing test principle proposed by Alan
Turing over 80 years ago [12]. In the vision of Alan Turing the perceived intel-
ligence of the machine was, certainly, made with respect to a human observer,
but always within two main differences. First, and very importantly, the original
imitation game was a third-party interaction where two entities are observed by
a third trying to distinguish given perceived qualities based on their dialogue
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
M. Ojeda-Aciego et al. (Eds.): ICCS 2023, LNAI 14133, pp. 121–128, 2023.
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(originally gender and then artificial-ness). Albeit highly relevant as setting in
the context of post-modern Artificial Intelligence, third party interactions are
outside the scope of this paper (as it has been shown that the observation of
a process alters the process as such). Second, the test proposed by the famous
’50s paper when Alan Turing posed the problem of computers thinking puts the
spotlight on how the human observer can be “tricked” into believing its dialogue
partner to also be human [27]. But please note what we are interested in this
paper is different at the core. The act of tricking a partner into having certain
qualities can be possibly pleasant to the partner (in certain conditions) but it is
neither a necessary nor a sufficient condition to ensure that this dialogue runs
smooth, feels good, natural, interesting and engaging. Instead, we should really
focus on the human partner experience of the process and try to measure it. This
paper is a call for arms into this yet unexplored but essential aspect of HMD.

Since most work in Artificial Intelligence has been done in the symbolic realm
[20], explanation has been a core concept that researchers have put forward
(historically, and, recently, with doubled-up enthusiasm) regarding the usability
of HMD software [26]. While explanation capabilities in the machine certainly
push for the humans to engage more, it also means that the humans overwrite
more easily proposed decisions of the machine [28]. Our interest in explanation
should go beyond usability and far deeper into how the interaction wholly affects
the human decision-making.

In this paper we put ourselves in the modern context of conversational Arti-
ficial Intelligence software that currently passes the classical Turing test (such
as ChatGPT, Bart, etc.). It is a highly hyped and dynamic setting as, since the
launch of ChatGPT in November 2022, not a week goes by without a new Gen-
erative Artificial Intelligence (GAI) software being released. Since the beginning
of the year Silicon Valley saw more than 500 GAI start-ups newly created; not
to mention Meta’s LLAMA, Baidu’s Ernie, Google’s Bard, Anthropic’s Claude,
GPT 2,3 or 4 etc. All of these softwares fall within the HMD setting and are
using as backbone GAI techniques. They are being used by school kids to cheat
on their homework, by judges to pass on moral decisions, by researchers to write
up papers. Our interest here lies precisely with how the human participant to a
two party dialogue with such software experiences the interaction. Against this
background, our contribution is twofold:

– Introduce the setting of “postmodern human machine dialogues” by focusing
on the factual relativism of the human perception of the interaction.

– Demonstrate the interest of formalising the above-mentioned setting in a prac-
tical pedagogical experiment carried out at the University of Montpellier using
ChatGPT3.

To conclude this introductory section, we would also like to highlight that the
paper is highly relevant to the ICCS community. Since its 1992 kick off workshop
[6], the ICCS community gathered a unique blend of logicians, philosophers,
mathematicians, and engineers. Such a community would thus be a first class
candidate for fostering discussions on our proposal.
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2 Proposed Setting

The most important motivation for the study of interactional relations stems
from a knowledge representation perspective. So far, knowledge representation
took the stance of representing things that “are”. Ontologies (in their broad
sense, even if the term has been widely used in computer since mainly for the
past 20 years) were employed as a formal conceptualisation of shared knowledge
[17]. Controversially, in this paper, our research hypothesis claims that “shared
knowledge” is not a realistic concept in cognitive human interactions. Moreover,
such assumption will hinder the development of meaningful interactions from
the artificial side. We claim that it is high time for a complete rethink of what a
knowledge representation paradigm should encompass in order to aim to achieve
successful interactions with humans. The assumption behind a unique and uni-
versally valid truth is also the main reason the Turing test is fundamentally
different from our proposal. It makes sense that if the human is the owner of the
supreme truth, then the only way that the machine can aspire to any truthful
behaviour is by imitating the human. But here we do not make such assumption.
This is due to two main factors. First, it has been shown by research in neu-
roscience that the universally truthful perception does not exist [10]. And this
not only applies to relative things (such as morality) but also to what we con-
sider “objective” things, such as colour or taste [2]. Second, and closely related,
is that the observer will always alter the perception object [14]. Therefore, the
perception of the same dialogue will be different from one human to the other.
Such differences need to be captured and analysed.

Our proposal for the introduced notion of postmodern Artificial Intelligence
relies on the fact that postmodernism is associated with relativism that considers
“reality” to be a mental construct [8]. It rejects the possibility of absolute reality
and asserts that all interpretations are contingent on the perspective from which
they are made. This notion of perspective contingency has been long explored by
social sciences, starting from the imago concept of Jung [1]. But the first, partly
subconscious image of a given concept, while highly personal and relative, is not
enough within the context of this paper. The interaction process of the dialogue,
i.e. the engagement, is also crucial for how the perception is being transformed.

Walter Truett Anderson described postmodernism as a world view in which
truth is defined through methodical, disciplined inquiry [7]. Peter Drucker sug-
gested the post-modern world is based on the notions of purpose and process
rather than a primordial cause [4]. These authors and many more show that
our claim of knowledge as a product of the interaction is not novel. Even more
recently, the introduction of relational quantum mechanics solved many formal-
isation problems by making explicit the fact that a universal observer (holder
of the truth) does not exist [3]. In their view the state is the relation and the
interaction process between the observer and the system.

In this paper, we introduce the setting of postmodern human machine dia-
logues. Within this setting, for simplification, it is accepted that there is a world
but that absolute world it is not accessible to the observers. Instead, every agent
(human or artificial) has a personal view on the world which corresponds to the



124 M. Bocquelet et al.

information it has access to, the language it has for representing this knowledge,
experiences etc. This is represented in Fig. 1.

Fig. 1. Relative world representations

Of course, when interacting, we also make a mental model of the agent in front
of us (natural or artificial), based on what we think their model of the world is. At
their turn, they also make a model about our vision of the world, and, recursively,
our vision of their world. Please note that this process is fundamentally different
from epistemic logic [15]. The fundamental difference lies in our rejection of
universal truth. It is not the case that I know that the agent in front of me does
not know that the Earth is flat (while the Earth being flat is an undisputed truth
and the lack of knowledge of the agent can be remediated to this effect). In our
setting, each agent has a mental model of the shape of the Earth, which is, for
them only, the undisputed truth. This is illustrated in Fig. 2.

Fig. 2. Recursive relative world representations

In this setting, we claim that argumentation [25] is the main backbone to be
used as reasoning facility. This is due to the dual aspect of the argumentation
process. On the one hand, argumentation allows for reasoning with inconsis-
tent knowledge (by means of extension based semantics [16] or ranking based
semantics [22]) and, on the other, the dialogue process is an inherent part of
the argumentation method [5]. While the dialogue will allow for the exchange
of information needed within the HMD setting, the reasoning mechanism will
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attempt, if required, to restore consistency within the agent’s models. This is
depicted in Fig. 3.

Fig. 3. Dialogue induced alteration of participant world representations

It has been shown that certain argumentation semantics coincide with incon-
sistent tolerant semantics in logic based models [19]. Dialogue games exist of
argumentation semantics, and they have been adapted for reasoning in presence
of inconsistency in ontology based data access settings [24]. The dialogue based
aspect of reasoning is investigated and practically evaluated in the next section.

3 Inquiry Dialogue Based Evaluation

Argumentation dialogues have been long investigated for reasoning with con-
flicting information [5]. According to Walton, we can distinguish amongst five
kinds of dialogues types (that could mix and match during the dialogue between
two agents): persuasion, negotiation, deliberation, inquiry, and explanation. All
of them have been formalised in terms of turn taking games [13]. In this section,
we will illustrate how the inquiry dialogue can be practically evaluated in the
newly proposed setting of HMD.

In the proposed experiment, we have used ChatGPT3 in an advanced algo-
rithmic class of 20 Master students in Computer Science at the University of
Montpellier (France). The aim of the algorithmic class was for the students to
investigate and analyse three classical problems [20]: the TIC-TAC-TOE game,
the puzzle 12 game and the cannibals and missionaries problem. The algorithms
were investigated over the course of three weeks, one algorithm per week, dur-
ing a three-hour practical session (no course was available, the students had to
use existing resources to learn about the problem and subsequently implement
a solution). None of the students had any experience with the above-mentioned
problems beforehand.

The students were split into two groups. The first group of students had
to implement the above-mentioned algorithms, from scratch, using the program-
ming language of their choice. The second group had to implement the algorithms
solely relying on their interaction with ChatGPT3. They were using an inquiry
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dialogue for obtaining the code necessary for solving the problem. The postmod-
ern setting of HMD (of Fig. 1) was demonstrated by the students having a model
of the problem to be solved themselves, having a model of ChatGPT’s model for
solving the problem and then trying to find the right “prompt” to extract their
perceived model from the ChatGPT agent.

All the students in the first group (the business as usual algorithmic class)
implemented the games without any difficulty, using either Python or C++
as the programming language of choice during the time duration of the class.
One student used JavaScript. The other students, interacting with ChatGPT,
reported the following results.

First, all groups managed to implement the TIC-TAC-TOE algorithm with-
out problems. The implementation was done in Python. As a rule of thumb,
ChatGPT is much better at implementing problems in Python rather than other
languages. The students tried to obtain an implementation of Puzzle12 in C++
that definitely did not work. The same failure was noticed for JavaScript imple-
mentation. The main explanation for this, apart from the lack of examples avail-
able for learning (which we think it is not the case for JavaScript algorithms) is
the fact that a limitation of the number of characters replied is imposed by Chat-
GPT. For the other two algorithms (the cannibals and missionaries, respectively,
Puzzle 12) the success was less flagrant. Actually, for cannibals and missionaries,
all the three groups failed to obtain a working code despite numerous tries. For
Puzzle 12 two of the three groups managed to get a working Python code.

When the code gets too large, ChatGPT3 “cuts” the program. When asked to
continue, the previously started program ChatGPT does not perform correctly.
Actually, the higher the number of interactions with the student, the less reliable
the answers are. It is clear that the interaction as such is not obtained, ChatGPT
behaving much better in a one shot query answering setting rather than HMD.
Please note that this is also consistent with the way ChatGPT has been portrayed
in publicity (passing the bar exam, passing medical exams etc.), all interactions
that are a one shot interaction rather than a elaborated dialogue.

Most intriguingly, the manner the students referred to the software changed
within the same interaction and during the weeks. Their interaction was very
much cautioned by frustration (due to the time limitation and the requirement
of solely using ChatGPT for code) with initial requests carefully formulated
and last requests harsh and, sometimes, abusive. A deeper analysis of these
phenomena is definitely the first item on our future work, as it fully aligns with
our hypothesis of explicitly examining the perceived quality of the interaction
by the human.

Apart from illustrating the novel setting proposed by the paper, we believe
that, purely from a pedagogical point of view, the use of ChatGPT in this class
was actually very beneficial for two main reasons. First, students understood
the limitations and eventual benefits of the technology and second, “mistakes”
provided by ChatGPT generated code were excellent starting points for in-depth
conversations about formal analysis of the algorithms.
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4 Conclusion

In this paper, we present a novel human machine dialogue setting based on
interaction and the notion of relative truth. The aim of this new view on the
interaction between an artificial agent and a human agent lies in the new era
of software clearly passing the Turing test, but that require further attention in
terms of the quality of the interaction with the human counterpart. Basically, the
setting allows attempting measuring when an interaction with a machine would
“feel off” to the human. This setting is solely presented in a simplified version
in this paper. We can easily extend the setting by considering how the mental
model of the human participant is affected if the artificial agent is embodied [18].
We can also extend this work to capture three-person games [9], essential in the
context of ubiquitous Artificial Intelligence future.
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Abstract. This short paper introduces Euler+diagrams as an enhanced
version of traditional Euler diagrams and discusses how these can be
utilised for conceptual modelling. Instead of the traditional interpreta-
tion of Euler diagrams as Boolean logic, Euler+diagrams are considered
3-valued logic diagrams that are interpreted as First Order Logic (FOL)
expressions. It is argued that such diagrams have a good usability because
they are sufficiently simple yet reasonably expressive. Conditions for a
translation between Euler+diagrams and logical expressions and some
consistency rules are provided. Questions still remain with respect to a
detailed explanation of visual reasoning algorithms.

1 Introduction

Venn and Euler diagrams are frequently used as a tool for visualising logical
and set theoretical expressions. A common interpretation of such diagrams eval-
uates existing zones into True and missing or shaded zones into False resulting
in Boolean algebra. But set theory is more complex because the operations ∪
and ∩ result in sets, whereas ⊆, ⊂ and = result in truth values. For example,
A ⊆ B is equivalent to (NOT A) ∪ B as a set-valued (Boolean) expression but
to ∀(x)x ∈ A ⇒ x ∈ B as a truth-valued, FOL expression. These two possi-
ble interpretations are not equivalent to each other because their negations are
different as shown in Sect. 3. For a truth-valued interpretation, Euler diagrams
should be assumed to be filled with 3 states: ‘none’, ‘at least one’ or ‘any num-
ber of’ elements. This enhanced version of Euler diagrams is introduced in this
paper as ‘Euler+diagrams’ which can additionally express functions and rela-
tions. Visually, the enhancement is simple: a quantifier and arrows are added to
the diagrams. Furthermore in order to reduce complexity, diagrams can be split
and concatenated using ‘AND’ and ‘OR’. Last but not least, truth-valued set
statements can also be added to Euler+diagrams in a textual format.

One motivation for this paper were Chapman et al.’s (2011) ‘Concept Dia-
grams’ which present a different form of enhanced Euler diagrams used for mod-
elling ontologies. Amongst several differences between Concept Diagrams and
Euler+diagrams, Concept Diagrams use a notation where dots represent vari-
ables which, in our opinion, is more difficult to visually parse. Nevertheless
the visual reasoning algorithms described by Chapman et al. are relevant for
Euler+diagrams as well. A second motivation for this paper were discussions
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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with students about Euler diagrams while teaching an introductory mathemat-
ics class. It highlighted the need for using simple notations that the students
are already familiar with or learning anyway during the class. Students tend to
be very critical users that point out any difficulties encountered when learning
a notation. Previous experience showed that conventional diagrams for concept
lattices (Ganter & Wille 1999) are not intuitive for students and require more
teaching time (Priss 2017). Euler diagrams can express the same content as
concept lattices (Priss 2023) but appear to be easier to read. Because students
sometimes perceive diagrams for functions as in Fig. 1c also (incorrectly) as Euler
diagrams, the idea arose to include arrows for functions in Euler+diagrams as
well. Apart from teaching purposes, we envision illustrations of scientific results
for a general audience as a possible application of Euler+diagrams.

Euler+Diagrams support conceptual modelling because sets can be consid-
ered concepts as they have both an extensional listing of elements as well as
an intensional, logical definition. For example, {x | x ∈ N AND x < 4} has
an extension {1, 2, 3} and an intension ‘natural numbers smaller than 4’. Set
operations can be interpreted as conceptual operations. For example, if sets for
‘dog’ and ‘pet’ are defined, then so are ‘dog AND pet’ and ‘dog OR pet’. Thus
Euler+diagrams visualise methods of concept formation and are also suitable for
representing concept lattices (Priss 2023).

This short paper introduces Euler+diagrams without presenting a detailed
mathematical or logical description (which will be left for a future paper).
Rodgers (2014) provides an overview of existing Euler diagram research. Later
results can be found mostly in the DIAGRAMS conference series1. Stapleton,
Shimojima & Jamnik (2018) discuss some aspects of existential quantifiers for
Euler diagrams, but we believe that a clear distinction between (Boolean) Euler
diagrams and more expressive Euler+diagrams as presented in this paper is more
convincing and more usable.

Section 2 presents a short definition of Euler+diagrams and their semantics.
Section 3 explains details and challenges of using Euler+diagrams. Section 4 dis-
cusses how to add functions and relations to the diagrams. Section 5 presents
some short examples of visual reasoning with Euler+diagrams. The paper fin-
ishes with a conclusion.

2 Definition of Euler+Diagrams

This section introduces Euler+diagrams as an enhanced version of Euler diagrams
(Fig. 1a and b). Euler diagrams consist of closed curves with labels representing
sets. In this paper, Euler diagrams fulfil the ‘well-formedness’ condition that each
visible area of the diagram is in one-to-one correspondence to a distinct intersection
of sets. The areas are called ‘zones’ in this paper. For example, in Fig. 1a, exactly
and only the zone just inside the outer zone corresponds to ‘partial function ∩ NOT
function’. Rodgers (2014) defines further terminology and well-formedness condi-
tions which are not relevant for this paper. Venn diagrams are Euler diagrams that
contain 2n zones for n sets corresponding to all possible intersections (such as, ∅,
1 http://diagrams-conference.org/.

http://diagrams-conference.org/
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A, B and A ∩ B for n = 2). In Euler diagrams, empty sets, such as a zone ‘func-
tion AND NOT partial function’ in Fig. 1a are left off or shaded as in Fig. 1b. It is
not always possible to draw an Euler diagram without shading. For fewer than 4
sets, the curves of Euler diagrams can be drawn as circles but for more than 3 sets,
other curve shapes may be required. Priss (2023) explains that rounded rectangu-
lar curves as used in this paper have some advantages over the other shapes with
respect to the number of diagrams that can be drawn.

Euler+diagrams are Euler diagrams with the following enhancements:

D1 Diagrams can be combined using AND and OR and also with textual statements
(truth-valued set expressions or definitions of sets using ‘:=’ and set operations or
relations).

D2 Elements of the sets can be written into the curves (as labels).
D3 Zones have 3 possible states: shaded, ‘don’t care’ (nothing is written into the zone)

or ‘existential’ (contains at least one element or an ∃).
D4 Arrows can be added between two zones or between two elements.

Some conditions are required:

C1 If a zone occurs more than once in a combined diagram, it must have the same
state.

C2 The state of the outer zone must always be ‘don’t care’.
C3 Each curve and arrow must have exactly one label. Labels can occur more than

once but only for the same item. The sets of labels for curves, sets and elements
must be mutually disjoint. If it is clear what is meant, labels can sometimes be
omitted.

The semantics of Euler+diagrams is defined as follows:

S1 Labels of elements, curves and arrows are names of elements, sets and relations,
respectively.

S2 For a combined diagram, each component is translated separately into a statement
by interpreting each missing or shaded zone as a statement about not existing
elements, each existential zone as a statement about existing elements and ignoring
all ‘don’t care’ zones. The resulting FOL statements are then combined with AND.

S3 Textual statements are interpreted as FOL statements.
S4 Arrows between zones are interpreted as binary relations. Arrow heads are in the

middle of the lines for relations and at the end of the lines for functions. Arrows
between elements are relation instances. An arrow head indicates a direction of a
relation, for example, a ← b corresponds to a pair (b, a). Relations and functions
are interpreted as not empty and as total, i.e. all elements in the sets at both ends
of the arrows must occur at least once in the relation.

S5 The negation of shaded or missing zones is existential zones and vice versa and the
negation of ‘don’t care’ is ‘don’t care’.

With further conditions:

C4 The set of drawn or deducible arrows is complete, i.e. whenever some elements in
a zone relate to another zone, an arrow must exist between the two zones or be
deducible from textual statements.
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Fig. 1. Euler+diagrams (left and middle) and a diagram of a function (right)

C5 Because relations are not empty, zones connected by arrows must be existential,
i.e. contain an ∃-quantifier.

The conditions are not sufficient for avoiding contradictory diagrams but
FOL also does not have conditions that stop a user from writing ‘A = B AND
A 
= B’. Thus, a diagram is non-contradictory if all its statements combine to
an FOL statement that is free of contradictions. Further details about what is
meant by some of the points of this definition are explained in the remainder
of the paper. The focus of this paper is on the graphical aspects not on a more
detailed description of formal semantics which is left for a future paper.

A challenge for Euler diagrams is that they can easily become too complex
to be usable. Euler+diagrams overcome this challenge by allowing to split a dia-
gram into many parts which are then combined with AND and OR. Furthermore,
textual statements (that are equivalent to Euler+diagrams) are allowed because
sometimes a diagram is simpler, sometimes a textual expression is simpler. Obvi-
ously this poses a new question as to how to split a diagram in a manner that
still supports visual reasoning about facts that are distributed across different
parts. The condition C1 avoids some problems. For example, it would not be
useful to split A = B into A ⊆ B in one component and B ⊆ A in another. Most
likely OR should be used extremely sparingly for combining diagrams. NOT is
only allowed as a set operation but not for combining statements. Combining
and splitting diagrams is discussed, for example, by Priss (2021 and 2023).

3 Expressing Logical Statements with Euler+Diagrams

Figure 1a displays an Euler+diagram visualising conceptual information, such as
the fact that functions are partial functions. It is a typical diagram that might
be used in the context of teaching showing students that functions are partial
functions contrary to natural language where a noun modified by an adjective
tends to denote a subconcept of the unmodified noun. The diagram also expresses
a definition of ‘bijective function’ but as a textual statement because otherwise
an intersection would need to be labelled which is difficult to visually parse.
Figure 1b demonstrates transitivity of the set containment relation (A ⊆ B AND
B ⊆ C =⇒ A ⊆ C). The existence quantifier indicates that B ⊂ C. Whether
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A ⊂ B is not known (i.e. ‘don’t care’). The diagram further shows an example
of shading. If curves have exactly one label (C3), then showing the equality of
sets (A = X) either requires shading or a textual statement ‘AND X := A’. A
textual statement would be clearer in this case.

Fig. 2. Euler diagrams and the empty set

Elements of sets can be written into the zones as in Fig. 2c (a ∈ F ). Sets
can only be shown as subsets but not as elements of other sets unless they are
written as strings ({} ∈ F ). Figure 2 highlights difficulties expressing empty sets
in Euler diagrams which also affect Euler+diagrams. An empty set can either be
shaded (A∩B ∩C = ∅) or missing (D ∩E = ∅). The empty set J is a subset of
G ∩ H ∩ I. But there are no graphical clues showing that J must not be drawn
in any other location than the intersection of all other sets, that it is a subset of
G ∩ H ∩ I even if not shown in the diagram and that all empty sets are equal
to each other. These challenges may not be caused by the diagrams but by the
fact that ‘empty’ tends to be a difficult concept.

Fig. 3. Euler diagram negation: binary or truth-valued

Figure 3 shows the difference between set- and truth-valued diagrams with
respect to negation. According to C2, Fig. 3a and 3e are Euler diagrams, but not
Euler+diagrams because their outer zones are shaded. The set-valued negation
of A∩B (Fig. 3a) is in 3b whereas 3b and 3c are truth-valued negations of each
other. The set-valued negation of A = B (in Fig. 3d) is in 3e and its truth-
valued negation in 3f, in this case resulting in two diagrams connected with
‘OR’. Figure 4 shows all 4 possible quantifiers that can result from translating
an Euler+diagram into an FOL statement. A symbol for an all-quantifier is not
included in the definition of Euler+diagrams because it is implied by missing
zones. According to S2, ‘don’t care’ zones are ignored. If the quantifier in Fig. 4b
was missing, then it would contain four ‘don’t care’ zones and be interpreted as an
empty FOL statement. Translations between Euler+diagrams and FOL should
be equivalent, but are not unique. For example, Fig. 4c can also be expressed as
∀(x ∈ B)x 
∈ A. Furthermore, Euler diagrams can always be drawn in different
manners. A proof of logical equivalence of interpretations could follow strategies
employed by Chapman et al. (2011) and similar publications but is not included
in this short paper.
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Fig. 4. Expressing quantifiers: a) ALL, b) SOME, c) NONE, d) NOT ALL

4 Euler+Diagrams, Functions and Relations

As mentioned in the introduction, operations on sets or concepts support the
formation of further concepts. For example, the concepts ‘pet’ and ‘cat’ support
a discussion about ‘pet cats’. If functions or relations are added to the mixture,
further sets or concepts can be defined. For example, a relation ‘childOf’ gener-
ates a set of parents and a set of children and a verb ‘to see’ distinguishes objects
that can see or can be seen. For a universal set U of elements, a relation r and sub-
sets A,B ⊆ U, one can define the sets r�(B) := {x | x ∈ U,∃(b ∈ B)(x, b) ∈ r}
and r�(A) := {x | x ∈ U,∃(a ∈ A)(a, x) ∈ r}. It follows that r ⊆ r�(U) × r�(U)
is a relation that is total on both sides, which means that every element in
r�(U) relates to at least one element in r�(U) and vice versa. For functions one
can write the usual f(A) instead of f�(A). It follows that f−1(B) = f�(B) for
bijective functions, r�(U) = r�(r�(U)), r�(U) = r�(r�(U)) and f(f�(f(A))) =
f(A) for functions. But in general r�(r�(r�(A))) 
= r�(A) is possible. For exam-
ple for a translation relation between English and Irish, one can start with an
Irish word, look up its English translation, then their Irish translations and so
on - a process that might only stop after many iterations or when r�(U) and
r�(U) have been reached.

K
f

G

E

−1
f    (B)

A

f

a) partial function

fE

c) injective function d) relation

EE E
E

r
r

J
r

E

B

E
E E

C D E H

b) total and auto−relation

r

s

f (A) I

Fig. 5. Euler+diagrams for functions and relations

Figure 5a shows a partial function f : A �→ B with f : f�(B) → B and
f(A) = f(f�(B)) ⊆ B. Figure 5b contains a total relation r ⊆ C × D and a
total auto-relation s ⊆ C × C. Because of C5, arrows connect zones that are
existential. Furthermore C4 implies that if a zone I has more than one arrow for
a single relation r then J = r�(I) is true for the union J of the outermost zones
(Fig. 5d). For a zone K with one arrow, the zone at the other end of the arrow can
be defined using K and r as I := r�(K). For the two outermost zones H and J ,
C4 implies that H = r�(r�(H)) = r�(J) and J = r�(r�(J)) = r�(H). If these
two equations hold, sets H and J are called a ‘closed pair’ in this paper. Closed
pairs can be modelled as concepts using Formal Concept Analysis (Ganter &
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Wille 1999) but that is left for another paper. Because of C4, a relation between
sets with many subsets will lead to many arrows. Most likely separate diagrams
should therefore be used for each function or relation. Instead of labelling each
arrow, different colours could be used. Furthermore, a reduced drawing of arrows
can be employed drawing only the arrows for closed pairs and adding textual
statements that imply the remaining arrows. For example, in Fig. 5d only the
arrow between H and J might be drawn and a statement ‘I := r�(K)’ added.
Full and reduced drawing of arrows must not be mixed.

5 Reasoning with Diagrams

This section translates two examples from Chapman et al. (2011) into Euler+

diagrams. A translation of the first example, shown in Fig. 6, yields a function
isPetOf: isPetOf�(U) → person and a statement ‘isPetOf�(U) ⊆ animal AND
isPetOf(Rex) = Mick’ which implies ‘Rex ∈ animal AND Mick ∈ person’ involv-
ing reasoning about the fact that if a function is applicable to instances then the
instances must be elements of the domain and codomain of the function. Such
reasoning is more easy to see in the diagrams than using the FOL statements.
In this case the top right and left diagrams should be mentally combined into
one diagram. The bottom right diagram summarises all of the information.

Fig. 6. Example of reasoning with diagrams

A second, slightly more complex example, is shown in Fig. 7. Translated
into FOL, it defines a relation drives ⊆ drives�(U)× drives�(U) with driver :=
drives�(vehicle). The definition of driver is implied by the diagram because there
is only one arrow into drives�(U)∩ vehicle. Thus drivers are people who drive at
least one vehicle and possibly other non-vehicles. The statement ‘drives�(U) ⊆
person AND driver ⊆ adult AND ABC1 ∈ vehicle AND drives(Mick) = ABC1’
then implies ‘Mick ⊆ adult’. Visual reasoning consists of mentally inserting the
diagram about the relation instance (Mick, ABC1) into the top right diagram
using the fact that ABC1 is a vehicle and then realising that the top left diagram
applies. The same information is contained in the FOL statements but these are
more difficult to visually parse and combine without writing down each step.
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Fig. 7. Further example of reasoning with diagrams

6 Conclusion

This paper introduces Euler+ diagrams as a means for visually representing
statements about sets, functions and relations. A goal of this research is to pro-
duce simple diagrams for representing set (or conceptual) statements to a general
audience of people who are not or not yet trained in mathematics. By splitting
information into separate diagrams, complexity issues of larger Euler diagrams
can be avoided by Euler+ diagrams. Advantages of Euler diagrams for reasoning
are known from the literature (eg. Stapleton et al. 2018) and apply to Euler+

diagrams as well. Euler+ diagrams do not solve consistency checking of state-
ments. But because Euler+ diagrams can be translated into FOL statements,
algorithms for consistency checking of FOL statements can also be utilised for
Euler+ diagrams - although a more precise translation algorithm still needs to
be provided in a future paper. Some rudimentary software for generating Euler
diagrams from expressions is currently in development2. It is planned to extend
this software into a tool for Euler+ diagram generation and modification that is
compatible with other software for conceptual structures, such as Formal Con-
cept Analysis, Conceptual Graphs and ontologies.
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Abstract. Lattices and their order diagrams are an essential tool for
communicating knowledge and insights about data. This is in particu-
lar true when applying Formal Concept Analysis. Such representations,
however, are difficult to comprehend by untrained users and in general in
cases where lattices are large. We tackle this problem by automatically
generating textual explanations for lattices using standard scales. Our
method is based on the general notion of ordinal motifs in lattices for the
special case of standard scales. We show the computational complexity
of identifying a small number of standard scales that cover most of the
lattice structure. For these, we provide textual explanation templates,
which can be applied to any occurrence of a scale in any data domain.
These templates are derived using principles from human-computer inter-
action and allow for a comprehensive textual explanation of lattices. We
demonstrate our approach on the spices planner data set, which is a
medium sized formal context comprised of fifty-six meals (objects) and
thirty-seven spices (attributes). The resulting 531 formal concepts can
be covered by means of about 100 standard scales.

Keywords: Ordered Sets · Explanations · Formal Concept Analysis ·
Closure System · Conceptual Structures

1 Introduction

There are several methods for the analysis of relational data. One such method
is Formal Concept Analysis [4] (FCA). The standard procedure in the realm of
FCA is to compute the concept lattice, i.e., a data representation on the ordinal
level of measurement [16]. Ordered data structures are comparatively more com-
prehensible for users than, e.g., Euclidean embeddings. Nevertheless, untrained
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users may have difficulties in grasping knowledge from lattices (and lattice dia-
grams). Moreover, even trained users cannot cope with lattice structures of large
sizes. In addition, there are up until now only rudimentary methods to derive
basic meaning of lattices that are of standard scale [4, Figure 1.26].

A meaningful approach to cope with both issues is to employ more complex
ordinal patterns, e.g., scales composed from standard scales. A recent result by
Hirth et al. [9] allows for the efficient recognition of such patterns, there called
ordinal motifs. Based on these we propose a method to automatically generate
textual explanations of concept lattices. For the recognition of ordinal motifs
we employ scale-measures, i.e., continuous maps between closure spaces. These
are able to analyze parts of a conceptual structure with respect to a given set of
scale contexts. While this approach is very expressive there may be exponentially
many scale-measures. Therefore we introduce an importance measure of ordinal
motifs based on the proportion of the conceptual structure that they reflect.
With this our method can identify a small number of ordinal motifs that covers
most of the concept lattice.

An advantage of employing sets of standard scales is their well-known struc-
tural semantic, cf. basic meaning Fig. 1.26 [4]. Based on this we constructed tex-
tual templates for every standard scale based on principles from human computer
interaction. In detail we applied the five goodness criteria [11] for explainability in
machine learning to ensure that the textual templates are human comprehensible.

Besides our theoretical investigations we provide an experimental example
of a real world data set of medium size. All proposed methods are implemented
in conexp-clj [5], a research tool for Formal Concept Analysis. Our approach is
not only beneficial for untrained users but also provides explanations of readable
size for concept lattices that are too large even for experienced users.

2 Formal Concept Analysis

Throughout this paper we presume that the reader is familiar with standard
FCA notation [4]. In addition to that, for a formal context K := (G,M, I) we
denote by K[H,N ] := (H,N, I ∩H ×N) the induced sub-context for a given set
of objects H ⊆ G and attributes N ⊆ M . If not specified differently the lift of
a map σ : G1 → G2 on P(G1) → P(G2) is defined as σ(A) := {σ(a) | a ∈ A}
where A ⊆ G1. The second lift to P(P(G1)) → P(P(G2)) is defined as σ(A) :=
{σ(A) | A ∈ A} for A ⊆ P(G1). For a closure system A on G we call D a finer
closure system, denoted A ≤ D, iff D is a closure system on G and A ⊆ D. In
this case A is coarser than D. We call D a sub-closure system of A iff D is a
closure system on H ⊆ G and D = {H ∩ A | A ∈ A}.

Note that there are other definitions for sub-closure systems in the literature
[7].

3 Recognizing Ordinal Motifs of Standard Scale

For the generation of textual explanations we recognize parts of the concept
lattice that match an ordinal motif, i.e., are isomorphic to a standard scale. For
this task we employ (full) scale-measures as introduced in the following.
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Definition 3.1 (Scale-Measure (Definition 91 [4])). For two formal con-
texts K, S a map σ : GK → GS is a scale-measure iff for all A ∈ Ext(S) the
pre-image σ−1(A) ∈ Ext(K). A scale-measure is full iff Ext(K) = σ−1(Ext(S)).

We may note that we use a characterization for full scale-measures (Definition
91 [4]) which can easily be deduced. For a scale-measure from a context K into a
scale context S it holds that the conceptual structure of S[σ(GK),MS] is entailed
in B(K). Thus, if we are able to explain S we can derive a partial explanation
of K. In contrast, for full scale-measures we can derive an exact explanation (up
to context isomorphism) of K. Obviously, both scale-measures and full scale-
measures differ in their coverage of Ext(K), i.e., partial and exact. However,
both morphisms are defined on the entire set of objects G of K and are therefore
of a global scope.

Even though global explanations are the gold standard for explainable artifi-
cial intelligence, they often elude from human comprehensibility due to their size.
Therefore we divide the problem of deriving a single global explanation into mul-
tiple local explanations. To locally describe a part of context K a generalization
of scale-measures is introduced in Hirth et al. [9].

Definition 3.2 (Local Scale-Measures [9]). For two contexts K, S a map
σ : H → GS is a local scale-measure iff H ⊆ GK and σ is a scale-measure from
K[H,M ] to S. We say σ is full iff σ is a full scale-measure from K[H,M ] to S.

In the following we construct templates for textual explanations. The basis
for these templates are standard scales. Given a context K and a local (full)
scale-measure σ of K into S we can replace every instance of an object g ∈ GS

in a textual explanation template of S by its pre-image σ−1(g) ⊆ G. This yields
a textual explanation of K with respect to σ.

For the standard scales, i.e., nominal, ordinal, interordinal, crown and con-
tranominal, we show textual templates in Sect. 5. These are designed such that
they can be universally applied in all settings. Prior to discussing the textual
templates we have to discuss how to recognize standard scales in a given for-
mal context. The general ordinal motif recognition problem was introduced in
Hirth et al. [9]. In this work the authors are only concerned with the recognition
of ordinal motifs based on scale-measures into standard scales. Nonetheless, we
recall the general problem for enumerating scale-measures.

Problem 1 (Recognizing Ordinal Motifs [9]). Given a formal context K and an
ordinal motif S, find a surjective map from K into S that is:

global local
partial scale-measure local scale-measure
full full scale-measure local full scale-measure
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The underlying decision problem of Problem 1 has been proven to be NP-
complete [9]. In a moment we will investigate a particular instance of this problem
for standard scales. But first we want to give the idea of how the recognition of
standard scales relates to the overall explanation task.

In practice we consider families of standard scales for investigating a given
formal context K such that we have explanation templates for each scale. Thus
we have to solve the above problem for a family of scale contexts O. Moreover,
usually we are not only interested in a single scale-measure into a scale context
S but all occurrences of them.

Fortunately, is for all standard scales, except for crown scales, the existence
of local full scale-measures hereditary with respect to subsets of H ⊆ G. For
example a context for which there exists a local full scale-measure σ : H → GS

into the ordinal scale of size three does also allow for a local full scale-measure
into the ordinal scale of size two by restricting σ to two elements of H. Thus
when enumerating all local full scale-measures a large number of candidates does
not need to be considered.

Another meaningful restriction for the rest of this work is to consider local
full scale-measures only. Thus our methods focus on local full explanations (cf.
Problem 1). Moreover, this choice allows to mitigate the enumeration of all scale-
measures. For a family of standard scales of a particular type, e.g., the family
of all ordinal scales, let Sn be the scale context of size n. We thus consider only
the local full scale-measures σ : H → GSn

of K where there is no local full scale-
measure H ∪ {g} → GSn+1 from K to Sn+1 with g ∈ G, g �∈ H. For example,
in case that H is of ordinal scale with respect to σ we can infer that all proper
subsets of H are of ordinal scale. We remind the reader that we only consider
surjective maps (cf. Problem 1).

Proposition 3.1 (Recognizing Standard Scales). Deciding whether there
is for a given formal context K a full scale-measure into either standard scale
Nn, On, In, Cn or Bn is in P.

Proof WLoG we assume that K is clarified.
For a contranominal scale Bn := ([n], [n], �=) every pair of bijective maps

(α : [n] → [n], β : [n] → [n]) is a context automorphism of Bn ( [4]). Thus we can
select an arbitrary mapping from G into [n] and check if it is a full scale-measure
from K into the contranominal scale Bn. The verification of full scale-measures
is in P [9]. The same reasoning applies to nominal scales Nn := ([n], [n],=).

For ordinal scales we need to verify that for each pair of objects their object
concepts are comparable. Hence, the recognition for ordinal scales is in P.

For an interordinal scale In := ([n], [n],≤)|([n], [n],≥) we can infer from the
extents of K of cardinality two two possible mappings σ≤, σ≥ that are the only
candidates to be a full scale-measure. For interordinal scales the extents of cardi-
nality two overlap on one object each and form a chain. From said chain we can
infer two order relations of the objects G given by position in which they occur
in the chain. From the total order on G we can infer a mapping σ≤ : G → [n]
where the objects are mapped according to their position. We can construct σ≥
analogously by reversing the positions. All maps other than σ≤ and σ≥ would
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violate the extent structure of the chain. For σ≤ and σ≥ we can verify in P
if either is a full scale-measure. Moreover, the extents of cardinality two can
be computed in polynomial time using TITANIC or next_closure. Hence, the
recognition for interordinal scales is in P.

For crown scales Cn := ([n], [n], J) where (a, b) ∈ J ⇐⇒ a = b or (a, b) =
(n, 1) or b = a+1 we can select an arbitrary object g ∈ [n] and select repeatedly
without putting back a different h ∈ [n] with {g}′ ∩ {h}′ �= {}. Starting from
g there is a unique drawing order. In order to find a full scale-measure we have
to find an isomorphic drawing order for the elements of G in the same manner.
From this we can derive a map G → [n] with respect to the drawing order
and verify if it is a full scale-measure. The computational cost of the drawing
procedure as well as the verification is in P. �

In the contranominal case, our problem setting is related but different to the
question by Dürrschnabel, Koyda, and Stumme [2] for the largest contranominal
scale of a context K.

Once we can recognize standard scales we are able to provide contextual
explanations that are based on them. One may extend the set of scales to non-
standard scales, yet this may be computationally intractable if they cannot be
recognized in polynomial time.

While we are able to decide if a context K is of crown scale, it is NP-hard to
decide if it allows for a surjective scale-measure into a crown scale of size |G|.
Proposition 3.2. Deciding for a context K if there is a surjective scale-measure
into a crown scale of size |G| is NP-hard.

Proof. To show the NP-hardness of this problem we reduce the Hamilton cycle
(HC) problem for undirected graphs to it, i.e., for a graph G is there a circle(-
path) visiting every node of G exactly ones. This problem is known to be NP-
complete.

For the reduction, we map the graph G := (V,E) (WLoG |V | ≥ 2) to a formal
context K := (V, V̂ ∪ E,∈) where V̂ := {{v} | v ∈ V }. This map is polynomial
in the size of the input. The set of extents of K is equal to V̂ ∪ E ∪ {V, {}}.
The context K accepts a surjective scale-measure into the crown scale of size |G|
iff there is a sequence of extents of cardinality two A1, . . . , An of K such that
(V, {A1, . . . , An}) ≤ G is a cycle visiting each object v ∈ V exactly ones. This is
the case iff G has a Hamilton cycle. �

First experiments [9] on a real world data set with 531 formal concepts
revealed that the number of local full scale-measures into standard scales is too
large to be humanly comprehended. Thus we propose in the following section
two importance measures for selection approaches.

4 Important Ordinal Motifs

Our goal is to cover large proportions of a concept lattice B(K) using a small
set of scale-measures S into a given set of ordinal motifs. We say a concept
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(A,B) ∈ B(K) is covered by (σ,S) ∈ S iff it is reflected by (σ,S), i.e., there
exists an extent D ∈ S with σ−1(D) = A.

The above leads to the formulation of the general ordinal motif covering
problem.

Problem 2 (Ordinal Motif Covering Problem). For a context K, a family of
ordinal motifs O and k ∈ N, what is the largest number c ∈ N such that there are
surjective local full scale-measures (σ1,O1), . . . , (σk,Ok) of K with O1, . . . ,Ok ∈
O and ∣

∣
∣
∣
∣
∣

⋃

1≤i≤k

(ϕK ◦ σ−1
i )

(

Ext(Oi)
)

∣
∣
∣
∣
∣
∣

= c

where ϕK denotes the object closure operator of K. If K does not allow for any
scale-measure into an ordinal motif from O the value of c is 0.

We remind the reader that the maps ϕK, σi are lifted to a family of sets (cf.
Sec. 2).

We call the set {(σ1,O1), . . . , (σk,Ok)} an ordinal motif covering of K.
If one is able to find an ordinal motif covering that reflects all formal concepts

of K we can construct a formal context O which accepts a scale-measure (σ,S)
if and only if (σ,S) is a scale-measure of K.

Proposition 4.1 (Ordinal Motif Basis of K). Let K be a formal context with
object closure operator ϕK and ordinal motif covering {(σ1,O1), . . . , (σk,Ok)}
that covers all concepts of K, i.e., c = |B(K)|. Let

O :=|1≤i≤k (G,MOi
, IOi,ϕK

), with (g,m) ∈ IOi,ϕK
⇐⇒ g ∈ ϕK

(

σ−1
i ({m}IOi )

)

where | is the context apposition. Then a pair (σ,S) is a local full scale-
measure from K[H,M ] to S iff σ is a local full scale-measure from O[H,MO] to
S. In this case we call O an ordinal motif basis of K.

Proof We have to show that the identity map is a full scale-measure from K

to O. Hence, we need to prove that all attribute extents of O are extents in
K [7, Proposition 20] and each extent of K is an extent of O. For an attribute
m ∈ MSi

is {m}ISi,ϕ ∈ Ext(K) per definition. The second requirement follows
from the fact that c = |B(K)|. �

The just introduced basis is a useful tool when investigating scale-measures of
a context K given a set of ordinal motifs O. One can perceive O as a set of ana-
lytical tools and the existence of O implies that a found ordinal motif covering
{(σ1,O1), . . . , (σk,Ok)} is complete with respect to scale-measures of K.

4.1 Scaling Dimension Complexity

An interesting problem based on the ordinal motif covering for (non-local) scale-
measures is to determine the smallest number k such that c = |B(K)|. This
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number is also the scaling dimension [3] of K with respect to the family of scale
contexts O. Note that the scaling dimension for a given context K and family of
scales O does not need to exist. In the following we recall the scaling dimension
problem in the language scale-measures.

Problem 3 (Scaling Dimension Problem [3]). For a context K and a family of
scale contexts O, what is the smallest number d ∈ N of scale contexts S1, . . . ,Sd ∈
S, if existent, such that K accepts a full scale-measure into the semi-product

��
1≤i≤d

Si.

The scaling dimension can be understood as a measurement for the complex-
ity of deriving explanations for a formal context based on scale-measures and a
set of ordinal motifs. However, determining the scaling dimension is a combina-
torial problem whose related decision problem is NP-complete, as can be seen in
the following.

Theorem 4.1 (Scaling Dimension Complexity). Deciding for a context K
and a set of ordinal motifs O if the scaling dimension is at most d ∈ N is
NP-complete.

Proof To show NP-hardness we reduce the recognizing full scale-measure prob-
lem (RfSM) [9] to it.

For two input contexts K̂ and Ŝ of the RfSM let context K := K̂. We map K̂

to K and K̂[S] to the set of ordinal motifs O := {Ŝ} and set d = 1. This map is
polynomial in the size of the input.

If there is a full scale-measure from K̂ into Ŝ we can deduce that there is a
full scale-measure of K into the semi-product that has only one operand and is
thus just one element of O. Hence, this element is Ŝ and therefore the scaling
dimension is at most one. The inverse can be followed analogously.

An algorithm to decide the scaling dimension problem can be given by non-
deterministically guessing d scale contexts S1, . . . ,Sd ∈ O and d mappings from
σi = GK → GSi

. These are polynomial in the size of the input. The verification
for full scale-measures in P [9]. �

4.2 Ordinal Motif Covering with Standard Scales

The ordinal motif covering problem is a combinatorial problem which is com-
putationally costly, even for standard scales. Thus, we propose in the following
a greedy approach which has two essential steps. First, we compute all local
full scale-measures S for standard scales. This step is computationally tame due
to the heredity property of local full scale-measures for standard scales, as dis-
cussed in Sect. 3. Our goal is now to identify, in a greedy manner, elements of S
that increase c the most. Thus, secondly, we select k full scale-measures where
at each selection step i with 1 ≤ i ≤ k we select a scale-measure (σ,O) ∈ S that
maximizes Eq. 1.
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In the above equation (σj ,Oj) denotes the scale-measure that was selected
at step j ≤ i. The union is the covering number c of the ordinal motif cov-
ering (σ1,O1), . . . , (σi−1,Oi−1). Overall, the computed cardinality is equal to
the number of concepts reflected by (σ,O) that are not already reflected by
(σ1,O1), . . . , (σi−1,Oi−1).

For obvious reasons this approach results in the selection of scale-measures
that have the largest number of (so far) uncovered concepts. A downside of this
heuristic is that it favors ordinal motifs that have in general more concepts,
e.g., contranominal scales over ordinal scales. To compensate for this we propose
to normalize the heuristic by the number of concepts of the ordinal motif, i.e.,
∣
∣σ−1

(

Ext(O)
)∣
∣.

In the first step, the normalized heuristic does not account for the total size
of the ordinal motif. The first selected scale-measure covers at least the top
extent, i.e., G, and thus the scores for all following ordinal motifs are at most
|Ext(S)|−1/|Ext(S)|.

5 Human-Centered Textual Explanations

We want to elaborate on textual explanations of concept lattices based on princi-
ples drawn from human-computer interaction for state of the art human-centered
explanations. One of the most currently applied fields of these explanations in
computer science is Explainable AI (XAI) [15]. Developing explainable systems
commonly begins with “an assertion about what makes for a good explanation”
[13], which are not seldomly based on guidelines or collections of principles. Those
principles aim to derive human-centered textual explanations that impart com-
plex concepts in a manner that is accessible, relevant, and understandable. They
are designed to cater to the individual cognitive and emotional needs of read-
ers, anticipating their concerns and queries. Thereby they aim at fostering the
understanding of the reader by exposing reasoning and additional information
to accompany data structures they rely on [17]. Moreover, textual explanations
based on goodness criteria in the context of computer-generated knowledge and
information help to strengthen trust in the computed reasoning results [11].

Mamun et al. [11] proposed five goodness criteria for explainability in the
context of machine learning models. We identify them as adaptable to our task
for textual explanations of concept lattices. The first criterion is accuracy, which
requires that an explanation is a valid reflection of the underlying data. [14].
The second criterion is scope, which refers to the level of detail in the expla-
nation, which can vary from explaining a single action to a global description
of a system, depending on the tasks and needs of the reader. The third crite-
rion relates to the type of question the explanation answers, which is called the
explanation form criterion. The questions can be of type “what. . . ”, “why. . . ”,
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“why not. . . ”, “what if. . . ”, or “how to. . . ”. This is related to the so-called expla-
nation triggers identified by Mueller et al. [12]. In their study, Mamun et al. [11]
found that many explanations in Explainable AI contexts were “what” state-
ments. The fourth criterion is simplicity, which emphasizes the importance of
making an explanation easy to read and understand (e.g., Kulesza et al. [10]).
Mamun et al. [11] suggested testing the appropriate readability level by compar-
ing the grade level of other related content with one’s explanations. Finally, the
fifth criterion is the knowledge base criterion, which emphasizes the importance
of providing workable knowledge in the explanation. Thus, explanations should
predominantly be written as factual statements [11]. In the following, we first
propose our textual explanation templates for standard scales and afterwards
discuss how the principles above are implemented in their design.

Nominal Scale: The elements n1, . . . , nk−1 and nk are incomparable, i.e., all
elements have at least one property that the other elements do not have.

Ordinal Scale: There is a ranking of elements n1, . . . , nk−1 and nk such that
an element has all the properties its successors has.

Interordinal Scale: The elements n1, . . . , nk−1 and nk are ordered in such a
way that each interval of elements has a unique set of properties they have
in common.

Contranominal Scale: Each combination of the elements n1, . . . , nk−1 and nk

has a unique set of properties they have in common.
Crown Scale: The elements n1, . . . , nk−1 and nk are incomparable. Further-

more, there is a closed cycle from n1, over n2, . . . nk−1 and nk back to n1 by
pairwise shared properties.

We explain how our approach relates to the goodness criteria above.

Accuracy. The generation of textual explanations are based on ordinal motif
coverings with scale-measures, i.e., continuous maps between closure spaces.
These maps do not introduce any conceptual error [8]. Moreover, ordinal motif
coverings can function as a basis for the complete conceptual structure of the
data set with respect to Proposition 4.1. Therefore an accurate mapping of
an explanation onto the represented information is guaranteed.

Scope. For the scope of the introduced explanations we differed between global
and local explanations which is determined by the choice of scale-measures,
i.e., local vs non-local. In addition to that we can differentiate between two
kinds of coverage, i.e., full and non-full scale-measures. However, with our
experiments and the ordinal motif covering we focus mainly on local full
explanations. Altogether, we can serve different task requirements with the
explanations.

Explanation Form. The main question addressed by ordinal motifs is depen-
dent on the type of scale-measure. For full scale-measures we answer the ques-
tion on “What is the conceptual relation between a given set of objects.” and
for non-full scale-measures we answer “What is a conceptual relation between
a given set of objects.”.
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Simplicity. The presented explanations are written using terms familiar for
readers with basic knowledge about graphs and mathematical descriptions.
Formulations that require prior knowledge about conceptual structures have
been avoided. In addition to that, the textual structure is kept simple and
explanations are composed of at most two short sentences.

Knowledge Base. The generated textual explanations describe the conceptual
relations between objects and can thus be considered to be factual statements.

All proposed textual explanations are designed to be applicable in every
data domain that is representable by formal contexts. However, different data
domains and applications come with different requirements for the design of
human-centered textual explanations. Thus, a development of domain specific
explanations for a large variety of settings is advisable. Given more general
principles of HCI [1], user studies with the prospective users of a system are the
gold standard in evaluating any kind of interaction [11]. Since the focus of this
work is to introduce the theoretical foundation of how to derive human-centered
explanations we deem the execution of a user study future work.

6 Application Example

To show the applicability of our method, we compute the ordinal motif covering
for the spices planner data set [6]. This context contains fifty-six meals as objects
and thirty-seven spices and food categories as attributes. The context has 531
formal concepts and accepts over ten-thousands local full scale-measures into
standard scales. In Table 1 we recall results [9] on how many local full scale-
measures there are per family of standard scales. The most frequent ordinal
motif of the spices planner context is the interordinal motif. The motif having
the largest scale size is the nominal scale motif, which includes up to nine objects.
There are no non-trivial ordinal scale motifs in the spices planner context, i.e.,
the size of all local full scale-measure domains into ordinal scales within the
spices planner context is one. Therefore we exclude the ordinal scales from the
following analysis.

In our experiment we applied the introduced greedy strategy. In Fig. 1 we
report the extent sizes of selected ordinal motifs. In the left diagram we depict

Table 1. Results for ordinal motifs [9] of the spices planner context. Every column
represents ordinal motifs of a particular standard scale family. Maximal lf-sm is the
number of local full scale-measures for which there is no lf-sm with a larger domain.
Largest lf-sm refers to the largest domain size that occurs in the set of local full scale-
measures.

nominal ordinal interordinal contranominal crown

local full sm 2342 37 4643 2910 2145

maximal lf-sm 527 37 2550 1498 2145

largest lf-sm 9 1 5 5 6
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Fig. 1. The extent coverage (left) for the ordinal motif covering computation for all and
each standard scale family individually. The right diagram displays the accumulated
coverage at each step in the ordinal motif covering computation. The legend of the
left diagram does also apply to right diagram with the addition of the total number of
extents (pink) in the context. (Color figure online)

Fig. 2. The ratio of each standard scale family in the ordinal motif covering computa-
tion for the standard (left) and normalized heuristic.

in the abscissa the steps of the greedy selection and in the ordinate the number of
newly covered concepts. We report the results for the standard scales individually
and combined, for the later we also experimented with the normalized heuristic.
In the right diagram we depict the accumulated values, i.e., the value c. First
we observe that the normalized heuristic does not decrease monotonously in
contrast to all other results. From the right diagram we can infer that the crown,
interordinal and nominal are unable to cover all extents. The contranominal and
the combined scale family took the fewest selection steps to achieve complete
extent coverage. This followed by the normalized heuristic on the combined scale
family which about thirty percent more steps. Out of the other scale families
the crown scales achieved the highest coverage followed by the interordinal and
nominal scales.

With Fig. 2 we investigate the influence of the normalization on the greedy
selection process. For this we depict the relative proportion of selected scale
types up to a step i (abscissa). The left diagram shows the proportions for
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the standard heuristic and the right reports the proportions for the normalized
heuristic. We count ordinal motifs that belong to multiple standard scale families
relatively. For example we count the contranominal scale of size three half for
the crown family. In the first diagram we see that a majority of the selected
ordinal motifs are of contranominal scales. This is not surprising since they have
the most concepts among all standard scales. The interordinal and crown scales
are almost equally represented and the nominal motifs are the least frequent. In
contrast to this the normalized heuristic selects crown and interordinal motifs
more frequently (right diagram).

Overall we would argue that while the normalized heuristic produces slightly
worse coverage scores it provide a more diverse selection in terms of the stan-
dard scales. Therefore, the normalized heuristic may result in potentially more
insightful explanations.

We conclude by providing automatically generated textual explanations for
the spices planner context. For this we report the top ten selections for the stan-
dard and normalized heuristic. First we depict the explanations for the standard
heuristic which consist solely of contranominal motifs. Thereafter we will turn
to the normalized heuristic results.

1. Each combination of the elements Thyme, Sweet Paprika, Oregano, Caraway
and Black Pepper has a unique set of properties they have in common.

2. Each combination of the elements Curry, Garlic, White Pepper, Curcuma
and Cayenne Pepper has a unique set of properties they have in common.

3. Each combination of the elements Paprika Roses, Thyme, Sweet Paprika,
White Pepper and Cayenne Pepper has a unique set of properties they have
in common.

4. Each combination of the elements Paprika Roses, Thyme, Allspice, Curry
and Curcuma has a unique set of properties they have in common.

5. Each combination of the elements Thyme, Basil, Garlic, White Pepper and
Cayenne Pepper has a unique set of properties they have in common.

6. Each combination of the elements Tarragon, Thyme, Oregano, Curry, and
Basil has a unique set of properties they have in common.

7. Each combination of the elements Vegetables, Caraway, Bay Leef and Juniper
Berries has a unique set of properties they have in common.

8. Each combination of the elements Meat, Garlic, Mugwort and Cloves has a
unique set of properties they have in common.

9. Each combination of the elements Oregano, Caraway, Rosemary, White Pep-
per and Black Pepper has a unique set of properties they have in common.

10. Each combination of the elements Curry, Ginger, Nutmeg and Garlic has a
unique set of properties they have in common.

These explanations cover a total of 195 concepts out of 531. An interesting
observation is that explanation number eight has only four objects compared to
the five objects of explanation number nine. Yet, explanation eight was selected
first. The reason for this is that number eight has more non-redundant concepts
with respect to the previous selections.
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The results for the normalized heuristic are very different compared to the
standard heuristic. The ten selected motifs cover a total of 125 concepts. They
consist of one interordinal motif, four contranominal, one nominal and four
motifs that are crown and contranominal at the same time. For the ordinal
motifs that are of crown and contranominal scale we report explanations for
both.

1. The elements Thyme, Caraway and Poultry are ordered in such a way that
each interval of elements has a unique set of properties they have in common.

2. Each combination of the elements Curry, Garlic, White Pepper, Curcuma
and Cayenne Pepper has a unique set of properties they have in common.

3. Each combination of the elements Allspice, Ginger,Mugwort and Cloves has
a unique set of properties they have in common.

4. Each combination of the elements Sweet Paprika, Oregano, Rosemary and
Black Pepper has a unique set of properties they have in common.

5. Each combination of the elements Sauces, Basil and Mugwort has a unique
set of properties they have in common.
The elements Basil, Sauces and Mugwort are incomparable. Furthermore,
there is a closed cycle from Basil over Sauces and Mugwort back to Basil
by pairwise shared properties.

6. Each combination of the elements Paprika Roses, Meat and Bay Leef has a
unique set of properties they have in common.
The elements Paprika Roses, Meat and Bay Leef are incomparable. Further-
more, there is a closed cycle from Paprika Roses over Meat and Bay Leef
back to Paprika Roses by pairwise shared properties.

7. Each combination of the elements Saffron, Anisey and Rice has a unique set
of properties they have in common.
The elements Saffron, Anisey and Rice are incomparable. Furthermore, there
is a closed cycle from Saffron over Anisey and Rice back to Saffron by
pairwise shared properties.

8. Each combination of the elements Vegetables, Savory and Cilantro has a
unique set of properties they have in common.
The elements Savory, Cilantro and Vegetables are incomparable. Further-
more, there is a closed cycle from Savory over Cilantro and Vegetables back
to Savory by pairwise shared properties.

9. The elements Tarragon, Potatos and Majoram are incomparable, i.e., all
elements have at least one property that the other elements do not have.

10. Each combination of the elements Paprika Roses, Thyme, Sweet Paprika,
White Pepper and Cayenne Pepper has a unique set of properties they have
in common.

7 Conclusion

To the best of our knowledge our presented method is the first approach for
the automatic generation of textual explanations of concept lattices. It is a first
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step towards making Formal Concept Analysis accessible to users without prior
training in mathematics. Our contribution comprises the theoretical foundations
as well as the preparation of human-centered textual explanations for ordinal
motifs of standard scale. In particular, we have shown that the recognition of
standard scales can be done in polynomial time in the size of the context. This
is also the case when the standard scale has exponential many concepts. This
is a positive result for the generation of textual explanations of large real world
data sets.

Based on ordinal motif coverings we are able to limit the generated textual
explanations to a low number of non-redundant conceptual relations. In detail,
we proposed a greedy method for the computation of ordinal motif coverings
based on two heuristics. To asses the complexity of potential textual explana-
tions of a concept lattice, we showed the relation between ordinal motif coverings
and the scaling dimension. For the later we proved that the computational com-
plexity of the related decision problem is NP-complete. Accompanying our the-
oretical investigation, we derived criteria on how to derive textual explanations
for ordinal motifs with principles from human-computer interaction. In addition
to that, we demonstrated the applicability of our approach based on a real world
data set.

As a next logical step, we envision a participatory user study. This will lead to
improved textual explanations for ordinal motifs that are easier to comprehend
by humans. Moreover, the development of domain specific textual explanations
may increase the number of applications for our proposed methods.
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Abstract. Understanding texts written in natural language is a chal-
lenging task. Semantic Web technologies, in particular ontologies, can
be used to represent knowledge from a specific domain and reason like a
human. Ontology population from texts aims to transform textual con-
tents into ontological assertions. This paper deals with an approach of
automatic ontology population from French textual descriptions. This
approach has been designed to be domain-independent, as long as a
domain ontology is provided. It relies on text-based and knowledge-based
analyses, which are fully explained. Experiments performed on French
classified advertisements are discussed and provide encouraging results.

Keywords: Ontology population · Knowledge engineering · OWL

1 Introduction

Ontologies [17] are designed to share domain knowledge between humans and
machines. They include a hierarchy of classes and relationships between them.
Ontology population is the process of adding instances to an ontology. A popu-
lated ontology may also be referred to as a knowledge base or knowledge graph.

The approach proposed in this paper is the first part of the DECA project
(Detection of Errors and Correction of Annotations). This project deals with
annotated descriptions, i.e., descriptions that are in the form of texts to which
annotations are appended. For example, this is the case of classified advertise-
ments, annotated with the criteria they meet. Annotations are theoretically
meant to describe characteristics of the object or event described in the descrip-
tion. However, this is not always the case. In fact, erroneous annotations may
frequently be observed, either due to typing errors or “misuse”: descriptions are
deliberately wrongly annotated to increase their visibility. For example, one can
find a real estate advertisement annotated with the city X, while the description
states “30 min from X”; or where the area annotation (in m2) is 150, whereas the
description states “147 m2”. These wrongly annotated descriptions waste a con-
siderable amount of time for users, who must sort through the multiple responses
that comply, in theory, with their search criteria. The DECA project deals with
this problem. Its goal is to detect and correct erroneous annotations by lever-
aging the inconsistencies that can be detected based on the content expressed

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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in the textual description. This requires understanding the text, which is the
focus of our contribution. Indeed, our goal is to populate a domain ontology
from textual descriptions of objects. Our first use case concerns house sale ads,
but the proposed approach must be as generic as possible, i.e., it must be able
to populate a domain ontology from descriptions in various domains, whether
they are classified ads (car sales, fashion, etc.), or descriptions of a certain type
of object (restaurants, hotels, etc.). A domain ontology is considered as input;
its design is not the object of our work.

The rest of the paper is organized as follows: Section 2 presents the related
work and positions our contribution. Section 3 describes our approach. Section 4
evaluates the approach while Sect. 5 concludes and suggests future work.

2 Related Work and Positioning

Ontology population has been studied in various papers [11]. In this section,
we focus only on approaches aiming to extract information from unstructured
textual documents and a domain ontology, allowing additions of instances in
it, in particular additions of property assertions. Existing systems are based on
various rule-based methods using lexico-syntactic patterns (see next paragraph);
on methods based on machine learning [9,18]; or on hybrid methods [3]. Some
recent approaches use deep learning [2,6]. In general, the use of machine learning
techniques requires a large quantity of sentences and their ontological correspon-
dence upstream, which is not the case for our data. We therefore concentrate on
approaches exploiting lexico-syntactic patterns.

The ArtEquAKT approach [1] deals with ontology population from the Web
in the domain of artists. This approach populates the ontology with property
assertions. It uses the verb found in a sentence between two instances of concepts
from the ontology. On the same principle, Makki [12] also focuses on verbs in
order to populate the ontology with property assertions, but it is semi-automatic
and domain-independent. A list of verbs is extracted from the input corpus for
each property from the ontology using Wordnet. A set of seven manually written
rules is used to recognise subjects and objects of a potential property assertion.
Results are then validated by an expert. In [5], a framework is proposed. The
goal is to instantiate a concept as well as the relationships that concern it.
First, named entities are identified in the text (exploiting also co-references).
Second, triggers are considered, i.e., property names as well as their synonyms;
and rules are built based on noun phrases preceded or followed by a trigger. The
application of these rules leads to the population of the ontology. [15] presents an
approach to populate an ontology of criminal events and their causes from Span-
ish newspaper tweets. It is based on linguistic patterns. [10] aims at extracting
property assertions in regulatory documents between incidents and actions (the
“hasMeasure” property and its sub-properties) based on rules. They use both
co-occurrences of incidents and measures within the same sentence, paragraph or
chapter, but this does not distinguish sub-properties, for which lexical patterns
are used. [14] presents a rule-based approach to extract relations from musical
tidbits to populate a domain ontology. For this, rules based on grammatical
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labeling are used. The study of these approaches shows several emerging scien-
tific obstacles. In general, rule-based methods have good precision at the expense
of recall [4]. Either the rules are domain-specific (lexical patterns and some very
precise syntactic patterns), or the rules are generic and cannot be as precise as
rules defined for a single domain. Moreover, many of these works require human
intervention to validate the propositions. Furthermore, verbs are generally very
important in the population of properties, as they strongly characterize rela-
tions (e.g., “is married to”). Finally, most approaches deal with named entities
as subjects and objects of properties and focus on populating object properties
neglecting data properties.

In our case, we aim to apply a similar approach across multiple domains,
while remaining in the context of textual descriptions of objects. Since the pro-
posed approach will be the first step towards automated annotation correction,
it must be automatic, without any human validation, and sufficiently generic.
In general, verbs are not very characteristic of a relation in object descriptions
(e.g., “have” or “possess”). Sometimes, there is no verb at all (e.g., “2 bed-
rooms, 1 bathroom.”), which complicates the population. We wish to populate
both object and data properties. Subjects and objects are not necessarily named
entities. Finally, our context may present ternary properties. Automatic pop-
ulation of n-ary properties has, to our knowledge, never been studied. For all
these reasons, the cited works are not adapted to our original problem, which
necessitates a novel approach.

3 The KOnPoTe Approach

We present KOnPoTe (Knowledge graph/ONtology POpulation from TExts), an
approach to populate a domain ontology from textual descriptions of elements
of this domain. It takes as input a corpus of descriptions and a domain ontology
and populates the ontology by representing the descriptions of the corpus.

3.1 Initial Data

The input ontology defines the domain. It can be defined as a tuple (C, P, I,
A, R) where C is a set of classes, P a set of (object and data) properties char-
acterizing the classes, I a set of individuals and assertions (potentially empty),
A a set of axioms representable in OWL2 (Web Ontology Language) and R
a set of SWRL (Semantic Web Rule Language) [8] rules (potentially empty).
The domain is represented by a class named hereafter main class. Data prop-
erties taken into account can use boolean values, numerical values or strings.
The ontology can contain initial individuals, which are generic. Each entity of
the ontology (class, property, individual) has an identifier (URI) and possibly
more advanced terminology, via rdfs:label, rdfs:isDefinedBy, as well as a “unit”
annotation property, especially created to associate an entity with a unit or a
unit expression (exemplified in the following). The ontology may exist before-
hand or be created: its design is not part of our contribution. The input corpus
is composed of French documents, each of which describes an instance of the
main class. Figures 2 and 3 show one example of a description.
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Fig. 1. Partial vision of the entities of our
French house sales ontology

Fig. 2. A French house sale ad

Fig. 3. Translation of Fig. 2

Color legend for the matchings: Individuals Classes Object properties Data properties

The approach is designed to be applicable to different domains. The example
unfolded in this paper considers the domain of house sales. Figure 1 represents
a partial view of the classes and properties of the ontology used in this domain.
It contains classes such as the main class Property (denoting real estate), Room,
Kitchen, etc. Among the ontology properties, we can cite the object property
isLocatedIn linking a real estate property to a municipality, or the data property
areaInM2 connecting a real estate property part (land, house, etc.) or a room
to a numerical value. The initial individuals are generic, e.g., instances of the
classes Municipality or HeatingSystem. The ontology also contains axioms, for
example, the fact that a real estate Property can only be located in at most one
Municipality. Units are used, e.g., areaInM2 with the unit “m2”, or feePercentage
with a unit expression “fees: xxx %”. This representation of units is basic and
could be improved in a future version.
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3.2 Proposed Framework

The proposed approach must be applicable to different types of objects. For a
given domain, it is necessary to have as input a domain ontology as well as a
corpus of documents, where each document is a text that describes an instance of
the main class. Thus, the proposed algorithm must not depend on domain-based
rules or linguistic models. Therefore, we chose to use domain terminology (from
the ontology), syntactic indicators (such as sentences or the order of expressions
in the text) and knowledge indicators (such as property domains and ranges).

Fig. 4. Outline of the KOnPoTe approach

Figure 4 shows the outline of the approach. The ontology (O), as well as a docu-
ment from the corpus, are used (top of the Figure) by a terminology matcher. This
leads to matchings between text mentions and entities of O. Then, a population
algorithm is applied, which is a processing chain (middle of the Figure): an initiali-
sation of an object called “Matching Handler” (MH); an instantiation of themain
class; a textual analysis, composed of various modules (bottom of the Figure); as
well as an analysis based on the knowledge of the ontology. This process is applied
on each document of the corpus. At the end, the output populated ontology repre-
sents all the descriptions of the corpus. The remaining of this section details each
module using the document example from Figs. 2 and 3.

3.3 The Terminology Matcher

The terminology matcher is the first step of the approach. It takes as input
the initial ontology and a document, and produces matchings between the tex-
tual mentions and entities of the ontology. The text is split into sentences and
lemmatized. The ontology’s keywords (URI fragments, labels, units) are also
lemmatized. Matchings are established between the text and the ontology’s key-
words. Snake case and camelCase conventions are taken into account. These also
concern unit expressions, e.g., the mention fees: 4% matches the unit expres-
sion fees: xxx %. All matchings contained in another matching are removed.
For example, if there is a matching on the mention “city center” and on its
sub-mention “city”, only the one on “city center” is considered.

In Figs. 2 and 3, matchings concern individuals (e.g., “ground floor” ↔
groundFloor), classes (“house” ↔ House), object properties (“Close to” ↔
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isCloseTo) or data properties (“m2” ↔ areaInM2 ). Our use case is in French
but examples are translated into English in the following.

3.4 The Population Algorithm

Matchings are inputs of the population algorithm. It has four main tasks (see
Fig. 4), the first two of which are pre-processing. The third, called text-based
analysis, is a population task using matchings and textual indicators. The last
task, called knowledge-based analysis, adds property assertions based on the
ontology’s knowledge. These tasks are described in the remaining of this section.

The Two Pre-processing Tasks. The first task consists in initialising the
matching handler MH = {mh1,mh2, . . . ,mhn}, a set used thorough the algo-
rithm. Each mh corresponds to a matching and contains three attributes (indi-
viduals, assertions, previous linked individuals) initially empty.

The next task consists in instantiating the main class, to represent the
document being processed. Hence, a new individual, hereafter called the main
instance, instance of the main class, is added to O. In our document example, the
individual property1 is created with the assertion <property1, isA, Property>
(Property being the main class, representing a real estate property).

Text-Based Analysis. This task is detailed at the bottom of Fig. 4. It analyses
the matchings, adds individuals and assertions thanks to textual indicators.

Class Matching Processing. Each matching with a class (except the main class)
is analyzed, to create a new individual, instance of this class. For the studied
document example, the update of MH (added individuals and assertions) can
be observed on the rows whose type is “class” in Table 1. These individuals and
assertions are added to O. The preceding word(s) of a matching are checked
against a list of negation keywords (e.g., “no”), and the matching is disregarded
if a negation indicator is detected (e.g., “no garage”). If the preceding word
corresponds to a number, multiple individuals are generated accordingly (e.g.,
“2 bedrooms” creates two instances of the class Bedroom).

Individual Matching Processing. Then, MH is updated for the matchings with
individuals of O, by adding them. This can be observed on the rows correspond-
ing to the type “individual” in Table 1.

Property Matching Processing. To instantiate a property, we need to determine
the subject and object of the assertion. Subject candidate matchings are browsed,
starting from the one preceding the property matching, going back to the begin-
ning of the sentence. As soon as a candidate mh has individual(s) belonging
to the property domain, these individual(s) are subject candidate(s). As for the
objects, it depends on the type of the property. For object properties, we consider
the matching immediately following the property mention. If such a matching
exists, the individuals in its mh that are in the property range are considered as
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Table 1. MH after dealing with class, individual and property matchings

Matching Type Individuals Assertions Prev. ind.

Cormelles-le-R. individual Cormelles-le-R

house class house1 <house1, isA, House>

located object property

min data property distance1 <distance1, isA, Distance>

<distance1, minCar, 15>

city center individual city center

Caen individual Caen

min walk data property distance1 <distance1, minWalk, 3>

distance2 <distance2, isA, Distance>

<distance2, minWalk, 3>

shops individual shops

schools individual schools

m2 data property house1 <house1, areaInM2, 110>

land class land1 <land1, isA, Land>

m2 data property land1 <land1, areaInM2, 400>

ground floor individual groundFloor

kitchen class kitchen1 <kitchen1, isA, Kitchen>

equipped data property kitchen1 <kitchen1, equipped, true>

living room class livingRoom1 <livingRoom1, isA, LivingRoom>

fireplace class fireplace1 <fireplace1, isA, Fireplace>

facing data property livingRoom1 <livingRoom1, exposure, southwest>

bedroom class bedroom1 <bedroom1, isA, Bedroom>

m2 data property bedroom1 <bedroom1, areaInM2, 15>

First floor individual firstFloor

bedrooms class bedroom2 <bedroom2, isA, Bedroom>

bedroom3 <bedroom3, isA, Bedroom>

bathroom class bathroom1 <bathroom1, isA, Bathroom>

Close to object property property1 <property1, isCloseTo, pubTransport>

public transport individual pubTransport property1

Land class land2 <land2, isA, Land>

Fees : 4% data property property1 <property1, feePercentage, 4>

possible objects. For data properties, the options vary based on the range and
the matching source (e.g., unit or unit expression).

For each possible subject and object, a property assertion is added, pro-
vided that it does not create an inconsistency in O. The mh is updated: the
new assertion(s) and their subject individual(s) are added respectively to the
attributes assertions and individuals. The mh representing the object is also
updated: the subject of the assertion is added in its attribute previous linked
individuals (exploited in the following). If no assertion can be added, then the
process is repeated with a new instance of the property domain as subject. Once
all property matchings have been processed, all individuals in O that are inferred
as equivalent are merged, and MH is updated based on this merger.

Table 1 shows the property matching handler on the example (cf. rows whose
type is a property). First, the mention “located” refers to the object property
isLocatedIn whose range is a municipality. It is not followed by a matching on
a municipality: the property cannot be instantiated. The matching on “min”
refers to the property minCar associating a distance to a numerical value in
minutes. Its source is a unit (“min” is a unit associated with this property),
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so we consider the previous word for the value: 15. There is no instance of the
class Distance, so the set of possible subjects is initially empty, and we take
a new instance of Distance (distance1). Note that new individuals are named
according to the class of which they are instances (for example, distance1 and
distance2 for the class Distance); if the domain to instantiate is a class expres-
sion, then the new individuals are named indiv1, indiv2, etc. For the matching
on “min walk”, the process is the same, except that the set of possible sub-
jects considers distance1 since it is an individual resulting from a matching
preceding the one being processed, from the same sentence, and in the prop-
erty domain. Therefore, we try to add an assertion <distance1,minWalk, 3>
but this one is inconsistent, because distance1 already represents 15 min by car.
Thus, a new subject individual distance2 is created. All the assertions added
are in the table. Note that, as the matching on “Close to” leads to the asser-
tion <property1, isCloseTo, publicTransport>, property1 is a previous linked
individual in the mh of “public transport”.

Initialisation of the Linkabilities. In a descriptive context, verbs are not very
meaningful (see Sect. 2). It is very likely to miss property assertions, due to
an absence of property matching. The remaining of the population algorithm
aims to add property assertions. To this end, we introduce an element called
the linkabilities (Lnk). Its initialisation consists in creating all the linkabilities
Lnk(i) for each individual i from MH. An element of Lnk(i) is a pair (property,
range class expression), such that i is linkable (via the property) to an individual
belonging to the range class expression. In other words, for an individual i, we
look for each property prop for which i can be a subject. Then, we look for the
range expression to which an object obj of a possible assertion <i, prop, obj>
must necessarily belong. The set Lnk(i) is automatically built for each i.

In the example, property1 belongs to the domain of contains, establishing a
linkability. Now, property1 is an instance of Property, which is a subclass of the
expression contains only PartOfProperty. Thus, the range expression asso-
ciated with property1 and contains is the intersection of the range of contains
(i.e., PartOfProperty or Rooms) and the class PartOfProperty (based on the
definition with only). Therefore, the tuple (contains, PartOfProperty) is a
linkability for property1. This means that property1 can only serve as the sub-
ject of an assertion of contains with instances of PartOfProperty.

The linkabilities Lnk(i) are used in the following steps to find the most suit-
able property to link a subject i with an object j. The set Lnk(i) will be browsed
until a linkability is found such that j belongs to its range expression. Lnk(i)
is a sorted set. When several properties are candidates, finding the best one is
not trivial. We give priority to specificity. The first elements are the linkabilities
whose range is the most specific, then those whose property domain is the most
specific. Otherwise, the sorting is arbitrarily, according to the property URI.

Processing of the Consecutive Matchings. This step checks if it is possible to link
the individual(s) resulting from a matching with the one(s) from the following
matching in the text, coming from the same sentence. Property assertions are
added whenever it is possible. N-ary properties are taken into account. A suc-
cession of matchings involving respectively individuals a, b and c may lead to



Ontology Population from French Classified Ads 163

property assertions of the type <a,...,b> and <a,...,c>. Here, the goal is to link
a and b, which are from consecutive matchings, but also a and c, which are not.

The idea is to check if an individual (subject) from the current matching can
be connected to an individual (object) from the next matching. If there are no
associated individuals in the next mh, we move to the next one until we find
an individual. If subject and object are not already connected, there might be a
missing assertion. To determine the best property between these individuals, we
consider the sorted set Lnk(subject) and select the first property where object
is in the range expression of the linkability and does not introduce any incon-
sistencies to O. The assertion is added in the subject’s mh, and subject is also
added as a previous linked individual of the object’s mh. If there is no possible
assertion between consecutive matchings, we attempt to make an assertion with
the previous linked individuals as the subject to facilitate the population of n-
ary properties. After examining the entire text, equivalent individuals in O are
merged, and MH is updated accordingly.

Table 2. MH of the example after the processing of the consecutive matchings

Matching Individuals Assertions Prev. linked ind.

Cormelles-le-R. Cormelles-le-R.

house house1 <house1, isA, House>

located

min distance1 <distance1, isA, Distance>

<distance1, minCar, 15>

<distance1, distFromPI, city center> (1)

city center city center <distance1, distFromCity, Caen> (2) distance1 (1)

Caen Caen distance1 (2)

min walk distance2 <distance2, isA, Distance>

<distance2, minWalk, 3>

<distance2, distFromPI, shops> (3)

shops shops <distance2, distFromPI, schools> (4) distance2 (3)

schools schools distance2 (4)

... ... ... ...

living room livingRoom1 <livingRoom1, isA, LivingRoom>

<livingRoom1, hasElement, fireplace1> (5)

fireplace fireplace1 <fireplace1, isA, Fireplace> livingRoom1 (5)

... ... ...

Table 2 shows the MH of the example after this step. First, we try to connect
Cormelles-le-R. to house1 (impossible), then house1 to distance1 (impossible),
etc. We can connect distance1 to city center via the property distanceFrom-
PointOfInterest (1). The assertion is added in the subject mh (on the mention
“min”). The next mh (on “city center”) is updated with the previous linked indi-
vidual distance1. Then, to link the mh on “city center” with the one on “Caen”,
we cannot connect the associated individuals. Nevertheless, we can link the pre-
vious linked individual, distance1, to Caen (2). And so on, we get (3)-(4)-(5).

Processing of Individuals Without Predecessors. The last step of the text-based
analysis deals with individuals without predecessors. Indeed, each document
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describes an instance of the main class, which should be the starting point of
property assertions. It seems quite intuitive to think that every individual con-
sidered, except the main instance, must be the object of at least one assertion.
Thus, the goal is to find subjects and properties for individuals (except for the
main instance) without predecessors, i.e., not being the object of a property
assertion. To minimise the risk of linking individuals that have nothing to do
with each other, we focus only on the individuals resulting from the matchings
of a same sentence. This means that, for each individual without predecessors
(object) of a sentence, we try to connect another individual from the same sen-
tence (subject) to it, in order to obtain the assertion <subject, prop, object>,
where the property prop is the “best” regarding the linkabilities. Finally, any
individuals in O that are inferred as equivalent are merged, and MH is updated
based on this merger.

Fig. 5. Individuals and property assertions from the studied example, before the pro-
cessing of the individuals without predecessors

Figure 5 shows the individuals (nodes) and property assertions (edges) before
this step for the studied example. Individuals without predecessors (except the
main instance property1) are shaded. Table 3 details what is done at this stage.
Each row corresponds to a sentence. Individuals without predecessors are in
italics. For each of them, we search if it is possible to add an assertion having

Table 3. The processing of the individuals without predecessors in the studied example

# Individuals Assertions

1 Cormelles-le-Royal, house1, distance1, city
center, Caen, distance2, shops, schools,
land1

< distance1, distFromCity,Cormelles-le-R. >
< distance2, distFromCity,Cormelles-le-R. >
not added because inconsistent

2 groundFloor, kitchen1, livingRoom1,
fireplace1, bedroom1

<kitchen1, isOnFloor, groundFloor>
<livingRoom1, isOnFloor, groundFloor>
<bedroom1, isOnFloor, groundFloor>

3 firstFloor, bedroom2, bedroom3, bathroom1 <bedroom2, isOnFloor, firstFloor>
<bedroom3, isOnFloor, firstFloor>
<bathroom1, isOnFloor, firstFloor>

4 property1, publicTransport

5 land2

6 property1
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for subject an individual of the same sentence. The only two possibilities for
the first sentence are given in the last column but they are not added because
they are inconsistent. This principle is repeated for each sentence. The assertions
mentioned in Table 3 are obtained and added in O and MH.

Knowledge-Based Analysis. The last task is based on the knowledge from
O. It exploits O, MH and Lnk. Ideally, from the main instance, all the indi-
viduals concerned by a document should be reachable. The goal is to add
property assertions to establish a connected graph, starting from the main
instance. Figure 6(top) shows the individuals (nodes) and object property asser-
tions (edges) of the studied example. Only publicTransport is reachable from
property1.

Individuals are put into batches, each individual being in exactly one batch.
Each batch is created from an individual i and contains the individuals reachable
from i (either directly or through a sequence of assertions). The main batch
consists of the main instance and the individuals accessible from it. Then, the
remaining individuals are considered: the one with the least predecessors is taken
(alphabetical order of URI in case of equality), its batch is created, and the
process continues until every individual is in one batch. In the studied example,
the first division into batches is shown with frames at the top of Fig. 6. The main
batch is composed of property1 and publicTransport. The individual with the
fewest predecessors (first in alphabetical order) is bathroom1. The next batch
consists of bathroom1 and firstF loor. And so on, batches are built.

The goal is to access all the individuals from the main instance. To this end,
once the batches are built, we try to link the main instance to an individual
of each batch (except the main batch). Within a batch, the individuals are
sorted in ascending order based on the number of predecessors (and then in
alphabetical order). For each batch, we attempt to create an property assertion
between the main instance (as the subject) and each individual in the given
order (as the object), stopping as soon as a valid property assertion is possible.
In the studied example, distance2 is placed first in the batch {distance2, shops,
schools} because it has no predecessors. Using the linkabilities, we determine
whether the main instance property1 can be linked to distance2. This is the
case via the property isLocatedAtDistance. This process is repeated for each
batch, resulting in six assertions as shown in the middle of Fig. 6.

Next, individuals that are inferred to be equivalent are merged, and MH is
updated based on this merger. In our example ontology, a real estate property
can contain only one land. A reasoner identifies land1 and land2 as equivalent.
They are merged into land1 (see bottom of Fig. 6).

The same process (creating batches, adding assertions, merging) is repeated,
but considering all individuals that are at a distance of 1 from the main instance
as subjects, i.e., individuals for which there is an assertion between the main
class and them. In other words, the distance of an individual i can be defined
as the minimal number of edges between the main instance and i. This dis-
tance is progressively incremented. We stop either when the main batch contains
all individuals or when we have already attempted to link every individual in
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Fig. 6. Knowledge-based analysis: First division into batches (top), first additions of
assertions (middle), fusion and second division into batches (bottom)

the main batch. In the example, the batch splitting algorithm is applied again,
resulting in the batches shown at the bottom of Fig. 6. We now search for asser-
tions where the subject is at a distance of 1 from the main class (Cormelles,
distance1, distance2, house1, land1 and publicTransport). The algorithm
enables us to derive six assertions: <house1, contains, bathroom1/bedroom1/
bedroom2/bedroom3/kitchen1/livingRoom1>. Afterwards, only one batch
remains: all elements are accessible from the main instance. The process is
stopped.

The example unfolded in this paper is an illustration where KOnPoTe works
well. However, the algorithm can generate wrong assertions or miss correct ones.
The subsequent section evaluates the algorithm’s performance.

4 Experiments and Evaluation

This section reports an evaluation of the proposed approach on one use case:
house sale classified ads. KOnPoTe is implemented in Java and uses OWL API [7]
to handle the ontology; Stanford NLP [13] to split the texts into sentences; two
French lemmatizers: A. Aker’s one1 and TreeTagger [16]; and Openllet reasoner2.
The experimental protocol and the results obtained are discussed.

4.1 Experimental Protocol

We automatically extracted a corpus from a website3. It contains 78 French ads,
annotated as sales of a house in Caen. Structured information has been extracted,

1 http://staffwww.dcs.shef.ac.uk/people/A.Aker/activityNLPProjects.html.
2 https://github.com/Galigator/openllet.
3 https://www.lecoindelimmo.com/.

http://staffwww.dcs.shef.ac.uk/people/A.Aker/activityNLPProjects.html
https://github.com/Galigator/openllet
https://www.lecoindelimmo.com/
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but our focus is solely on the textual descriptions of each ad. The ontology, man-
ually built, describes the domain of house sales and adheres to the constraints
mentioned in Sect. 3.1. Initially, it contains a few generic individuals, such as
double glazing, public transport, etc., as well as named entities corresponding to
city or village names. On a larger scale, we would require an extensive list of
cities, but for this experiment, we chose to represent only those mentioned in the
corpus. We constructed a Gold Standard ontology (GS). This GS is the initial
ontology manually populated with assertions representing the corpus descrip-
tions. We test KOnPoTe on the initial ontology and each description from the
corpus, and then compare the final ontology with the GS, computing precision,
recall, and F-measure.

Precision =
TP

TP + FP
Recall =

TP

TP + FN
F-measure =

2 × Precision×Recall

Precision + Recall

Property assertions are defined as true positives (TP), false positives (FP)
or false negatives (FN). A TP is an assertion present in both the GS and the
output O. A FP is an assertion present in the output O but absent in the GS. A
FN is an assertion present in the GS but absent in the output O. To be as fair as
possible in our results, we set three rules. First of all, (1) class assertions are not
taken into account because they are often redundant with property assertions,
e.g., via domain or range definitions. Moreover, the real issue of our problem lies
in the property assertions, as the class assertions are often derived from class
matchings. (2) Inferred assertions are taken into account. For example, if the GS
contains <a, prop, b> and the resulting ontology contains <b, inverse(prop),
a>, then we want to realize that these two assertions amount to the same thing.
(3) We ignore properties that lead us to count several times a same element. For
example, if there is a property and its inverse, we end up with two assertions
designating the same thing. The assertions of one of these two are ignored.

Experimental files are available4. KOnPoTe creates URIs that are not nec-
essarily the same as the ones from the GS. To evaluate these cases, manual
equivalences are defined between the individuals of the GS and those of the out-
put ontology. Furthermore, the approach can generate equivalent individuals,
without detecting their equivalence. In this case, we assume that an equivalence
axiom (owl:sameAs) is missing and count it as a missing assertion (a FN).

4.2 Results and Discussion

Our problem differs from related work (see Sect. 2), so there are no existing base-
lines that can be considered for a fair comparison. We evaluate KOnPoTe and
analyze the contribution of its main modules. The first baseline we use, called
Baseline, consists in processing only the class, individual and property matchings
(the first three steps of the text-based analysis). Then, in Baseline+cons., we

4 Experimental files (inputs, outputs for all tested approaches, and GS) are at https://
doi.org/10.5281/zenodo.5776752. A zip file with a runnable jar for KOnPote with
Aker’s lemmatizer is at https://alec.users.greyc.fr/research/konpote/.

https://doi.org/10.5281/zenodo.5776752
https://doi.org/10.5281/zenodo.5776752
https://alec.users.greyc.fr/research/konpote/
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add the processing of the consecutive matchings (and the initialisation of linka-
bilities). In Text-based analysis, we include the processing of individuals without
predecessors, and finally in KOnPoTe, we add the knowledge-based analysis.

Table 4. Results on KOnPoTe and three baselines

Approach Prec.mac Recallmac F-measuremac Prec.mic Recallmic F-measuremic

KOnPoTeAker 0.9516 0.8740 0.9079 0.9465 0.8606 0.9015

KOnPoTeTT 0.9496 0.8681 0.9039 0.9446 0.8545 0.8973

Text-based analysisAker 0.8989 0.4648 0.5994 0.8956 0.4726 0.6188

Text-based analysisTT 0.8964 0.4579 0.5929 0.8937 0.4662 0.6127

Baseline+cons.Aker 0.8911 0.3138 0.4440 0.8741 0.3085 0.4561

Baseline+cons.TT 0.8879 0.3081 0.4377 0.8732 0.3036 0.4505

BaselineAker 0.9234 0.1922 0.3099 0.9135 0.1926 0.3182

BaselineTT 0.9230 0.1888 0.3054 0.9138 0.1892 0.3135

Table 4 shows the results. Approaches are tested with the two lemmatizers
(Aker and TT ). Each metric is computed both macroscopically (mac) and micro-
scopically (mic). The macro-computation is the average of the metrics of each
ad (each ad has the same weight), whereas the micro-computation considers the
sum of all VP, FP, FN of each ad (each assertion has the same weight).

Aker performs better than TreeTagger, but the difference is relatively low.
The added modules have a good contribution on the results, since the addition
of each one generates a relatively high gain of F-measure. First, the baseline
achieves a relatively high precision score (>0.9) but a low recall score (<0.2).
Most of the assertions that are made are correct, but a lot of assertions are miss-
ing. Adding modules enables us to include mostly correct assertions. Indeed, as
modules are added, we are able to increase the recall without losing to much
precision. More precisely, the consecutive matching processing introduces some
noise (resulting in a slight loss of precision) but increases the recall by half
(from ∼0.2 to ∼0.3). Processing individuals without predecessors also increases
the recall by half (from ∼0.3 to ∼0.45), without a noticeable decrease in precision
(slightly increasing it). Lastly, the knowledge-based analysis makes a significant
contribution. It results in an increase in both precision and recall, leading to a
50% increase in F-measure (from ∼0.6 to ∼0.9). These three modules are essen-
tial as they add numerous missing assertions while maintaining a low number of
false assertions.

5 Conclusion and Future Work

This paper presents KOnPoTe, a fully automatic generic approach to populate a
domain ontology from textual descriptions of objects in that domain. KOnPoTe
is a processing chain that yields promising results in its initial experiment. Its
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algorithm is based solely on the context of the problem (textual descriptions of
objects) rather than relying on domain-specific linguistic rules.

In future work, we will experiment the approach on new domains: other
types of ads (such as boat sales), various descriptions (hotels, restaurants, etc.).
Of course, this is time-consuming: constitution of the corpus, of the ontology, of
the gold standard, as well as potential equivalences between the gold standard
and the KOnPoTe output ontology, and potential missing equivalence links in
the output. Another idea is to test KOnPoTe on the same domain and corpus but
with different ontologies (same terminology but different representation choices).
A deep analysis of such an experiment could lead to a set of guidelines for
representing the input ontology. Lastly, our final goal is to use KOnPoTe followed
by a reasoning step to address the problem of erroneous annotations mentioned
in Sect. 1. The main idea is to deal with inconsistencies between the output
triples of KOnPoTe and the annotations. For example, if KOnPoTe states that
a house is in city 1, whereas the annotation states it is in city 2 (different from
city 1), then this inconsistency needs to be handled.

Acknowledgements. We thank Quentin Leroy and Jean-Philippe Kotowicz for their
participation in the ontology design, and Enor-Anäıs Carré and Morgan Gueret for the
corpus.
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Abstract. In this work, we establish a method for abstracting informa-
tion from Computer Aided Engineering (CAE) into graphs. Such graph
representations of CAE data can improve design guidelines and sup-
port recommendation systems by enabling the comparison of simulations,
highlighting unexplored experimental designs, and correlating different
designs. We focus on the load-path in crashworthiness analysis, a com-
plex sub-discipline in vehicle design. The load-path is the sequence of
parts that absorb most of the energy caused by the impact. To detect
the load-path, we generate a directed weighted graph from the CAE
data. The vertices represent the vehicle’s parts, and the edges are an
abstraction of the connectivity of the parts. The edge direction follows
the temporal occurrence of the collision, where the edge weights reflect
aspects of the energy absorption. We introduce and assess three methods
for graph extraction and an additional method for further updating each
graph with the sequences of absorption. Based on longest-path calcula-
tions, we introduce an automated detection of the load-path, which we
analyse for the different graph extraction methods and weights. Finally,
we show how our method for the detection of load-paths helps in the
classification and labelling of CAE simulations.

Keywords: Automotive · CAE Knowledge · Graph Extraction ·
Weighted-Directed Graph · Flow Calculation · Load-path Detection

1 Introduction

We live in an interconnected world, and graph theory provides powerful tools
for modelling and analysing this interconnectedness. In graph theory, graphs
are usually given in advance or easily abstracted from problems. However, for
many real-world scenarios, the individual data instantiations of modelled graphs
need to be determined from the data before further analysis. Therefore, the con-
struction of high-quality graphs has become an increasingly desirable research
problem, resulting in many graph construction methods in recent years [1]. Fur-
thermore, knowledge graph (KG)s have become a new form of knowledge rep-
resentation and are the cornerstone of several applications for specific use cases
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in industry. The graph underlying the abstract structure, which effectively facil-
itates domain conceptualisation and data management, is the reason for the
growing interest in this technology. Moreover, the use of KG is the direct driver
of several artificial intelligence applications [2]. Towards vehicle KG, we aim to
capture knowledge about vehicle development designs by automatically extract-
ing graphs from a finite element (FE) model representing a vehicle.

The simplest scenario for identifying the connectivity of a graph is when it is
associated with a physical problem related to the graph. Such graphs include elec-
trical circuits, power grids, linear heat transfer, social and computer networks,
and spring-mass systems [3]. In this work, we are interested in crashworthiness
studies in vehicle design, where the transformation of crash simulation data into
a graph is a challenging and unexplored area of research. With the resulting
representation, we aim to provide an abstraction of the problem that allows the
use of graph theory methods for further automated analysis of the simulations.

Computer aided engineering (CAE) analysis, mostly with the finite element
method (FEM), enables car manufacturers to analyse many design scenarios,
nowadays between 10,000 to 30,000 simulations per week [4]. In crashworthiness
analysis, CAE engineers optimise the distribution of impact energy in the vehi-
cle structure to reduce injuries to occupants or vulnerable road users. How to
characterise the sequence of absorbed energy, known as the load-path, is a funda-
mental question in this analysis. The results of crash simulations include several
outputs, such as deformations, accelerations and internal energy. However, the
load-path is not explicitly calculated in a crash simulation. Therefore, a CAE
engineer must visualise the sequence to reveal the load-path. In this work, we
propose and investigate graph representations for an automated identification of
the load-path from the simulation data.

We consider parts of the FE model entities as vertices of the structural graph
following the scheme of [5]. We want to detect the graph edges that resemble the
structural connectivity of the vehicle. We propose three approaches to determine
this structural graph: component-based graph (CBG), single part-based graph
(sPBG) and multi part-based graph (mPBG). The CBG follows two steps: find-
ing the connection of the components (a group of parts) and then identifying
the connection of the parts in each component. The sPBG and mPBG graphs
have additional steps to convert the component connections to part connections,
which requires the detection of the parts that are entangled in the connection
that is supporting the flow of energy.

Defining the vehicle structure as a graph is the first step in load-path detec-
tion. Secondly, we compute it as the longest path in weighted directed graphs,
where the edge weights between the parts shall represent the energy flow during
the crash. We study different edge weighting functions for three graph extraction
scenarios and analyse the determined load-paths from an engineering perspec-
tive. In this work, the investigation is carried out on the frontal structure of a
complete vehicle with a multi-scenario load-path in a full frontal load case. But,
our approach is applicable to different impact directions and load case scenarios.
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In summary, the main contributions of this work are:

– the conversion of a vehicle structure to a weighted directed graph,
– the extraction of features representing the energy flow,
– a further graph segmentation that captures the time sequence of events,
– an automated detection of the load-path,
– the clustering of simulations based on their load-paths.

2 Related Work

Recently, a graph schema to model vehicle development with a focus on crash
safety was introduced in [5]. The graph modelling considers the CAE data in
the context of the R&D development process and vehicle safety, with the aim
to enable searchability, filtering, recommendation, and prediction for crash CAE
data during the development process. In [5], the car parts are directly connected
to their simulation, and the parts between the simulations have a connection to
similar design based on the properties ID (PID) of the parts. But, connections
between the parts of one simulation are missing, therefore the vehicle’s structure
and its connectivity is not modelled. Thus, incorporating the vehicle structure
into the graph structure will enrich the data representation.

In crashworthiness, graphs have been used to predict the response of the
vehicle [6] or barrier [7] with so-called bond graphs. The bond graphs available
for vehicle crashes represent the problem from the perspective of a mass-spring
model [6]. Bond graphs are ideal for visualising the essential properties of a
system because their graphical nature separates the system structure from the
equations [8]. Bond graphs represent the vehicle structure by summarising the
physical elements and connections. However, to the best of our knowledge, there
is no way of automatically extracting the vehicle structure as a bond graph.

Before the growth of computing power allowed large FEM analysis, there were
other modelling techniques that simplified the problem to a mass-spring model.
The advantage of the mass-spring model is that it can be easily represented as a
weighted graph. SISAME (Structural Impact Simulation And Model-Extraction)
is a general-purpose tool for the extraction and simulation of one-dimensional
non-linear lumped parameter structural models [9]. Using SISAME, mass ele-
ment weights and spring element load-paths were optimally extracted directly
from the test data accelerations and wall forces [10]. However, the lumped mass
spring (LMS) modelling is one-dimensional and focuses mainly on accurately
modelling the test data rather than representing the structural performance of
the vehicle. Later the deformation space models (DSM) model was introduced
[11] to compensate for the limitations of the LMS. It can only roughly capture
displacements and energy absorption, neglecting connections and interactions
with other components.

Another use of graphs in crash analysis is in the structural optimisation of
the vehicle [12,13]. Here, the optimisation method adds vertices and edges to
stiffen the structure, starting with a simple graph describing the perimeter of
the vehicle. The focus of these studies is to search with a graph for the optimal
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solution of the vehicle design. As a result, to complete the vehicle design and
ensure safety performance, further processes and CAE analysis are required.

To summarise, automatically converting a crash FE model in vehicle devel-
opment to a graph is still an open research question. Depending on the detail
required in a graph, there are several ways to represent an FE model of a vehicle.
As a specific application, we investigate how adding connections to the graph
will allow a load-path analysis for each simulation. For that, we use and extend
the recently introduced energy absorption features [14], which characterize the
simulation’s behaviour, as edge features to enable the load-path detection.

3 Graph Extraction

It is a challenging task to generate a graph representing the structure of a vehicle
from CAE data. Finding the connectivity of the parts is complex due to the
number of connections, the variety of FE modelling techniques and the variety
of physical types of connections. The best way to obtain this information would
be to use the computer aided design (CAD) database, which is more standardised
than CAE. However, this data depends on the company’s workflow to maintain
the link between the CAE and CAD models, which has yet to be well established.
In addition, these databases lack information on the dependencies of the part
connections, i.e. all parts are connected without any hierarchy. This hierarchy is
essential for defining the direction of the edges and for identifying the vertices of
the graph as either dead ends or capable of allowing energy to flow through the
structure. As a result, we are looking for a method to perform this intelligently
using the FE model, based on the location and closeness of parts therein.

The FE model contains mesh faces and volumes with different entities repre-
senting the connections. The mesh is defined by nodes and elements, where the
element size defines the resolution of the discretization. The nodes can represent
the vertices and the elements define the edges for a graph defined as G(V,E)
with vertices and edges. Consequently, a FE model mesh itself represents a graph.
However, this graph has drawbacks. A small element size, three to five mm, for a
complete vehicle will result in a large number of vertices, up to 20 million, which
is computationally expensive for graph machine learning (GML) and the lack
of semantics makes it difficult to analyse engineering concepts. Coarsening the
crash FE mesh is an alternative, which is a topic in FE modelling [15–17]. How-
ever, rather than focusing on post-processing aspects, these studies have mainly
focused on reducing the compute time of the FE simulation. Nevertheless, the
result will still be a disconnected graph because a FE model contains multiple
meshes whose connectivity is not element based. Therefore, we focus on linking
FE entities to extract the structure of a vehicle as a connected graph.

To determine the connectivity, we split the graph extraction problem into two
steps. First, component-level connectivity and then connectivity of parts within
a component. Thereby we keep hierarchy information in the graph structure.
Previously, we introduced a grouping method for identifying components [18].
Here, we extend this method to search for connections between components. In
addition, we add edges to the graph that connect parts that belong to the same
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component. To include timing in the graph, we also investigate to add a timing
segmentation based on the timing of outgoing edges, see Sect. 4.2.

Fig. 1. Abstracted visualization of the stages for graph extraction. While the method
works in 3D, we here show a 2D visualisation. Solid squares: part, dashed square:
component, circle: part box center of gravity (COG), triangle: component box COG,
green edges: component to component, blue edges: component to part, red edges: part
to part. (Color figure online)

We consider the parts of the FE entities as vertices of the structural graph
of the vehicle, which follows the scheme of [5]. We want to detect the edges
that resemble the structural connectivity of the vehicle, and we propose three
scenarios to do this: CBG, sPBG and mPBG. We need to extract information
from the structure of the vehicle to obtain the connectivity between parts. To do
this, we create 3D axis-aligned boxes for each part that contain the volume of
the part’s geometry, Fig. 1a. Then, based on the overlap of the boxes, we define
rules to group them as components, Fig. 1b, and later form the structure of the
graph from the overlap of the boxes. In the following three subsections, we will
discuss the detailed differences between these methods and for now only describe
the general idea. The CBG follows two steps: finding the connections between
components, Fig. 1c, and then determining the part connectivity in each com-
ponent, Fig. 1d. sPBG and mPBG have additional steps to convert component
connections to part connections, which requires identifying the parts involved in
the connectivity that supports the energy flow. We explore two scenarios for this
as single and multi-part-based graphs, Figs. 1e and 1f, respectively. For all these
methods, we consider a directed graph whose directions are set to have a positive
inner product with the impact axis, direction x in Fig. 1a and Algorithm 1.
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Algorithm 1. edge direction for vertices A and B, impact direction x

Input: TVL: Threshold Limit Value

if ‖AB‖ < TLV then

if
−−→
AB · −→x > 0 then
connect A to B

else
connect B to A

end if
end if

3.1 CBG

The construction of CBG requires first the detection of the components and then
the detection of the connections between components. The component detection
considers each part to be a box, then groups them together as a component, and
finally evaluates the component box. For CBG, in addition to the part vertices,
we also introduce component vertices into the graph. The location of these ver-
tices is at the centre of the components and the component parts are connected
to them. For example, in Fig. 1a with eight parts, four components are detected
and corresponding component boxes are generated, in Fig. 1b. Then, using a
threshold value (TLV ), our algorithm searches for immediately adjacent compo-
nents. The thresholding allows having several neighbours. The search algorithm
sorts components by impact direction, starting from the impactor/barrier posi-
tion and moving into the vehicle along the impact direction, e.g. x in Fig. 1c.
Finally, we connect all of the parts in each of the components to the component
box.

The result at this stage, Fig. 1d, is a connected graph, which is a heteroge-
neous graph of parts and components. Evaluating the longest path for a hetero-
geneous graph requires additional evaluation of edge features between vertices of
different types. Therefore, our goal is to modify this graph into a homogeneous
graph. First, we consider only the components as vertices, delete the vertices
of the parts, and evaluate the features of the component vertices based on the
parts, as we introduced earlier in [18]. This graph is CBG and doesn’t contain
the detailed features of all the parts. Another approach is to use the heteroge-
neous graph as an input to find further connectivities of the parts. We explore
this approach in Sects. 3.2 and 3.3.

3.2 sPBG

The sPBG is a basic approach to convert the heterogeneous part-component
graph into a part graph by transferring the component vertex and its corre-
sponding edges to a part vertex. Because of the single part selection, we call it
sPBG and we consider an alternative multiple part scenario in Sect. 3.3. There
are several ways to determine the corresponding part for each component. First,
we use a simple scenario and select the largest part, the geometric aspect of



Graph Extraction for Assisting Crash Simulation Data Analysis 177

the component, as the corresponding vertex for the component connection. For
example, in Fig. 1e with this consideration, the 1 remains in the same
position as the component-part graph because the connecting components con-
tain a single part. The edges 2,4,5 move from the component box to the
largest part, so 6 is removed. Finally, the edge 7 disappears in
the last components and edges 8,9 move to the other end of edge seven.

The sPBG graph is characterised by having a main connection from the
beginning to the end of vehicles with several dead ends for each master part. We
expect that the identification of the energy flow of the simulation will be limited
by the existence of many dead ends. Furthermore, for sPBG a single part is
the representative of a component and therefore only a single part interacts
with the other parts, which in some cases is not appropriate. For example, the
side-member, which is a thin-walled structure, has two U-sections welded and
several reinforcement plates. In this example, information about the interactions
of the other U-profiles and reinforcement plates will be missed if only one part is
considered to represent the component. Next, we consider multiple connections
between the components with mPBG. Multiple connections reinforce the lack of
internal connections compared to sPBG.

3.3 mPBG

The mPBG is an alternative to sPBG by allowing multiple representatives for
components. This approach allows for part interactions in the components and
between components. Here we transfer and distribute the component vertices
using the information from the component discovery process, rather than select-
ing the largest box. As described in [18], our component detection algorithm has
two scenarios for identifying the components: full and partial overlap merge. Full
overlap means a box is completely within the parent box, whereas partial overlap
addresses partially overlapping scenarios. These two scenarios are treated differ-
ently for mPBG extraction. In the case of a full merge, the part is connected
to its parent box, similar to sPBG. However, in partial overlap scenarios, both
boxes will represent the component. In this case, a component vertex is trans-
ferred to all partially overlapped boxes. Nevertheless, each part will retain its
connections to the child based on full merges. Figure 1f visualises these two sce-
narios. The edge 2,3 branches to two edges 21,22 and 31,32

respectively compared to the sPBG due to a partial merge. Furthermore, the
edge 9 branches to 91,92 since it is added after the partial merge
and belongs to both parent boxes.

4 Load-Path Detection

Understanding how an external load is transferred to a given structure helps to
evaluate the performance of different components, improve structural strength
and reduce structural weight in structural design and optimisation. The so-called
load-path of a component is a concept for tracking the transferred load within a
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structure, starting from the load points and ending at the support points, which
has been studied in structural design for several years [19]. Reviews of different
approaches to load-path detection are proposing a new metric to find detailed
load-paths at mesh size for better component design. However, we are interested
in the load-path in the context of crash analysis, which involves the interaction
of several components. Load-paths are typically defined as vehicle parts capable
of generating resisting forces during a crash event [20]. To identify load-paths
during a crash, nine load-paths were first defined and classified in [20]. These
can be easily examined for signs of loading after a crash. On the other hand,
this work mainly introduces new measures for evaluating real crashes.

We aim to identify the load-path to be able to compare simulations by high-
lighting the importance of different paths during the crash. We use the longest
path calculation1 to find the load-paths involved in absorbing the crash energy.
In this calculation, we aim to look at the internal energy absorption of the parts
since manufacturers optimise the energy absorption capabilities of the load-paths
[20]. To achieve this, we use the so-called internal energy IE features introduced
in [14]. Initially, one has an unweighted graph with IE features for vertices.
An essential step is to convert vertex features into edge weights. In this way,
the edge weights hold the absorption characteristics and instead of the longest
unweighted path, we compute the potential load-path.

In the following subsections, we first introduce the edge weights as a single
feature of the internal energy flow, fIE , and the time segmentation, st. fIE is
computed from the vertices maximum absorbed internal energy (IEmax) using
internal energy flow calculation, see Sect. 4.1. For st we update the graph with
time segmentation to have absorption time features on the edges, see Sect. 4.2.
Finally, in Sect. 4.3 we will present several ways to combine edge features.

4.1 Internal Energy Flow

We consider the flow equation for the propagation of the internal energy maxi-
mum IEmax feature from the vertices to the edges, fIE . Our graph is a directed
weighted graph G(V,E) with vertices V , edges E and a weight w(e) assigned to
each edge. We assume that the energy flow from vertex i to j, wi,j , is represented
by an edge weight between vertices i and j. The energy flow equation relates
the absorbed internal energy IEj of a vertex vj to the balance of the input and
output IE from that vertex to its neighbours:

IEj =
∑

n∈I(j)

wn,j −
∑

n∈O(j)

wj,n. (1)

For a vertex v in a graph, we denote by I(v) and O(v) the set of in-neighbours and
out-neighbours of v, respectively. We start computing edge weights with vertices
that only have incoming edges, called dead ends. We compute the flow from the
dead ends, backwards along their edge directions, to find the inflow of the dead

1 The longest path in a directed acyclic graph, dag_longest_path() , from NetworkX.
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ends vertices. The active vertices for the next step calculation are the source
vertices to the dead ends. Consequently, if all their outflow energy is available,
we can find the inflow energy to the active vertices. Until all its outflows are
known, a vertex is withheld from being an active vertex. In addition, there is a
different treatment for the dead ends at vertices that have an inflow degree of
zero. These source-only vertices reflect where the impact is initiated and where
accordingly the kinetic energy input takes place. Therefore, these vertices are not
considered when they are marked as active vertices. Instead, the edge weights of
these source-only vertices are calculated when their outgoing neighbours are the
active vertices. In some cases, the weights of all their outgoing edges have already
been evaluated, but the active vertices may have more than one incoming edge.
In this case, the energy flow is partitioned to the in-degree, I(v). An unequal
stiffness of the structure does not allow an equal distribution. Therefore, equal
partitioning can lead to errors in the flow calculation, which we discuss in 5.1.

4.2 Time Segmentation

To convert the vertex absorption times into edge weights is more complex than
the handling of IEmax. This is because the graph connectivity of the vertices
differs from the time sequence of the parts that absorb energy. Moreover, the
time information of each vertex is an absorption interval (Δt), initial absorption
time ti to final absorption time tn, which may overlap with one of its neighbours.
In the example shown in Fig. 2, we demonstrate the time segmentation for vertex
j with two successors of l and k. In this figure, the absorption period of each
vertex is plotted as a vector along the time axis. The overlap of these vectors
highlights the need for time segmentation, see Fig. 2a. To overcome this, we
segment the time interval of the absorption for each vertex. The segmentation
is based on the ti value of the successors of the vertex.

Accordingly, we add vertices to the graph for each segmented time and con-
nect each successor vertex to the vertex added for time segmentation. In this
example, a vertex is added to the graph for each successor vertex, l and k, see
Fig. 2b. Note that if some of the successors have the same ti, then only one ver-
tex will be added. In addition, to include the total absorption, an extra vertex is

Fig. 2. An example of time segmentation process for a vertex j with two outgoing
edges to the successors vertices of k and l. The time axis shows the ti value for each
vertex and absorption time with an arrow in front of each vertex.
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added to represent the total absorption vector as the sum of δtj = δtj1+δtj2+δtj3,
see Fig. 2c. Then we sort the ti of the successor vertices to find the connec-
tion between the new vertices. Finally, the directed edges containing the time
sequences and durations are added and the old edges are deleted, see Fig. 2c.
Additionally, we add the initial timing tki as a vertex feature for the kth segment,
so that all vertices have a ti. Finally, the edge weight st for time segmentation
is for a directed edge from m to n defined by st := tmi − tni .

4.3 Feature Combination

We consider two approaches to combine IEmax and the timings of part absorp-
tion. In the first approach, we modify the vertex feature IEmax according to the
absorption time before the flow computation from Sect. 4.1. To do this we look
at the integration of the IE curve over time, IEΔt. The start and end of the
integration are set to the minimum timin

and maximum tnmax
of the absorption

times, ti and tn, respectively, over all parts. To simplify the calculation, we divide
the area under the curve IE into three zones. For each zone the area under the
curve, A, is calculated:

◦ (timin
, ti) unload period, A1 = 0

◦ (ti, tn) absorption period, A2 = IEmax(tn − ti)/2
◦ (tn, tnmax

) saturated period, A3 = IEmax(tnmax
− tn)

The sum of these areas is the new node feature and we compute, as in
Sect. 4.1, the combined edge weight with the flow of IEΔt, fIEΔt. In the second
approach, we use the time segmentation graph. For this graph, we calculate the
energy absorption efficiency, Pe = IE/Δt, where Δt = st, see Sect. 4.2, and
IE = fIE , see Sect. 4.1.

5 Result

We use an illustrative example presented in [18] to evaluate our method. This
study contains 66 simulations; each model contains 27 parts and 11 components.
The model structure is the same, therefore the graph structure remains the same
for all simulations. Figure 3 shows the extracted graph for CBG, sPBG and
mPBG. Here, in the graph visualisation, the vertices are positioned in the centre
of its part or component box. In Fig. 3a for CBG, the vertices of the graph are
labelled by these components. For sPBG and mPBG each vertex refers to a part
in Figs. 3b and 3c, where the parts corresponding to the vertex of a component
are coloured grey. The mPBG has additional edges compared to sPBG that are
marked in red, Fig. 3c. While the CBG, sPBG and mPBG graphs are the same
for 66 simulations, adding the time segmentation to the graphs can change the
structure for each simulation due to different time sequences. Figure 4 shows the
differences in two simulations generated by time segmentation for mPBG. In the
following sections, we evaluate the computation of the IE flow and the detection
of the load-path.2

2 The zoomed views use networkx.kamada_kawai_layout() with vertex distances

and positions to improve the visualisation.
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Fig. 3. Extracted graphs for the illustrative example [18]. A zoomed view of the upper
half is shown for each graph. The additional edges for mPBG compared to sPBG are
marked as red in (c) (Color figure online).

Fig. 4. mPBG segmentation differences for simulations (0) and (27) due to different
times of absorption.

5.1 Graph Flow

We use the RSME of the inflow and outflow to evaluate the flow calculation as:

RSME =

√√√√√ 1
N

N∑

j=1

IEj −
⎛

⎝
∑

n∈I(j)

wn,j −
∑

n∈O(j)

wj,n

⎞

⎠. (2)

The flow calculation has a small error in the order of 2 to 3e − 16 for the three
graph extraction methods. The comparatively high spread of the RMSE for CBG
indicates that for some simulations the connectivity of the CBG graph is limited,
which increases the RMSE for these simulations.

5.2 Load-Path Detection

Here, we first discuss the result of the load-path detection for five reference
models, as in [18], and show how the load-path detection characterises the sim-
ulations. Then, we use the best method to classify all 66 simulations. In the
reference simulations – 3, 30, 31, 60, 61 — the crash-box thicknesses differ as
follows. Simulation 3 has the same thickness on both left hand side LHS and
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Fig. 5. Load-path detection, marked in red, for the five reference simulations from [18].
LHS and RHS are at the top and bottom, respectively. Each simulation and edge weight
setup include results of CBG, sPBG and mPBG. (Color figure online)

right hand side RHS. Compared to 3, simulations 30 and 31 are less stiff on RHS
and LHS, respectively. Whereas simulations 60 and 61 are stiffer on LHS and
RHS, respectively, compared to 3.

Figure 5 summarises the load-path detection with four edge weights as
described in Sect. 4. Columns a and c are the single feature results for fIE and
st. The other two columns are weighted with combined features fIEΔt and sPe

,
columns b and d respectively. We show the results of three different graph extrac-
tion methods for each scenario and the detected paths are marked in red. Based
on the structural stiffness, the expected energy load-path for simulations 30 and
60 is at the RHS (bottom) and for simulations 31 and 61 at the LHS (top).

We expect that for graphs with fIE-edge weight, it is the reverse of graphs
with st-weight whether we get a top or bottom load-path. This is due to the
physics of the problem, i.e. stiffer parts take more time for absorption and deform
less, which means lower IE. The only exception we observe is in the result with
CBG and st weighting. Here the detected path for these simulations does not
continue to the side-member and a different side of the structure is detected
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Fig. 6. Identical load-paths, marked in red, that are identified for the simulation dataset
from [18]. Only one is shown if there is a symmetric pair. nL and nR are the number
of occurrences of a load-path in the dataset, respectively. (Color figure online)

compared to sPBG or mPBG. This example shows the limitation of CBG in
time feature extraction, i.e., the component level is less sensitive than the part
level.

Next for the combined features, fIEΔt and sPe
, for most scenarios the

detected load-path remains in the expected direction of the structure. The only
exception is the CBG graph for simulation 3. Simulation 3 is a symmetric model
and lacks a dominant load-path due to its symmetry. Again, the CBG method
lacks the detail to realise the effect of time in detecting the load-path. The addi-
tional obvious observation is that with sPe

weight the detected path is shorter.
This detection describes well that the crash-box influence is much greater than
those of the remaining parts. Therefore, this path captures the efficient path of
the load rather than the full path along the structure.

Among these approaches, the mpBG with st detects the most detailed load-
paths, which is better for simulation comparison. As a result, we use it to visually
categorise all 66 simulations. This method categorises the data into 12 identical
load-paths, where 10 are symmetric pairs, i.e., an LHS path corresponds to an
RHS path. Figure 6 summarises the clusters. Most of the simulations, 33, are
grouped in cluster B. The biggest difference of the clusters is between cluster A
and the rest where the path ends with a crash-box absorption. The remaining
clusters have similar absorption for the crash-box and differ in vertex selection
for the side-member at the end of the path.

6 Conclusion and Outlook

We considered load-path detection in crash analysis, one of the automotive CAE
domains, by using graph approaches. Due to the lack of graphs in the CAE data,
we introduced graph extraction methods to convert the CAE analysis of crashes
into graphs. To characterise the absorption path of the vehicle structure, we not
only abstract the vehicle structure into the graph, but also define edge direc-
tions and edge weights. By computing the longest weighted path in a graph an
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automated detection of load-paths now becomes feasible. Vehicles with the same
structural design have an almost similar graph structure, while edge weight-
ing and time segmentation detect differences in load-paths. Our method showed
promising results analysing an illustrative example with 66 simulations. Based
on our study, it is best to use different graph extraction approaches and edge
weights (w) for different applications, as follows:

1. CBG, w = fIE : crash mode analysis [18], advantage: simple and stable.
2. mPBG, w = fIEΔt: IE flow path analysis, advantage: more details.
3. mPBG, w = st: simulation clustering using load-path, advantage: sensitivity

to time sequence.
4. mPBG w = sPe

: analyse part or component efficiency.

As well as being useful for the CAE engineers, the load-path clusters from c)
can also be used as labels, which opens up new possibilities for using supervised
machine learning ML for CAE. We see as a next stage an implementation of
graph embedding methods to automatically classify the results.

In addition, posture detection methods can be used to further process the
data during the crash [21]. With these methods, part features should remain
at the vertex level for active part detection. However, as far as we are aware,
there is limited research on directed graphs to find the load-path. Furthermore,
converting a whole vehicle into a graph requires additional considerations. For a
complete vehicle, graph extraction can often lead to several unconnected graphs
due to the existence of larger parts. Our graph extraction works for sub-models,
but further heuristics are needed to extend its application, which is beyond the
scope of this work. Finally, we extracted a static graph from the undeformed
geometry. As the deformed structure may lead to additional contacts between
parts that do not exist in the undeformed structure, it may be useful in the
future to consider the deformed structures as well.
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In [4], the use of two modal operators from possibility theory for decomposing
the Boolean relation of a given formal context into independent blocks, whenever
it is possible, was studied. For that, it is necessary that the considered context
(A,B,R) be normalized, i.e., the corresponding matrix of the relation R has no
empty rows and no empty columns, and no object is related to all attributes and
no attribute is related to all objects. In particular, Dubois and Prade made use
in [4] of the necessity operators ↑N : 2B → 2A, ↓N

: 2A → 2B , defined as follow:

X↑N = {a ∈ A | for all b ∈ B, if (a, b) ∈ R, then b ∈ X}
Y ↓N

= {b ∈ B | for all a ∈ A, if (a, b) ∈ R, then a ∈ Y }

for all X ⊆ B and Y ⊆ A [3,5–8], to characterize independent subcontexts
decomposing the relation R of a given context (A,B,R). From this study, some
interesting properties can be deduced from a pair of non-empty subsets X ⊆ B,
Y ⊆ A, that satisfies the following equalities:

X↑N = Y and Y ↓N

= X, (1)

The set of all pairs satisfying Expression (1) is denoted by CN , that is,

CN = {(X,Y ) | X ⊆ B, Y ⊆ A,X↑N = Y, Y ↓N

= X}

New properties were studied and presented in [1]. Notice that, since the con-
text is normalized, the set CN is not empty since the pairs (B,A) and (∅,∅)
belong to it. In what follows we will exclude these two trivial pairs in order to
state the results, so when we consider a pair (X,Y ) ∈ CN it will be distinct
from (B,A) and (∅,∅). Furthermore, each pair (X,Y ) belonging to CN deter-
mines an independent subcontext of the original context [4]. As a consequence,
its complement (Xc, Y c), where Xc and Y c are the complements of X and Y
respectively, also belongs to CN and thus, determines another independent sub-
context. Therefore, there may be different ways of factorizing the original context
into independent subcontexts depending on the cardinality of the set CN .

Since we are interested in reducing the complexity in the data processing as
much as possible, we should consider the minimal independent subcontexts, but
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the pairs in CN do not entail any minimality. In [4], one method of decomposing
the context into minimal subcontexts is provided by computing the following
intersection:

R∗ =
⋂

(X,Y ) ∈ CN

(X × Y ) ∪ (Xc × Y c)

In this paper, we have studied another point of view for computing these
minimal subcontexts and analyzed new properties of the decomposition using
necessity operators. Next, several ones have been highlighted and a toy example
to illustrate the decomposition and properties is given. First of all, we take into
account that the elements of CN equipped with operations:

– (X1, Y1) � (X2, Y2) = (X1 ∪ X2, Y1 ∪ Y2)
– (X1, Y1) � (X2, Y2) = (X1 ∩ X2, Y1 ∩ Y2)
– (X,Y )c = (Xc, Y c)

have the structure of a complete lattice (this was proved in a more general
framework in [7]), with the inclusion order on the left argument or on the right
argument, that is, (X1, Y1) ≤ (X2, Y2) if X1 ⊆ X2 or, equivalently, Y1 ⊆ Y2.
Since each element in CN defines a subcontext, those elements which are minimal
elements of CN will determine minimal subcontexts. Furthermore, we can identify
these minimal elements of CN with the supremum irreducible elements as the
following result states.

Proposition 1. Let (A,B,R) be a formal context and let (X∗, Y ∗) be a supre-
mum irreducible element of (CN ,≤). There is no element (X,Y ) ∈ CN such that
(X,Y ) � (X∗, Y ∗), except the bottom of the lattice, that is, (∅,∅).

In addition, we can go further and determine the smallest independent sub-
contexts by means of the supremum irreducible elements of CN .

Proposition 2. Given a context (A,B,R), the set of all supremum irreducible
elements of CN determines partitions of the sets A and B, that is, A =

⋃
i∈I Y

∗
i

and B =
⋃

i∈I X
∗
i , where {(X∗

i , Y
∗
i ) | i ∈ I} is the set of all supremum irreducible

elements of CN .

Example 1. Let us consider the formal context (A,B,R) associated with the
data in the table on the left side of Fig. 1. Also, the list of concepts and the
Hasse diagram of the concept lattice is shown in Fig. 1.

This context is normalized. Therefore, we can apply Propositions 1 and 2,
and compute the elements of the set CN . The list of elements of CN and an
isomorphic lattice to (CN ,≤) is given in Fig. 2.

We can see that the supremum-irreducible elements are (X1, Y1), (X2, Y2)
and (X4, Y4), which do not have any other (supremum-irreducible) concept less
than it, as it happens for every supremum-irreducible element in CN associated
with a normalized formal context (Proposition 1). Moreover, we have that X1 ∪
X2 ∪ X4 = B, as Proposition 2 asserts. Clearly, we can see in Fig. 1 the three
blocks associated with (X1, Y1), (X2, Y2) and (X4, Y4).
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R b1 b2 b3 b4 b5 b6
a1 0 1 1 1 0 0
a2 0 0 0 1 0 0
a3 1 0 0 0 0 0
a4 0 0 0 0 1 1
a5 0 0 1 0 0 0
a6 0 0 0 0 1 0

C0 = (∅, A)
C1 = ({b5}, {a4, a6})
C2 = ({b5, b6}, {a4})
C3 = ({b1}, {a3})
C4 = ({b4}, {a1, a2})
C5 = ({b3}, {a1, a5})
C6 = ({b2, b3, b4}, {a1, a2, a5})
C7 = (B,∅) C0

C1 C5

C2

C3

C4

C7

C6

Fig. 1. Relation of the context, the list of concepts and concept lattice of Example 1.

(X0, Y0) = (∅,∅)
(X1, Y1) = ({b5, b6}, {a4, a6})
(X2, Y2) = ({b2, b3, b4}, {a1, a2, a5})
(X3, Y3) = ({b2, b3, b4, b5, b6}, {a1, a2, a4, a5, a6})
(X4, Y4) = ({b1}, {a3})
(X5, Y5) = ({b1, b5, b6}, {a3, a4, a6})
(X6, Y6) = ({b1, b2, b3, b4}, {a1, a2, a3, a5})
(X7, Y7) = (B,A)

0

1 2

3

4

5 6

7

Fig. 2. List of elements and lattice of CN of Example 1.

These propositions and other studied results complement those given in [1],
providing a complete analysis of the factorization given by the necessity operators
and offer the basis for new advances in the fuzzy approach in the near future [2].
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Abstract. This paper advances in the relationship among formal con-
cept analysis and rough set theory translating the notion of confirma-
tion measure given in rough set theory to formal concept analysis. Con-
sequently, more information of (valid) attribute implications in mixed
context is obtained.

Keywords: Formal concept analysis · mixed context · rough set
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1 Introduction

Formal Concept Analysis (FCA) [14] and Rough Set Theory (RST) [9] arose
to deal with relational datasets and to extract relevant information from them.
The study of dependences among the variables is a very important task in both
frameworks [1,15], which is carried out by using attribute implications in FCA
and decision rules in RST. This work continues making advances on the con-
tribution presented in [2], relating attribute implications of FCA and decision
rules of RST in order to obtain an attribute implication from a decision rule
and vice versa. These relationships will allow us to translate the definition of
relevance indicators and confirmation measures [7,9], which are studied in RST
for the management of decision rules, into the FCA framework for the treatment
of attribute implications. Confirmation measures have its origin in Bayesian the-
ory [4,8], which have been considered to quantify how much a piece of evidence
confirms a hypothesis.

Confirmation measures have been used in RST [6,7,12,13] to illustrate the
impact of the satisfiability of the antecedent on the satisfiability of consequent,
providing us with complementary information to the one given by the other
measures. This paper will adapt the notion of confirmation measure to the
FCA framework in order to enrich the information we can extract from an
attribute implication defined on mixed contexts [10,11]. Moreover, some pre-
liminary results will be introduced.

2 Mixed Contexts

This section recall the notions required to define a context in which bipolar
attributes are considered [11,14].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Definition 1. A context is a tuple (A,B,R) where A and B are non-empty sets
of attributes and objects, respectively, and R is a relation between them. From
this notion the following ones are obtained.

• (A,B,R) is the opposite context to (A,B,R) where A = {a | a ∈ A} is the
set of negative attributes and R is defined, for each a ∈ A and b ∈ B, as
follows: (a, b) ∈ R if and only if (a, b) /∈ R.

• The derivation operators (⇑,⇓ ) are the mappings ⇑ : 2B → 2A∪A and
⇓ : 2A∪A → 2B defined, for each X ⊆ B and Y ⊆ A ∪ A, as:

X⇑ = {a ∈ A | (a, b) ∈ R for all b ∈ X} ∪ {a ∈ A | (a, b) /∈ R for all b ∈ X}
Y ⇓ = {b ∈ B | (a, b) ∈ R for all a ∈ Y } ∩ {b ∈ B | (a, b) /∈ R for all a ∈ Y }

• Given C,D ⊆ A ∪ A, a mixed attribute implication is denoted as C ⇒ D,
and it is valid in (A,B,R) if C⇓ ⊆ D⇓.

The bipolarity of the attributes in this framework allows to consider that an
object can possess an attribute and other object can possess the opposite one.
For example, one patient may be cold and another one may not be cold. This
is simple but we must take into account that the relationships considered by
Ganter and Wille only takes into account the attributes possess by an object [5],
that is, in the relation of the context (A,B,R) contains the pair (a, b) if the
object b has the attribute a, but if (a, b) �∈ R, we cannot say that b does not
have a [3]. Hence, in order to obtain information from datasets also containing
the information of the “negative” attributes considering the theory of FCA, it
is important to take into account the mixed contexts.

3 On the Validity of Mixed Attribute Implications

The following definition enables us to analyze mixed attribute implications from
a new perspective, by using relevance indicators and confirmation measures.
The last definition is an adaptation to FCA of the usual notion of confirmation
measure considered in RST, taking into account that the notion of certainty in
RST coincides with the notion of confidence in FCA.

Definition 2. Given a mixed attribute implication C ⇒ D.

• The support of C ⇒ D is a mapping supp : A∪A×A∪A → [0, 1] defined as
supp(C,D) = |C⇓ ∩ D⇓|.

• The confidence of C ⇒ D is a mapping conf : A ∪A×A ∪A → [0, 1] defined

as conf(C,D) =
supp(C,D)

|C⇓| , when |C⇓| �= 0.
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• A confirmation measure of C ⇒ D is a mapping cm : A ∪A×A ∪A → [0, 1]
satisfying the following properties:

cm(C,D) > 0 if conf(C,D) >
|D⇓|
|B|

cm(C,D) = 0 if conf(C,D) =
|D⇓|
|B|

cm(C,D) < 0 if conf(C,D) <
|D⇓|
|B|

Based on these notions, we have analyzed the validity of mixed attribute
implications and different examples of confidence measures to be considered in
the FCA framework. Next, we only present a small part of the obtained results.
The first one extends the relationship between the confidence and validity of
attribute implications to mixed attribute implications.

Proposition 1. Let (A,B,R) be a context and C ⇒ D a mixed attribute impli-
cation with C⇓ �= ∅. Then C ⇒ D is a valid mixed attribute implication if and
only if conf(C,D) = 1.

Now, we present a novel result relating the validity of mixed attribute impli-
cations and confirmation measures.

Proposition 2. Let (A,B,R) be a context, C ⇒ D a mixed attribute implica-
tion with D⇓ �= B and cm : A ∪ A × A ∪ A → [0, 1] a confirmation measure. If
C ⇒ D is a valid mixed attribute implication, then cm(C,D) > 0.

In FCA, it is usual to make more flexible the validity of attribute implications
considering association rules, that is, attribute implications with a confidence
less than 1. Therefore, confirmation measures can be seen as a complementary
value to confidence in FCA to give more information about association rules
from another point of view, and so enriching the information obtained from
these kind of rules. Thus, the use of confirmation measures in FCA will supply
us with a new approach to study attribute implications, being able to detect
non-total dependencies between attributes.

4 Conclusions and Future Work

We have adapted the conditions required to a fuzzy measure in order to obtain a
confirmation measure in the FCA framework. We have compared the validity of a
mixed attribute implication with its confirmation measure and we have obtained
that the confirmation should be 1 or at least positive. We have also noted that
this value gives an extra information of the association rules. This comparison
will be studied in-depth in the future, introducing more properties and useful
remarks for the applications.
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Abstract. Recently, a procedure to reduce multi-adjoint relation equa-
tions has been published. Such method relies on the strong existing link
between fuzzy relation equations and concept lattices, and more specif-
ically, it is based on attribute reduction techniques. In this paper, we
illustrate the reduction mechanism for the specific case of fuzzy relation
equations on a more general structure than a residuated lattice, in which
an adjoint triple is considered instead of a left continuous t-norm and its
residuated implication.
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Fuzzy relation equations is a relevant topic from its introduction in the 1980s
from a theoretic and applied perspective [5,12–15]. The research conducted in [9]
presents a method to reduce the magnitude of a multi-adjoint relation equation
(MARE) [7], in the sense of eliminating redundant rows (sub-equations). In this
work, we show how to adapt the results in [9] for the reduction of fuzzy relation
equations (FRE) [4,6,11] defined with a sup-& composition operator, where the
mapping & belongs to an adjoint triple.

Definition 1. ( [3]) Let (P1,�1), (P2,�2), (P3,�3) be posets and & : P1×P2 →
P3, ↙ : P3 ×P2 → P1, ↖ : P3 ×P1 → P2 mappings, then (&,↙,↖) is called an
adjoint triple with respect to P1, P2, P3 if

x �1 z ↙ y iff x&y �3 z iff y �2 z ↖ x

for each x ∈ P1, y ∈ P2, z ∈ P3.

Following the terminology employed in [10], we say that a property-oriented
frame is a triplet of posets endowed with an adjoint triple. Formally:

Definition 2. Let (L1,�1), (L2,�2) be two lattices, (P,≤) a poset and (&,↙
,↖) an adjoint triple with respect to P,L2, L1. The tuple

(L1, L2, P,�1,�2,�,&,↙,↖)

is called property-oriented frame.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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From here on, consider fixed a fuzzy relation equation of the form

R � X = T (1)

where U , V and W are three finite sets, (L1, L2, P,�1,�2,�,&,↙,↖) is a
property-oriented frame and R ∈ PU×V , T ∈ LU×W

1 , X ∈ LV ×W
2 being X

unknown.
Basically, the idea of reducing a FRE consists of removing elements in the

set U . Notice that, the elimination of elements in U implies the reduction of rows
in R and T , which entails the elimination of equations of the system associated
with the FRE (1).

Definition 3. Let Y ⊆ U and consider the relations RY = R|Y ×V , TY =
T|Y ×W . The FRE RY � X = TY is called Y -reduced FRE of R � X = T .

Clearly, reducing a solvable FRE in the sense of Definition 3, may give rise
to a significant loss of relevant information, resulting in a different FRE whose
solution set might have nothing in common with the solutions of the original
FRE. In order to avoid this issue, the reduction will only be performed in cer-
tain subsets of U , which are consistent sets of a formal context related to the
FRE. Therefore, the strategy of the reduction technique consists of associating
a property-oriented concept lattice to the FRE (1) and then find consistent sets
of attributes.

First of all, we will associate the FRE (1) with the context (U, V,R), where U
is usually interpreted as the set of attributes and the set V as the set of objects.
Now, denoting LU

1 = {f | f : U → L1} and LV
2 = {g | g : V → L2}, the mappings

↑π : LV
2 → LU

1 and ↓N

: LU
1 → LV

2 are defined, for each f ∈ LU
1 and g ∈ LV

2 , as
follows:

g↑π (u) =
∨

1

{R(u, v)& g(v) | v ∈ V } (2)

f↓N

(v) =
∧

2

{f(u) ↖ R(u, v) | u ∈ U} (3)

The pair of mappings (↑π ,↓
N

), which is an isotone Galois connection [10],
allows to define the property-oriented concept lattice (MπN (U, V,R),�πN ),
where

MπN (U, V,R) =
{

(g, f) ∈ LV
2 × LU

1 | g = f↓N

, f = g↑π

}
(4)

and (g1, f1) �πN (g2, f2) if and only if f1 �1 f2.
The main result that supports the reduction method is given next, and states

that the reduction of a solvable FRE via a consistent set of (U, V,R) generates
a solvable FRE with the same solution set.

Theorem 1. Let R �σ X = T be a solvable FRE and Y a consistent set of
(U, V,R). Then, the Y -reduced FRE of R �σ X = T is solvable and X ∈ LV ×W

2

is a solution of the Y -reduced FRE if and only if it is a solution of the complete
FRE.
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Clearly, the process of reducing a FRE is optimized if the consistent set is
actually a reduct of (U, V,R), that is, a minimal consistent set of attributes.

Corollary 1. Let R �σ X = T be a solvable FRE and Y a reduct of (U, V,R).
Then, the Y -reduced FRE of R�σX = T is solvable and X ∈ LV ×W

2 is a solution
of the Y -reduced FRE if and only if it is a solution of the complete FRE.

Since the context (U, V,R) may have several reducts with different cardinal-
ity, it is natural to assume that the reduct with the minimum number of elements
will be the most adequate reduct to proceed with the reduction method. The
process of reducing FRE is illustrated by the following example.

Example 1. Consider the sets U = {u1, u2, u3, u4}, V = {v1, v2, v3, v4, v5} and
W = {w}, the discretization of the unit interval [0, 1]8 and the property-oriented
frame given by

([0, 1]8,�,&G,↙G,↖G)

where x&G y = min{x, y}. Assume the following FRE

R �G X = T (5)

where

R =

⎛

⎜⎜⎝

0.5 0.25 0.125 0.75 0.125
0.5 0.375 0.5 0.625 0.25
0.5 0.25 0.125 0.625 0.125
0.5 0.375 0.375 0.75 0.25

⎞

⎟⎟⎠ , T =

⎛

⎜⎜⎝

0.125
0.25
0.125
0.25

⎞

⎟⎟⎠

and X ∈ [0, 1]V ×W
8 is unknown.

It can be checked that FRE (5) is solvable [7], as T ↓N ↑π = T . Following the
results shown in [2], we obtain that the reducts of the associated context are
Y1 = {u1, u2} and Y2 = {u2, u3}.

Hence, by Corollary 1, we can reduce FRE (5) in two different ways. For
instance, if we consider the reduct Y1, then the resolution of the FRE given by

RY1 �G X = TY1

where

RY1 =
(

0.5 0.25 0.125 0.75 0.125
0.5 0.375 0.5 0.625 0.25

)
, TY1 =

(
0.125
0.25

)

is equivalent to solving the original one. At this point, the reduced FRE can be
solved with any of the procedures that have been developed in the literature,
what will lead to a maximum solution and a set of minimal ones. Applying
Corollary 1, these are the solutions of FRE (5).�

In the future, more properties of the fruitful relation between concept lattices
and FRE will be analyzed and the obtained results will be applied to (real)
problems, such as in Digital Forensics [1]. Moreover, the impact of considering
different kind of operators in the composition of fuzzy relations is another hot
topic to be boosted in the near future [8].
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Abstract. The applications of machine learning and artificial intelli-
gence methods in the natural language processing of court decisions have
become an important research topic worldwide. In this paper, we review
our datasets and recent results in the field of natural language process-
ing of Slovak court decisions, including the graph-based word embedding
methods. We also explore the automated assignment of relevant keywords
to Slovak court decisions. Moreover, we applied the methods of Formal
concept analysis to Slovak court decisions to explore the relationships
between their attributes.

Keywords: Formal Concept Analysis · text analysis · court decisions

1 Introduction

The applications of machine learning and artificial intelligence methods in the
decision-making process of courts or the legal profession have become an impor-
tant research topic worldwide. The decision-making process realized by partic-
ular courts requires a thorough understanding of principles, notions, and legal
text. Researchers aim to analyze the legal documents (judicial decisions) and to
investigate and propose methods to extract fruitful knowledge from them [1,2].

The extracted attributes from the free text of court decisions can be expressed
explicitly (i.e. the phrases which are frequently or less frequently used in the
court decisions) or implicitly (i.e., phrases which result from the context of the
text of the decision itself). The implicit attributes can include the relevance of
court legislation, legal labels describing the content of the decision, a summary
of the decision, and the similarity of the decision with other court decisions.
Machine learning methods have the ability to input a large amount of raw or
processed legal data, and based on the patterns and dependencies observed in
the text, they can reveal fruitful attributes or additional hidden relationships
between them. Regarding the identification of the most representative lexical
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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units of the general type of documents, Firoozeh et al. [3] published a survey
paper based on the methods and issues of keywords extraction, which can be
applied in various applications of Information Retrieval, Text Mining, or Natural
Language Processing. Moreover, Papagiannopoulou and Tsoumakas [4] reviewed
the unsupervised graph-based methods with semantics (knowledge graphs) as
the techniques for keyphrase extraction.

Moreno-Schneider et al. [5] developed the service platform Lynx of Legal
Knowledge Graph (i.e., a knowledge graph for the legal domain). They demon-
strate that the applications of their methods are fruitful for the semantic (con-
tent) processing, enrichment, and analysis of documents from the legal domain
since they present several use cases based on contract analysis, labor law, or
geothermal energy. Several research studies explore the specifics of legal orders
and judicial decisions in a particular country. Walter and Pinkal [6] presented
a rule-based approach for extracting and analyzing definitions from parsed text
and evaluate it on a corpus of German court decisions. Grosz [7] explored the
issue of identifying and extracting keywords in Swedish court documents. Martín-
Chozas and Revenko [8] proposed the method to extract Hohfeld’s deontic rela-
tions from legal texts from Spanish labor law.

In this paper, we review our datasets and recent results in the field of natural
language processing of Slovak court decisions, including the methods of Formal
concept analysis [11]. The automated assignment of relevant keywords to Slovak
court decisions has also been explored.

2 Our Recent Datasets and Results

Regarding our fruitful cooperation with the analytical department of the
Supreme Court of the Slovak Republic, we can directly access two important
datasets for legal texts. The first is the ontology of legal keywords categorized
by individual chambers of the Supreme Court, a so-called Repository of Key-
words. The second dataset is a set of approximately 14,000 manually annotated
Supreme Court judgments, in which multiple attributes and values are assigned
to each decision. The presence of relevant keywords from the Repository of Key-
words is also one of the annotated attributes of the decision. Moreover, Slovak
Law Thesaurus [9], the legislative and information portal of the Ministry of Jus-
tice of the Slovak Republic is publicly available. As the second source of data, we
have our own tool Morphonary [10], which is a manually annotated database of
all possible word forms of the Slovak language, which also retains the root form
as well as its lexical and grammatical categories. This tool is publicly available
in Slovak language at https://tvaroslovnik.ics.upjs.sk/.

We proposed a novel method for constructing dense vector representation of
words from Slovak dictionaries that captures semantic properties. However, our
word embedding method is general and can be applied to any other language.
Our method is formally described by the directed evaluated graph, whereby
the vertices are set of all words, and the edges are relationships between words
obtained from the dictionary of synonyms and the classical dictionary. LSTM

https://tvaroslovnik.ics.upjs.sk/
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classification model with our representation vectors obtained 79% accuracy after
30 epochs compared to 65% accuracy based on random initialization.

Moreover, we applied several machine learning methods, including Formal
concept analysis, to explore the relationships between attributes of court deci-
sions from their reasoning parts. The various algorithms are implemented to
build the models that interpret the dataset’s hidden relations. We investigate
the typical expressions and phrases for court decisions with a guilty or innocent
verdict. We successfully employed several statistical methods and machine learn-
ing methods for the representation and classification of the text of more than
four million publicly available judicial decisions in criminal matters between 2016
and 2021. Based on the formal context of court decisions and their attributes,
we constructed the concept lattice and attribute implications, which show the
relationships between the decisions of criminal law, family law, civil law, terms,
penalties, and other aspects.

Recently, we explored several unsupervised keyword extraction methods and
algorithms on a selected set of court decisions. We applied two unsupervised
methods, which combine graph-based weighted PageRank algorithms, tf-idf app-
roach, or autoencoders. The best results were obtained by the autoencoder algo-
rithm, which correctly matched 80% of keywords manually extracted by experts
in the law. We found that our method provides even more general legal terms
not obtained in the Slovak law thesaurus, and thus it can provide some added
value for analysis.

Table 1. Example of top five keywords of court decision obtained by three methods

Method Keywords

Tf-idf bill of exchange
form
first instance court
first instance
fill out

Weighted PageRank assumption
receiving
bill of exchange
form
stage

Autoencoders bill of exchange
the first instance court
to apply the claim
form of application
owner of the bill of exchange
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In Table 1, we present the example of top 5 keyphrases from the selected court
decision obtained by three methods tf-idf, weighted PageRank algorithm and by
autoencoders. The idf value was computed for all court decisions in our dataset.
These keyphrases were indeed included in the abstract of the court decision
which a law expert evaluated. The keywords in bold correspond to those also
included in the abstract of the court decision. The underlined keywords represent
the keywords specified also manually by a law expert.

The natural language processing of court decisions is an interesting research
issue. These solutions can help to search keywords from the court decisions, to
simplify the manual annotation performed by the Supreme Court, or to detect
errors in the manual annotation that had already been performed.

Acknowledgment. This work was supported by the Slovak Research and Develop-
ment Agency under contract No. APVV-21-0336 Analysis of court decisions by methods
of artificial intelligence. This article was supported by the Scientific Grant Agency of
the Ministry of Education, Science, Research and Sport of the Slovak Republic under
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concept analysis and their application.
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