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The Role of Machine Learning in Big  
Data Analytics: Current Practices 
and Challenges

Hector A. Duran-Limon, Arturo Chavoya, and Martha Hernández-Ochoa

1 � Introduction

Huge amounts of data are generated on a daily basis by diverse application domains. 
Social media, mobile phones, sensors, and medical imaging among others are 
examples of data sources. The exponential growth of both the Internet and data 
digitalization has fueled the generation of high volumes of data. According to the 
International Data Corporation, such generation of data will increase from 33 
zettabytes in 2018 to 175 zettabytes in 2025 [1]. For instance, regarding social 
media data generated in 1 minute in October 2021 [2], we have that 694 million 
songs were streamed in the USA, there were 4.2 million Google searches, 210 
million emails were sent, and 21 million snaps were created.

Big data analytics (BDA) enables the extraction of valuable information from 
large datasets that are obtained from multiple sources. Such valuable information 
involves patterns and correlations that can help organizations to make better deci-
sions [3–5]. Laney defined big data in terms of Volume, Velocity, and Variety [6]. 
Two more Vs were added later: Value and Veracity [7]. Currently, the 5 Vs are the 
most widely accepted conceptualization of big data. Volume refers to large volumes 
of data that increase exponentially with time. Velocity regards the speed at which 
data are generated and processed. The diverse number of data sources and heteroge-
neity of the data denote Variety. In addition, Value refers to the extracted patterns 
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and correlations that can help to make better decisions. Lastly, Veracity involves the 
level of confidence on the data.

The main elements of BDA include descriptive analytics, predictive analytics, 
and prescriptive analytics. Descriptive analytics is in charge of describing what has 
happened, where past and current patterns can be identified and highlighted. In 
contrast, predictive analytics identify correlations among different variables 
whereby the value of a variable can be forecasted when other variables suffer 
changes. On the other hand, prescriptive analytics helps to find the best option or 
recommendation under uncertainty conditions.

The data can be in different formats, namely, unstructured, semi-structured, and 
structured. Unstructured data do not have a structural organization and comprise 
videos, audios, pictures, and online text. Semi-structured data is data that is partially 
structured; an example of data in this format is XML data in the web, which employ 
an informal tag-type format for organizing the data. Lastly, structured data can be 
normally extracted from relational databases and spreadsheets. Crucially, most of 
the data is either unstructured or semi-structured.

Traditional approaches such as data warehousing and the use of a classic rela-
tional database management system (RDBMS) have become impractical to analyze 
such unstructured and semi-structured data [8]. On the other hand, machine learning 
(ML) algorithms have proven to be successful in analyzing vast amounts of data [4, 
7, 9–11].

Machine learning is part of the artificial intelligence field, which involves algo-
rithms and statistical models that are able to learn and adapt without following 
explicit instructions to do so [12]. ML algorithms can be categorized in three main 
classes: unsupervised learning, supervised learning, and reinforcement learning. 
Unsupervised learning is used to find a hidden structure on unlabeled data. This 
kind of algorithm groups data into clusters. Unsupervised learning can be used, for 
example, for customer segmentation and pattern classification. In contrast, with 
supervised learning, the data must be already labeled or structured. Algorithms of 
this kind infer a function from the labeled data that enables them to make either 
predictions or decisions. There are two subcategories of supervised learning: clas-
sification and regression. The former is used to identify the class of a data point. 
Classification can be used for speech recognition, image recognition, and fraud 
detection, among others. On the other hand, regression algorithms are employed for 
prediction. The value of the dependent variable is predicted from a continuous data-
set. The independent variables are used for modeling or training. Regression has 
been applied, for example, for weather forecasting or predicting the value of a stock 
in the stock market. Lastly, reinforcement learning is an approach whereby each 
type of action is given a different reward. By using trial and error, the actions that 
have the greatest reward are learned. The goal of reinforcement learning is to find 
the policy that maximizes the reward function. This type of method is commonly 
applied in gaming and robotics.

Some of the most important domain areas of BDA include health and human 
welfare, weather forecasting, customer transactions, customer preferences, financial 
analysis, and social networking and the Internet. In this chapter, we focus on 
describing some of the most widely used ML algorithms and platforms for BDA, as 
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well as analyzing the role that the use of ML has played in some of these domain 
areas. More specifically, we present the use of ML for BDA in the areas of health-
care, weather forecasting, and social networking and the Internet.

The chapter is organized as follows. We first present some of the most widely 
used ML algorithms in BDA. Then, we present the most commonly used distributed 
platforms for processing big data. This section is followed by a review of a selection 
of three important domain areas where BDA is employed. Finally, some concluding 
remarks are drawn.

2 � Machine Learning Techniques

In this section, we present some of the machine learning techniques that are fre-
quently used in BDA [4].

2.1 � Support Vector Machines

Support vector machines (SVMs) [13] are supervised learning models that are 
employed for binary classification and regression analysis of data. The training 
algorithm is a non-probabilistic binary linear classifier that classifies the trained 
data into one of two categories. The SVM maps training data into points in space 
whereby the width of the gap between the two categories is maximized. New data is 
then mapped to the same space in which it is predicted to which category it belongs 
and what position in space it takes. A data point involves a number of features. A 
hyperplane is used to classify these data points into two classes. It is desirable that 
the margin or distance from the hyperplane to the nearest point of each side is maxi-
mized, as shown in Fig. 1.

Fig. 1  Linear SVM
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In many cases, it is not always possible to separate perfectly both classes. Soft 
margin classifiers (also called support vector classifiers) allow that certain data 
points be in the incorrect side, so that the distance of the hyperplane is maximized 
from the majority of the data points of both sides, obtaining a more robust classifier 
with a better predictive capacity when applied to new data points. In case the separa-
tion between the groups is nonlinear, the dimensions of the space can be expanded. 
In fact, the dimension of the hyperplane depends on the number of features (i.e., 
data inputs characterizing each data point). A kernel function can be used to effi-
ciently map the input data into high-dimensional spaces.

Support vector regression (SVR) is a variant of SVM. This variant employs a 
regression scheme used for predicting values. In SVM, the margins do not include 
data, whereas in SVR the margin lines are chosen so that they cover all data (hard 
margin) or permit some violation (soft margin). These margins involve a tolerance 
error (epsilon). The aim here is to find the function that represents a line that is 
between the two margins, as shown in red in Fig. 2. SVR also allows a nonlinear 
regression analysis.

The parameter needed by SVMs is the so-called soft margin parameter, which is 
normally indicated with C, and the kernel function. In the case of SVRs, an addi-
tional parameter called ϵ is needed. In cases where there is much noise, ϵ must be 
selected accordingly to reflect the variance of noise. In cases where no noise is pres-
ent, we have an interpolation problem and ϵ corresponds to the preset interpolation 
accuracy. The larger the value of ϵ, the smaller the number of support vectors 
required, and vice versa. In addition, a procedure of cross validation is commonly 
employed for the selection of both the kernel function and the optimal value of C.

A parallel implementation of SVM that employs MapReduce to reduce the train-
ing time is presented in [14].

Fig. 2  Linear SVR
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2.2 � Decision Trees

Decision trees are nonparametric supervised learning models that are used for clas-
sification and regression analysis of data. Decision trees are able to carry out a 
multi-class classification on a dataset. There are various methodologies for generat-
ing decision trees. The classification and regression trees (CART) algorithm [15] is 
the most widely used, which is described below.

A decision tree is a binary tree that can be constructed by splitting the data input 
into subsets of data based on an attribute evaluation. There are two kinds of nodes: 
decision nodes and leaf nodes. Decision nodes contain a condition to split the data, 
whereas leaf nodes help to decide the class of a new data point. Decision trees that 
classify data into categories are called classification trees, whereas decision trees 
that predict values are called regression trees. In the case of classification trees, the 
best split is found using the Gini impurity index, which is equivalent to using the 
entropy or information-gain criterion. On the other hand, in the case of regression 
trees, the best split is the split that minimizes the residual sum of squares (RSS) of 
the observed and predicted values.

A recursive partitioning is carried out in which this splitting process is performed 
on each derived branch. A decision tree is split down from the root to leaf nodes. 
The data points are located in axis-parallel (hyper-) rectangles, as shown in Fig. 3. 
In case of overfitting, there are mechanisms that help address this issue. Pruning is 
one of such mechanisms, which involves the process of removing a branch from a 
decision node.

Once the decision tree is constructed, the predictions are carried out on the leaves 
where the mode is taken for classification, whereas the mean is used for regression.

One of the main advantages of regression trees over other ML approaches is that 
the graphical model of a regression tree helps to understand the phenomenon repre-
sented in the data. That is, the features located in the upper nodes of the tree play a 
more important role in the prediction process. For instance, regarding weather 

Fig. 3  Data points space of a classification tree
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forecast, in case of having as an upper node, let us say wind speed, and as a lower 
node moisture, this would indicate that wind speed has a higher impact on the tem-
perature than moisture.

There are a number of parallel versions of decision trees implemented with 
MapReduce, such as [16, 17].

2.3 � Clustering Algorithms

Clustering algorithms create clusters of datasets, whose members are more closely 
related to each other than to members of other clusters. The main idea of these algo-
rithms is to distribute input data into clusters without requiring labels for the train-
ing set [18]. The behavior of these algorithms is shown in Fig. 4. In this kind of 
algorithm, two requirements are met: (1) each cluster must have a set and (2) at least 
one element must exist in the cluster [19].

One popular clustering algorithm is k-means, which is described as follows. 
K-means groups datasets based on closeness to each other using the Euclidean dis-
tance [20], where the aim is to minimize the distance between the elements within 
the cluster, and k is the number of clusters. The k-means algorithm consists of 
assigning each element from the dataset to the defined k-th cluster closer to this ele-
ment. For each iteration, the k-th cluster is calculated once the associated elements 
are observed to the related cluster. This process is iterative until all elements from 
the dataset are assigned to the clusters [21]. For n elements and a dimension d, the 
k-means algorithm complexity is O(k*n*d), so it is computationally efficient [22]. 
The steps of the algorithm are defined as follows:

	1.	 Define the number of clusters k.
	2.	 Select k random elements from the dataset as centroids. In other words, select 

one element (called centroid) for each cluster.
	3.	 All the elements are assigned to the closest cluster centroid.
	4.	 Recalculate the k-th cluster once all the elements are associated with related 

clusters.
	5.	 Repeat until one of the next criteria is met.

Fig. 4  Behavior of clustering algorithms
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	 (a)	 The k-th value is reached.
	 (b)	 The elements remain in the same cluster.
	 (c)	 Once the new cluster is defined, the centroid is the same.

Some advantages of k-means are as follows: it is based on mathematical ideas, it is 
easily implemented, and it has fast convergence [23]. However, there are some 
drawbacks such as the following: when a global cluster is used, it is not effective; 
also, the size and density of the cluster is not handled by the algorithm [20]; with the 
traditional k-means algorithm, it is difficult to analyze a massive dataset; and predic-
tion of a k value is hard. K-means is utilized for document classification, insurance 
fraud detection, customer segmentation, rideshare data analysis, automatic cluster-
ing of IT alerts, and call record details analysis, among other applications [22]. 
There are several improvements of this algorithm that have been made in different 
research works [21, 24–27], for example, “spectral clustering,” which uses standard 
linear algebra methods. This algorithm is built on graph Laplacian matrices [21].

The main steps are described as follows:

	1.	 Create a similarity graph to cluster between N objects.
	2.	 Compute the first k eigenvectors of its Laplacian matrix.
	3.	 Run k-means to separate objects into k classes.

Distributed clustering algorithms are classified into homogeneous and heteroge-
neous, based on the type of dataset they process. Most distributed clustering algo-
rithms are focused on homogenous datasets. Some distributed clustering algorithms 
are described next. In [28], the authors proposed a distributed dynamic clustering 
algorithm (DDCA), which is based on k-means and a tree topology. Another article 
presented a Noise-based k-means that has better results for urban hotspots over 
k-means [29]. In [30] a new approach for very large spatial heterogeneous datasets 
is proposed, which is based on the k-means algorithm but generates clusters 
dynamically.

2.4 � Artificial Neural Networks

Some of the most used ML techniques in BDA are the different variants of artificial 
neural networks (ANNs) [31]. ANNs are a family of models inspired in biological 
neural networks and consist of at least one input layer and one output layer of nodes, 
where each node corresponds to an artificial neuron and the nodes in one layer are 
connected to the nodes in the adjacent layer. The nodes in the input layer receive the 
values introduced in the model, and the nodes in the output layer produce the 
response of the model. There can also be one or more intermediate layers, which are 
known as “hidden” layers. The role of the hidden layers is to discover features that 
are informative for the desired goal. The connection among two nodes is repre-
sented by a function, whose parameters need to be adjusted by training the network 
with input data. An ANN that only contains an input layer and an output layer and 
all the nodes in one layer are connected to all nodes in the other layer is known as a 
perceptron [32].
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Deep learning models are a special kind of ANNs that use a “deep” architecture, 
that is, one that contains more than one hidden layer. Deep learning methods are 
very effective when dealing with a large number of training samples. The current 
success of deep learning is due to a great extent to three factors: (1) recent advances 
in the development of high-performance central processing units (CPUs) and graph-
ics processing units (GPUs), (2) the availability of big data, and (3) recent develop-
ments in ML algorithms. Unlike shallow architectures that depend on the availability 
of expert human knowledge to train the supervised models, deep models can dis-
cover useful features from data in a hierarchical way from fine to abstract in an 
unsupervised manner, where each layer in the network discovers new characteristics 
of the data in an incremental way. Deep learning models can be classified as either 
multilayer neural networks that take nonstructured vector values as input or convo-
lutional neural networks (CNNs) that take multidimensional structured values as 
input. Within the first category, three widely used deep models are stacked auto-
encoders, deep belief networks, and deep Boltzmann machines. These models differ 
in the way the connections among layers are made, whether they are directed or 
undirected, and the direction of the connection (toward the output layer or toward 
the input layer). On the other hand, CNNs use the spatial and configurational infor-
mation of adjacent data points that cannot exist in the vectorized data used by the 
multilayered neural networks. This characteristic makes CNNs especially suitable 
to analyze 2D or 3D data (such as images) to discover patterns of interest [32].

3 � Open-Source Platforms for Big Data Analytics

We present some of the most used open-source platforms for BDA after a brief 
introduction to the MapReduce model.

3.1 � MapReduce

MapReduce [33] is a programming model developed by Google for processing big 
data on a distributed platform. The data is processed in batches in parallel by using 
either clusters or grid systems.

This programming model involves two main operations: Map and Reduce. The 
former involves splitting and mapping the data, whereas the latter performs a sum-
mary operation. The Map function takes input key-value pairs (K1, V1), which are 
transformed to different key-value pairs (K2, V2). Afterward, a shuffling process is 
carried out, whereby all pairs with the same key (K2) are collected and grouped 
according to their key value. MapReduce then uses the Reduce function to process 
the data of each group, which is transformed into different key-value pairs (K3, V3). 
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Both the Map and the Reduce functions are run in parallel. Data inputs and data 
outputs are stored in a distributed file system.

The performance and scalability of MapReduce may be negatively impacted 
when there are large amounts of data that need to be written by the Map operation. 
Also, the communication costs commonly overcome computation costs given that 
many MapReduce implementations employ a distributed storage in order to address 
crash recovery.

MapReduce is useful for different kinds of applications, such as distributed 
pattern-based searching, distributed sorting, web access log stats, ML, and docu-
ment clustering, among others. There are a number of frameworks implementing 
MapReduce such as Hadoop and Spark, which are presented below.

3.2 � Apache Hadoop

Apache Hadoop is a parallel computing framework whose main function is to store 
and process large datasets across clusters of computers [34]. Hadoop is designed to 
scale up from single servers to thousands of nodes, each one having its own storage 
and processing. It consists of four modules: (1) Hadoop Common, which includes 
utilities to support the other Hadoop modules; (2) Hadoop Distributed File System 
(HDFS), which is a distributed file system that gives high-throughput access to 
application data; (3) Hadoop YARN (Yet Another Resource Negotiator), which is a 
framework that provides cluster resource management and job scheduling for man-
aging the extensive storage resources and keeping track of the processing workload 
across clusters; and (4) Hadoop MapReduce, which is a YARN-based system for the 
parallel processing of large datasets contained on HDFS clusters; during a Map 
step, the master node divides the job into smaller tasks and distributes the resources 
depending on the task, and after the computations, the Reduce step aggregates all 
the partial results to produce an integrated solution to the problem [34, 35].

Even though Apache Hadoop is extensively used, it has some drawbacks. One 
problem with Hadoop is that it is strictly a batch computing platform, and as such, 
it is not suitable for real-time streaming applications where immediate results are 
expected. Another problem with Hadoop is the skew problem, which happens when 
during a Map and Reduce operation there is an imbalance in the time between a 
Map step and the corresponding Reduce step, which can cause a delay in the execu-
tion of one of the steps [34]. Some of the problems with Hadoop are solved with 
Spark, which is better suited for real-time data processing, but Hadoop is still con-
sidered more suitable for BDA in terms of cost, security, and fault tolerance when 
batch processing is involved [36].
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3.3 � Apache Spark

Spark is the topmost used tool (34.88%) for BDA among experts in this field, 
according to [4]. It is a parallel and open-source cluster computing framework 
developed as an Apache project. Spark was created in 2009  in UC Berkeley’s 
AMPLab [37]. Spark runs on top of an HDFS (Hadoop Distributed File System) 
infrastructure. Spark also supports SparkQL, Spark Streaming, MLib, and GraphX 
libraries for ML and data mining. Multi-language and analytics are also supported. 
Spark is deployed in a big data hybrid (batch and real time) processing model [38]. 
Spark can access Hadoop Distributed File System (HDFS), Hbase, and 
Cassandra [39].

Some benefits of using this platform are that it is easier to use, programs run 
faster (up to 100 times quicker than Hadoop MapReduce [39]), and it has high pro-
cessing speed. Also, Spark is highly efficient with massive amounts of data and has 
fault tolerance without replication, reducing read disk, write disk, and the network 
I/O cost and employing in-memory computation operations. Furthermore, it covers 
batch, streaming, interactive, and iterative workloads [40]. In Spark, resilient dis-
tributed datasets (RDDs) are the main abstraction and provide a way to treat all 
distributed RAM as a single memory, which provides robustness against data loss. 
In [38] the authors figured out that Spark performs better than MapReduce for all 
datasets due to its in-memory computation, less overhead in setting up jobs for 
every iteration, and lower network I/O cost. For these reasons, Spark is in general 
the preferred choice by experts in big data.

On the other hand, some drawbacks are that Spark consumes more memory in 
operation than Hadoop, and as such the cost is very high and the latency is higher, 
so results have lower throughput and iteration processing. Other problems involve 
that there is no file management system and that there are small file issues, 
among others.

3.4 � Other Open-Source Platforms and Tools

Even though Hadoop and Spark are the main big data platforms currently in use, 
there are other platforms that can be useful under specific circumstances, and some 
of them can even interact with Hadoop or Spark. Some of these platforms are 
listed next.

Apache Storm can be an alternative to Hadoop MapReduce when there is a heavy 
need for real-time big data processing. The main difference between Hadoop and 
Storm is that the former runs jobs, whereas the latter runs topologies, and while a 
MapReduce job can finish, a topology continues processing incoming data until the 
user terminates the process [34].

Apache Flink is a platform that provides real-time processing of data streams, 
and at the same time it can process historical batch data. Flink offers many libraries, 
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including support for ML, a graph API, and a table API to process SQL operations, 
among others [34].

On the other hand, Apache Flume is an agent-based platform that provides reli-
able, distributed, and accessible web services from various sources to collect, aggre-
gate, and transfer large amounts of streaming data to a centralized data store [41].

Regarding storage systems for BDA, traditional SQL database systems are not 
suitable for storing large quantities of unstructured data, such as text documents. 
Consequently, in these cases, there has been a need to transition to NoSQL data-
bases for storing this kind of data to be processed by BDA systems. In a recent 
systematic literature review, the NoSQL storage tools most cited in the publications 
were MongoDB, Hbase, CouchDB, Cassandra, and Neo4J, although other storage 
systems such as BigTable, HyperTable, and SimpleDB were also cited [42].

As for other tools used for big data, WEKA (Waikato Environment for Knowledge 
Analysis) is an open-source software that contains, among other things, a collection 
of implementations of well-known ML algorithms [43]. Another popular tool for 
the analysis of big data is the R language, which provides a wide variety of statisti-
cal and graphics techniques [44]. Finally, some ML algorithms cited in the literature 
are implemented using general-purpose programming languages, such as Python 
and C++.

4 � Domain Areas of Big Data Analytics

We present some of the main domain areas to which BDA is currently applied. The 
articles presented in this section were considered based on some inclusion-exclusion 
criteria, which are described next. The inclusion criteria were as follows: (i) the 
article is written in the English language; (ii) the article must relate to ML algo-
rithms, BDA, and related platforms and/or tools; (iii) the article was published 
between the years 2012 and 2022; (iv) the article was published in a journal or 
conference; (v) the article addresses one of the considered domains; and (vi) the 
article was selected from a subset of high quality journals and conferences, such as 
those supported by IEEE or ACM. On the other hand, the exclusion criteria were (i) 
articles not published within the period 2012–2022, (ii) papers not published in a 
journal or conference, and (iii) papers with not enough relevance to the main topic 
of this chapter.

4.1 � Healthcare

Healthcare systems produce the largest and fastest growing datasets corresponding 
mainly to electronic medical records (EMRs) and imaging data, which are consid-
ered clinical data [45]. Other types of healthcare-related data are patient behavior 
and sentiment data such as those coming from wearable sensors and social sites; 
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administration and cost activity data, such as financial and operational data, and 
patient profiles including dietary habits, exercise patterns, and environmental fac-
tors; and pharmaceutical and research and development data, including mechanism 
of action of drugs, and their side effects and toxicity [46].

Collected patient information is growing both in volume and complexity. For 
instance, neuroimaging currently produces more than 10 petabytes (1015) of data 
each year, and genomic sequencing data is expected to reach exabyte (1018) propor-
tions per year within the next decade, exceeding other big data fields such as astron-
omy [47]. Given that healthcare is a data-intensive field and that health data comes 
from numerous sources and in different formats, traditional software systems are 
not able to handle this kind of data [34]. It is therefore justified to use the tools pro-
vided by BDA to collect, organize, analyze, and evaluate massive datasets from 
healthcare systems in order to identify patterns and other information of interest that 
can lead as an ultimate goal to improve human welfare [48].

Health BDA has mainly four challenges:

	1.	 Data aggregation, as health big data come from different sources, it has to be put 
together from warehouses located in different places and in real time.

	2.	 Data maintenance and storage, which require both SQL and NoSQL databases 
systems, as the data are growing at an exponential rate and come in different 
formats.

	3.	 Data integration and interoperability, as data come in structured, semi-structured, 
and unstructured formats, and a way has to be found to standardize all these data 
so that systems can operate together.

	4.	 Data analysis, as the time and resource requirements increase exponentially as 
the number of records increases, the hardware and software needed to analyze 
health data have to grow in size and complexity to provide robust analytical tools 
to perform analyses that extract knowledge from the data [34].

The three types of analytics are of interest in healthcare: descriptive, predictive, 
and prescriptive [46]. In a 2020 review of 804 articles that applied BDA to health-
care data, almost half of the articles used predictive analytics, approximately a third 
used prescriptive analytics, and nearly a quarter used descriptive analytics [46]. 
These results emphasize the fact that in healthcare, predicting outcomes is more 
valuable than building an explanatory model, as delaying action waiting for a com-
plete model can cost lives [49]. In this same review, 70% of studies used clinical 
data, many articles (40%) included experiments with the hope that the proposed 
predictive and prescriptive models be incorporated in systems used by decision-
makers in healthcare organizations, and nearly 65% of the articles focused on ML 
and data mining techniques applied to the field of health, such as the classification 
of medical data and symptoms and diagnosis and prediction of diseases [46]. In 
general, ML and statistical methods such as data mining are among the main 
approaches used in predictive analysis in order to make informed decisions on 
patient care by examining current and historical facts to predict future outcomes [50].

Machine learning techniques can be valuable for the prediction of disease occur-
rences or their complications. Although many ML algorithms can be applied to 
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solve health related problems, each type of problem might best be solved using a 
particular technique or a certain combination of techniques. For instance, deep 
learning has been successfully applied to the classification of medical images and 
videos, frequently in combinations with the processing of EMRs [47]. In healthcare, 
the following ML algorithms have been used on big data [34, 48]: K-nearest neigh-
bor, support vector machines, neural networks, k-means clustering techniques, 
ensemble learning, Markov decision process, decision trees, and naïve Bayes.

Regarding the platforms, the following big data platforms are popular in health 
informatics: Hadoop, Spark, High Performance Computing (HPC) cluster, Flink, 
and Storm [34]. The Hadoop ecosystem has been used in the following applications: 
treatment of cancer and genomics; monitoring of patient vitals; collection of real-
time data related to patient care; processing of large datasets related to drugs, dis-
eases, symptoms, and other factors to extract meaningful information for insurance 
companies; and prevention and detection of frauds [50].

The selection of the big data platform as solution for a specific healthcare prob-
lem depends on a number of factors, such as real-time requirements, speed, data 
size, scalability, and throughput, among others. Some applications, such as EMR 
collection, might not require real-time processing, and a platform that does not 
require live streaming such as Hadoop MapReduce will suffice, but for other appli-
cations, a real-time response will be a must, such as the analysis of an electrocardio-
gram in order to determine a possible intervention. For other applications such as 
diagnosis suggestion support, scalability and storage of huge amounts of data is a 
necessity, in which case a scaling system like Spark would be the right choice [34].

Issues and future directions concerning big data in healthcare involve the 
increased volumes of health data at an intense rate, which demand an increment in 
IT infrastructure to allow healthcare organizations and researchers to safely manage 
and exploit the ever-increasing quantities of datasets and enable clinical decision-
making in real time based on personalized data from patients [46]. Another concern 
in healthcare is the high heterogeneity of data sources, the noise introduced in high-
throughput experiments, and the variety of experimental techniques and environ-
mental conditions; these heterogeneous data must frequently be collected and 
preprocessed before applying the data mining methods to extract valuable knowl-
edge. Big data privacy and security of healthcare data are also two important issues 
that must be addressed in BDA software, by, for example, using advanced encryp-
tion algorithms and pseudo-anonymization of the personal data; these software 
solutions must offer security on the network level and authentication of all users 
handling these data, as well as appropriate governance standards and practices [51]. 
Given the sensitive nature of healthcare data, attempts to protect medical and clini-
cal data have been provided by legal provisions such as the Health Insurance 
Portability and Accountability Act (HIPAA) in the USA, which safeguards the col-
lection, storage, and disclosure of identifiable healthcare data. However, this protec-
tion is provided only for so-called covered entities, such as insurance companies 
and healthcare facilities, but does not cover firms that own social networks such as 
Facebook, Google, and Twitter, which in some cases have been known to make 
illegal use of personal information from users. Data protection laws should be 
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extended beyond healthcare settings and encompass systems—such as social net-
work services—that allow the amassment, storage, and analysis of personal infor-
mation [52].

Regarding the application of ML techniques on big data in various fields within 
healthcare, some examples are shown in Table 1.

The sample applications from Table 1 were chosen to cover different healthcare 
fields from a number of datasets from patients from various parts of the world. A 
more detailed description of the examples given in Table 1 follows.

Gulshan et al. [53] used a deep convolutional neural network for the detection of 
diabetic retinopathy and macular edema in US patients. The CNN was trained using 
a dataset of 128,175 retinal images that were classified in a scale of 3 to 7 for dia-
betic retinopathy and macular edema by a set of 54 US ophthalmologists. The 
trained neural network was validated using two separate datasets of 9963 and 1748 
images. At an operating point selected for high sensitivity for the detection of dia-
betic retinopathy and diabetic macular edema, the algorithm had a sensitivity of 
97.5% and 96.1% and a specificity of 93.4% and 93.9% for the two respective 

Table 1  Some applications of machine learning algorithms on big data in healthcare

Ref. Desired goal
Platform and/or 
tools

Machine 
learning 
algorithm Datasets Issues

[53] Detection of 
diabetic 
retinopathy and 
diabetic 
macular edema 
in US patients

An 
implementation 
of the 
Inception-v3 
architecture

Deep 
convolutional 
neural network

128,175 retinal 
images

Research needed 
on applicability 
in clinical 
settings

[54] Prediction of 
diabetes on 
Indian 
populations

Hadoop, R Decision tree, 
naïve Bayes, 
random forest

Data from 
75,664 patients 
with 13 
attributes

A higher number 
of Hadoop 
nodes could be 
useful

[55] Prediction of 
multimodal 
cerebral 
infarction risk 
in Chinese 
populations

Not mentioned Convolutional 
neural networks

20,320,848 
records from 
patients 
containing 
structured and 
unstructured text 
data

The accuracy of 
the algorithms 
depends on the 
feature 
description of 
the disease

[56] Prediction of 
obesity in 
children in the 
USA

WEKA Decision tree 
algorithm ID3

Data from 7519 
patients

Clinical data can 
have missing or 
erroneous values

[57] Disease 
detection in 
populations 
from Saudi 
Arabia

Spark Naïve Bayes, 
logistic 
regression

18.9 million 
tweets

Privacy risks 
concerning 
public data need 
to be addressed
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validation datasets. The authors state that the feasibility of using the algorithm in a 
clinical setting for the detection of these diseases requires further research.

In another study, Yuvaraj and SriPreethaa [54] compared three ML algorithms 
for their ability to predict diabetes using data from Indian populations. A dataset 
from 75,664 patients obtained from the Indian National Institute of Diabetes was 
used, with each record having 13 attributes related to diabetes. From this dataset, 
70% of the data was used for training the algorithm, and the remaining 30% was 
used for validation of the model. The following ML algorithms were compared 
against each other in terms of precision, recall, F-measure, and accuracy on a 
Hadoop cluster with four nodes running R language scripts: decision tree, naïve 
Bayes, and random forest. Under the conditions tested, the random forest algorithm 
yielded a better precision for predicting diabetes by at least 3% than the other two 
algorithms for all evaluation measurements. The authors propose to use a Hadoop 
cluster with more nodes to speed up the process and to compare other ML algorithms.

Chen et al. [55] used a convolutional neural network algorithm to predict the risk 
of cerebral infarction using data from 31,919 hospitalized patients in Central China 
from the years 2013 to 2015. The data consisted of 20,320,848 records in total and 
was composed of structured and unstructured data. The structured data included 
laboratory data and the basic information from the patient, such as age, gender, and 
life habits, whereas the unstructured text data included the patients’ narration of 
their illness, as well as the doctors’ notes on the case. A CNN-based multimodal 
(using both structured and unstructured data) disease risk prediction algorithm was 
designed based on a unimodal (using only unstructured text data) CNN prediction 
algorithm. The multimodal disease risk prediction algorithm achieved 94.8% accu-
racy and a faster convergence speed than the unimodal disease risk prediction algo-
rithm. The authors found out that the accuracy of the algorithms depended on the 
quality of the descriptions of the diseases in the data available.

Dugan et al. [56] compared six ML algorithms to predict obesity in children from 
the USA after the age of 2 using only data collected before this age. The ML tech-
niques analyzed were the WEKA implementations of the random tree, random for-
est, J48, ID3, naïve Bayes, and Bayes algorithms. The data was collected from a US 
pediatric clinical support system and consisted of records from 7519 patients. 
Results showed that the decision tree algorithm ID3 accurately predicted obesity in 
children after the age of 2. These authors emphasized that clinical data might have 
missing or erroneous values that can affect the accuracy of the prediction.

In another study, Alotaibi et al. [57] developed a symptoms and disease detection 
tool using Twitter data in Arabic and proposed its use by the healthcare system in 
the Kingdom of Saudi Arabia. The data consisted of 18.9 million tweets collected 
from November 2018 to September 2019. The proposed tool implemented the naïve 
Bayes and the logistic regression algorithms and ran on a Spark platform. The tool 
detected that the top 5 diseases in Saudi Arabia according to the available Twitter 
data were dermal diseases, heart diseases, hypertension, cancer, and diabetes. The 
results were evaluated using numerical criteria (Accuracy and F1-score) and vali-
dated against available healthcare statistics. The data obtained by the proposed sys-
tem could be used by healthcare officials, among other things, to create awareness 
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in the public about the top diseases and how to prevent them. On the other hand, the 
availability of healthcare data in public social networks raises privacy concerns that 
need to be addressed.

From these examples, we can see that the main focus of the analysis of big data 
using ML techniques lies on the detection of present diseases or the prediction of 
future diseases. Another commonality is that these studies consist of proposals to be 
used in clinical settings, rather than descriptions of working systems currently in 
use in healthcare facilities. Furthermore, distributed platforms such as Hadoop and 
Spark in these reports are not as widely used as they should in order to process the 
large amounts of data required by BDA systems. The above suggests that the use of 
ML in BDA is still mainly in an exploratory phase before its adoption in real-world 
applications in the healthcare field. On the other hand, although the ML algorithm 
used depends largely on the kind of application desired in healthcare, it is noticeable 
that deep learning algorithms are steadily being used more frequently in BDA in 
these and other works, instead of the more traditional ML algorithms. Finally, a 
concern that is emphasized is the matter of privacy of healthcare data, since the 
records and other clinical data from patients frequently require to be processed in a 
different location from the one where it was produced and can also require to be 
accessed by different people in the BDA systems.

In general, it can be concluded that although there is still room for improvements 
in a number of aspects, ML techniques will be indispensable tools in the extraction 
of knowledge from big data derived from healthcare systems in order to improve the 
well-being of humans at the individual and the population level.

4.2 � Weather Forecasting

Weather forecasting has gained attention in the last decades due to its potential to 
save lives. For instance, forecasting hurricanes, cyclones, heavy rains, and tornados 
can help in implementing evacuation plans more efficiently. Weather forecasting is 
also important in agriculture as it allows farmers to prepare their lands for any antic-
ipated weather changes. Furthermore, social events and sport events can be orga-
nized based on weather predictions.

Currently, weather forecasting primarily relies on model-based methods, in 
which the atmosphere is modeled as a fluid. Partial differential equations of fluid 
dynamics and thermodynamics [58] are solved using numerical methods. Sample 
measurements of the current state of the atmosphere are taken in order to approxi-
mate the future states by solving such equations. Solving these equations can be 
computationally expensive depending on the size and granularity of the modeled 
area. There are different numerical weather prediction models. The Weather 
Research and Forecasting (WRF) model [59, 60] is currently the world’s most used 
model mainly due to its open-source nature as well as its higher resolution and 
accuracy. WRF was developed in the 1990s and it was openly released in the year 
2000 [60].
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Data-driven computer modeling systems, including BDA, can be used as an 
alternative to numerical weather prediction methods. One of the advantages of the 
data-driven approaches is obtaining a higher accuracy for short-term forecasts [61]. 
Several ML approaches have been applied to weather forecasting. Below we present 
approaches that employ ANN.

An ensemble of neural networks is proposed by Ahmadi et al. [62] for weather 
prediction. The authors’ approach outperformed other similar approaches. One of 
the main disadvantages of this solution is that the ensemble creates a redundancy. 
Patil et al. [63] used neural networks to forecast sea surface temperature, whereas 
Rodríguez-Fernández et al. [64] applied neural networks to predict soil moisture. 
On the other hand, Sharaff and Roy [65] presented a comparative analysis of regres-
sion methods and the back propagation neural network for temperature forecasting. 
The authors concluded that the back propagation network achieves better accuracy 
than linear regression and regression trees.

One of the first attempts to employ deep ANNs to the domain area of weather 
forecasting was carried out by Liu [66], which presented a deep neural network-
based feature representation for weather forecasting. The results showed that deep 
ANNs achieved a higher accuracy than traditional methods such as support vector 
regression (SVR). Also, a deep neural network was used for ultrashort-term wind 
speed prediction by Dalto et al. [67]. The authors’ results show that deep neural 
networks outperformed shallow neural networks. In addition, Shi et al. [68] pre-
sented a deep learning approach with long short-term memory (LSTM) for precipi-
tation nowcasting. The authors’ approach uses a convolutional long short-term 
memory (LSTM) prediction of rain intensity over local areas. The accuracy of the 
fully connected LSTM approach is overtaken by the convolutional LSTM. Moreover, 
Hossain et al. [69] showed that their deep learning approach was able to obtain a 
higher accuracy than traditional ANNs for predicting temperature. Besides, 
Yonekura et al. [70] employed a deep learning neural network to predict short-term 
local temperature and rain. The deep learning approach obtained a higher accuracy 
than other ML methods.

Apart from ANNs, some other ML models have been used. Voyant et al. [71] 
presented a comparison of different traditional ML algorithms for radiation fore-
casting. The authors concluded that ANN and ARIMA are equivalent in terms of 
accuracy and that SVR, random forests, and regression trees obtained promising 
results. In addition, Rasel et al. [72] showed that SVR outperformed ANNs in rain-
fall prediction. However, ANNs obtained better results than SVR for temperature 
forecast. Mahmood et al. [73] employed a cumulative distribution function for the 
prediction of extreme weather changes. Moreover, Zhan et al. [74] carried out a cor-
relation analysis of both meteorological and hydrological data whereby a correla-
tion matrix is obtained. The authors then used an SVR model for horizontal 
comparison in order to obtain a higher accuracy. A random forest model was used 
for the same purpose; however, the SVR model obtained better results. Lastly, 
Maliyeckel et  al. [75] proposed a hybrid ML model for rainfall prediction. The 
authors employed algorithms of the LightGBM framework together with an SVR 
model. The former is a gradient booting framework that uses tree-based learning 
algorithms. The authors reported that the hybrid model obtained better results than 
each of the individual models.
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The algorithm that is currently more widely used for weather forecasting is an 
artificial neural network. Recently, deep learning networks have received special 
attention in the area of weather forecasting. It has been shown that deep learning 
networks achieve better accuracy than traditional ML methods. In particular, deep 
networks are able to model complex data with fewer elements than shallow net-
works. The reason is that the extra layers enable the composition of features from 
lower layers. One disadvantage of deep networks is that a larger computation time 
is required for training. Other algorithms that have been successfully employed are 
SVR, decision trees, and random forest.

Regarding distributed platforms, Hadoop and Spark are the most widely used 
systems for processing big data related to weather forecasting [76]. In addition, 
some of the most used languages to develop ML algorithms in the area of weather 
forecasting include Python and MATLAB [76].

There are a number of issues that need to be addressed regarding the use of BDA 
for weather forecasting. First of all, most of the works mentioned above do not use 
a distributed computing model such as MapReduce to manage large amounts of 
data. Rather, most of these works focus on developing and evaluating different ML 
algorithms for weather forecasting but miss to evaluate the scalability of their 
approaches. As a consequence, many proposals report good accuracy for short-term 
weather predictions. However, further research is needed to evaluate the accuracy of 
the ML models for larger-term forecasts where a larger amount of data is required. 
Another issue that requires further attention is that most works do not use a develop-
ment process methodology for implementing BDA in the area of weather forecast-
ing, giving place to ad hoc practices that can make this task far more complicated.

In Table 2, we selected a sample of works that cover different aspects of the 
weather forecasting domain. More concretely, we selected works aiming to forecast 
different aspects of weather such as temperature, rainfall, thunderstorms, wind 
speed, and severe convective weather.

We present next a more detailed description of the applications shown in Table 2. 
Hewage et  al. [61] used two variants of recurrent neural networks (RNN) called 
long short-term memory (LSTM) and temporal convolutional networks (TCNs) for 
weather forecasting. The authors developed a multi-input multi-output (MIMO) 
model and a multi-input single-output (MISO) model. The former is fed with ten 
surface parameters (i.e., surface temperature, surface pressure, X component of 
wind, Y component of wind, humidity, convective rain, non-convective rain, snow 
water equivalent, soil temperature, and soil moisture) and predicts the same param-
eters; thus, only one model is needed to predict all the parameters. The latter is fed 
with ten surface parameters and predicts a single parameter; hence, ten models are 
required for predicting all the parameters. The authors employed 675,924 records to 
develop the models. Also, the Keras tool (a Python library) was employed for devel-
oping and evaluating the models. The LSTM and TCN models outperformed classic 
ML approaches such as standard regression, SVR, and random forest. The proposed 
models also produced better prediction results than WRF in the case of short-term 
forecasting. However, WRF produces better forecasting results in the case of long-
term forecasting.
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Table 2  Some applications of machine learning algorithms on big data in the weather 
forecasting domain

Ref. Desired goal

Platforms 
and/or 
tools

Machine 
learning 
algorithm Datasets Issues

[61] Use deep learning for 
weather forecasting. 
Proposed model 
outperforms 
traditional methods 
such as regression, 
SVM, and random 
forest. Also, better 
results than WRF for 
short-term 
forecasting

Python Deep learning 
network with 
long short-
term memory

675,924 records The approach has 
not been tested for 
long-term 
forecasting

[77] Deep learning 
approach to predict 
severe convective 
weather

Python A 
convolutional 
network model

4,582,577 
thunderstorm 
samples; 
3,609,185 heavy 
rain samples; 
1,468,158 hail 
samples

Deep CNN 
training time is 
much longer than 
simpler 
algorithms. There 
are still 
inadequacies in the 
proposed 
algorithm as it 
issues too many 
false alarms of hail

[78] Deep learning 
approach to predict 
severe convective 
weather such as 
heavy rain and 
thunderstorms

Not 
mentioned

Deep 
convolutional 
neural network

Temperature 
prediction data 
from 2009 to 
2015; wind 
prediction data 
from 2000 to 
2010

The approach has 
only been tested 
for short-term 
forecasting

[79] A regression tree 
model for very 
short-term wind 
speed prediction

R Regression 
tree

3061 hourly 
samples of wind 
speed

Only supports very 
short-term 
predictions

[80] An SVR model to 
forecast rainfall of 
landslides

Spark SVR The data was 
taken from 
September 15, 
2016, to 
February 28, 
2017

The study 
considered only a 
small dataset 
involving 4008 
records
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The work of Zhou et al. [77] proposes a deep learning approach for severe con-
vective weather involving heavy rain, hail, and thunderstorms. The authors employed 
5 years of severe weather observation involving 4,582,577 thunderstorm samples, 
3,609,185 heavy rain samples, and 1,468,158 hail samples. The results of this work 
show that the six-layer convolutional neural network obtained better results than 
SVR, random forest, and other traditional ML approaches. The proposed deep 
learning model is currently used in the National Meteorological Center of China to 
provide guidance on the operational forecast of severe convective weather events in 
China. Unfortunately, although the authors employ big data to develop their models, 
their work does not report on the computing approach taken to deal with big data.

Mehrkanoon [78] proposed a convolutional neural network to predict tempera-
ture and wind speed, both involving short-term forecasts. The author shows that the 
two-layer and three-layer networks outperform shallow networks. The datasets 
employed for developing the models include data from 2009 to 2015 for tempera-
ture prediction, whereas data from 2000 to 2010 was used for wind speed predic-
tion. The authors used large amounts of data to develop their models; nevertheless, 
their work does not mention what tools and platforms were employed.

Troncoso et al. [79] evaluated the accuracy of different types of regression tree 
models employed in very short-term forecasts of wind speed. The authors also show 
that regression trees are able to outperform—for this specific problem—other ML 
approaches such as SVR and neural networks. The package CORElearn (a library 
of R) was used to generate the models. The authors used a sample of 3061 samples 
of hourly wind speed measures taken by eight towers.

Lee et al. [80] proposed an SVR model to forecast rainfall of landslides on the 
Apache Spark platform. This platform was configured in the standalone mode in 
which the worker node employed the SVR model. The model was developed with 
data taken from September 15, 2016, to February 28, 2017.

We can see that these works have aimed at forecasting different variables of the 
weather. For example, Troncoso et al. focus on forecasting wind speed, whereas Lee 
et al. target forecasting rainfall of landslides. Other works focus on severe convec-
tive weather, such as the work by Zhou et al. and the work by Mehrkanoon. Other 
efforts have taken a more holistic approach in which multiple variables are pre-
dicted, such as the case of the work by Hewage et al. On the other hand, the most 
popular tools employed are Python, R, and Apache Spark. Crucially, most of the 
reviewed works do not pay attention to the issue of efficiently processing big data; 
rather, the authors focus on showing which ML algorithm is more accurate. In fact, 
apart from the works of Zhou et  al. and Hewage et  al., most of the reviewed 
approaches do not include large amounts of data in their experiments. Therefore, 
further work is still required to investigate the accuracy of the proposed ML meth-
ods in the case of large datasets and long-term forecasting.
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4.3 � Social Networks and the Internet

Social networking and the Internet handle a large amount of passive data. These 
data involve user information, historical data, comments, interaction, blogs, etc. 
from websites and social media networks. Some examples of websites and social 
media networks are: Twitter Inc.’s microblogging site twitter.com, Google Inc.’s 
video platform youtube.com, Meta Corp.’s instagram.com, facebook.com, the asso-
ciated Meta WhatsApp messaging service, and devices apps. In other words, these 
websites and social media networks catch information flows from web-based life or 
applications that predict end-user behavior patterns. The main goal of ML is to 
enable data-driven decision-making. This decision must be accurately based on ana-
lyzed data. However, these data should have privacy, security, accuracy, and confi-
dentiality for this domain, as the increase of everyday data generated by humans is 
2.5 quintillion bytes [37].

Some properties and data types, from social networking and the Internet, are 
time, GPS coordinates, user ID, texts, videos, velocity, address, posts, SMS, and IP 
social media, among others [89] that need to be analyzed by ML algorithms in this 
domain. A wide variety of unstructured data is produced mainly from email conver-
sations and social networking sites as graphics and text [19]. Data evolve rapidly in 
a highly connected society, which is generated by data sources such as social media, 
mobile devices, and the Internet of Things (IoT) [81].

There are some successive phases to manage organization data processes such as 
data generation, data acquisition, data preprocessing, data storage, data analysis, 
data visualization, and data exposition, which are defined in [81]. In data genera-
tion, the data is generated from different sources (e.g., IoT, social media, opera-
tional and commercial data); therefore, data acquisition has three subphases: data 
identification, data collection, and data transfer. In data analysis, ML models are 
applied to predict future events and drive proactive decisions. The most common 
ML algorithms are clustering, graph analysis, decision trees, classification, and 
regression and association analysis in ML analysis [81].

Table 3 shows some applications of ML algorithms on big data obtained from the 
social networks and the Internet domain.

Some of the current ML algorithms for social networking and the Internet are 
found in the state-of-the-art literature. For instance, Nti et al. [4] studied the applica-
tions of the decision tree, neural network, and support vector machine algorithms, 
and the platforms that they used were Hadoop, MapReduce, and Spark, with SQL 
(structured query language) as language. The authors’ aim was to make data-driven 
decisions to accomplish the desired goals. On the other hand, Kaur and Lal [19] 
used k-means and hierarchical clustering algorithms, along with the SparkR plat-
form and the R language; their main aim was to improve clustering and reduce CPU 
utilization through ML. In another work proposed by Latif and Afzal [82], logistic 
regression, simple logistic multilayer, perceptron J48, and naive Bayes PART imple-
mented with WEKA and Java were used; they concluded that efficient models could 
predict a movie’s popularity for social networking. Lakshmanaprabu et al. [83] used 
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Table 3  Some applications of machine learning algorithms on big data in the social networks and 
the Internet domain

Ref. Desired goal
Platform 
and/or tools

Machine 
learning 
algorithm Datasets Issues

[4] Proposal of a 
taxonomy with a 
keyword search 
and using the 
appropriate tool 
or platform for 
the right task

Hadoop, 
MapReduce, 
Spark

Decision trees, 
neural 
networks, and 
support vector 
machines

Data from 1512 
published 
articles

The high number of 
free BDA tools, 
platforms, and data 
mining tools makes 
it challenging to 
select the 
appropriate one for 
the right task

[19] Improvement of 
clustering and 
reduction of CPU 
utilization 
through ML

SparkR K-means, 
hierarchical 
clustering

622 datasets There is a need to 
use these algorithms 
for heterogeneous 
data such as image, 
video, streams, etc.

[82] Construction of 
efficient models 
that can predict 
the popularity of 
a movie

WEKA Logistic 
regression, 
simple logistic 
multilayer 
perceptron J48, 
and naive 
Bayes PART

2000 data points It is necessary to 
select specific 
attributes related to 
a movie

[83] Reduction of 
noise and 
unwanted data 
from the database 
to improve the 
efficiency of their 
algorithm

Hadoop, 
MapReduce

Linear kernel, 
SVM

34,042 data 
instances

Large amounts of 
data are required to 
analyze social 
networking systems 
involving Internet 
of Things

[84] Reduction of 
redundant and 
irrelevant datasets

Not 
mentioned

Random forest, 
K-means, and 
support vector 
machines

Approximately 
33,000 attack 
accounts, 
NSL-KDD

It is necessary to 
monitor the network 
and analyze the 
incoming traffic 
dynamically

a linear kernel support vector, Hadoop MapReduce, and Java to reduce noise and 
unwanted data from a database to improve the efficiency of their algorithm. Finally, 
Patgiri et al. [84] used random forest, support vector machine (SVM), and NSL-
KDD to reduce redundant and irrelevant datasets.

Considering other works, in [85] the authors used classification, regression, 
dimensionality reduction, clustering, and density estimation to classify the good, 
the bad, and the ugly use for cybersecurity and cyber physical systems. On the other 
hand, the authors in [86] analyzed big data for social transportation. The authors 
concluded that social data contain abundant information and evolve with time. The 
authors in [87] developed a model for fake news detection using SVM and NB. Other 
approaches such as [88] focused on traffic management. The authors used online 
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learning, which was handled by an online adaptive clustering algorithm and incre-
mental learning. Incremental learning is based on the incremental knowledge acqui-
sition and self-learning (IKASL) algorithm, decremental learning, and concept drift 
detection. Finally, the authors in [19] used k-means and hierarchical clustering algo-
rithms for analyzing social networking using SparkR. The authors’ models were fed 
with social media involving YouTube datasets.

The algorithm more commonly used for social networking is SVM, which is 
internally deployed for tracking and classifying key metrics—e.g., likes, loyalty, 
and value information. Other algorithms that have been employed for processing 
social media data are naive Bayes, decision trees, and the clustering algorithm 
k-means. Therefore, the selection of the most appropriate algorithm for the social 
network and Internet domain depends on the goal of the application; for instance, 
SVM is a supervised algorithm, whereas k-means is an unsupervised algorithm, and 
both have been used for this domain. Furthermore, from the previous examples, it 
can be seen that authors frequently used a combination of two or more ML algo-
rithms to achieve a higher performance.

Some of the challenges in this application domain are the large number of free 
BDA tools, platforms, and data mining tools that are available, making it difficult to 
select the appropriate one for the right task. Another challenge is the large diversity 
of heterogeneous data formats that exist for social media, such as image, video, and 
text, among others.

5 � Conclusions

Given the huge amounts of data that are currently produced in practically all 
domains of human knowledge and social interaction and that this quantity of data 
will most likely continue to increase exponentially in the foreseeable future, the use 
of automated computational tools to extract meaningful information from these data 
is no longer an option but a necessity. Big data analytics in conjunction with machine 
learning algorithms are poised to fill this need, as machine learning techniques have 
been developed precisely to computationally automate the extraction of knowledge 
from data.

Concerning the domain areas mentioned in the previous section, and the three 
kinds of big data analytics (descriptive, predictive, and prescriptive), healthcare and 
weather forecasting benefit especially from predictive analytics. That is, in general 
it is more important, for instance, to predict the appearance of new disease out-
breaks, or to predict bad weather conditions, than it is to explain previous occur-
rences of events.

As for the machine learning techniques currently in use in big data analytics, 
practically all kinds of algorithms can be applied depending on the specific goals 
desired. However, deep learning algorithms have proven to still have room for 
improvements and for being applied in other application domains in big data analyt-
ics systems.
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Regarding the open-software platforms currently used, both Apache Hadoop and 
Apache Spark continue to be the preferred choice for big data analytics systems, 
with a preference for Spark when speed and real-time processing are needed, and a 
predilection for Hadoop when processing data in batches and a speedy response is 
not an issue.

In the literature review that we made, we found that many researchers used big 
data analytics at a small scale only to demonstrate the feasibility of a machine learn-
ing approach to solve a problem, but without the application to actual big data for 
solving real-world problems. Furthermore, many reports concentrated on achieving 
high accuracy on their proposals for integrating machine learning with big data 
analytics systems, but without concern for building computationally efficient sys-
tems. We also found that in the reviewed literature, the use of distributed systems 
using Hadoop or Spark is not as widespread as it should be in big data analytics 
systems. Thus, we consider that research and applications of big data analytics in 
conjunction with machine learning will continue to grow in the years to come, both 
in academia and industry.
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