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Abstract. The efficient analysis of digital mammograms has an impor-
tant role in the early detection of breast cancer and can lead to a higher
percentage of recovery. The process of mammogram classification can
be divided into two steps as follows: first, it has to be established if
the tissue contains abnormalities, and, second, the nature of the lesion
has to be determined. This second step of a computer-aided diagno-
sis system is important in order to select the best treatment for the
patient and to achieve the highest chance of recovery. In general, dig-
ital mammogram analysis consists of preprocessing, feature extraction,
feature selection and classification. Feature extraction is crucial in iden-
tifying informative characteristics that can differentiate between benign
and malignant lesions. The two main types of feature extraction methods
are shape features and texture features. In the current paper, we present
several experiments in order to compare the performance of different
feature extraction methods from the two types mentioned previously.
As data, images from the Digital Database for Screening Mammography
(DDSM) are used, which has precise ground truth for the cancerous tis-
sue. For classification Decision Trees and Random Forest methods are
used to evaluate the performance using the different extracted features.
The experiments that were carried out show that shape features perform
better than texture features to separate benign and malignant abnormal-
ities. Also, some outliers were found causing a decrease in the accuracy
of the system and achieving 66% test accuracy using shape features and
Random Forest classifier.

Keywords: mammogram analysis - textural features - shape features -
DDSM

1 Introduction

In medicine, X-ray imaging is frequently used to analyze the internal structure
and potential abnormalities of the human body/organs. Mammography, a type
of X-ray imaging, is commonly used to detect and diagnose breast cancer. It
is a non-invasive and low-risk diagnostic tool that allows the early detection of
breast cancer, which significantly increases the chances of successful treatment
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and reduces the mortality rate. The growth in digital mammography has greatly
contributed to the early detection and diagnosis of breast cancer, a leading cause
of mortality among women worldwide [6]. However, there is still much room
for improvement in the development of robust and effective feature extraction
methods for lesion type detection, which can further enhance the accuracy and
reliability of mammographic analysis.

Mammogram analysis is a complex problem, which involves the following
steps: preprocessing, segmentation, feature extraction, feature selection and clas-
sification. Feature extraction is a crucial step in the process of mammographic
analysis, as it enables the identification and characterization of lesions present in
digital mammograms. These features may include but are not limited to texture,
shape, intensity, and density of the regions of interest.

The current experiments are addressed to compare the performance of differ-
ent feature extraction methods, specifically using shape and texture features, to
improve lesion type detection in digital mammograms. The combination of these
features is also considered in this study, as it may provide a more comprehensive
and accurate representation of the mammographic images. The experiments use
images from the Digital Database for Screening Mammography (DDSM) [10,11]
that contain precise ground truth information on cancerous tissue. To evaluate
the performance of the different feature extraction methods and achieve optimal
accuracy for lesion type detection, decision trees and random forests are used as
classification techniques. The novelty of the presented approach consists in the
use of feature extraction, feature selection and classification method combination
on the dataset (DDMS). Furthermore, in our research we increased the number
of input images (1424 instead of 323) compared to [13].

The rest of the paper is organized as follows: in Sect. 2 existing studies are
discussed from the literature related to lesion classification. Section 3 details the
current approach and Sect. 4 analyzes the achieved results. Finally, in Sect. 5 we
present the conclusion of our experiments.

2 Related Work

In recent years, there have been numerous studies [1-4,7-9,12,14] presented in
the field of computer-aided diagnosis (CAD) for the early detection of cancer-
ous cells. Breast cancer causes the most deaths among women worldwide [6];
hence, developing accurate and reliable CAD systems has been a major focus of
research. With the help of CAD systems, the mortality rate due to breast cancer
can be significantly reduced. In the literature, there are studies [1-4,7-9,12,14]
focusing on the different steps of a CAD system: preprocessing, segmentation,
feature extraction, feature selection, and classification. In the following para-
graphs, some of the relevant studies related to feature extraction in mammo-
graphic analysis will be discussed.
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Various feature extraction methods have been proposed for mammographic
analysis. Some use texture features such as Gray-Level Co-Occurrence Matrix
(GLCM) [1,4,5,7], Gray-Level Run-Length Matrix (GLRLM) [3-5], and Local
Binary Patterns (LBP) [7,8]. Others use shape features such as area, perimeter,
compactness, roughness and slope [9,13].

Texture features are frequently used on medical images to capture visual char-
acteristics. These features are derived from second-order statistics that examine
the gray levels on the image. The use of GLCM was proposed by Ancy and
Nair [1] to extract features from data of Mammographic Image Analysis Society
(MIAS) [16]. The computed characteristics were fed to a Support Vector Machine
(SVM) classifier to detect tumors in the breast tissue. The system resulted in
81% accuracy score. Farhan et al. [8] have used LBP to differentiate benign and
malignant breast lesions. LBP descriptors are proficient in efficiently capturing
the grayscale contrast along with local spatial patterns in an image. The authors
reported 85% accuracy using logistic regression classifier on MIAS [16]. Saeed
et al. [7] proposed the classification of LBP features using Random Forest (RF)
classifier using images from the same dataset and achieved 75% accuracy. Chaieb
and Kalti [5] published a survey comparing different feature extraction meth-
ods and concluded that GLRLM features were the most suitable for identifying
breast cancer in mammograms. Based on the results presented in [5], in previ-
ous research [3,4] we used GLRLM feature extraction on images from MIAS [16]
and DDSM [10,11]. The computed characteristics were used as input to different
feature selection (Principal Component Analysis — PCA and genetic algorithm-
based — GA method) and classification (Decision Tree — DT and Random Forest
— RF) methods to differentiate between normal, benign and malignant tissues.
The reported accuracies were 70% on MIAS and 54.1% on DDSM.

In a study by Li et al. [13], contour features were extracted from the mam-
mograms, by defining a 1-dimensional representation of the lesion boundary.
The authors obtained 99.33% accuracy using SVM and 323 images from Digital
Database for Screening Mammography (DDSM) dataset [10,11]. A similar app-
roach is described in [9], where shape features are classified using an Artificial
Neural Network (ANN), achieving an accuracy of 97.24% on the Curated Breast
Imaging Subset of DDSM (CBIS-DDSM).

Kumari and Jagadesh [12] introduced an advanced GLCM (AGLCM) by
combining texture- (GLCM), intensity- (entropy), and shape features. Using
SVM to detect lesions on mammograms from MIAS, the authors obtained an
accuracy of 92.4% which outperformed the texture feature extraction methods
[1]. This experiment shows how the combination of different features can improve
the accuracy of the CAD system.

Ansar et al. [2] proposed a deep learning-based approach for breast cancer
detection using a model with Convolutional Neural Networks (CNNs). Their
proposed model achieved an accuracy of 86.8% on DDSM. Li et al. [14] proposed
a two-view system and achieved 94.7% accuracy.

Experiments clearly show the importance of feature extraction in a mammo-
gram classification system. In the current study, we aim to compare the shape
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feature extraction method presented in [13] (with outstanding results on DDSM)
to GLRLM texture feature extraction method in identifying breast abnormality
type in mammograms.

3 Proposed Approach

The objective of the current study is to compare the performance of textural- and
shape features in distinguishing between benign and malignant lesions in dig-
ital mammograms. Specifically, we use gray-level run-length matrix (GLRLM)
texture features and shape (geometrical and contour) features to extract rel-
evant information from mammograms, which are then used as inputs for the
classification models. Similarly to [4], feature selection is applied to reduce the
dimensionality of the feature set and eliminate any redundant or irrelevant fea-
tures, which can improve the classification accuracy and efficiency.

3.1 Preprocessing

In the preprocessing step, we use the predefined mask of the lesion to isolate
the relevant regions of interest in mammograms. In the first step, the bounding
box enclosing the lesion is defined. These bounding boxes are increased to have
25 pixels of padding around the lesion. We presume that this padding helps to
capture the surrounding tissue and potential microcalcifications that may be
indicative of malignancy — especially for textural feature extraction. The image
is cropped based on the resulting bounding box. Next, a same-size binary mask
is defined — by using the predefined mask — where 1 marks the pixels belonging
to the lesion and 0 marks the pixels belonging to the background.

3.2 Feature Extraction

Feature extraction, as mentioned in Sect.1, has a key role in computer-aided
systems. The classification is highly dependent on its input. Therefore, the pro-
cess of feature extraction requires a careful selection of appropriate methods and
algorithms that can effectively capture the relevant information from the images.

In our proposed approach, we extract texture and shape features from the
regions of interest in digital mammograms with the aim of characterizing the
lesions. Texture features are extracted using GLRLM [5], which has been shown
to effectively capture the texture information in medical — gray-scale — images.
These features are quantified by calculating the frequency and distribution of
gray-level runs in a given direction. Shape features, on the other hand, are
extracted using the mask of the lesion and are categorized as geometrical fea-
tures and contour features [13]. These characteristics illustrate the size of the
lesion and the regularity/irregularity of the border surrounding the lesions. In
the following paragraphs, the used feature extraction methods are detailed.
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GLRLM [5] is a feature extraction method used to quantify texture features in
medical images by calculating the distribution of gray-level runs in a given direc-
tion. In case of an image (2-dimensional data) it can be defined in four directions:
horizontal, first diagonal, vertical and second diagonal. From the constructed
matrices 11 features are extracted — as listed in [3] — describing the relationship
between gray levels and their spatial distribution and therefore providing insight
into the complex textures present in mammographic images. Taking into account
the aforementioned four orientations, a total of 44 characteristics will be derived
from an analysis of a mammogram.

Geometrical features are calculated from the mask of a lesion. This set of
features includes the perimeter, the area and the compactness (calculated as the
perimeter squared divided by the area). These are simple and frequently used
features and they are used as a baseline.
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(a) The fitted ellipse to the lesion. (b) The computed distances.

Fig. 1. Defining contour features of a benign lesion.

Contour features were introduced in [13]. The image (2-dimensional informa-
tion) is converted into 1-dimensional data. In order to extract details regarding
the circularity of a lesion, we try to fit an ellipse to it. First, the center of the
ellipse C(x., y.) is defined by the average of white pixel coordinates on the mask.
This is also presented in Eq. (1), where N is the total number of white pixels.
Next, the width and height of the lesion are defined and used as the minor- (b)
and major-axis (a) of the ellipse, as shown in Eq. (2). Figures la and 2a illustrate
the calculated ellipses.

_ prp Zpyp
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Based on this information we define points on the ellipse and calculate their
distance from C. These distances are saved into a list called d.. For every point
on the ellipse, there is a corresponding point on the boundary of the lesion.
In dj, we save the distances of these points from C. Finally, Ad is defined by
the difference between d; and d. Eq. (3). Figures 1b and 2b show the calculated
distances for a benign and malignant lesion respectively.

Ad = |d; — d.| (3)

After defining Ad, the final features are calculated, namely the root mean
roughness Eq. (4), the root mean slope Eq. (5) and the circularity Eq. (6). In
Eq. (4) to (6) p and o represent the mean and the standard deviation of the
calculated values. In some cases, it is sufficient to look only at a fragment of
the border to decide its malignancy. Hence, local features are also extracted by
calculating the above-mentioned contour features for smaller sub-regions of the
lesion border. These sub-regions are obtained by dividing the border into equal
segments and extracting the contour features from each of them.

Rq = \/i(AP) — W AdP (1)

. Adi_3 —9Ad; _2 +45Ad; 1 — 45Ad¢+1 + 9Adi+2 — Ad¢+3 2
RAq= \/ “[(Z 60Ad; ) } (5)
circularity = Zﬁfl; (6)

These contour features provide a measure of irregularity in the shape of
the lesion. By analyzing Figs.1b and 2b we presume that these features are
particularly useful for distinguishing between benign and malignant tumors.

3.3 Feature Selection

Feature selection involves selecting a subset of the most relevant features from
a larger set of extracted features. This is important because it reduces the
dimensionality of data and removes irrelevant features, thus simplifying analysis,
improving computational efficiency, and increasing the accuracy of the classifi-
cation model. Various feature selection techniques have been proposed in the
literature (more details in survey [5]). In our experiments, we utilize the princi-
pal component analysis (PCA) method [4] and a genetic algorithm-based (GA)
method [4] to perform feature selection.
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Fig. 2. Defining contour features of a malignant lesion.

PCA is a mathematical technique that involves transforming data into a new
coordinate system, where the features are represented as a set of linearly uncor-
related variables. This method maximizes the variance of data and minimizes
the number of variables required to represent it.

GA is a meta-heuristic optimization technique that is inspired by the natural
selection process in biology. It involves simulating a population of potential fea-
ture subsets. In case of feature selection, the goal is to find the subset of features
that maximizes a selected evaluation metric.

3.4 Classification

Classification refers to the process of assigning input data to one of several prede-
fined classes based on a set of rules or models. In the current approach, we utilize
two different supervised classification algorithms, namely the Decision Tree (DT)
and Random Forest (RF) algorithms because of their interpretability. To con-
struct the models the CART (Classification and Regression Tree) algorithm! is
used.

The DT algorithm involves recursively splitting the training data into binary
partitions based on a set of if-then rules inferred from the input features. The
partitioning is performed in a way that the resulting subsets are as homogeneous
as possible with respect to the class labels of their members.

On the other hand, the RF algorithm constructs an ensemble of decision trees
and aggregates their results to make a final prediction. This approach has been
shown to yield higher classification accuracy compared to using a single decision
tree, as it reduces the risk of overfitting. In our research, we perform experiments
with every possible combination of feature selection and classification, in order
to define the best solution.

! Source: https://scikit-learn.org/stable/modules/tree.html.
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4 Experiments and Results

The scope of our experiment is to distinguish the character of lesions based
on different extracted features. The constructed system was presented in the
previous section (Sect.3). In the following sections the used data, parameters
and the achieved results are presented.

4.1 Dataset

In order to extract shape features from the contour of the abnormality it is
necessary to know its exact boundary. Therefore, DDSM [10,11] is used, because
for each mammogram from breast tissue with cancerous cells it contains the
boundary mask of the lesion. DDSM contains in total 7809 images: half of them
taken from the side and the other half from the top. In the current experiment
the mammograms taken from the side are used. Among these samples there are
2465 normal, 712 benign and 728 malignant examples. To build a classifier to
distinguish the type of the lesion, the normal images are excluded. Further, to
achieve a better result the same number of mammograms are used from each
class. Therefore, 1424 images are used in the current experiments (712 examples
from each class).

The next step is to split these images into train and test sets. Stratified
sampling is used to ensure that the proportion of each set remains the same in
both sets. Moreover, if there are more samples from the same patient they will
be placed into the same set to prevent bias. 75% of the data (1067) are used
to train the model, while 25% (357) to validate to the correctness of the built
model.

4.2 Experimental Setup

In Sect. 3 the used methods and the proposed approach are presented. In the fol-
lowing paragraphs, we will further detail the parameter setting for the proposed
algorithms.

As mentioned in Sect. 3.2, besides GLRLM features, local contour features are
also extracted, by splitting the boundary into smaller segments and applying one
of functions presented in Egs. (4) to (6). As proposed by Li et al. [13], we consider
the number of segments (S) to be from {2,4,6,8,10,12,14, 16,18,20}. The value
of S also defines the number of extracted features from the 1-dimensional data
(Ad).

The parameters of the feature selection methods are selected by running
preliminary experiment by following the methodology presented in our previous
work [3]. According to these results, the minimum explained variance of the PCA
is set to 0.99 and for GA’s fitness function a DT is used and the classification
accuracy is maximized.



Textural and Shape Features for Lesion Classification 763

4.3 Results

In the current experiment, we built different systems — detailed in Sect. 3 — for
the binary classification problem of determining the type of a lesion. The per-
formance of the proposed method is evaluated using measures such as accuracy,
sensitivity, specificity, and fl-score which are commonly used in medical clas-
sification problems. The geometrical features are implemented as baseline, and
their results are compared to more advanced feature extraction methods.

In our experiments, first, we defined the best shape feature and the optimal
number of segments S. The results are presented in Table 1. As we can see Rq
(as defined by Eq. (4)) has usually the best performance indifferent from S. We
also conducted experiments where all three were used as input to the classifier.
We refer to these features as ‘combo’ in Table1. This combined feature has
slightly better performance than RAq (as defined by Eq. (5)) or circularity (as
defined by Eq. (6)) on its own but the results are still behind Rq. Furthermore,
based on the information in the same table we decided to use S = 16 in further
experiments.

Table 1. The achieved accuracies using the different contour features, PCA feature
selection and RF classification.

S | Rq RAq | circularity | combo
2 1 0.5910 | 0.5406 | 0.5546 0.5798
4 10.57420.5238 | 0.5574 0.6022
6 |0.5994 | 0.5686 | 0.5378 0.6106
8 10.6134|0.5462 | 0.5350 0.5966
101 0.6050 | 0.5406 | 0.5658 0.6190
1210.6078 | 0.5966 | 0.5238 0.6134
14 10.6106 | 0.5518 | 0.5518 0.6162
16 1 0.6498 | 0.5938 | 0.55202 0.5966
18 10.6358 | 0.5938 | 0.5323 0.6162
20/ 0.6134 | 0.5686 | 0.5322 0.6386

The scope of the current paper was to compare the performance of the tex-
tural features against shape features to distinguish benign and malignant lesions
of the breast tissue. In the first row of Table 2, the performance of the baseline
(geometrical features) is presented for the test set. All of the proposed feature
extraction methods outperformed the baseline. Table 2 lists the results for the
test set produced by the different feature extraction methods. Hence, we can
conclude that the shape features are more suitable for the current classifica-
tion of cancerous tissue. We conducted an experiment, using the combination of
texture- and shape (contour) features and the achieved results are presented in
the last row of Table 2.
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Table 2. Results of the classification using different feature extraction methods,
reported on the test set, using PCA feature selection and RF classification.

Feature extraction Accuracy | Precision | Recall | F}

geometry 0.5574 0.5582 0.5574 | 0.5567
Rq(S = 16) 0.6499 0.6515 0.6499 | 0.6492
GLRLM 0.6359 0.6379 0.6359 | 0.6349
GLRLM + Rq(S = 18) | 0.6555 0.6615 0.6555 | 0.6528

Separate experiments were conducted to decide which classification and fea-
ture selection method combination performs the best. Figure 3 shows the per-
formance achieved using Rq and indicates that with the increase in the number
of segments the performance of the system also increases. Another observation
is that the DT has lower results than RF (with 100 DTs in the ensemble). This
can be explained by the “majority rule”, that the decision is made based on the
opinion of the majority, hence reducing overfitting. Finally, although RF with
GA has better accuracy using S = 16, by looking at the total picture the classi-
fication results using PCA are more stable (the differences are smaller between
the segments).

0.65 e PCA DT PCA RF
—e— GA DT —e— GARF
5 0.6
s
=
3
<
0.55
0.5

2 4 6 8 10 12 14 16 18 20
number of segments

Fig. 3. Accuracy achieved on the test set using Rq computed from different number of
segments.

4.4 Discussion

In this subsection, we aim to compare the results reported by the proposed
approach (as given in Sect.4.3) with those of related relevant methods from the
literature. In our experiments we are facing the problem of overfitting: on the
train set the model can predict with 100% accuracy, but on the test set it has a
performance of 65.55%.
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Li et al. [13] presented a 99.66% accuracy using the same shape features (more
precisely RAq) as input to an SVM classifier. The difference in the results can be
explained by a different classification method, but also by a different experiment
setup as Li et al. used 323 images from the total of 1440 samples with abnormal-
ities from DDSM. Considering this difference we looked in more detail into the
dataset and found that there are outliers regarding the regularity /irregularity of
the lesions. An example is shown in Fig. 4. Therefore, we will further investigate
if the removal of the outliers increase the precision of our system. On the other
hand, we will examine other feature extraction methods on these outliers.

Fig. 4. Benign lesion with irregular boundary.

Muramatsu et al. [15] presented a CNN for this binary classification problem
and achieved 72.5% by using images from DDSM to train the network. Our
results approximate the result of the presented system.

In our previous study [3] we presented 92.23% accuracy using GLRLM fea-
tures, PCA feature selection and RF classification, but on another dataset (Mam-
mographic Image Analysis Society — MIAS). Another difference, compared to the
current study is that the features are extracted from the full preprocessed image,
not only from the lesion and its surrounding.

5 Conclusions and Further Work

In the current study we present a computer aided system to define the type of
an abnormality in the breast tissue. Our aim was to compare the performance of
textural- and shape features for the binary classification of breast cancer. Based
on the results of our experiments, we can conclude that using shape features over
textural features is more successful in distinguishing benign and malignant lesions.
Also, by the combination of textural- and shape features the result increases and
slightly outperforms the shape features. In the experiment basic geometrical fea-
tures were also included, but based on their result we propose to further investi-
gate and combine them with other features. The best results were achieved using
a combination of features (Rgq of 18 segments and GLRLM), GA feature selec-
tion and RF classification. The high train accuracy (100%) and fair test accuracy
(65.55%) shows the problem of overfitting. Therefore, in future studies we will look
into pruning methods and creating other splits to remove the outliers.
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