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Abstract. Hybrid Automata describe dynamical systems where contin-
uous behaviour interacts with discrete events. Resource Timed Automata
(RTA), a subset of Hybrid Automata, adopt an additive composition
scheme, in which discrete behaviour of components is executed concur-
rently, time is synchronized, and the evolution of continuous variables
is arithmetically added up. Additive composition facilitates modelling
and analysis of cumulative properties of continuous variables, such as
conservation laws, typically manifested as the balancing of real-valued
variables. In this paper, we present and exemplify an assume-guarantee
framework aimed at additive compositional reasoning in the setting
of hybrid systems. Crucially, we introduce a notion of refinement on
so-called Resource Hybrid Automata (RHA), and show that it is a
pre-congruence for additive composition. Furthermore - crucial for our
assume-guarantee framework — we show that RHAs are closed under con-
junction and admit a so-called quotient constructions (a dual operator to
parallel composition). Finally, we demonstrate how the Statistical Model
Checking (SMC) engine of the tool UPPAAL may be used to efficiently
falsify refinements.

Keywords: Assume-Guarantee Reasoning - Hybrid Specification
Theory - Resource Hybrid Automata - Additive Composition

1 Introduction

Hybrid Automata (HA) [22] are an extension of Timed Automata (TA)
[2] combining timed discrete events with the continuous evolution of real-
valued variables. Resource-, Priced-, Energy- and Weighted- Timed Automata
[3,8,16,29,31] all define strict subsets of HA in which continuous dynamics can-
not affect the timed discrete semantics of a system. These formalisms differ in
their mechanics for dealing with composition. Of particular note are Resource
Timed Automata (RTA) which adopt a so-called additive composition scheme
aimed at simplifying the analysis of conservation laws e.g. resource balancing.
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In this paper we consider component-wise reasoning for additive composition
over hybrid variables, henceforth referred to as resources, and study the hybrid
extension of RTA, namely Resource Hybrid Automata (RHA).

Additive composition as studied in [16] extends the usual concurrent execu-
tion of discrete behaviour in synchronized time with a notion of resource accumu-
lation both in terms of evolution and flow. This particular composition scheme,
has, to the best of our knowledge, not received much attention in previous liter-
ature on hybrid systems. We argue that conservation laws follow naturally from
additive composition and show that accumulation of shared resources across
components directly corresponds to the problem of balancing said resources. We
consider how behavioural requirements of a composite system can be expressed
as a number of local and concise requirements on open additive parallel compo-
nents. This kind of compositional reasoning is known as specification theory.

A specification theory interprets specifications as abstract under-specified
descriptions of behaviour, which can generally be thought of as requirements to
implementations. Formally, this is captured by a satisfaction relation between
implementations and specifications, inducing for each specification S the set [S]
of the implementations satisfying it. Crucial to a specification theory is a notion
of refinement between specifications. Refining a specification should result in a
new specification which is stricter in terms of its implementation space. Now, a
specification theory should also allow for both logical and structural composition
of specifications.

In order to support step-wise refinement and compositional reasoning, it is
vital that the notion of refinement is a pre-order over specifications (we write
S C T to say that specification S refines T') and it must be a pre-congruence with
respect to a composition of interest (we write S || T for a composition of two
specifications). A fully expressive specification theory should ideally contain a
quotient operator, a dual operator to the composition of specifications. If T" is an
overall specification of a composite system P; || P, and S is a component speci-
fication for P, then the quotient specification T\\S is the weakest requirement
to the component P, in order for the composite system to satisfy T

Mathematically, we have S || (T\S) C T for the quotient T\\S of spec-
ifications S and T, and for every specification @ with S || @ C T we have
Q@ C T\S. In the setting of sequential, imperative programs Dijkstra’s cele-
brated notions of weakest precondition and strongest postcondition effectively
provide quotient constructs for sequential composition with respect to pre-and-
post-condition specification pairs. Here He Jifeng has made seminal work with
C.A.R. Hoare [24,26].

For concurrent systems, there have historically been two schools of specifica-
tion theories: Process Algebra [6,23,34] and Temporal Logic [36]. In Process Alge-
bra, specifications are process expressions with a variety of proposals for refine-
ment orderings: e.g. trace-inclusion, bisimulation equivalence, ready-simulation,
simulation, and failure-trace inclusion as reported in the linear-branching time
spectrum [15]. In the late 80-ties, He Jifeng played a central role in improv-
ing the failure semantics for CSP [17,18]. In later work He Jifeng has pro-



Assume-Guarantee Reasoning for Additive Hybrid Behaviour 299

posed refinements for more complex settings including real-time [37], service-
and object-oriented systems [19,21]. Moreover, Process Algebra has strong sup-
port for structural composition of specification, but lack general support for
logical composition. In Temporal Logic, specifications are logical formula and
refinement is simply logical implication. Temporal Logic has by nature full sup-
port for logical composition of specifications, but lack in general support for
structural composition. What we seek is a specification oriented theory that
unifies logical and process algebra frameworks, a theme that Hoare and He have
developed in the unified theory of programming [20,25].

Also, in the late 80-ties, the notion of Modal Transition Systems [7,30,32,33]
was introduced by Larsen and Thomsen as a means to provide a specification
theory supporting both logical and structural composition. This theory of Modal
Transition Systems has later been extended to the setting of timed as well as
probabilistic systems [9,10,14]. The contributions of this paper may be seen
as an extension of Modal Transition Systems to resource-aware concurrent sys-
tems. A particularly useful type of specification theories are those based on the
notion of contract, first developed and promoted in the community of software
engineering. So-called “design-by-contract”, popularized by Bertrand Meyer, has
roots in the classical work by Owicki-Gries [35] extending Floyd-Hoare logic
(for sequential imperative programs) to the setting of concurrently executing
programs, where interference on shared variables may occur. In the concurrent
setting, contract specifications come as Assume-Guarantee (or Rely-Guarantee)
pairs, where the Assumption states conditions on the effect on the shared vari-
ables by the system’s environment, and the Guarantee are obligations of the
systems operation on the shared variables. Early contributions were made by
Jones [27], Abadi, Lamport and Wolper [28]. Later, He Jifeng together with
Qiwen Xu and Willem-Paul de Roever gave a sound and complete proof system
for rely-guarantee assertions [38] providing a compositional reformulation of the
non-compositional Owicki-Gries method. More recently the notion of interface
automata was introduced by Alfaro and Henzinger [1] and since then a number
of frameworks has been proposed that can be seen as instances of contracts the-
ories, with [5] providing a recent “meta-theory” of contracts and its application
to software and systems.

Returning to general specification theories, we note that the quotient oper-
ator defines how a component helps to achieve a target behaviour T' for the
system as a whole, given an assumption S on its environment. In fact, it is
shown in [4,12] how a contract framework can be built in a generic way on top
of any specification theory which supports refinement, composition and quoti-
enting of specifications. The resulting contract framework lifts refinement to the
level of contracts and proposes a notion of contract composition on the basis
of dominating contracts. In particular, it has been shown in [12] that one can
weaken a guarantee G of an assume-guarantee contract, under assumption A:
the weakened guarantee, denoted G > A, is simply (A || G)\A and provides
a combined specification equivalent to the original (A, G) pair. In this paper,
we develop a complete specification theory aimed at the additive hybrid setting.
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We characterize compositional reasoning within this domain and introduce a
notion of refinement. We define appropriate products for the crucial operations
logical and structural composition, together with its dual, namely the quotient
product. Using this theory we show how assume-guarantee reasoning aimed at
hybrid additivity is possible over specifications described by RHAs. In addition,
we show that simulation based methods can be used to refute the existence of
certain refinements.

Section 2 introduces our modelling language. Section 3 characterizes compo-
sitional reasoning and formally defines an additive hybrid specification theory.
Section4 formally introduces the assume-guarantee aspect and exemplifies it.
Section 5 discusses practical computation methods for ascertaining refinement.
Section 6 concludes our findings and discuss potential future research directions.

2 Resource Hybrid Automata

We first define our modelling language, followed by the characterization of an
additive hybrid specification theory. We introduce Resource Hybrid Automata
(RHA), which fundamentally define Linear Hybrid Automata [22] subject to
additive composition as adopted by Resource Timed Automata (RTA) [16].

By V = V¢ W VX we denote a partitioned set of real-valued global and local
variables, which we think of as (non-)shared resources. We write o : V — R
or alternatively o € RY for a valuation of such variables. These are split into
or : VP — R and og : V¢ — R in the obvious way. Furthermore, we define
the following arithmetic over RY: Let 0,0’ € RY and v € V then (¢ + o’)(v) =
o(v) + ¢’(v) and dually for its inverse —. Additionally, let v € V then 0(v) = 0.
Thus valuations define the abelian group (RY,+,0).

Resources are subject to discrete updates and can be tested in constraints.
To allow reasoning about resource additivity we require both our update- and
constraint-algebra to be closed under negation, conjunction, addition & and
quotient @. Furthermore, we require that constraints are closed under side-effects
> which, for the sake of intuition and brevity, we characterize as updates.

Much like we can think of a conjunction of two updates/constraints as the
join of their respective influence, i.e. what they have in common, an addition
@ is what they can do together, i.e. their arithmetic accumulated influence. A
quotient @ is the dual of addition. Here the question is what makes it possible to
fulfil our goal (left operand) if we add it to something that already exists (right
operand). We will see later how these operations naturally provide mechanisms
for resource additivity.

Definition 1 (Resource Update). We characterize the set of updates U(V)
over V by the following abstract syntax:

uiz==TT|-wu|e|R|uAu|udu|udu

where R C V. Let uy,us € U(V) be updates, then the evaluation of valuations
0,0’ € RY in u denoted (0,0') |= u is defined inductively on the structure of u:
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- (0,0") = TIT
~(0.0) | u e (0,0") f u
- (0,0) Eesco=0": . R
’ ’ ) vE h,
(0,0') E R< o' (v) {U(U),U%R}
—(0,0) Eunu & (0,0) = un(od) =
~(0,0) Fudu &3, cRY:(0,¢) EuAr(os) EuAd =c+¢ —o:
-~ (0,0") Fuouw &V eRY : (0,5) Fu = (0,00 +c—0) | u.

Definition 2 (Resource Constraint). We characterize the set of constraints
C(V) over V by the following abstract syntaz:

n
cu:==TT]| ﬁc\Zvi~ril><1r|u>c\c/\c|c€Bc\c®c
i=1
where r,r; € Q, v; €V, u € U(V) and <€ {<,>,==,<,>}. Let u be an update,

¢ be a constraint, then the evaluation of valuation o € RY in ¢ denoted o |= c
1s defined inductively on the structure of c:

-0 E TT:

—oEceo e

o EY L verxre Y o(v) rir:
~ockEurce I eRY:(0,0) Eund Ec:
~—oEchNdSoEchNo EC:
~okEcodeIdeER ¢ EcAd EdNoc=c+¢":
~oEFcodeVoeR 0 Ed=0+0 e

As such, updates can reset sets of resources to zero and constraints define systems
of linear inequalities over resources.

Definition 3 (Resource Hybrid Automata). We define a resource hybrid
automaton (RHA) as a tuple:

H = (L,1p, V, E,inv, rate)

where L is a finite set of modes, 1y € L is the initial mode, V = Vi W Vg is a
finite partitioned set of local and global variables, E CL x C(V) xU(V) x L is a
finite set of edges, inv : L — C(V) assigns an invariant constraint on resources
to each mode and rate : L — C(V) assigns a constraint to the first derivative of
resources to each mode.

An example RHA can be seen in Fig. 2.
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w; <3 w;€[3,8] w; >8 wel0.30
wie[—2,0]A '“'26[1*4**2}/\ w,e[—10,—6]A u’:[:’('JA}
w!==0A W ==0A w! ==0A N

I, o I, : wo==0A
w'+w;==0 w'+wi==0 w' +w;==0 w'——0
(a) (b)
Mol el e
woSS w(,6[3,8] 7”028
w! €16,10]A wl €[2,4]A w! €[0,2]A
w,==0A wi==0A wi==0A
w! +w'==0 w!, +w'==0 w! +w'==0
(c)

Fig. 1. (a) An RHA specification modelling a water intake valve. Depending on reser-
voir capacity (captured by global resource w;), the water flow allowed by the valve is
either in the interval [—2, 0], [-4, —2] or [-10, —6]. (b) An RHA specification modelling
a water output valve. Depending on reservoir capacity (captured by global resource w,),
the water flow allowed by the valve is either in the interval [6,10], [2,4] or [0,2]. (c)
An RHA specification modelling the safe capacity of the pump’s private water tank
(captured by global resource w).

Let’s consider a physical system, a water pump controller, governing two flow
valves. One valve is connected to an input reservoir (characterized by resource
w;), which captures how the environment can make water available to the pump.
Another valve is connected to an output reservoir (characterized by resource w, ),
which captures how the pump can make water available to the environment.
Both are connected to an internal water tank (characterised by resource w).
Our system simply keeps track of capacity by regulating water flow from/to the
environment using an internal tank for temporary storage. Figure 1 shows three
RHAs, each modelling a component of our water pump controller.

Syntactically, RHA’s are hybrid automata defined over additive oriented
update and constraint algebra. Semantically their hybrid dynamics are inter-
preted as timed semantics. Specifically, the semantics of an RHA H denoted
[H] is defined by a Resource Timed Transition System.

Definition 4 (Resource Timed Transition System). We define a resource
timed transition system (RTS) as a tuple S = (X, x1,—) where X = X x Xg
is a set of pairs of local and global states, xp € X is the initial local state,
and —C X x ({r} UR>o) x X is a timed transition relation, where dis-
crete transitions are denoted by T. We write (xr,xq) — (2, 2}) whenever

(xr,x0),7, (&), ) €—. Similarly, we write (x1,,xq) £ whenever Yz’ € X :
((xp,xg),7y,x") €—. Furthermore, we require that states form an abelian group
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(X, 4, 0). For convenience we refer to the inverse of + as —. We call a local

state x1, € Xy, reachable if there exists a sequence z* L 2! with 0 < i < n of
transitions such that % = x and 2% = .

Definition 5 (RHA Semantics). Let H = (L1, V, E,inv, rate) be an RHA.
We define its semantics as an RTS [H] = (X, xL,—) in which the local states
are defined as products of a mode and the valuation of local variables Xy =
L xRYz | the global states are defined as valuations of global variables X = RV,
the initial local state is given by xr = (lo, 0), and — is the smallest relation
satisfying:

~If(l,e,u,l')eE,0 €RY, 0 = inv(l), 0 |= ¢, (0,0') | v and o' = inv(l'),
then ((I,or),06) = ((I',0%),05):

~IfleL, § €Rsg, and ¢ : [0,6] — RY is a right-differentiable function with
piece-wise constant derivative, such that for all t € [0,0] we have ¢(t) E
inv(l) and fort € [0,5) we have L¢(t) k= rate(l), then ((1,¢1(0)), ¢ (0)) LN

Discrete transitions in the automata defines 7 transitions in its semantics, which
we generally think of as internal.

Note that restricting flow behaviour to right-differential piece-wise constant
solutions is a standard way to avoid problems with finite-set refutability when
considering hybrid dynamics over a timed semantics [11]. Furthermore, any RTS
generated by an RHA are time-reflexive and time-additive.

Theorem 1. Let H be an RHA. The following holds for [H] = (X, xr,—): For

all z,2" € X, 0,8 € R we have: [H] is time reflexive x % 2, and [H] is

. iy 546 5 5
time additive © 22 ¢/ = 3z eEX xS a2 .

3 Compositional Reasoning

With RHA and its semantic interpretation RTS we have a formal characteriza-
tion of hybrid behaviour. We now turn our attention to component-wise abstrac-
tion and realization in terms of behavioural requirements. We start by motivating
component-wise design and refinement with additivity using a simple example.

Our goal is to design a light controller, the kind that might be used to control
the alternating blinking pattern of a warning light on top of an antenna or maybe
a control console. There are a few rules we need to follow: the controller must
provide an alternating light pattern, i.e. it must facilitate blinking mechanics for
our light determined by some intervals, the light itself is limited in how much
power it can consume depending on its brightness level, and it must interact with
the electrical grid indirectly through a single battery. As such we are designing an
open component, since we are only concerned with saturation. How the battery
charges is handled by a different controller.
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r<l1
a'==1A
b'e[—10,-7]

Fig. 2. An RHA, modelling a warning light controller. It has three modes; Dim, Bright
and the initial mode OFF, each describes a distinct brightness. It is defined over two
resources z (local) and b (global). The former characterizes a clock with constant rate
1 in all modes and is used to model timing behaviour. The latter describes a battery.
It is used to model the light controllers interaction with its environment. Each mode
(or rather each brightness level) define distinct battery saturation rates. Observe that
when we interpret the model as blueprint for timed discrete requirements, infinitely
many distinct blinking- and saturation-patterns are possible.

A system architect has provided us with a blueprint defined as an RHA
that formally captures the rules we just discussed, which is depicted in Fig. 2.
Of course, the light controller is only a single component of a larger system,
which we collectively think of as the environment. Now, from the environment’s
perspective, the blueprint captures exactly what is assumed about our controller.
On top of that, potential conservation rules in terms of energy for our battery
is handled by the environment as well. Looking at Fig. 2 we immediately see the
benefit of additive reasoning, since no consideration for how resource b i.e. our
battery interacts with other components is necessary, it is simply assumed that
the collective interaction over b across all components is handled in an additive
manner.

Figure 2 defines abstract requirements. We now desire to create a concrete
controller that behaves according to these requirements. Because it needs to be
concretely realizable a few precautions needs to be considered; The controller
must be specific in its battery saturations, it is not allowed to stop time, and
any discrete behaviour whenever enabled must occur. To that end we introduce
the model depicted in Fig. 3.
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ON r=0 v== OFF

<1 <1
z/==1A z'==1A
b ==-2 b'==0

Fig.3. An RHA, modelling a concrete realization of the light controller depicted in
Fig. 2. It consists of two modes On and the initial mode OFF. Like Fig. 2, it is defined
over the two resources x and b. Observe that this concrete light controller simply defines
an altering pattern in which the light is turned off for 1 time unit, after which it is
turned on for 1 time unit, during which it consumes exactly 2 units of power per time
unit.

Now the question is, can we substitute our abstract model of Fig.2 with
the concrete model of Fig.3 whenever we consider the light controller in other
components of our system. To do so, we must ascertain whether the abstract
controller can mimic any an all timed-discrete behaviour allowed by the concrete
controller in all environments (in terms of the capacity of b and how it is charged).
If this is indeed the case, then we do not have to consider the cumbersome
abstract model whenever we desire to reason about our light controller, the
simple concrete model is sufficient. This property is called refinement.

Adopting the usual terminology from specification theory we refer to RTS’s
as specifications. In this paper, we consider specifications that model the reac-
tion of a system to changes in its environment. This means that a refinement of
one specification into another should preserve those reactions, given a particu-
lar environment. (Note that in other works, other interpretations of transition
systems lead to different notions of refinement. E.g. in [5], changes in the envi-
ronment are explicitly modeled as input transitions of the RTS’s, leading to a
two-way type of simulation refinement).

Definition 6 (Refinement). Fori € {1,2}, let S* = (X!, X%, —;) be a speci-
fication. We assume that their global states are shared X}, = X%,. We say that
St refines S?, denoted S* T S? iff there exists a binary relation R C X} x X2
defined over the local states such that x1 Rx% and for all x' € X! and 2? € X2
with x§, = x%, we find:

— If 2} Rx? and z! L1 yt, then there exists y> € X2 such that 22 Do y? with
yLRyi and yi; = yg.
— If v} R22 and ot 2, y! for some § € R>q, then there exists y*> € X2 such

that 22 % y? with yi Ry? and yé = yé
Crucially, refinements between specifications form a pre-order.

Theorem 2. The refinement relation C is a pre-order over the set of all speci-
fications.



306 P. J. L. Cuijpers et al.

In specification theory, specifications for which there is a concrete realiza-
tion in practice are called implementations. These implementations may occur
at any place in the pre-order, as it is often possible to further refine behaviour of
an already existing implementation, hence creating a refinement of that imple-
mentation. Without fixing the implementation mechanisms, we cannot deter-
mine which specifications are realizable precisely. However, we can rule out any
specifications that are self-contradictory, block the progress of time, or contain
unresolved non-deterministic choices. A specification that has these properties,
such as Fig. 3, we call an implementation in this paper.

Definition 7 (Implementation). Let S = (X, xr,—) be a specification, we
say that S is an implementation if furthermore the following holds:

— Independent progression: For every reachable state x € X there exists
vy e {T}URso and 2’ € X such that z L 2/;

— Discrete-determinism: For every reachable state x,x’, x" € X, with x = z'
and z 5 2", we find x = 2" ;

- Time-determinism: For every reachable state x,z’,x"” € X and every § €
R>o with 22 and xS 2 we find ' = 2"

— Urgency: For every reachable state x € X, if there exists ' € X with v =

then there does not exists an 2" € X and § € R>q with 6 > 0 and LG

The syntactic notion of implementations naturally follows.

Definition 8 (Implementation RHA). Let H be an RHA. We say that H is
an implementation RHA whenever [H] is an implementation.

The concrete light controller of Fig. 3 defines an implementation, another exam-
ple is shown in Fig. 4.

U}LSB wle[g/’?]
“v;::—Q/\ “v;::—l/\
W), ==0A W) ==0A
w'+wi==0 w'+w;==0

Fig. 4. An implementation RHA implementing the intake valve specification of Fig. 1a.
Much like Fig. 3, the intake valve implementation is in a sense a restriction of behaviour.

An implementation is said to satisfy a specification if it only admits dis-
crete/continuous behaviour allowed by the specification. The general notion of
satisfaction is formally captured by refinement.
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Definition 9 (Specification Satisfaction). Let S be a specification and I an
implementation. If I T S we say that I satisfies S. By [S] ={I | I C S} we
denote the set of all implementations that satisfy S.

This gives us a natural way of thinking about specification equivalence.

Definition 10 (Specification Equivalence). We say that specifications S
and S" are equivalent, denoted S ~ S’ iff [S] = [S'].

It is not difficult to see that we could define specifications that could never
be satisfied, e.g. if they contain contradictions. In practice, only those admitting
implementations are of interest. This notion is usually referred to as consistency,
and we characterize it using implementation spaces.

Definition 11 (Consistency). We say that a specification S is consistent iff
[S] # 0.

Compositional reasoning in terms of component-wise refinement and abstrac-
tion crucially relies on a well defined notion of refinement within which substi-
tutability is guaranteed. This means that whenever we have a composition of two
specifications, by replacing one of the constituents with a refining component,
it results in a refinement of the original composition. We now define two such
compositions that pertain substitutability over refinement, namely logical- and
structural-composition.

Fig. 5. (a) A Specification, modelling the battery capacity of the light controller, whose
timing behaviour is defined by the specification depicted in Fig. 2. It consists of a single
mode, the initial mode, and is defined over the global resource b. It invariantly requires
that the battery capacity never exceeds 1 unit of energy and is never saturated beyond
depletion. Note that any and all discrete transitions are allowed, captured by the self
loop. (b) A Specification, modelling a power supply. It consists of a single mode, the
initial mode, and is defined over the global resource b. It does not admit any discrete
behaviour, however it defines a constant charging of 1 unit of power per time unit.

Before we dive into the formal definitions, we first motivate their existence
and usefulness. Going back to our light controller specification of Fig. 2, together
with a possible implementation thereof, shown in Fig. 3. Our goal is to introduce
mechanisms for reasoning about compositions of specifications. Consider the
specification modelled in Fig. 5a, which captures battery capacity requirements.
We would like to capture the notion of joint refinement, in the sense that Fig. 3
should both refine the timing behaviour of Fig.2 and the capacity restrictions



308 P. J. L. Cuijpers et al.

imposed by Fig. 5a. One can think of the specifications as two distinct aspects
of the same component. Their joined requirements is exactly captured by their
logical composition.

. Wy>8
Low Q w, () u) Mid ' High (1) o £10,2)

.
Y

Uni “ff?r?’ uni Q) 1”<’5:5TVT7“<’28 uni () w%%g
TT
High wi==0A
w! +w'==0

Fig. 6. Four RHA specifications whose logical composition refines the output valve
specification of Fig. 1c, each modelling distinct responsibilities. All of them define a
so-called universal mode Uni admitting an arbitrary flow of resource w, up until some
bound for which it must make a transition or define a flow that shift w, away from
said bound. In other words, each component do not care about w, until its top mode
invariant holds. Even though the output valve specification of Fig. 1c is relatively small,
these three components are even smaller and arguably more intuitive.

Logical composition defines the joined behaviour of its constituents. As such
an implementation satisfies the composition of two specifications if and only if
both of these specifications are satisfied by said implementation.

Definition 12 (Logical Product). Let $7 = (X7, x},—;) for j € {1,2} be
a specification, where X5 = X%. We define the logical product of S' and S?,
denoted S* A S? as a new specification: S* A S? = (X, x1,—), where X =
XEx X2, Xg=Xg&, xr = (x},Xx%) and — is the smallest relation satisfying:

(z},26) 1 (yh,ye)  (22,26) D2 (42,9c)
((Z'i,l‘%),x(;) l) ((y%ﬂy%%yG)

v E{T}UR>o

The logical product admits a transition if and only if its constituents both
admits it. On the syntactic level we can compute the logical composition by the
following RHA construction.

Definition 13 (Logical Composition). Let HI = (L7, 1)V, B9, inv?, rate’)
for j € {1,2} be an RHA, where V} = V%4 and V] N Vi = 0. We define the
logical composition of H' and H?, denoted H* N H? as a new RHA: H* N H? =
(L,1o,V, E,inv, rate), where L = L' x L2, 1o = (1§,12), V. = V] WV?, Vo =V},
inv ((I1,12)) = inv' (1) A inv?(12), rate ((I*,12)) = rate! (I') Arate?(1%) and E is
defined by the following rule:
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= If (1Y, et ut, kY) € B and (12,2, u?, k?) € E?, then
(14, 12),ct A2 ut AP, (kY K?)) € E

Figure 6 shows an example of the of type reasoning possible using logical com-
position.
As expected, the logical composition and product coincide.

Theorem 3. Let H and H' be RHA then: [H| A [H'] = [H A H'].

Referring back to the light controller, clearly, no positive battery require-
ments can ever be fulfilled by any implementation of Fig.2, because only satu-
ration is admitted. We are missing a power supply, something that charges our
battery. Consider the specification of a power supply depicted in Fig.5b. The
question is whether the joined requirements of capacity and timed behaviour
put in parallel with the power supply is captured by our implementation put
in parallel with the power supply. As such the flow of resource b becomes the
sum of the saturation provided by the controller and the charge induced by the
power supply. This interaction is exactly captured by structural composition.

The structural composition defines the time synchronized and resource addi-
tive product behaviour of its constituents. As such given two implementations,
each satisfying a distinct constituent, their parallel execution results in an imple-
mentation of their composition.

Definition 14 (Structural product). Let ST = (X7, ), —;) for j € {1,2}
be a specification, where X, = X%. We define the structural product of S* and
S?, denoted S* || S? as a new specification: S* || S? = (X, x1, —), where X, =
XEx X2, Xg =Xg&, xr = (xk,X%) and — is the smallest relation satisfying:

(z}.7¢) 51 (h,vs)  (a2,26) D2 (3. 92)

((x},2%),2¢) = ((h,v3) v& + V& — 2c)

yE{T}UR>

(z},26) =1 (Yh,ye)  (22,26) o

((‘rlL’sz)wrG) L’ ((y%ﬂx%)’yG)

(22,36) D2 (V,yc)  (2},26) 1

((‘x}nx%)’xG) o ((lev y%)vyG)

As noted earlier, refinement indeed defines a precongruence over specifica-
tions in terms of the structural product.

Theorem 4. If S,5” and T are specifications such that S T S’, then S | T
exists iff S" | T ewists, and given existence of these we find S| T S || T.
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Low -. Mid -. High Cons
Wis3 w;€[3,8] w28 TT
wi€[-LOA  wie[-3,—2]A  wi€[-9,—6]A wie[—1,0)A
wo==0/ w! ==0A w),==0/ w! ==0A
w'+w,==0 w' +w)==0 w' +wi==0 w' +w)==0
(a) (b)

Fig.7. (a) An RHA modelling modelling an intake valve. It is similar to the one
depicted in Fig. 1a, however, it does not allow internal discrete behaviour in its opera-
tional modes, i.e. whenever a transition is made it must change mode. Additionally, it
defines slightly different flow rates in Low, Mid and High. (b) Another RHA modelling
an intake valve. This one is simple as all it does regardless of capacity is to continuously
consume between —1 and 0 water per time unit while allowing any discrete behaviour.
The structural composition of these two, however, do in fact refine the intake valve
specification depicted in Fig.la. Note how resource additivity makes it possible to
intuitively “add up” flows in a component-wise manner.

The structural product admits a transition if an only if either of its con-
stituents allow a discrete transition or if both admit the same delay. Resource
additivity is captured by our treatment of the global state-space in the target
state, i.e. changes are added up. On the syntactic level we can compute the
structural composition by the following RHA construction.

Definition 15 (Structural Composition).

Let HI = (Lj,l(J),Vj,Ej,invj,ratej> for j € {1,2} be an RHA, where V}, = V3
and V1 NV2 = 0. We define the structural composition of H' and H?, denoted
H' | H? as a new RHA: H' || H? = (L,1p, V1 & Vg, E, inv, rate), where L =
L'x 12 1o = (15,18), Vo = Vi WVE, Vo =V, inv ((I1,12)) = inv' (1Y) Adnv?(12),
rate ((I',12)) = rate! (I') @ rate?(1?), and E is defined by the following rules:

— If (I*, ¢t ut, kY) € B and (12,2, u?, k?) € E?, then

(I8, 13), P A ut @u?, (K E?)) € B

f (1Y, c,u, k) € EY and Vk* € L2 : (12,c%,u?, k%) & E?, then
(11,12), ¢, u, (k:,lQ)) € F;

((ll,l2),c,u, (ll,k)) ck.

Figure 7 shows an example of the type of reasoning possible using structural
composition.

Note that RHAs are closed under additive structural composition as defined
by Definition 15, this is generally not the case for Linear Hybrid Automata
(LHA) under synchronized composition [22]. As expected, the structural com-
position and product coincide.

Theorem 5. Let H and H' be RHA then: [H] | [H'] = [H || H'].
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Both logical and structural composition provide concise ways for capturing
divided responsibilities of open components. A large specification can therefore
be reasoned about in a component-wise manner using an intuitive notion of
additivity over globally available resources.

The quotient composition of two specifications T', referred to as the ‘target’
and S, referred to as the ‘existing component’ results in a new specification X
which for any implementation I where S || I C T we have I C X. In other
words, the quotient defines the most permissive specification that characterizes
the missing behaviour of the existing component in order to refine the target.
In order to capture the quotient we make use of two new state types: L, which
characterizes deadlock states and T which characterizes universal states. Dead-
lock states allow no behaviour, while universal states allow arbitrary behaviour.

Definition 16 (Quotient product). Let §7 = (X7, x},—7) for j € {1,2}
be a specification, where X = XZ. We define the quotient product of S' and
S2, denoted S*\\S' as a new specification: S*\\S! = (X, xr, —) where: X, =
(XEx X)W {L, T} Xg=X&, xo = (X1, X2), and — is the smallest relation
satisfying:

(¢}.76) 1 (WLye)  (2%,26) =2 (V1. 92)

((x},23),2¢) = ((yh,v2), 92 + vc — y&)

ye{T}UR>

(x%va) ;2 (y%ﬂyZG) (l‘}nl‘G> 7L1
((x1,2%),2a) = (=L, 1), 9&)

(l‘i,&?g) 7L1

(("Ei, ;E%), 'TG) l) (T7 yG)

7 €R>o

(a:};,:r(;) l>1 (y}nyé‘) (I%NIG) 7L2

((le,.’E%),.’tG) l’ (J—vyG)

(leva) 72’1 (x%nxG) 72’2

((@h21),20) = (@1, 2), 20)

yE{T}UR>

c{r UR>
(Tore) & (Togey | S THVRe0

Crucially, The dual of the structural product corresponds exactly to the
quotient.

Theorem 6. Let S and T be specifications. If T\\S exists then for all imple-
mentations I we have S || I exists and S || I T T ff I T T\\S.

On the syntactic level we can compute the quotient by the following RHA
construction.
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TT
wie[—9,—6]A
w! ==0A
w' +wi==0

TT
wie[—1,0]A
w!==0A
w4 w,==0

Fig. 8. The resulting RHA generated by the quotient construction by using the intake
valve specification of Fig. 1a as its target and the simple consumer valve of Fig. 7b as
its existing component. As expected, the intake valve specification of Fig.7a indeed
refines the quotient, the formal proof of which is omitted for the sake of brevity.

Definition 17 (Quotient composition).

Let HY = (L7,1, VI EJ Inv/ rate?) for j € {1,2} be an RHA, where V§, = V2,
such that Vi N Vi = 0. We define the quotient composition of H' and H? as
a new RHA H*\\H' = (L,ly,V, E’, Inv,rate) where: L = (L* x L?) U {l,,14},
lo = (1§,13), Vo = VI w2, Vo =V, Inv ((I',12)) = Inv(l,) = Inv(ly) = TT,
rate ((I',1%)) = rate®(ly) @ rate! (1), rate(l,) = TT, rate(lq) = —TT, and E is
defined by the following rules:

— If (1Y et ut, kYY) € EY and (12,¢2,u?, k?) € E?, then ((ll,l2),c,u7 (kl,kQ)) €
E where u = uv> @ u' and ¢ = ¢ Alnv' (1Y) Aus Inv' (EY) A 2 ATnv2(12) Aub
Inv?(k?);

~ If (I2,c2,u?,k?) € E? and Vk' € LY : (1Y, ¢t ul kY € EY, then
(14, 1%),c,a,u?, (I*, k%)) € E where I* € L* and ¢ = Inv' (I') A ¢ ATnv2(12) A
u? > Inv?(k?);

— Ifl' € L' and 1?> € L2, then ((ll7l2),c, TT, lu) € E where
c= (~Inv'(1*) v Inv? (1)) A /\(Z1’017u1,k1)€E1(—|cl v -l o Inv' (E1));
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~ IfI* e L, 12 € L?, then ((I*,1%),c,¢, (I*,1%)) € E where
c=c'A=Tnv'(I") A /\(ll,cl,ul,kl)eEl(_'Cl V-l > Invt (k1))A
Inv?(12) A Naz,e2 2 k2)e B2 (=c? V 2 > Tnv? (k?));

- If (I, et ut, k') € EY and 12 € L2, then ((ll,l2)7c7 TT, ld) € E where
c=c' AInv (1) At > Inv' (k1) /\(l2,02,u27k2)6E2(_‘62 v —u? > Inv? (k2));

- (", TT, TT,I*) € E.

An example quotient can be seen in Fig. 8.
The quotient product refines the underlying semantics defined by the quotient
composition, and whenever the product is consistent then so is the composition.

Theorem 7. Let H and H' be RHA then [H|\\[H'] C [H\\H'].

Theorem 8. Let H and H' be RHA then [H\\H'] is consistent iff [H]|\\[H']
18 consistent.

Unfortunately, the syntactic construction and the semantic product do not
fully coincide. In fact the syntactic construction is an abstraction of the semantic
product. This is because the product insists that a state after some delay can act
as a deadlock- or universal- state, which cannot be mimicked in the syntactic con-
struction without introducing complex rate rules and appropriate mechanisms
for handling universal and deadlock behaviour directly in the semantics of RHAs.
For the sake of brevity and because it has no impact on practical applications
(however still vital to a full characterization of the theory), this aspect is left as
a topic for future research. Note also, that all three compositions always exists.
This is because RHAs are defined over essentially internal discrete actions, as
such, the signature of all RHA is the same. Indeed any RHA is defined over the
set of all global resources. The notion of environment and component is solely
dictated by the model. Intuitively, one can think of environments as components
that provides a positive resource flow and vice versa for components. A more
powerful extension of the theory with discrete inputs and outputs would com-
plicate this aspect however. In such an extension, the notion of compatibility in
terms of signature becomes relevant. We leave this aspect of compatibility as a
topic for future research in the full discrete I/O characterization of the theory.
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4 Assume-Guarantee Reasoning

With our specification theory of RHA, we have a robust and complete framework,
suitable for component-wise design and refinement in the additive hybrid set-
ting. We now show that our theory facilitates component-wise assume-guarantee
reasoning. The main idea is to use the notion of pre- and post-conditions in
order to characterize intended behaviour. Usually pre- and post-conditions define
properties of sequential processes that must hold before respectively after some
behaviour is encountered. Since we are dealing with systems that consists of
real-time concurrent components the notion of ‘before’ and ‘after’ is better cap-
tured by structural compositional reasoning. As such a pre-condition defines an
environment that affects our system, and a post-condition defines how a sys-
tem should act whenever such an environment is within our sphere of influence.
Mathematically, we are simply dealing with implications, i.e. for the pair (P, Q)
consisting of a pre-condition and post-condition (as mentioned earlier, this is
called a contract), a system upholds the pair if and only if whenever P holds
then so does Q. We adopt the usual terminology used in the real-time setting,
that is, pre- and post- conditions are referred to as assumptions and guarantees.

Let’s first formally capture our notion of an assume-guarantee pair and satis-
faction thereof. In our theory, assumptions and guarantees are defined by RHAs.
We need to characterize an RHA that exactly describes the assume-guarantee
implication. In the concurrent real-time setting this is known as a weakening
and captured by a so-called weaken operation as defined in [12].

Definition 18 (Weaken). Let A and G be RHAs. We define the weakening of
GinA, as: G>AC (A G)\\A

Let’s design a water pump based on a specification defined by a weakening.
Our water pump’s environment consists of two reservoirs; an input reservoir, for
which the pump itself can only draw from, and an output reservoir, for which
the pump can only provide to. We characterize the capacity of the input and
output reservoirs by the global resources w; and w,. Our assumption on the
environment and our guarantee on the water pump whenever that assumption
holds is shown in Fig.9.

We define our proposed water pump system S as the structural composi-
tion of the three RHAs shown in Fig. 1. We hypothesize that S refines G > A
thereby making it possible to use an implementation of S whenever we need an
implementation of G > A. As such we retain the simple and intuitive model
defined by the weakening when considering the water pump in a larger context
while providing certainty that an actual system can be implemented using the
more specialised but less intuitive model. We should note here that the reserve
question is just as useful from a system design perspective. Looking at Fig. 1,
clearly the composition results in a large RHA, in fact even the component-wise
representation is large and cumbersome. If one finds that G > A refines S then,
from a design perspective, we can reason about the water pump specification
simply by using the weakening instead.
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Fig. 9. (a) An RHA modelling our assumption on the environment. We assume that the
input reservoir gets filled by a rate in the interval [2, 4] and that the output reservoir gets
saturated by rate in the interval [—5, —2]. Additionally, we assume that the environment
never saturates the usage reservoir, thereby completely delegating that responsibility
to the system from a modelling perspective. (b) Another RHA modelling our guarantee
on the system if the assumption is fulfilled. We guarantee that the capacity of both the
input and output reservoir stays in the interval [1,8]. Additionally, we guarantee that
at any time, a discrete event can occur, as long as it performs no resets.

Now we have a system, a weakening and well defined set of operations on our
language, all we need now is to ascertain whether the refinement holds.

5 Refinement

Unfortunately, checking refinement for general RHAs is undecidable. Indeed if
it were, then that would imply that reachability for general LHA is decidable,
which it is not [22]. Instead we explore how statistical model checking can be
used to refute the existence of refinement. To that end, we utilize the verification
engine of UPPAAL SMC [13] to conduct simulation based validation by translat-
ing the RHA models into Stochastic Hybrid Automata (SHA) [13]. Essentially,
these are hybrid automata defined over a stochastic timed semantics, refining
the non-deterministic mechanics of edge transitions and time delays into prob-
abilistic occurrences based on some probability distribution. Much like RHAs,
SHAs allows us to define linear differential equations on variable rates and also
to consider such variables in guards and invariants. Hence can use resources of

Runnin
begin! 9

Start
@ w_i = init_value[0],
w_o = init_value[1],
w = init_value[2]

w_i' == iri &&

w_o' == oro &&
w'==irw + orw &&
w>=wl && W <= wu

Fig. 10. The SHA agent responsible for computing the continuous rates of all resources
in the composition. Here resources w;, w, and w are first initialized to their respective
initial values; {1,1, 10} signified by the firing of action begin after which the mode
Running in each time step sets the appropriate rate of each resource according to the
real-valued variables iri, oro, irw and orw. Annotation v signifies that time cannot
pass in a mode.



316 P. J. L. Cuijpers et al.

temp = random(2)-2, temp = random(2)-4,

t = random(4)-10
iri = temp + random(2)+2, iri = temp + random(2)+2, emp = random(4)-10,

— N iri = temp + random(2)+2,
irw = -temp temp = random(2)-4, iw =-temp  temp = random(4)-10, irw = -temp

iri = temp + random(2)+2, iri = temp + random(2)+2,
irw = -temp irw = -temp

switch!  w_i==3 switch! w_i==8
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switch!  w_i==3 switch!  w_i==8

begin?

Start temp = random(2)-2, Fe.njp N randong)-2,2 2 wi<=8 ?e.njp } randomg2)-4,2 2
ifi = temp + random(2)+2, ?n = temp + random(2)+2, !n =temp + random(2)+2,
_ irw = -temp irw = -temp
irw = -temp
(a)
temp = random(4)+6, temp = random(2)+2, temp = random(2).
oro = temp + random(3)-5, oro = temp + random(3)-5, oro z temp + rand'om(3)-5
orw = -temp temp = random(2)+2, orw =-temp  temp = random(2), orw = -temp Y
oro = temp + random(3)-5, oro = temp + random(3)-5,
orw = -temp orw = -temp

switch! w_o==3 switch! w_o==8

10High )

w_o0>=8

switch! w_o==3 switch! w_o==8

temp = random(4)+6, temp = random(4)+6, w_o<=8 temp = random(2)+2,
Start  oro = temp + random(3)-5, oro = temp + random(3)-5, oro = temp + random(3)-5,
orw = -temp orw = -temp orw = -temp
(b)

Fig.11. The SHA interpretations of the intake valve (a) and the output valve (b)
specifications of Fig. 1a and lc. The discrete action switch is used to communicate that
a transition has been fired. This aspect is crucial because we need to know when a
possible refinement target must be able to do a transition. The red scalars next to each
mode is a probability parameter and just an implementation detail, suffice it to say
that larger numbers results in higher preference for taking a transition whenever one
is enabled.

RHAs as is in SHAs. We can specify a convex interval of real numbers by using
the function random(max) = [0, maz). SHAs are defined over a discrete action
set of inputs (characterized by a question mark ?) and outputs (characterized
by an exclamation point !). Sadly, SHAs are not natively additive, so this needs
to be simulated. To do so is a simple matter of introducing a real-valued vari-
able for each automata specific occurrence of a resource and define an additivity
agent responsible for adding up the different rates into the actual rates. Our
implementation of the agent model is shown in Fig. 10.

All that remains is to translate the capacity monitor, and the intake/output
valve of Fig. 1 into SHAs. For convenience we have dedicated the responsibility
of the capacity monitor to the additivity agent. Additionally, the rates defined
by the assumption shown in Fig.9 have been put directly on the intake and
output valve. Their SHA interpretations are shown in Fig. 11

With that we have a stochastic realization of our water pump controller. To
answer the question of whether the water pump refines the weakening G > A, we
investigate whether the water pump controller in parallel with the assumption
refines the composition of the assumption and the guarantee. One could also
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W i>u&&l<=w 0& & W 0<=u cw_i' == 0 &&
cw_0'==0

switch?

l<=w_i&& w_i<=u && wi<l&&wo>u

I<=w_0&&w_ o<=u ) switch?
switch? W_i<l&kI<=w_0&& W o<=u switch?
switch? cw_i=0,

wi<l&woc<l cwo=0

cw_i' ==ir &&
CW_o0' == oro

switch?
W o<|&&I<=w_i&&w_ i<=u
switch?

wo<I|l&&w.i>u

switch?
W o>u&&l<=w_i&&w_i<=u
switch?

cw_i = init_value[0],
cw_o = init_value[1]
Start begin?

wW_i>u&&w.o>u

switch?

Fig. 12. The unfolded SHA interpretation of A || G. Resources cw; and cw, are defined
as clones of resources w; and w,. The mode Recording directly models the behaviour
of A || G. Whenever a transition is made, it is checked whether the invariants of A || G
holds. Otherwise the invariant of Recording is unbounded, capturing values of w; and
w, not admitted by the original composition. This is because we aim to explicitly
capture illegal behaviour in order to direct it into the Error mode. The eight transitions
leading to it simply captures the negation of the invariant defined by A || G. Note that
we need one for each case because stochastic semantics requires input-determinism.

<O

wiE[l,IO}
w,€[1,8)
TT

Fig.13. An RHA modelling a slightly more strict guarantee.

just show the refinement to the quotient defined by G > A directly, however the
composition of A and G is arguable more intuitive.

The last step in our translation effort is to obtain a stochastic interpretation
of our refinement target, namely the structural composition of A and G. This is
shown in Fig. 12.

Using the SHA interpretation of the composition of our water pump controller
and the assumption, we intend to drive the SHA model of A || G. Our target
property is supported by the following reasoning. If the error mode is ever entered
and the clones of w; and w, get assigned the rate 0, then we know with absolute
certainty that the original water pump controller cannot refine the weakening
G > A. Since both SHAs are abstractions, this holds. We validate our property
using the simulation capabilities of UPPAAL SMC.

We are now ready to conduct testing on our setup through simulations. Sim-
ulations shown in this paper all depict a number of sample runs as solid coloured
lines. The metrics of interest are the evolution of the actual resources w; and
w, together with the evolution of their clones cw; and cw, (y-axis) over time
(x-axis).
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Fig. 14. Two sample simulation results obtained by queries simulate[< 100]{w;, cw;}
and simulate[< 100]{w,, cw, } capturing the values of resource w; and its clone respec-
tively w, and its clone. As may be expected, even with 100 simulations, the water pump
controller seems to not be able to break the behaviour of A || G. This is why we see
only one variable in all traces, the clone perfectly matches the actual resource.

Let’s start by simulating our water pump controller driving A || G. The
results of which are shown in Fig.14. As can be seen, the controller seems to
have difficulties breaking the invariant of A || G. Of course we cannot con-
clude whether it is impossible, there might exist some execution that renders
the invariant false, it just so happens that we have not found it.
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Fig. 15. Two sample simulation results obtained by queries simulate[< 100]{w;, cw;}
and simulate[< 100]{w,, cw,} capturing the values of resource w; and its clone respec-
tively w, and its clone. These results show that the water pump controller can force
A || G into the Error mode, hence refuting the existence of a refinement into G > A.

Next we try to modify G slightly, maybe we can identify an interesting frontier
for the upper limit of w; and w,. For that purpose, we use the slightly modified
guarantee shown in Fig. 13. The simulation results are shown in Fig. 15. Now we
clearly see that a capacity strictly below 8 cannot be guaranteed by our water
pump controller under assumption A. Using the same reasoning as above, we
can say with certainty that the composite of Fig. 1 under assumption A does not
refine G > A.
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6 Concluding Remarks

In this paper, we have proposed the complete specification theory of RHA, suit-
able for reasoning about step-wise refinement in the domain of additive resource-
aware concurrent systems. As far as we know, this is the first such theory consid-
ering additive composition. We have shown how assume-guarantee reasoning is
possible within the theory and exemplified a relevant sample case thereof. Fur-
thermore, by translating RHAs into SHAs we have shown how one can refute
the existence of refinement using a simulation based validation method.

In terms of further validation, a proper case study still remains to be con-
ducted. Energy-aware systems, such as load-balancing and smart-grid analysis
are prime candidates. Additionally, an intuitive and robust tool implementa-
tion through automated translation into SHA would significantly decrease the
entry-level knowledge required to use the method presented. For that purpose,
the discrete input/output extension of RHA would be required, including the
complete characterization of the quotient construction in this setting. This full
characterization of the theory could serve as a general meta theory in the additive
hybrid domain, which would significantly push state-of-the-art in the real-time
analysis setting if a useful and decidable instance of the theory is identified. Fur-
thermore, showing how the weaken operation can be used to handle scalability
issues is also desirable, i.e. lifting this result on Timed Input/Output Automata
as shown in e.g. [12] to the additive hybrid setting,.
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