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Abstract. Visual object tracking has become a very active research area in recent
years. Each year, a growing number of tracking algorithms are proposed. Object
detection and tracking is a critical and challenging task in many critical computer
vision applications, including automated video surveillance, traffic monitoring,
autonomous robot navigation, and intelligent environments. Object tracking is
segmenting an object of interest and tracking its velocity, orientation, and occlu-
sion in a video scene to extract useful information. Over the last two decades,
several object tracking approaches have been developed to design a robust object
tracker that covers all practical obstacles in real-world operations. This paper
reviews recent trends and advances in tracking and assesses the reliability of var-
ious trackers based on feature extraction techniques. In video processing, visual
tracking has a wide range of applications. When a target is identified in one video
frame, it is frequently advantageous to track that object in subsequent frames.
Every successful frame in which the target is tracked yields more information
about the target’s identity and activity. Because tracking is more straightforward
than detection, tracking algorithms can require fewer computational resources
than object detectors.

Keywords: Visual object tracking (VOT) - Object Representation - Object
recognition - Object Classification - Object tracking

1 Introduction

A visual object tracker’s goal is to estimate the location of a target in all frames of a video
sequence based on the target’s initial location (or bounding rectangle) [1, 2]. The com-
puter vision field has studied the object tracking problem for decades. However, creating
a reliable and efficient visual object tracking system for all realistic real-world appli-
cations remains a challenge. Furthermore, various factors influence the object tracker’s
performance, including lighting fluctuations, size variations, occlusions, deformations,
motion blur, rotations, and low resolutions [3-5].

Visual object tracking VOT is the method of recognizing an object of interest in a
sequential manner. It comprises four implementations of this model: target preparation,
body shape model, movement forecasting, and target locating [6, 7]. The process of
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annotating an object position or region of interest with any of the following representa-
tions: object bounding box, ellipse, centroid, object skeleton, object contour, or object
silhouette is known as target initialization [8, 9].

In most cases, an object bounding box is provided in the first frame of a sequence, and
the tracking algorithm estimates the target position in the subsequent frames. Appear-
ance modeling identifies visual object characteristics to better demonstrate a region of
interest and effectively builds a mathematical model for detecting objects using learn-
ing techniques [10, 11]. The target location is predicted in successive frames in motion
prediction. The target positioning operation entails maximum posterior prediction, also
known as greedy search. Limitations set on the appearance and motion models can help
to simplify tracking problems [8, 12]. New target appearances are integrated during
tracking by updating the appearance and motion models [13, 14].

The basic concept underlying visual object tracking is to follow an object in a
sequence of frames, with the first frame containing the center point and surrounding
box. It’s worth noting that there’s presently no viable tracking mechanism that works in
all situations where the object’s appearance changes.
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Fig. 1. Visual Object Tracking applications

Figure 1 shows some visual object tracking applications; for example, Interaction
between human machines (HMI) in this emerging field, VOT can significantly improve
community life by easily interacting with machinery. These systems are omnipresent
visual monitoring and security systems, and VOT is an essential part of intelligent visual
monitoring. Monitoring of public and defense sites and buildings to detect intruders
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[15, 16]. VOT may be employed for engine and road traffic management, such as traffic
monitoring, traffic accident detection, etc. [17].

The findings are based on only a few sequences with distinct attributes or factors,
which is a prevalent difficulty when evaluating tracking approaches. As a result, the
findings do not offer a complete picture of these methods. Conduct a thorough and fair
performance evaluation [18].

2 Components of the Object Recognition System

Figure 2 shows a block diagram that shows interactions and data flows among various
system components. The model database contains all known models for the system.
The data in the model database is determined by the recognition method. It could be
anything from a qualitative or functional description to precise geometry data on the
surface. Object models are often abstract feature vectors, as mentioned later in this
section. A feature is a characteristic that helps characterize and identify a thing related
to other objects. Size, color, and shape are the most commonly used characteristics
[19-21].
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Fig. 2. Components of an object recognition

Operators use the detector on images to discover where features can be used to
form hypotheses about the object. The type and organization of the model database of
items to be recognized determine the system’s components. The hypothesizer assigns
possibilities to items in the picture based on the image’s properties. With some features,
this step decreases the recognizer’s search space. The model base is arranged using
some sort of indexing technique to make it easier to eliminate implausible item choices
from consideration. The verifier then uses object models to verify the hypothesis and
enhance the likelihood. The system will select the object as the correct object based on
all evidence [22, 23].

All object recognition systems use templates and feature detectors based on these
object models, whether explicitly or implicitly. The formulation and verification com-
ponents of hypotheses vary in importance in different approaches to object recognition.
Some systems rely solely on hypothesis development and select the object with the
highest probability as the appropriate object. Pattern classification approaches are a
good illustration of this strategy. On the other hand, many artificial intelligence systems
place less emphasis on hypothesis creation and place more emphasis on checks. The
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typical approach of matching the template entirely skips the hypothesis generation stage
[24, 25].

An object recognition system must select appropriate tools and technologies for
the aforementioned phases. Many considerations must be considered while choosing
the best procedures for a particular application. The following are the most important
factors to consider while creating an object recognition system:

Object or representation of model: How should objects be displayed in the model
database? What are the essential characteristics or characteristics of things in these
templates? Geometric descriptions may be available for particular objects and can also
be effective, while generic or functional characteristics may require one in another class.
An object’s image should capture all relevant information without any redundancies
and arrange it to allow easy access to the various components of the object recognition
system [26].

Extraction feature: What features must be identified, and how can they be reliably
detected? Most components can be calculated in two-dimensional images but have to
do with three-dimensional object characteristics. Because of the nature of the imaging
process, some features can be reliably estimated, while others are very complicated [26,
27].

They are matching feature models: how are image functions compared to database
models? Many functionalities and numerous objects exist in most object recognition
tasks. A comprehensive combined approach solves the problem of recognition but
can be too slow to work. When developing a matching system, the efficiency and the
effectiveness of a matching technique must be considered [28].

Formation of hypotheses: How to select a set of likely objects based on the feature
matching, and how can each possible object possibility be allocated? The construction
of the hypothesis is essentially a heuristic step that reduces the space for search. This
step uses application domain expertise to give different objects in the domain some
probability or confidence measure. This measure reflects the likelihood that things are
presently based on the detected characteristics [29].

Object confirmation: How can object designs be used to select the subject most
likely in a given image from the set of likely objects? Each object can be checked for
its presence by its models. Every plausible hypothesis must be limited to determine or
ignore the object’s presence. If models are geometric, the camera location and other
scene parameters can quickly check things accurately. In other cases, a hypothesis may
not be checkable [30, 31].

3 Dimension Object Classification

Multiple factors affect the object recognition task. We classify the problem of object
recognition into the classes below.

3.1 Two-Dimensional

In many applications, images from a distance are obtained sufficiently for the ortho-
graphic projection. If the objects are always stable in the scene, they can be considered
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double-dimensional. A two-dimensional model base can be used in these applications.
Two possibilities exist:

e Objects can be occluded by other items of interest or be partially visible as in a parts
issue bin.
e Objects are not occluded as in remote sensing or many industrial applications.

While the objects may be remote, in some cases, they can appear in several stable
views in several different positions. In those cases, the problem can also inherently be
regarded as recognizing two-dimensional objects.[32].

3.2 Three-Dimensional

If images of objects from arbitrary viewpoints can be obtained, an object can appear
in its two views very distinctly. The perspective effect and viewpoint of the image
must be considered to recognize the object using three-dimensional models. The three-
dimensionality of the models and the images containing only two-dimensional informa-
tion affect the recognition of objects. Again, whether or not objects are separated from
other objects is the two factors to consider [33].

The information used in the object recognition task should be considered in
3-dimensional cases. Two cases are different:

e Intensity: no surface information is explicitly available in images of intensity. Intensity
values should be used to recognize characteristics that match the three-dimensional
structure of objects.

e 2.5-dimensional images: In many applications, images are available or can be calcu-
lated from surface representations with viewer-centric coordinates. In object recog-
nition, this information may be used. Pictures are 2.5 dimensional as well. These
images distinguish from a particular point of view to different points in an image.

4 Object Representation

An object may be defined for further examination in a tracking scenario as anything of
interest. The following things may be crucial to track in a particular domain: boats in the
water, fish within an aquarium, roads, airplane vehicles, people strolling on the road, or
bubbles in the water. By their forms and appearances, objects can be represented. In this
part, we first discuss the representations of object shapes often used to track and then
address the representations of joint form and appearance [34, 35] (Fig. 3).

4.1 Points. The object consists of one point, the center of the object, or several points.
The point representation is generally suitable for the following objects in a picture, which
occupy small areas [36].

4.2 Main geometrical forms. Object form is a rectangle, ellipse, etc. Object form.
Object motion is usually modeled upon by translation, affinity, or projective transfor-
mation of the representations (homograph). Although early geometry forms represent
simple rigid objects more appropriately, they are also used to track no rigid objects. They
are more appropriate [37].
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4.3 Silhouette and outline of the object. The depiction of the contour defines the
object boundary. The contour region is called the object’s silhouette. The silhouette and
contour representations are suitable [38].

4.4 Models of articulated form. Articulated objects consist of body parts held with
joints. The human body is a joint object, for example, that has joints connected to its
torso, legs, hands, head, and feet. The connection between the components is regulated
by films, such as joint angle, etc. The component components can be modeled using
cylinders or ellipses to represent an articulated object [39].

4.5 Models of the skeletal. By applying the medial axis to the object’s silhouette,
the skeleton can be removed. This model is usually used as a form representation for
object recognition. A skeleton representation can be used for modeling articulated and
rigid objects [40].

5 Object Recognition

A statistical estimation theory is used to examine the problem of identifying objects
subject to the finite transformation of images from a physical angle. In an estimated
six-dimensional parameter vector describing an object subject to transformation and
generalizing the bundle of the one-dimensional position error previously achieved in the
radar and sonar pattern recognition, we focus first on objects that occlude zero-mean
scenes with additional noise and thus generalize the band on one-dimensional position
error [41-43].
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Objects that can be uniquely identified by six affinity criteria and a seventh parameter
that specifies the class of objects will be evaluated in complex real-world settings as a
problem. The joint probability distribution of our charging coupled (CCD) images for
pixel brightness measurements, which are distorted by an additive gauze noise with zero
mean additives, is determined using experimental data [44].

This distribution is then used to create the probability function for the refined vector
parameter, which defines the object from our image data.

Object Recognition

Image Classification Object Localization

Object Detection

Object Segmenation

Fig. 4. Object Recognition

Figure 4 shows the object recognition block; the general term object recognition is
a collection of related visual tasks involving identifying objects in digital photographs.
Classification of images means predicting an object’s class in an image. Object local-
ization means identifying and drawing an abundant box around one or more objects in
an image. Object detection brings together these two tasks, locates one or more objects,
and classifies them in an image.

The object’s Fisher information is derived from two practical image descriptors
independent of the noise level and is directly calculated from the probability function.
The first is a generalized consistency scale, which determines how an object is self-
related to an affinity transformation, thereby providing a physical measurement of the
extent to which an object can be resolved by affinity [45, 46].
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The object’s Fisher information is derived from two practical image descriptors
independent of the noise level and is directly calculated from the probability function.
The first is a generalized consistency scale, which determines how an object is self-
related to an affinity transformation, thereby providing a physical measurement of the
extent to which an object can be resolved by affinity. The second is the scalar measure
of the complexity of an object, which is constantly undergoing affinity with a robust
reverse relationship to the ambiguity of recognition [47, 48].

The practical value of this complexity measure is that it can quantitatively describe the
level of ambiguity of the problem of recognition. In an estimation of the six-dimensional
affine vector parameter, which represents the 2-D position of an object, rotation, dilata-
tion, and skew in a zero-medium scene with added noise, the general Cramer-Rao error
is derived. Thus the one-dimensional position error previously associated with radar and
sonar pattern recognition is generalized [49].

Authors in [50] develop a recognition method based on the normalized correlation
factor to address the problem of recognition of subjects in complex real-world scenes,
which usually contain nonzero-mean backgrounds. The coefficient is used to measure
the “match” between certain sections of the scene and a “template object.” An affine
transformation in the corresponding “model image” is used to calculate the template
object. Model pictures are collected in advance and represent the classes of recognizable
objects.

In the predicted class label, the performance of a model is measured using the average
classification error. The model performance is measured using the distance between the
predicted and expected bounding box of the predicted class for a unique object location.
The results of an object recognition model are evaluated with precise accuracy and recall
in each of the best matching boundaries in the image for the known objects [51].

6 Models for Object Tracking

The tracking of objects is now a demanding application in video sequences of the camera.
The identification and tracking of objects in video sequences are much more challenging.
There are many existing object tracking methods, but there are all inconveniences. Some
of the existing Object Tracking models include contour, regional, and dot-based models
(Fig. 5).

6.1 Contour-Based Object Tracking Model

An active contour model is used to locate an image’s object contour. The objects are
plotted as border contours in the contour-based tracking algorithm [52, 53].

These contours are subsequently mistakenly updated in the following frames. This
approach is presented in a different version of the active contour model. The discrete
approach utilizes the point distribution model to limit the shape. This algorithm, however,
is highly sensitive to tracking initialization, which makes automatic tracking complicated
to begin.

An object contour tracking algorithm for tracking video sequence contours of objects.
The active contour was segmented using their algorithm’s graph-cut image segmentation
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Fig. 5. Models for object tracking

method. Every frame has the resulting contour of the previous frame. The intensity of
data from the current and differential frame and the previous frame is used to detect a
new object contour [54].

They used the combination of the weighted gradient and contours of the object
for the driver-face tracking problem. They calculated the gradient of an image in the
segmentation step. They proposed an object tracking gradient-based attraction field [54].

Neural Fuzzy tracking model of an active contour-based object. The shaped model
is used for the object’s characteristic vector extraction. Their approach uses the self-
construction neural fluids inference network to train and recognize moving objects. In
this paper, they took horizontal and vertical projections of the histograms of the figurative
of the human body, transforming them through a Discrete Fourier Transformation (DFT)
[55].

The two-stage object tracking method. The kernel method is first used to find an
object in a complex environment, such as partial occlusions, conflicts, etc. Again, they
used a contour-based method to improve tracking results and precisely tracked the object
contour after the target location. The initial target position is predicted and evaluated in
the target localization step with the Kalman filter and Bhattacharyya coefficient [56].

The multi-hypothesis algorithm uses color and contour integration information based
on the particle filter. The Sobel operator is used to detect contours. The shape similitude
is assessed by corresponding points in the two contour images between the observing
and sample positions [57].
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Through the multi-feature fusion approach, the rough position of the object is found.
They have extracted contours for accurate and robust object contour tracking using
regionally-based object contour removal. A color histogram and the corner Harris feature
a fusion method to provide the object’s rough location in their model. They used the
Harris corner fusion method for the particle filter method [58].

The region-based tempo difference model is used in the object contour detection
step, which results in the rough location tracking result. A practical contour tracking
framework for objects. The framework they proposed included different models, such as
initialization tracking algorithms, algorithms of color-based development of contours,
and the evolution of adaptive form contours and dynamic form model based on the
Markov model [59].

The automatic and fast-tracking initialization algorithm uses optical flow detection.
In the color-based algorithm for contour evolution, the correlations between the values
of adjoining pixels to estimate the probability are measured using the Markov random
field (MRF) theory [60].

Their algorithm for adaptive shape evolution combines the color feature alone and
the shape priors to achieve the final outline. A new PCA technique is being implemented
to update the form model and make it flexible to refresh it. The dominant set clustering
is used in the dynamical model based on Markov to achieve the typical form modes of
periodic movement [61].

Multiple object tracking algorithms modified contour-based by point processing.
Multiple objects have the benefit of this approach. Their system is capable of detecting
and tracking people in indoor videos. Their background estimation method was the
Gaussian mixture model (GMM) [62].

6.2 Region-Based Object Tracking Model

The object model is based on a region based on the color distribution of the tracked
object for tracking of objects. It shows the color-based object. It is therefore computer-
efficient. However, its efficiency is declined when several objects move in the image
sequences together. Accurate tracking is not possible when several objects move as a
result of occlusion [63].

Furthermore, the object tracking depends mainly on the background model used in
extracting the object outlines if no object-form information exists.

An Adaptive Kalman Filter Corner-based Method for tracking objects. The moving
object corner function is used first. Then, to set up the estimate parameters automati-
cally for the Kalman Filter, you use the number of corner points in consecutive frames.
The discriminatory features were chosen using the object/background separation vot-
ing strategy. They introduced an improved mid-size algorithm for object tracking using
discriminative features [64].

The FLIR Object Tracking Framework is based on a mean shifting algorithm and
features matching for forward-looking infrared imagery. In the corresponding feature
step, the Harris detector was used to extract template object and candidate area feature
points. To measure the resemblance of feature points, they further developed a better
Hausdorff distance [65].
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Self-adaptive tracking panel views based on the location and NMI function of the
target center. The standard inertia moment (NMI) characteristics are combined to locate
the tracking object center in real-time. A mean algorithm for shifting is available to track
the object [66].

The enhanced tracking method tracks both single objects and several objects in video
sequences that can move the object quickly or slowly. The method proposed is based
on the subtraction of the background and the matching of SIFT features. The object is
detected with the aid of background subtraction. Combining motion characteristics and
SIFT characteristics helps to detect and track the object [67].

The new object tracking framework combines the sift feature and the color and
particle filter combinations. For target reproduction and localization, SIFT features are
used. The transformation of an image produces a local feature vector. The scaling,
translation rotation, and illumination changes are all subjects of the feature vectors.
Approximation of the solution to the sequential estimate is found with the particulate
filter (PF) [68].

Algorithm for object tracking based on Mean Shift and selection of online function-
ality. The objective object is defined in 4-D state space. Function space in R, G, and B
channels are created according to color pixel values. The best space to track the objects
and background scenes during tracking is chosen. The state estimation of the objects is
done using a Kalman filter in their algorithm. The robust online tracking method applies
adaptive classifiers in consecutive frames to match the detected vital points. The app-
roach proposed shows that integrating the robust local feature and the adaptive online
boosting algorithm can contribute to the adaptation of different frames [69].

Real-time picture processing on mobile devices. They use a holistic hair-like fea-
ture to track exciting objects. The robustness of their method was achieved with the
help of an online feature update system. A color filtering feature detection method for
tracking recovery: an algorithm combines motion detection, function extraction, and
block matching background information. The four adjacent directions are detected by
a series of features called Shape Control Points (SCPs). Using an adaptive background
generation method, the weakness of the block matching algorithm was reduced [70].

The representative object appearances have been stored as candidate templates dur-
ing tracking, and the best template is selected to match new frames. This template
addition process is updated with further object appearances and changed via the online
strategy. They showed that feature-based methods could be extended to objects that
are not planned or undergo significant modifications. Extended their object tracking
feature-based method using sparse shape points. Possible data association events with
the particulate filter are sampled. The filter also helps to estimate the global position and
velocity of the object. They have used time, together with partial regression of the least
square, to improve the performance of the tracker [71].

A multi-part SIFT rotating object tracking feature model for tracking objects. The
reference and target object are represented to extract the possible significant similarity
points measurement. The filter solves the state space estimate when the state equation is
non-linear and the subsequent density is non-Gaussian. A tracking particle filter that is
useful for non-linear or non-Gaussian problems. They use Bhattacharyya object distance
and the predicted position of the object obtained by the particle filter to find the posterior
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probability of the particle filter. The rear chance is used to update the filter’s status. Their
experiment has shown HSV to be the optimal color room for changes in scale, occlusion,
and lighting [72].

New Distance Metric Learning (DML) tracking framework for Object Tracking
combined with Nearest Neighbor (NN) grades. They used a canny edge detector to
detect the object; the object can be distinguished from other objects by using the Nearest
Neighbor Classifier. The background can be removed from the Nearest Neighbor (NN)
algorithm framework. The algorithm of the closest neighbor uses the distance between
the object and the background to remove it. The object is then determined based on skin
color utilizing a blob detector. An abounding box is created for the identified object [73].

Enhanced Monte Carlo (MCMC) Markov chain was known as the MCMC (OF-
MCMC) vehicle flow sampling algorithm. The automatic movement model has been
applied to achieve the moving direction of the vehicle in the initial frames using the
optical flow method, which resolves the scale change problem and the moving speed of
the object. They have produced a more accurate feature template with different weighted
features to handle vehicle tracking in low resolution of video data and obtain better
follow-up results [74].

7 Feature Point-Based Tracking Algorithm

Feature-point models are used to describe objects. The feature-point tracking algorithm
has three basic steps. The first step is to detect and track the object with elements
extracted. The second step is to group them into higher levels. The last step is to match the
extracted features in successive frames between images. The essential steps in function-
driven object tracking are feature extraction and feature correspondence. The challenge
of tracking functions is the correspondence of a feature because a point in one picture
may have many similar points in a different image, which leads to ambiguity of feature
correspondence [75].

New video sequence segmenting method for objects supervised. The user entry object
outline is considered to be a video object in the proposed method. The model included the
segmentation of the area and the motion estimation of the object in moving object track-
ing. The active contour model is also used [76]. The backward region-based classification
video object tracking system. Their system comprises five phases, region pre-processing,
region extraction, regionally-based motion estimation, area classification, and regional
post-processing [77].

A combination of morphological segmentation tools and human support can be used
to locate a semantic video object boundary. Motion estimates, video object compen-
sation, and iframes border information are taken in the remaining frames to identify
other video objects [78]. The object partition is initialized in the initial frame can the
object tracking algorithm avoid segmentation. The tracking process is carried out with
object limit forecast using block motion vectors and then updating the object contour
by occlusion/discussion detection method. They used an adaptive block-based approach
to estimate the motion between frames. Changes to the algorithm for dis-occlusion
detection help to develop algorithms for occlusion detection by considering the duality
principle [79].
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Descriptors are derived from regions for segmentation and tracking. Partitioning an
image into a series yields the image’s homogeneous regions. As a result, the problem
of object extraction shifts from pixel-based to database-based analysis. Two trackers are
essentially composed of an object extraction algorithm. The pixel-wise tracker retrieves
an object using the Adaboost-based global color selection function. The region-specific
tracker is done at the start to regionalize each frame K-means clustering. The region
tracking is performed using a two-way labeling system [80].

A backdrop image updating approach is utilized to ensure accurate object detection in
a confined setting. The filter has been used to create a robust object tracking framework
under challenging situations and considerably enhance the accuracy of estimates for
complicated tracking challenges [81].

Automatic background modeling detection and tracking of moving objects. Instead
of geometrical limits, their proposed region level-set approach was employed to detect
and follow motion via statistics on image intensity within each subset. Background
modeling is completed before turning to object segmentation and tracking [82].

A generic object tracking and segmentation region-based particle filter. Its approach
combines a particle filter based on color and a particular filter based on region. The
program reliably tracks objects and delivers a precise segmentation during the sequence.
Particle filters use Multi-hypotheses to monitor things [83]. A robust 3D tracking model
can extract independent item motion paths in an uncontrolled environment. Two new
algorithms, including motion segmentation and Mean Shift tracking approaches based
in the region, have been developed. A Kalman filter is used to integrate their tracking
results from both algorithms [84].

8 Conclusion

This paper gives a literature classification and a quick survey of related subjects on
visual object tracking approaches. The components of the object recognition system are
made up of a series of phases that begin with feature detection and continue with feature
extraction to locate highly correlated features before constructing the hypothesis system
torecognize the object. Points, Geometrical, Silhouette, Articulated, and Skeletal, are the
five kinds of Object Representation Models. There are three types of tracking techniques:
contour, region, and function. With rich theoretical details of the tracking algorithms and
bibliographic contents, we intend to contribute to research on object tracking in images
and promote future studies.
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