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Preface

International Conference on Science, Engineering Management and Information Tech-
nology (SEMIT2022)was held virtually inAnkara, Turkey.The2022 eventwas executed
in two sections with different structures and programs meanwhile the same subjects and
approaches. The first section was held on 2–3 February 2022 and the second was held on
8–9 September 2022, both online. The following is the book for the latter event (SEMIT
2022-Sep.)

It provided an energetic knowledge-transferring atmosphere for participants (as
several feedbacks revealed).

SEMIT 2022 attracted the attention of students and professionals internationally. The
covering subjects included, but not limited to “IT and EM based case studies of manu-
facturing/service industries (including automotive, food, tourism, petroleum, healthcare,
insurance and banking, energy, etc.)”, “E-government, E-commerce, E-learning”, “Mar-
keting and E-marketing for resourcesmanagement”, “Data science, big data, datamining
and knowledgemanagement in EM”, “Decisionmaking and support systems in an uncer-
tain environment and risk management”, “Industry 4.0, supply chain 4.0, and logistics
4.0”, “Supply chain management (green SCM, sustainable SCM, agile SCM, JIT SCM,
global SCM, etc.)”, “Optimization and decision making: methods and algorithms”, “Ap-
plied soft computing in engineeringmanagement”, “Metaheuristic algorithms and appli-
cations”, “Project management”, “Blockchain in engineering management”, “Artificial
intelligence and expert systems”, “Digital city”, “Internet of things (IoT)”, “Other fields
of study related to EM and IT”.

SEMIT 2022-Sep. was honored to be enriched by outstanding keynote speakers from
Macau, Malaysia, Germany, Portugal, Oman and USA. In this event, eleven universities
from UK, France, Czech Republic, USA, India, Morocco and Turkey in addition to a
society from Tunisia were present as scientific sponsors.

The conference included participation of 46 countries. The geographical diversity
of international scientific committee members was from 22 countries.

The conference team received 123 English and Turkish papers, which were reviewed
byat least three international reviewers (single blind reviews).Considering the reviewers’
comments in the first round of review, the papers have been reviewed once more with
stricter criteria to select the most appropriate ones for Springer’s Publication. Finally,
the two-round review process resulted in the selection of 11 papers (around 9%).

The review criteria in this step were: content; originality; relevance; contribution
to the professional literature; significance and potential impact of the paper; language
accuracy; study validity; accuracy of methodology and analysis; paper organization,
required relevant data, citations and references; adequate referring of the background
information; consistency of references, symbols and units throughout the paper; quality
and clarity of tables and figures.

The papers in SEMIT 2022-Sep. were presented in 13 panel sessions: “artificial intel-
ligence applications in engineering”, “economic, social and technology factors affecting
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business and social sciences aspects in era of industry 4.0”, “sustainable logistics and
transportation under uncertain environments”, “recent trends and applications in net-
works communications”, “recent advances of circular economy and sustainable devel-
opment in supply chain management”, “cyber security and cyber resilience in next-
generation connected supply chain networks”, “analytical decision making”, “emerg-
ing topics in operations research and game theory”, “recent trends and practices of
machine learning in marketing and operations management”, “sustainability”, “relia-
bility and safety engineering, system engineering and system safety, safety in industry
4.0”, “quality and productivity improvement”, “other fields related to em and it”.

SEMIT 2022-Sep. included five applied workshops by outstanding lecturers with a
good number of audiences. The workshop subjects were very well received by the par-
ticipants which were entitled: “Approximation methods under uncertain environments”;
“Machine learning: select and implement”; “Metaheuristic for combinatorial optimiza-
tion problems: from design to implementation”; “Assessing the impact of information
and communication technology implementation on regional economic development and
growth”; “Revamping low carbon performance in the green practices for a sustainable
society: an empirical analysis”.
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Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177



Contents – Part I

Application of Computer Science and Technology in Operations and
Supply Chain Management

Developing an Optimization Model to Determine Fleet Size of Automated
Guided Vehicle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Deniz Esen Erdogan and Seren Ozmehmet Tasan

A Multi-objective Optimization Model for Sustainable-Robust Aggregate
Production Planning Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

Erfan Babaee Tirkolaee, Nadi Serhan Aydın, Iraj Mahdavi,
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Abstract. Energy demand forecasting plays a crucial role in the analysis, esti-
mation, management, and optimization of electricity consumption, specifically
in micro-grid structures. Our objective is to propose a new, more efficient, and
accurate method for forecasting energy demand. This method brings together two
important techniques to meet our objective, signal analysis algorithm and artifi-
cial intelligence algorithms. The proposed method combines ensemble empirical
mode decomposition (EEMD), long-term short-term memory (LSTM), and atten-
tion mechanism (AM) called EEMD-LSTM-AM. The model starts by applying
the EEMD method on our input time series to decompose them into IMF compo-
nents and a residual. Then, LSTM layers extract the characteristics of the input
time series. Next, add a layer of AM to estimate the importance of input charac-
teristics. LSTM and AM layers are applied for each IMF component and residual.
Next, add a fully connected layer to generate the component predictions. Towards
the end, the prediction of final consumption is determined by adding all the predic-
tions of the series components. To prove the applicability of the proposedmodel, it
is applied to data on electricity consumption in an industrial entity. The proposed
approach is evaluated by comparing the performance of the prediction results with
EEMD-LSTM and EEMD-MLP-AM, with MLP is a multi-layer perceptron. The
experimental results show that the proposed method is more efficient in terms of
precision and efficiency. Then, we can see the importance of the decomposition
of the input signal to reduce the difficulty of prediction and the attention layer in
improving the forecast fidelity.
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1 Introduction

Predicting electricity consumption for a micro-grid allows us to: (1) analyze our con-
sumption in order to estimate energy bills and also to make better decisions; and (2)
good management of the consumption of our future consumption without affecting the
productivity of the industrial entity [1, 2]. In addition, a better analysis of the consump-
tion data collected can lead to a more accurate forecasting model. Therefore, an efficient
forecast of electricity demand will ensure a stable power supply and an uninterruptible
production process.

A micro-grid is a small-scale network with limited geography. This network can be
connected to a large network or operate independently. The benefits of micro-grids are
maximizing local resources and reducing economic and energy losses in the transmis-
sion of electricity. A micro-grid ensures power stability, shaves peak load demand, and
reduces carbon emissions [3]. Predicting short-term power consumption in a micro-grid
allows better planning of the electrical system’s operations [4].

1.1 Literature Review

To solve prediction problem, many researchers have conducted studies with various
methods to predict energy demand. These methods are partitioned into three categories,
statistical analysis, machine learning, and deep learning [5]. Statistical methods such as
the auto-regressive integrated moving average model (ARIMA) are employed to predict
temporal data. In [6], the authors used this model for forecasting short-term energy
consumption and greenhouse gas emission for a pig iron manufacturing organization
in India and give positive forecasting performances. However, this method is not the
right choice for predicting long-term time series because it relies only on historical data
without taking into account the variability of the data [7, p. 2021119708].

Machine learning approaches, such as Support Vector Machine (SVR), k-Nearest
Neighbors, and Artificial Neural Networks (ANN), have a great ability to learn nonlinear
features between data from the input and output in order to build the relationship between
these data from the history of changes [8]. The authors of [9] developed an SVR-based
model for long-term electrical load prediction based on annual peak load and energy
demand data. Particle Swarm Optimization (PSO) was used to establish the parameters
of the proposed method. However, these exploiting techniques do not effectively explore
the correlations between time series variables.

The deep learning methods are the technologies of neural networks (NN) developed
by increasing the number of layers hidden in the network. These methods give very good
results in the treatment of strongly nonlinear characteristics. Among the algorithmsmost
used in the prediction of electrical energy consumption, there are the Back Propagation
Neural Network (BPNN) and the Recurrent Neural Network (RNN). The disadvantage
of the model obtained through BPNN is the difficulty guaranteeing optimal performance
because of the serious problems of vanishing gradient [10, 11]. Unlike BPNN, RNN has
the advantage of retaining temporal information using the recurring layer that gives
the choice of whether to keep the information from previous moments [11]. However,
in the long term and because of the problem of vanishing gradient, the RNN cannot
properly maintain the dependence. Yahya and others developed a model for short-term
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electrical charge prediction, using the Recurrent Neural Networkmodel with Lavenberg-
Marquardt and the Bayesian regularization-training algorithm [12].

In 1997, after 7 years, an improvedRNNcalled a long-termmemorynetwork (LSTM)
was developed to address these issues [13]. The LSTM introduces the memory cell
and the grid structures to maintain the temporal correlation and to solve the gradient
disappearance problem respectively. Son and others proposed a forecasting model with
social and weather-related variables by introducing the LSTM method. This model has
the possibility of forecasting energy demand for a long period that can reach a month
[14].

In addition, we find the hybrid method which is a mixture of two or more techniques.
This method allows benefiting from the strengths of each technique to increase the
efficiency of the final model and the prediction performance.

Marino and others compare two models based on LSTMs to forecast future demand.
Both models, standard LSTM, and auto-encoder LSTM (AE-LSTM) integrated as input
the hour, day of the month, and day of the week. The results obtained by these two mod-
els conclude that the auto-encoder is better [15]. In [16], Chandramitasari and others
suggested a model of forecasting the demand for electric power for the short-term using
a model based on NN technology. The model combines the LSTM which performs the
time series forecasting with the historical data and the Feed-Forward Neural Network
(FFNN) for the forecast with the additional information, the day, timescale, and season
informational, to minimize the forecast losses. Kim and others proposed two differ-
ent models for forecasts of the energy demand from the defined state. The first model
consists of a projector, LSTM, which defines an appropriate state for a given situation,
and a predictor, based on RNN [17]. The second model associates Conventional Neural
Networks (CNN) and LSTM [18]. Both models give good results but require efficient
and clear pre-processing, such as eliminating some variables and adding else variables,
which gives better results. In [19], the authors developed a hybrid CNN with the AE-
LSTM model for future energy prediction in residential and commercial buildings. The
experimental results show that the proposed hybridmodel works well. Le and others pro-
posed a model that uses CNN and Bi-directional Long Short-TermMemory (Bi-LSTM)
to predict electric energy consumption [20]. So, we can see that artificial intelligence
methods have proven its effectiveness in forecasting compared to other methods.

To reduce the difficulty of prediction by analysis of the consumption data, there
are methods of decomposition of data. Among these methods, we find the empirical
mode decomposition (EMD) which allows decomposing of a signal into an intrinsic
mode set (IMF) and a residue. Next, add a prediction model for each component of the
signal, and towards the end, add all the predictions to build the final prediction. In[21],
Aghmadi et al. propose a model that combines EMD and BPNN to predict short-term
solar radiation. EMD is used to break down the solar radiation data set and BPNN
to predict all components. Short-term price forecasting is done in [22] using the hybrid
EMD-CNN-LSTMmethod. CNN layers to analyze data characteristics andLSTM layers
to generate predictions. Chen et al. propose an enhanced EMDmethod called Empirical
Ensemble Decomposition (EEMD) based on noise-assisted analysis and LSTM [23].
EEMD is used to break down the measured signal and LSTM layers are used to predict
the missing measured data from structural sensors.
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To allocate resources to important parts of the input signal, the AttentionMechanism
(AM) module is used to improve the accuracy of the forecast model [24]. The authors
of [25] develop a short-term load prediction model combining LSTM, MLP, and AM.
First, a sequence architecture (seq2seq) has the role of extracting the characteristics
of historical data as that of a single sequence to make predictions. Second, MLP is
used for residual modification. AM layer is added to improve seq2seq performance.
A short-term wind speed forecast model that combines CNN, AM, LSTM, and ECA
(Effective Channel Attention) is proposed in [26]. The model is proposed to demonstrate
its effectiveness and accuracy compared to other models.

1.2 Contributions of Proposed Method

The purpose of this study is to provide a model to accurately forecast the electric-
ity demand of a micro-grid based on EEMD-LSTM-AM. The model is known as an
advanced and powerful algorithm for analyzing time series data among deep learning
approaches. In addition, we add data pretreatment and correlation analysis that improves
model reliability. This article presents the following contributions:

• A novel combination for forecasting energy demand for micro-grids in an industrial
entity,

• A correlation analysis of the data collected to keep the variables that affect the
prediction,

• Add variables that represent the consumption profile,
• A decomposition with EEMD of the input series to reduce the difficulty of prediction,
• LSTM layers to extract input time series characteristics,
• An AM layer to estimate the importance of input characteristics,
• A comparison with different methods to show model capacity.

1.3 Paper Organization

The rest of this article is organized as follows: Sect. 2 gives the general framework
of predictive modeling and the specific implementation techniques. Section 3 provides
the data set, the proposed method, an analysis of the variables, internal architecture
and discusses the experimental results. Finally, Sect. 4 contains the conclusions and
recommendations.

2 Methodology

In general, forecasting electricity demand is one of the most difficult problems due to
many uncertainties. This section details the proposed methodology used to solve such a
regression problem, Fig. 1.

The specific steps for the universal process of time series prediction are as follows:

• Step 1:After collecting the data related to the prediction based on the forecast target,
the next action is to replace the missing values with the average of each variable to
obtain filtered data. These missing values are due to the sensor failure, the aberrant
values with abrupt variation, and the noise.
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Fig. 1. Methodology.

• Step 2: In this step, we explore the filtered data. We use statistical methods that can
help provide reference opinions for the subsequent selection of research variables.
For example, calculate the correlation matrix between the variables to determine the
correlation degree among these variables. Also, the Principal Components Analysis
(PCA) is one of the most used linear dimensional reduction techniques. The next sub-
step is feature extraction in aims to reduce the number of unnecessary features in our
data by creating new features from the existing ones (and then discarding the original
features). After extracting the new variables, decompose the input signal using the
decomposition methods such as EEMD.

• Step 3: MLP, LSTM, and other approaches we can use to forecast the time series.
In addition, adds AM layers to focus on the essential part of the series. After prepro-
cessing the data, we are achieving the proposed models and adjusting the parameters
until the highest prediction accuracy will be is obtained.

• Step 4: To evaluate the prediction performance and the generalization ability of the
models, some indicators are used, for example, Root Mean Squared Error (RMSE),
Mean Squared Error (MSE), and Mean Absolute Error (MAE).

2.1 Correlation

Normally, the variables on one system are related to each other. To extract the relationship
between these variables, correlation analysis is used. The correlation analysis is the
statistical tool used to calculate the correlation between the variables. The first step is to
determinewhether the relationship exists and thenmeasure it (Themeasure of correlation
is determined by theCoefficient of Correlation). The second step is to establish the cause-
and-effect relation for this correlation if it exists. Pearson rank correlation coefficient
[27], Kendall rank correlation coefficient [28], and Spearman rank correlation coefficient
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[29], are the three methods used to calculate the correlation coefficient. The frequently
used method is the Pearson rank correlation coefficient, which will be detailed in the
next paragraph.

Pearson’s correlation measures a linear dependence between two continuous vari-
ables xij = {x1j, x2j,…,xnj} and yi = {y1, y2,…,yn} Then, the Pearson correlation
coefficient r(x,y) is:

r(x, y) =
∑n

1

(
xij − xi

) − (yi − y)
√∑n

1

(
xij − xi

)∑n
1(yi − y)

(1)

With:

• x̄ j: the average of observation of variable xj,
• ȳ: the average of observation of variable y.

The correlation coefficient r(x,y) ranges from−1 to 1 as shown in Fig. 2. r(x,y) close
to or equal to 1 indicates quite a strong, positive correlation between x and y. r(x, y)
equal to 0 indicates that there is no relation between x and y. r(x, y) close to or equal to
−1 indicates a very strong, negative correlation.

Fig. 2. The correlation coefficient.

2.2 Ensemble Empirical Mode Decomposition

Empirical mode decomposition (EMD) is a method of analysis of nonlinear and non-
stationary signals proposed byHuang et al. in 1998 [30]. EMD is an iterative process that
decomposes an original signal x(t) into intrinsic mode functions IMF(t) and a residue
r(t). In addition, each component must verify the following criteria: 1) the difference
between the number of extremes and the number of passes per zero in the data set must
be zero or greater than 1; and 2) The average sum of the local maxima and minima for
each moment must be zero. The EMD process for a time series is as follows:

Step 1:

• Insert signal x(t),
• Locate local minima and maxima for x(t) signal,
• Bind local minima by a cubic spline, also for local maxima.
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Step 2: Build the average envelope m1(t) from the average of the upper and lower
envelopes.
Step 3: Extract the first component h1(t) by the following relation:

h1(t) = x(t) − m1(t) (2)

Step 4: check if h1(t) is an IMF:

• If yes, proceed to the next step,
• Otherwise, return to step 1 and use h1(t) as the initial signal:

h2(t) = h1(t) − m2(t) (3)

Steps 1 to 4 are repeated k times until h(t) meets the above criteria. With: IMF1(t)
= hk (t)

• Step 5: Obtain the residue by:

r2(t) = x1(t) − IMF1(t) (4)

Step 6:

•Replace the initial signal x(t) with the residue r1(t),
•Repeat steps 1 to 5 to find another residual signal,
•Check if rn(t):

• If yes, the initial signal x(t) becomes:

x(t) =
n∑

i=1

IMF1(t) + rn(t) (5)

• Otherwise, repeat steps 1 through 5.

With n is the number of repetitions of steps 1 to 5 so that rn(t) is a monotonous signal.
The ensemble empirical mode decomposition (EEMD) is an improvedmethod of the

EMD method. EEMD is based on noise-aided analysis [31]. It consists in introducing
several times a white noise with an average zero value in the decomposition process.
This noise allows you to hide the noise of the original signal to obtain more accurate
upper and lower envelopes. The EEMD process is presented in Fig. 3.

1) Add random white noise nL(t) to the x(t) signal to form new Yi(t) signals, with i =
{1, 2,…,L},

2) Apply EMD decomposition on each Yi(t) to determine the IMF component si(t),
3) The result of the EEMD method is determined by averaging the results of the EMD

decomposition:

ai = 1

N

L∑

j=1

sij(t) (6)

For i = {1, 2,…,E}, with E is the number of tests.
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Fig. 3. The procedure for EEMD.

2.3 Long Short-Term Memory Network

LSTM was introducing by Hochreiter and Schmidhuber in 1997. LSTM is an advanced
and deep architecture of recurrent neural network (RNN) able to handle the learning of
long-term dependencies [13]. This method is intended to overcome the gradient disap-
pearance problem that has occurred in RNN. Both methods, either LSTM or RNN, are
generally using the Backpropagation Through Time (BPTT) [32].

The main idea of LSTM involves replacing the traditional neuron in an RNN with
three gates, known as the input, output, and forget gates, and memory cell, as illustrated
in Fig. 4.

In the relation of forecasting electricity demand, pij = p1j,…,pnj is the historical
input data and h = { h1,…hT] is the forecast data. The future electricity demand can be
calculated as:

ft = σ
(
wfpt + ufh(t−1) + bt

)
(7)

it = σ
(
wtpt + uih(t−1) + bt

)
(8)

Ct = tanh
(
wCxt + uch(t−1) + bC

)
(9)

Ct = ft∗Ct−1 + it∗Ct (10)

ot = σ
(
wopt + uoh(t−1) + bo

)
(11)

ht = ot∗tanh(Ct) (12)

where:

• It, ft, ot: the input gate, forget gate, and output gate respectively,
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Fig. 4. LSTM cell.

• Ct: cell state,
• Ct : candidate cell state,
• wf, wi, wc, wo: weight matrices of forgetting gate, the input gate, memory cell, and

output gate respectively,
• uf, ui, uc, uo: the recurrent connections of forgetting gate, the input gate, memory

cell, and output gate respectively,
• bf, bi, bc, bo: bias vectors of forgetting gate, the input gate, memory cell, and output

gate respectively,
• pt: the current input,
• ht, h(t-1): the outputs at the current time t and the previous time t-1, respectively.

The activation function σ(x’) and tanh(x’) used for the input, forget, and output gates,
and memory cell, are written as:

σ
(
x′) = 1

1 + e−x′ (13)

tanh
(
x′) = 1 − 2

e2x′ + 1
(14)

2.4 Attention Mechanism

Attention Mechanism (AM) is a method inspired by the human vision treatment system.
When a human being is reading a text, he concentrates on the word he reads and neglects
the rest. So, AM can imitate the same behavior on deep learning models [24]. It assigns
to each input/output of hidden layers a weight of attention that indicates the importance
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of this input. Paying attention to an entry improves the quality of the final forecast. The
following figure gives an internal representation of the attention mechanism.

As shown in Fig. 5, AM consists of 3 parts:

• The power supply that is the input/output of the hidden layer:

et = σ(htwt + b) (15)

With, σ is an activation function, wt is the weightingmatrix, and ht is the input/output
vector of the hidden layer.

• Softmax calculation to determine attention weights:

Et = softmax(et) (16)

• Context vector generation which is a weighted sum of all hidden layers and their
attention weights:

Cn =
T∑

t=1

Etht (17)

Fig. 5. AM layer.

2.5 The Performance Metrics

The performance metrics used for evaluating the models are MSE, RMSE, and MAE
which can be computed using the following two formulas:

MSE = 1

M

M∑

i=1

(yi − ŷi) (18)
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RMSE =
√
√
√
√ 1

M

M∑

i=1

(yi − ŷi) (19)

MAE = 1

M

M∑

i=1

∣
∣yi − ŷi

∣
∣ (20)

where yi is the true load value of a specific hour, ŷi is the predicted load value, and M is
the number of samples [33].

3 Experiments and Results

3.1 Data

To validate the proposed power consumption prediction architecture, several time series
variables are used. This data set was collected over four months (October 12, 2020, to
January 21, 2021) in an industrial entity placed in the industrial zone of Casablanca in
Morocco. Table 5 shows the collected variables encompassing the time variables namely
day, month, year, hour, and minute. The energy consumption variables include effective
current and voltage for the three phases. Table 1 shows also the instantaneous global
active and reactive power of the factory. The last variable is the frequency of the electrical
signal.

Table 1. The variables of prediction entity.

Variables Description Index Unit

Day An integer value between 1 and 31 – –

Month An integer value between 1 and 12 – –

Year An integer value between 2020 and 2021 – –

Hour An integer value between 0 and 23 – H

Minute An integer value between 0 and 59 – min

Intensity 1 Effective current for the 1st phase I1 MA

Intensity 2 Effective current for the 2nd phase I2 MA

Intensity 3 Effective current for the 3rd phase I3 MA

Voltage 1 Effective voltage for the 1st phase V1 MV

Voltage 2 Effective voltage for the 2nd phase V2 MV

Voltage 3 Effective voltage for the 3rd phase V3 MV

Global active power Global minute-averaged active power P KW

Global reactive power Global minute-averaged reactive power R KVAr

Frequency The frequency of the electrical signal f Hz
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3.2 Implementation

The Proposed Method. The overall architecture proposed for forecasting power con-
sumption using the EEMD-LSTM-AM model is shown in Fig. 6. The model starts by
applying the EEMDmethod on our input time series to decompose them into IMF com-
ponents and residual. Then, LSTM layers extract the characteristics of the input time
series. Next, add a layer of AM to estimate the importance of input characteristics.
LSTM and AM layers are applied for each IMF component and residual. Next, add a
fully connected layer to generate the component predictions. Towards the end, the pre-
diction of final consumption is determined by adding all the predictions of the series
components. So, the methodology of the proposed approach for electricity demand fore-
casting requires historical data of electricity consumption in order to forecast electricity
demand.

Fig. 6. The methodology of the proposed approach.

Analysis the Variables. Initially, the data must be preprocessed by replacing the miss-
ing values with the average of each variable and reassembled by 10 min to obtain filtered
data. Subsequently, to reduce the number of features in our data, we calculate the corre-
lation matrix between the variables. This matrix allows us to neglect the global currency
variable and global reactive power. This elimination is due to the coefficients of corre-
lation between the global currency, global reactive power, and global active power is
almost equal to 1, shown in Fig. 7. In addition, we know that the current is the image of
the active power multiplied by a ratio.
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Fig. 7. The correlation matrix between the variables.

We can also neglect the voltage and frequency variables. If we plot their averages
for each day for four months, we can see that their variations are almost zero, as shown
in Figs. 8 and 9.

Fig. 8. The average voltage per day

After eliminating the variables that do not contain important information for the
prediction, it is necessary to extract other significant variables from the remaining vari-
ables, namely the global active power and the time variables. If we plot the evolution
of the electrical energy consumption of the company as a function of the four months,
we can note that this consumption is affected by several variables, as shown in Fig. 10.
This consumption almost is similar for each day except for the stop days of production
where the consumption differs. From this observation, we can introduce those new vari-
ables. The first two variables are the hour and the quarter, which give information on
the periodicity over a day. The third variable is the day of the week in order to give the
information on the day of starting and stopping of the production. The fourth variable
is the week of the year, which gives information on which season of the year. The last
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Fig. 9. The average frequency per day.

variable to add is the type of day, this variable allows you to enter the days of vacation,
planned stops, and non-planned stops.

Fig. 10. The evolution of the electrical energy consumption.

Table 2. The variables of prediction after preprocessing.

Variables Description Index

Total active power Global minute-averaged active power P

Hour A decimal value between 1 and 5.84 H

Quarter An integer value between 0 and 3 Q

Day of week An integer value between 0 and 6 D

Week of year An integer value between 0 and 52 W

Day type An integer value between 0 and 1 DT

After preprocessing the data, we decompose the active power variable by using the
EEMD method, as shown in Fig. 11. In each graph of the Fig. 11, the x-axis represents
the time steps of our historical data (10 min), and the y-axis represents the values of
the EEMD decomposition (the IMFs plus a residue R). The 14 IMFs of our signal are
classified in order of frequency decrease.
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Then we grouped our IMFs into three groups. The first group G1 comprises the first
five IMFS (IMF1 to IMF5), the second group G2 comprises the components of IMF-6 to
IMF-10, and group G3 comprises the components of IMF-11 to IMF-14. So, our model
inputs are G1, G2, G3, R, H, Q, D, W, and DT.

Fig. 11. Decomposition of the active power profile by EEMD.

Internal Architecture. The next step is to divide our data into two parts, train data
and test data. To train the EEMD-LSTM-AM model on our data, the shape of this base
requires a transformation of the two-dimensional format (tables) into a three-dimensional
format (cube). This three-dimensional format makes it possible to build an entry that
contains the measurements of the previous state. Then it allows the introduction of the
variation of consumption as an input variable, which helps the model in improving the
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forecast quality. So, to forecast active power for 6 and 24 h, we use the total P, G1, G2,
G3, R, H, Q, D, W, and DT for the previous 6 and 14 h as inputs for our model.

For example, to predict the IMF1 component values for the next 6 h, we give as input
for the model the values of G1, R, H, Q, D, W, and DT from the previous 6 h.

To implement theEEMD-LSTM-AMmodel,wewere usingKeraswith aTensorFlow
backend [34]. The proposed model consists of a EEMD method, LSTM layer with
100 units, attention layers with 35 units, and fully connected layer. For each layer it’s
necessary to adjust the number of filters, the size of the core and the number of strides in
order to minimize the loss function. The model was trained on the mean-squared error
(MSE) loss function and optimized through the adaptive moment estimation (Adam
optimizer) with default hyperparameters in the Keras library of python.

Software: Python 3.6.5, Tensor Flow 1.14, Win10 64-bit operating system.

Hardware: RAM 16 GB, Inter (R) Core (TM) i7-6600U CPU.

3.3 Results and Discussion

Prediction Results of the Model. To verify the capacity to predict 6 and 24 h of elec-
tricity demand by the proposed model, we use data of about 13978 measurements with
a resolution of ten minutes, and they are divided into 2 groups namely training data and
test data. The training data used takes up 90\% of the global data. The proposed approach
is evaluated by comparing the performance of the prediction results with EEMD-LSTM
and EEMD-MLP-AM. The results of prediction and real energy demand are shown in
Figs. 12, and 13. From these figures, we can see the effect of combining the LSTM
model with the EEMD method and the AM layer in predicting the overall and local
characteristics of energy consumption. This indicates the importance of the AM layer
in improving the prediction method.

Fig. 12. The predicted and actual electric energy consumption demand for different methods for
6 h.
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Fig. 13. The predicted and actual electric energy consumption demand for different methods for
24 h.

Prediction Performance Comparison. We performed measurements to validate the
ability of the proposed method versus other learning methods for predicting energy
consumption.

Table 3. Performances comparison.

EEMD-LSTM EEMD-MLP-AM EEMD-LSTM-AM

6 h

MAE 8.888 6.068 5.201

MSE 104.358 606.809 47.587

RMSE 10.215 7.793 6.898

24 h

MAE 19.268 14.462 17.532

MSE 579.235 337.797 435.144

RMSE 24.067 18.379 20.860

Table 3 shows the performance of each model according to the time prediction. With
each of the measurements considered in this study, we can agree that the prediction
of the electric charge using the EEMD-LSTM-AM model with the correlation analysis
has better accuracy. Model prediction error values introduce the attention mechanism
indicating the importance of this layer. By adding this mechanism to a forecast model,
it is possible to identify the important characteristics in the input series and therefore
to assign it a significant weight. So, we can summarize that a prediction model with an
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AM layer improves the accuracy of the final prediction. In addition, we cannot forget
the usefulness of the EEMD technique in the analysis of the input series.

Discussion. Our goal is to predict the electricity consumption for a micro-grid in an
industrial entity. Therefore, we have combined EEMD, LSTM and AM method, which
are among the bestmethods, to solve this type of problem.Weapplied correlation analysis
to reduce and eliminate variables unnecessary for prediction. Next, we extracted new
variables that affect the power consumption of the remaining variables, Table 2. This
extraction from a single variable is an economic advantage in terms of data acquisition
since it uses a single sensor. After that, we applied the EEMDmethod on the active power
signal to increase the quality of the input series. Then, we grouped the results of the
EEMDmethod into four groups (G1, G2, G3, and R) to increase prediction performance
and reduce model difficulty. Each group is used as input for the LSTM and AM layer
prediction model. The prediction results are added together to form the final forecast.

Afterward, we compared the performance of our model with EEMD-LSTM, and
EEMD-MLP-AM which are competitive learning methods for predicting energy con-
sumption, as shown in Figs. 12 and 13. We have found that the proposed model shows
better accuracy performance compared to other methods as shown in Table 3. The exper-
imental results show that the proposed method is more efficient in terms of precision
and efficiency. Then, we can see the importance of the decomposition of the input signal
to reduce the difficulty of prediction and the attention layer in improving the forecast
fidelity. This novel combination has proven its effectiveness in predicting energy con-
sumption. Also, the addition of variables helped to present the consumption profile well
and therefore pushes the model to reduce its prediction error.

4 Conclusion

The forecasting of the consumption of electrical energy has become essential nowadays,
especially in amicro-grid, which requires regular monitoring of consumption profiles. In
this article, we propose an EEMD-LSTM-AMmodel for efficient and robust forecasting
of energy consumption. We see that the consumption of electric charge is influenced
by many variables, which complicates the forecasting problem. So that, we analyzed
our data by EEMD method. Then, we tried to divide the IMF components into four
parts. This division allowed us to reduce the complexity of the model and improve the
prediction results. Moreover, to not make the proposed model more complex, we used
in the prediction part a simple LSTM neural network (2 layers).

In the other hand, to improve the performance of the final model based on EEMD-
LSTM-AM, we can add to our data other variables, such as Real electricity price or the
time shift. In addition, we can replace the LSTM with other NN technology, because
with the rapid development of deep learning methods, we can find a less complex and
more efficient model in the future.
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Abstract. This paper describes the digitalization and implementation of two-bin
Kanban frameworks for inventory management. The principal objectives of this
paper are to give a foundation on productive stock administration which leads to
the lean business, to introduce an outline of stock viability and the executives, and
to present a move forward strategy that is utilized to add a few advantages to an
organization’s all-out costing which gauge customary Kanban technique yet with
a couple of computerization and numerical methodology. Gemba and PFEP (Plan
for every part) are two methods that have been utilized to distinguish the dark
spots in stock administration. The focal point of the two-bin Kanban framework
approach is to decrease cost, and unexpected deficiency end by killing non-esteem
added exercises and redesigning the setting off instrument with mechanization by
Python language. Applications spread over various areas including automobile,
medical, education canter points, and so on. In this paper, a numericalmethodology
is formulated toward the Kanban trigger which assists in finding out several parts.
The focus of the two-binKanban system approach is on cost reduction, and sudden
shortage elimination by eliminating non-value-added activities. A mathematical
model-based planning approach is applied here for part filling in the mechanical
production system which is used to examine the wastage/holding regions. This
approach can be utilized in inventory control. The results conclude cost saving in
terms of inventory holding, labour reduction, and total production loss.

Keywords: Kanban system · Two Bin Kanban system · Inventory management ·
supply chain management · logistics and material management

1 Introduction

Kanban framework is created by Toyota as a subsystem of the Toyota production system
which was made as a stock control component. A stock is the first and essential need
of any industry to store unrefined components as well as the result [1]. Dealing with
stock could be a difficult errand on the off chance that it is concerning a Multi-National
Company or some other bigger industry. A cycle comprises requesting, putting away,
utilizing, selling, and reordering. In profound, it’s the administration of the natural sub-
stance, parts, and completed items. The stock should be overseen proficiently.Whenever
there is a discussion of a large industry there are many unrefined components that need to
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store called in stock [1]. Stock administration attempts to smooth out inventories to stay
away from both higher stock holding and deficiencies. By and large, stock administration
has two sorts First is JIT - Just in time and the second is MRP - material Requirement
planning [2]. There are many methods, that are used to rearrange and deal with stock,
one of them is the two-bin Kanban framework. Two- bin Kanban framework is one of
the broadly utilized conventional stock administration methods [3].

Kanban, which essential objective is to stop the aggregation of overabundance stock
that will prompt better apportioning of accessible assets like people, apparatuses, and
funds to build throughput and productivity and to eliminate squanders from various
strategies by various techniques [3]. It lays out a strategy or procedure where the draw
comes from the interest of the market and items are Just in Time made given interest.
The main variable is that this strategy likewise stresses keeping the result at constant
scope of limit.

Generally, a two-bin Kanban framework deals with designating two containers for
each part/part then, at that point, as indicated by the vacancy of canisters a Kanban card is
shared for them as reorder point [3]. While sending the way towards lean industry stock
administration is the greatest undertaking since it is the central issue of efficiency of any
plant and to effectively execute that need to figure out how to utilize a few administration
methods and there comes two-receptacle Kanban framework in the image [4]. From the
day Toyota fostered this framework in the late Nineteen, steps are being followed same
to execute it yet while concentrating on this profoundly, thing observed that there are a
ton of slacks and because of that there could be a disappointment in this cycle [4]. There
is plenty of purposes behind the disappointment of this framework for instance off-base
part feed on the mechanical production system, comparative part representation botch,
part felt down, high utilization than it should be, and so on this multitude of reasons or
disappointment at last influence creation speed and could be an explanation of creation
or line stoppage. So to limit it to irrelevant, some points are thusly added and adjusted
a portion of the means from the conventional two-bin Kanban to create it commendable
for the present creation which can settle all the creation misfortune issues because of
high stock or related. Aside from two-bin Kanban frameworks, there is an alternate
technique too for dealing with the stock which is RFID [5]. RFID is a Radio Frequency
Identification Device that is put on a specific rack or spot then, at that point, by filtering
the weightage of a specific canister or space it computes the ongoing measure of part
amount accessible in it however because of significant expense over the long haul of this
framework, involving in enterprises at primary inventory isn’t ideal [5]. So because of
that high running expense Kanban is less expensive and more secure to utilize. Kanban
could be the initial step then further this can be utilized with blockchain components
and computerization.

2 Literature Review

Toyota fostered this Kanban framework there isn’t anything changed. Every one of the
enterprises utilizes this strategy correspondingly [6]. Large numbers of them attempted
numerical methodologies toward the Kanban tree however they were for a mechanical
production system as it were [7]. So, during the writing, get to be aware of adapt-
able Kanban and without a moment to spare framework which was initially intended
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for deterministic creation conditions, for example, consistent handling times and smooth
and stable interest. Notwithstanding, once executed, JIT is full of various sorts of vulner-
abilities that remembers varieties for handling time and request, arranged interferences,
for example, recommended, support, and spontaneous interferences like abrupt hardware
disappointment. This framework is associated with the back-and-forth framework [7].
These all cycles are straightforwardly associated with Lean Inventory, or it can express
straightforwardly to the Lean Industry which makes the business creation higher. These
all strategies can be involved in the change of an organization into a high-performing
lean undertaking for which worth stream planning will be gainful use which can be
involved fundamentally to recognize the open doors for different lean methods.

The fundamental focal point of this Literature study is to comprehend various kinds
of methods accessible for stock administration. One of them was RFID which is a radio
recurrence ID gadget for stock administration. The latest technique is far and wide
in various regions. It has numerous impressive applications with nonstop benefits like
stock amount clarity, process capacity, anddiminishing confounded andbrutal conditions
however it likewise has a negative point which is its significant expense. Upkeep of RFID
is too expensive that businesses don’t involve this much as their savvy stock item. The
Automobile business has A and B class parts which are somewhat large and significant
in use so consequently, likewise, we can’t involve RFID as our principal source [8].

Lean assembling (which comprises brilliant and robotized or digitalized/shrewd
stock, less capacity as per the system, low labor supply cost, with low stock holding
cost with less support) is the popular expression in the space of assembling and creation
for the beyond a couple of years. The two-bin Kanban framework is one of the assem-
bling systems for lean creation with insignificant stock and diminished costs it is a zero
venture and hundred percent benefit methodology.

Here likewise performed an improvement of the numerical methodology so the sit-
uation can be found which is made. Here is a numerical improvement of the situation
applied. X as a contribution for the request and y as a contribution for the trigger amount
which is got from the recipe. As Optimization is a term otherwise called numerical
programming which is an assortment of numerical standards and strategies utilized for
tackling quantitative issues in many disciplines. Numerical programming incorporates
the investigation of the numerical construction of improvement issues, the innovation of
techniques for tackling these issues, and the investigation of the numerical properties of
these strategies.

One of the most incredible procedures is by sending lean assembling rehearses that
can be utilized to work on the functional exhibitions and efficiency of the plant. Lean
assembling alludes to assembling processes without squandering it very well may be
any sort of waste. Squander is something besides the base measure of gear, materi-
als, parts, and working time, which are significant objects of loss of creation. Thus,
Industries need to assess and evaluate the present status of activities in their assembling
offices/mechanical production systems. Subsequently, one of the vital pushes in great
assembling rehearses is setting up lean assembling with a powerful Kanban framework
so for this here is the execution of digitalizedKanban frameworkwhichwill lead towards
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objective likewise at a savvy stock framework. This is certainly not a conventional Kan-
ban as said before, it is a redesigned rendition or can be called a digitalized Kanban
framework [9].

As per one of the papers which manage the execution of the Kanban framework to
tack the motivation behind that survey paper was to break down and carry out in Kanban
framework in a notable assembling office to deal with its subcontract stock. The plant
was having a ton of line stoppage issues because of an absence of stock and holding costs
for wrong parts. This was a significant issue because of the shortfall of a legitimatemodel
of stock administration and a framework to find the situation with close stock aside from
SAP since there was a limited-scale industry that can’t bear the cost of SAP. Following
unrefined components was troublesome, as the range of models produced in the office
was wide. The issue of natural substance non-accessibility was addressed by setting
up a model of stock to decide the expected stock levels for every one of the models.
The issue of following the situation with close-by stock was tended to by carrying out
the two-receptacle Kanban framework0 however a conventional technique guaranteed
natural substance accessibility and helped in laying out a force framework yet if we are
getting some information about disappointment focuses on which we are working is far
various what this industry is executing since it’s a zero scale novice association which
is as of now making the way towards the enhanced stock framework [10].

3 Objective and Scope

The Research zeroed in on decreasing creation misfortunes because of abrupt deficien-
cies, labor deficiencies, and tedious manual agendas or errors. As it went through many
papers and concentrated on the administration of the stock frameworks, we found two-
bin Kanban and stock administration processes [11, 12]. The objective was to utilize
the conventional strategy yet with an impact of up-degree regarding steps and methods.
This idea covers the foundation of the two-bin Kanban framework (customary) adding a
numerical methodology withmechanization through pythonwhich can help the business
concerning every issue (Related to stock and creation) on a pattern level.

4 Methodology and Step–Up Work

The methodology has been developed based on current literature review and technology
to build a strong base of any industry even if it is a small scale. According to the current
situation of the industries if it is a push type then it must have a large level of floating
inventory to develop a large scale of orders to push the market. If the industry type is
pull then organizers should have a control inhouse inventory so that they can be ready
when order arrives. When we talks about the lean industry then the organizers should
have a limited inventory because the production will be pull type and it meant to less
storage and high production.

Current/Conventional Methodology depends more upon the container sizing and lot
sizing but due to uncertain demand and wrong forecast system industries are facing a
lot of miss communication and over inventory costing.
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The customary technique continues in light of a straightforward methodology yet
proposed an alternatemethodology that ismore proficient for the present shrewd industry
for producing Kanban, overseeing stock, and robotized strategies so it can be lessened to
a base level. The greatest errand is to continue this further to acquire brings about a brief
time frame to feature before the administration of the business. As probably if an industry
is giving their devices and information to any project, they also requesting a player bring
about a brief time frame, due to that it needs to be grandstand to them the capability of
the undertaking to concede the consent for pushing ahead because Business holds very
nearly twelve thousand no of parts altogether and that is a tremendous, disappointment
is precluded.

Our approach is a combination of four steps they are like:

1. Gemba & PFEP Process (Plan For Every Part)
2. VSM (value Steam Mapping), Motion study & Traditional Scheduling Method
3. Strategical Dividation for parts
4. Implementation, Trial Run & Check

4.1 Gemba and PFEP Process

So, thismethodology begins from the principal cycle which is Gembawhichwill demon-
strate the issue of the different underlying drivers. Gemba is a course of finding the main
driver of the issue or defective focuses by just making a six-step work process that
notices the flawed marks of creation, imparts for past outcomes or work, collaborate in
tracking down another arrangement, stroll to the board for endorsement, tackle the issue,
perceive the arrangement working appropriately or not. Gemba’s importance is ‘the real
spot’. From this investigation of Gemba we figured out how to discover a portion of the
significant issues connected with creation misfortune which are recorded here:

a. Unnecessary movement of workers for parts.
b. sudden shortages cause the production loss
c. inventory mismatch
d. consumption gap
e. similar part (wrong picking list)
f. part count/supplier is high
g. high lead time
h. complex Nonstandard Manufacturing process

Presently moving forward at PFEP- Plan for Every Part which is the plan for each
part that likewise incorporates the plan do check act (PDCA). So for preliminary, it
can be accepted any neighborhood provider as in Business, dealt with something sim-
ilar to evaluate strategy approach then process went for another basic provider then it
transformed into a standard technique. The process began first and foremost from infor-
mation assortment of parts which incorporates part no, description, store area, utilization
for month one and month two, kind of stockpiling, sort of parts, the rough amount in
the canister, SAP supply of a part, Physical load of part, covering, No of the container.
Here this can be seen in information in the record displayed beneath as a dummy file
(Table 1).
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Table 1. Dummy Excel File for data collection

Sr.

No.

Part No Description Location MAP Consumption

M1

Consumption

M2

Type of

storage

Type of

part

Approx.

Qty in

SAP

stock

Physical

Stock

Coating No

of

Bins

1 P11/N11 Part ABC 1 Store

-A13/B5

39.31 −40 −32 Small Medium 100 70 73 Silver 2

2 P22/N22 Part ABC 2 Store

-A19/B6

37.2 −32 −32 Medium Medium 200 150 158 Silver 2

3 P11/N12 Part ABC 3 Store

-A14/B7

84.89 −254 −200 Medium Small 350 150 220 Golden 2

4 P22/N23 Part ABC 4 Store

-A14/B8

24.29 −79 −82 Small Medium 150 0 9 Alloy 2

5 P11/N13 Part ABC 5 Store

-A15/B9

38 −8 0 Large Small 300 42 46 Unpainted 1

4.2 VSM, Motion Study and Traditional Scheduling Method

VSM is value steam mapping. So, after Gemba, the process got the underlying driver
of the issue which expresses the slack in the stock administration method through SAP
and physical. SAP – System Application Product is programming that sudden spikes in
demand for framework applications and items or it is system application and software.
To tackle this issue, the Kanban framework in which the two-bin Kanban strategy is
utilized. Presently after realizing, that strategy is tied in with distributing containers and
requesting the part as per Kanban card, every one of them a manual cycle can be skipped
erroneously so it very well may be a reason for the human blunder [13]. Presently while
moving part from stock to sequential construction system due to comparable outwardly
of two sections some another part can be fitted so it could again be a reason for human
blunder. Presently here movement concentrate on what happens and concentrated on
movement investigation of the part which is the development of a specific part from
stock to store. By this was effectively ready to find the main driver of the human blunder
and for that, the essential arrangement is the commonization of parts and stickers of
AMD (average monthly demand) (normal month-to-month interest) on each canister for
a superior comprehension of laborers to empty the receptacle. By this AMD stickering
laborers are more mindful of binning parts for line likewise, we did an adjustment of
bundling amount as indicated by the information gathered.

Here as in the motion study created a path from unloading to the assembly line as
seen in the figure below (Fig. 1):

Here the part movement study is introduced. Any part which is coming from the
provider will initially go to the dumping point. From that point, it will move towards their
separate putting away offices. For Business providers, it relies upon the part development
type. If it is sluggish (slow-moving) means, it is put away inside which is a compactor
store. What’s more, if it is medium or quick sort, it would be put away in Ext store or
Heavy line Business unit store. So this was found that 77 parts were having twofold area,
seven parts were not having area and nearly thirty parts were having incorrectly area
actual versus SAP (system application product) so every one of these was shut down
and made the ideal part at the perfect area just single at an ideal opportunity procedure.
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Figure 1

Unloading point

Extra Extended Store

Ext. Store Ext. Store

Compact 
Store Heavy-line Business Unit store

From supplier

Towards assembly line

Fig. 1. Motion Study Path from supplier to assembly line

4.3 Strategical Dividation of Parts

Here three distribution theories havebeen applied for a clear picture of inventory.By these
three distributions, inventory costs can be reduced by just changing the part storing size,
bin, or movement according to need based on data. So these three distribution theories
are (Table 2):

a. Part distribution is based on its size which could be small, medium, or large.
b. The second theory is Part storage type which is a small bin, medium bin, or large type

bin.
c. Third, part distribution is based on the movement of parts which is Fast, Medium,

Low & Non-moving and it is done manually.

After dividation, according to the strategy, the process can start involving suppliers
because will need MOQ (minimum order quantity) and EOQ (economic order quantity)
then based on that trigger quantity could be defined easily. For trigger quantity, the
process went through a different mathematical approach which is going to discuss later
in our experimental work (Table 3).

After this a master file will be developed which will hold the data of Part no, Descrip-
tion, MOQ (Minimum order quantity), Trigger quantity, Standard Packaging Size, Max
bin Strength to hold Quantity, supplier name, Location of part in-store/inventory area,
Commodity, AMD (Average Monthly Demand), Remarks (to be edited by planner
according to data).

Now here is the main step of this whole process here is an MPO –Monthly Planning
Oriented File which is used for monthly planning according to the production plan.MPO
includes part no, Description, MAP, Vertical (models), Quantity per model to be used in
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Table 2. Dummy Excel file for part distribution

Sr.
No.

Part No Description Location Part
Movement

Part Size Part
Storing
Bin

Consumption

1 P11/N11 Part ABC 1 Store
-A13/B5

Fast Small Medium −4890

2 P22/N22 Part ABC 2 Store
-A19/B6

Medium Small Large 600

3 P11/N12 Part ABC 3 Store
-A14/B7

Medium Large Medium 350

4 P22/N23 Part ABC 4 Store
-A14/B8

Non-Moving Medium Medium 0

5 P11/N13 Part ABC 5 Store
-A15/B9

Low Large Small 9

Table 3. Dummy Excel file for MOQ, EOQ

Sr. No. Part No. Description MOQ EOQ Trigger Qty

1 P11/N11 Part ABC 1 50 100 50

2 P14/N45 Part ABC 2 50 50 50

3 P23/N44 Part ABC 3 100 200 100

4 P11/N15 Part ABC 4 125 100 125

5 P15/N16 Part ABC 5 10 50 10

a particular month, GRN (Gate receipt no) day-wise with qty, and opening stock of the
month.

Here v-lookup is applied in MPO and associated with the Production report from
another file. MPO is associated with the GRN report and SAP – System Application
Product actual stock information for each part and with large-scale code. So when cre-
ation increments or diminishes, simply need to duplicate that report to our success sheet
which is as of now associated with the MPO, so it will tell us the right no for deficiency
(if any part) in the month with the amount. The process simply needs to duplicate the
creation report and glue it to the principal success sheet and the remainder of the work
it will consequently do.

4.4 Implementation, Trial Run and Check

Presently here comes the significant assignment of area arranging. As realize that all
parts for every provider are not put away together, they are put away in light of their part
class (A, B, C in which a class part is a Heavy line and fundamental gear of machines like
motor, undercarriage, seat, and tire. B class parts comprise other significant hardware
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like hydrodynamics, ECU, and electronic unit while c class parts resemble limited scope
parts like braces, latches, clamps, and so on.). So a Facility made for them that will
store parts in light of their utilization obtainment technique which means parts that are
in a one-month acquisition methodology will be put away together so in that column
workers just need to go once every month to create a trigger. So that is the way the
process adjusted the stock framework which leads toward Lean Inventory Management.

Now based on Procurement Strategy, parts that cover more than a month are con-
tributed to the excess list (Physically checked). So neither schedulewill generate for them
nor will it be procured. After this step, this process was successfully able to remove a
double location for a part, no location for the part, wrong location (Table 4).

Table 4. Dummy Excel file for procurement

Part Distribution Procurement strategy

Below AMD 100 30 days stock

AMD 101 to 5000 15 days stock

AMD 5001 to 10000 10 days stock

Above AMD 10000 4 days stock

Now for reducing excess feeding on the assembly line workers pasted the AMD
sticker according to the process generated on every part bin so only one week of material
will go to the line because the packaging is also changed according to AMD and trigger
quantity. After this, Process was successfully able to drop down inventory. So from
September to January inventory dropped down around fifty lakhs.

5 Mathematical and Simulation Approach for Automation

5.1 Mathematical Approach

Presently once the process completely mechanized the trigger record, success is associ-
ated with SCAN - TO - IT - OFFICE programming which is associated with respected
versatile and checks standardized tag once the receptacle is unfilled. Then, at that point,
the trigger consequently comes in success which is further sudden spikes in demand for
Python code. Presently here is the numerical methodology which characterized the trig-
ger amount for this Lean methodology. This assists with saving time as well as playing
the protected side on deficiencies.

In Kanban traditional system uses a Kanban card to reorder parts. So according to
that, there is a standardized Kanban formula which we traditionally used to find the exact
Kanban no for any part to reorder them or it can be said that there is a reorder point from
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which calculate the Kanban no could be calculated, which is:

N =
[
DT

1 + x

c

]
(1)

Here N = the number of Kanban cards needed before we replenish inventory.
D = demand of the part (measured days or months as according to need)
T = Lead time (length of production from beginning to end)
C = Capacity of container
X = Safety factor (quantity of part or safety stock)

It can be stated that according to the traditional formula if C is lower than D then
automatically (in many cases) N will be higher than Dwhich is a kind of formula failure.
So basically this standard formula only works when C is higher than D whereas if it
happens then N will be as per need or actual Kanban card limit.

[C > D] − Condition 1

[D > N]− Condition 2

The two circumstances are associated if condition 1 is valid, just condition 2 will
succeed. So till now, we have gone through the customary technique for two-container
Kanban framework, Kanban card no age. Presently process will anticipate our proposed
and numerical methodology for another recipe age for the Kanban trigger.

The main step in the approach is procurement strategy which is divided into four
parts, for standardization we can divide this into three steps too as it is shown in the table
(Table 5):

Table 5. Table for in-house stock availability

Strategical Distribution In-House stock available
Below 100 – slow-moving 1-month stock

100 to 5000 – medium moving 15 days stock
5000 to 10000 – fast-moving 10 days stock
10000 above – v. fast-moving 4 days stock

Average Monthly Demand: suppose process have a part ABCD which average
monthly demand is X and X = (M1 + M2 + M3)/3 (where M is month)

Let M1 demand ↑, M2 demand ↓, M3 demand ↓
So X = ↓
But there is a high possibility for part ABCD to reach the monthly demand of the

M1 limit.

Reason − Production is high in M1
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− Particular part demand is high due to particular model making high qty.

So for this process, the high limit of part demand will be for a safety (2X) Because
Demand + safety stock (here safety stock is 25% of demand sometimes causes sudden
shortage)

Let trigger qty = Tg
Trigger qty is called Kanban qty which is denoted from N (according to standard

denotation)
Let suppose AMD = x

So x/30 = per day demand

[ x

30
= Dd

]

[Note – Lead time is for 1 day as constant. Business got a high backup supplier who
used to hold their inventories for 45 days stock for every part in their warehouse].

So for Strategy 1:

Tg = AMD

1
− Condition 3

Or
[Tg = Dd * 30] – Condition 3 is a special case that is used to get once at one time

for a month because this is a slow movement of parts. – Special Case.
For rest
Strategy 2:

[
Tg = Dd ∗ (Ps/2)

]
[Tg = Dd ∗ 7.5]

– Condition 4
Strategy 3:

[
Tg = Dd ∗ (Ps/2)

]
[
Tg = Dd ∗ 5

]
– Condition 5
Strategy 4:

[
Tg = Dd ∗ (Ps/2)

]
[
Tg = Dd ∗ 2

]
– Condition 6
From conditions 4, 5, and 6 we can say that.

[
MOQ ≤ Tg

]
– Condition 7.
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So finally we have our new formula:

Tg =
[
Dd ∗ Lt ∗

(
Ps

2

)]
(2)

(Here Tg can be represented from N too).

Example 1:
Let part A’s Monthly demand/Consumption is 1000. Find the Kanban trigger qty for
Firstly

Now firstly according to the part movement, it is a medium moving part so the
procurement strategy will be 15 days stock.

Now D = 1000
So Dd = D/30

Dd = 33.33 nearly 34

Now according to the procurement strategy Ps = 15
Lt = 1 as contestant so put all in the formula

Tg = [Dd ∗ Lt ∗ (Ps/2)]
Tg = [33.33 ∗ 1 ∗ (15/2)]

Tg = 33.33 ∗ 7.5
Tg = 249.975 nearby 250

So N = 250 (Kanban trigger qty)

Now compare the standard approach vs our approach: Eq. 1 vs Eq. 2

N = DT [(1 + X)/C] Tg = Dd ∗ Lt ∗ (Ps/2)

For the main formula, the process wants compartment limit and security stock, and
afterward, likewise, it will get an opportunity of unexpected deficiency since, in such
a case that creation limit increments then a lack will be there yet as per the second
equation which is the methodology that process will have an obtainment system which
will lead the system towards a safe Kanban trigger. Likewise, with this methodology, the
process is driven by security stock entanglements because the forecast of part requests
will assume a protected part.

Let’s compare both formulae by putting values:
Let’s take Eq. 1 first:
Let D = 1000/month
T = 3 days
C = 800
X = 25% of D

Put all in the formula

N = 1000 ∗ 3[(1 + 250)/800]
N = 1000 ∗ 3[251/800]

N = 941.25

Let’s take another example
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D = 5000
T = 7
C = 6000
X = 25% of D

Put all in the formula

N = 5000 ∗ 7
[
(1 + 1250)

/
6000

]
N = 7297.5

So as it seems in the first example container capacity was lower than the demand
for the part so the value of the Kanban card came lower than the actual demand. In the
second example, because container capacity was higher than demand, the Kanban card
came with a higher value but as it seems that this value is too higher than the actual
demand it should be almost 6250 or a maximum of 6500 but it came around 7300.

Now will see Eq. 2 and take different input values to plot the graph for optimization.

Example 2:
Let part B’s Monthly Demand/Consumption = 2000

Find the trigger quantity.
Now this comes under the medium moving part and the procurement strategy will

be for 15 days of stock so Ps = 15

Now D = 2000
And Dd = D/30
Dd = 2000/30
Dd = 66.66

Lt = 1 as constant
Now put all in formula TgQ = [Dd ∗ Lt ∗ (Ps /2)]

TgQ = [66.66 ∗ 1 ∗ (15/2)
TgQ = [66.66 ∗ 7.5]

TgQ = 499.95 neaby = 500

Similarly, Example 3:
Let Part C’s Monthly demand/Consumption = 50

Find trigger quantity.
Now, this is a special type of case because the part is a slow-moving type. So this

comes under 30 days or 1-month stock type. Because as per economic order quantity
supplier won’t agree on our demand quantity part but still for optimization process will
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find the trigger quantity for this.

So Ps = 30 days
Now D = 50
Dd = D/30
Dd = 50/30
Dd = 1.66
Lt = 1

Now put all in Formula
TgQ = [Dd ∗ Lt ∗ (Ps /2)]
TgQ = [1.66 ∗ 1 ∗ (30/2)]

TgQ = 24.9
TgQ = 25

So here process gets 25 as per our formula for a healthy Kanban trigger quantity but
as per special case theory, it is under one-month slow-moving type stock part.

Example 4:
Let part D’s Monthly Demand/Consumption = 500

Find trigger quantity.
Now this is a medium moving type part so it comes under procurement strategy =

15 days

So Ps = 15
D = 500D
d = 500/30
Dd = 16.66

Lt = 1
Now put all in formula

TgQ = [Dd ∗ Lt ∗ (Ps/2)]
TgQ = [16.66 ∗ 1 ∗ (15/2)]

TgQ = 124.95 = 125

Example 5:
Let part E’s Monthly Demand/Consumption = 8500
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Find trigger quantity.
Now this is a Fast-moving type part so it comes under procurement strategy= 10 days

So Ps = 10
D = 8500

Dd = 8500/30
Dd = 283.33

Lt = 1
Now put all in formula

TgQ = [Dd ∗ Lt ∗ (Ps /2)]
TgQ = [283.33 ∗ 1 ∗ (10/2)]

TgQ = 1420

Similarly Example 6:
Let part F’s Monthly Demand/Consumption = 15000

Find trigger quantity
Now this is a Very Fast-moving type part so it comes under procurement strategy =

4 days

So Ps = 4
D = 1500

Dd = 15000/30
Dd = 500
Lt = 1

Now put all in formula
TgQ = [Dd ∗ Lt ∗ (Ps /2)]
TgQ = [500 ∗ 1 ∗ (4/2)]

TgQ = 1000

Put all the inputs and outputs in graphical form (Graph 1):
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Graph 1. Graph between Demand & Trigger Quantity
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Here, presented a graphical form representation of 6 different input values which
is Demand, D = 50, 500, 1000, 2000, 8500, 15000 and TgQ = 25, 125, 250, 500,
1420, 1000. Here lead time was a constant as one. Here it can be seen that there is
a downstream in the graph when talking about very fast-moving parts because their
process is only asking for two days of stock every two days which equals four days of
total stock two days in store and two days in transit.

Let’s put the comparison table between Eq. 1 and Eq. 2 with the same input values
(Table 6):

Table 6. Table for Comparison of Eq. 1 & 2

Equation 1 input and result Equation 2 input and result

D = 1000 & T = 3 so N = 941.25 D = 1000 & T = 1 so TgQ = 250

D = 5000 & T = 7 so N = 7300 D = 5000 & T = 1 so TgQ = 1250

Here it can be seen a comparison of both the equation while putting the same values
and it can be stated that our defined equation is much more helpful than the traditional
one.

5.2 Simulation Approach

Here the main aim is: A Kanban-generated automated trigger file (excel) will be in the
system which will receive daily Kanban triggers. File location and name will be the
same, but data in it will be different according to trigger quantity. Code will read excel,
sort excel according to the need of sorting, then an automated mail will be generated to
the supplier with a pre-defined subject and mail body, mail will automatically attach the
excel and send it to a particular supplier.

• It Reads the excel file which is created in the system which has six sheets in which
one sheet is named as trigger sheet which is an exact dummy to the trigger sheet.
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• Starting code is reading the excel file as in path form which is never going to change.
Second-line is reading the particular named sheet. The third and fourth lines is show-
ing the max row and column. For loop is showing the I as row and J as column max
quantity and all the data.

Code A:
import openpyxl
wb=openpyxl.load_workbook("Paste path of file ")
sh1=wb['trigger']
row=sh1.max_row
column=sh1.max_column
for i in range (1,row+1):

for j in range (1,column+1):
print (sh1.cell(i,j).value)++

Output – Read the excel file and read the needed sheet in the file and print the
maximum row and column by data. This code is performed in Pycharm. By this code,
we will be checking our sheet for the read.

The next five lines are for inserting or adding something or writing the excel file
without opening the file and saving it as a new file. The last line is to save the file as a
new file in the same location. We can also change the save location by giving them a
new path.

Code B: 
sh1.cell(row=7,column=1,value='6')
sh1.cell(row=7,column=2,value='P45/N56')
sh1.cell(row=7,column=3,value='Part ABC 6')
sh1.cell(row=7,column=4,value='500')
sh1.cell(row=7,column=5,value='500')
wb.save ("projectpart1.xlsx")

Output – by this second code process will be rewriting or adding data in the file
without opening the file and in addition, we can save the file as a new file without
opening it with any name at any location.

Code is completed in a jupyter notebook with panda and python. Code is created to
read and sort excel according to need then generated an automated mail and attached
excel sheet data which we sorted with pre-defined credentials, subject, and msg body.
Code run successfully.
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Code C: 
import openpyxl
import smtplib
import pandas as pd
import os
import email.mime.multipart
from email import encoders
from email.message import Message
from email.mime.base import MIMEBase
from email.mime.multipart import MIMEMultipart
from email.mime.text import MIMEText
import email.mime.text
from email.mime.application import MIMEApplication
from smtplib import SMTP
wb=openpyxl.load_workbook(r"paste path of file")
wb = pd.read_csv(r"Path of file")
wb.drop("Unnamed: 6", axis=1, inplace=True)
wb.drop("Unnamed: 7", axis=1, inplace=True)
wb.drop("Unnamed: 8", axis=1, inplace=True)
wb.drop("Unnamed: 9", axis=1, inplace=True)
wb1 = wb.dropna()
from_addr=’ add from mail I’d ‘
to_addr=’add to mail’
msg=MIMEMultipart()
msg['From']=from_addr
msg['To']=to_addr
msg['Subject']='Kanban Shortage Trigger'
body='Dear Team, Here is the shortage Trigger. Please share dispatch plan 
immediately'
msg.attach(MIMEText(body,'Plain'))
# open the file to be sent 
filename = "New Microsoft Excel Worksheet.xlsx"
attachment = open(r"paste the path of file", "rb")
# instance of MIMEBase and named as p which is described
p = MIMEBase('application', 'octet-stream')
# To change the payload into encoded form we apply attachment to read
p.set_payload((attachment).read())
# encode into base64
encoders.encode_base64(p)
p.add_header('Content-Disposition', "attachment; filename= %s" % filename)
# attach the instance 'p' to instance 'msg'
msg.attach(p)
email="Type your Mail id "
Password="Type your password“
mail=smtplib.SMTP('smtp.gmail.com',587)
mail.ehlo()
mail.starttls()
mail.login(email,Password)
text=msg.as_string()
mail.sendmail(from_addr,to_addr,text)
mail.quit()
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Output – Received mail as per predefined credentials. Check seven times in the trial
and runmethod and found no error as such.All the given credentials and code are checked
seven times one by one and found no error which states that the code runs successfully.

6 Result and Conclusion

Paper is managed to contribute a major role towards the digitalized Kanban process
through which we can resolve the time related issues, High inventory holding issues
with the newly developed 4 step moving process formula and procurement strategy. We
won’t be finding any relevant formula creation other than this research because all other
focused either on the assembly line Kanban or to the implementation of conventional
Kanban process but due to themodern civilization and technologies conventionalKanban
is no longer valid to Mega industries due to its loophole in process.

Intention of this Research was formed in 4 steps:

a. To gain Knowledge of the Lean Manufacturing and Different Kanban process.
b. To develop an updated formula depending upon the 4-step moving strategy.
c. To develop a Programming based automation script for Kanban Trigger Generation.
d. To minimal all the output and fill the loophole of the process.

Human mistakes cannot be minimized to zero but it can be minimal as possible,
depending upon the technicality of the vendor or service provider. Due to this methodol-
ogy what we have performed and implemented here all 4 groups we only need to check
once in a month to slow moving parts weather quantity of parts increases or decreases,
for medium moving parts we only need to check 1 time in every 15 days same as fast
moving parts for 1 time in every 10 days and for very fast moving 1 time in every 4 days
as a supervisor or maybe not because whole process is being automated, also same pro-
cess list has been sent to the GRC team ( Gate Receipt Check) for matching the quantity
in every particular days wise so if any part ordered by mistake and it comes to GRC then
it wouldn’t permitted in inventory ( it will be treated as rejected and it will sent back to
the supplier itself).

Conventional Kanban process has ma drawbacks comparing to updated Automated
Kanban what we have prepared and Invented. Each motion or moving strategy is a
step wise process which describes the particular necessary step to follow to gain the
required result. ThisUpdateKanban formula have a base of conventional formulawithout
disturbing them. Loophole have been found and filled with automation and formula
upgradation. If we deeply compare both the formulas in Sect. 5 then we will find out
that there are not major changes, we just replaced some of the elements with the live
automated implemented one for a batter result gain. This procurement strategy have
a base line behind the scene containing major 3 moving strategies which are pillar of
this whole research and system. We cannot minimize the human mistake but we can
automate the whole process for minimal the chances of human mistake.

So, we Developed a new move-forward framework for decreasing disappointment
possibilities and high stock expense and stock as indicated by the need of the goal. This
paperwent through plenty of studies, and afterward, by a numerical and coding approach,
the system can get done with jobs. Every one of the information was cross-checked with
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SAP and endorsed by themore significant position. This frameworkMechanismhas been
laid outwith four simple cycles, two python code reproduction approach, aMathematical
methodology, and some manual data set. With this framework, we are therefore figured
out how to lessen.

• Overall inventory cost at almost sixty-five lakhs.
• Almost twenty-seven lakhs of excess material have been analyzed and stopped for

further procurement and unloading till further notice. No of the parts in the excess
list were 127 which holds almost 27 lakhs costing. Then it reduced to 117 and then
115 according to the progress of the project (Fig. 2).

Fig. 2. Official mail communication and pictures of the project

• Manpower losses have been reduced.
• Sudden shortages reduced to zero.
• SAP stock, SAP location matched with Physical.
• Right Part at Right Location in Right Quantity.
• Time saved about one hour (shortage generation by macro code).
• Inventory Space Reduction.
• Similar Part Reduction, still Work in progress.
• Human error reduced.
• Chances of error/ Faults in generating reports/ Trigger reduced.
• The Whole system is reduced

In general, if seen, this methodology of the Kanban system is executed effectively
with such a lot of data and subtleties it tackled a ton of issues and moved toward the
Lean Manufacturing Industry. With this approach, this process is effectively ready to
find broken focuses and we effectively can satisfy our prerequisites. The distinction is
before and after carrying out two-bin Kanban frameworks with an updated rendition.
The execution of a two-bin Kanban framework redesign form or it can be said that
digitalized Kanban has guaranteed natural substance accessibility and thus forestalls
creation line stoppages. The digitalized Kanban framework has likewise assisted in
forestalling overproduction and unloading of stock or with canning say it decreased
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stock holding costs. This paper exhibits how digitalized Kanban can successfully be
used to apply control on stock, which contributes considerably to expenses and make a
way toward a lean and shrewd stock framework.

Appendix Reference

https://jupyter.org/ link for Jupyter notebook where we performed our Programming
code. We used our Kanban trigger Microsoft excel file, E-mail id – password, Panda,
Anaconda, and Pycharm for all of three codes.
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Abstract. The article’s purpose is to model and forecast the post-war economic
recovery of Ukraine’s transport potential. The construction of dynamic models
and forecasting of the constituent parameters of Ukraine’s transport potential in
the system of global socio-economic development was carried out. The character-
istics of the periods and predictive estimates of ex-post-war dynamicmodels of the
development of transport potential are offered. The authors developed systematic
approaches to eliminate the subjectivity of the obtained results, using statistical
data from the State Statistics Service of Ukraine andmodern tools of theMicrosoft
Excel application program. It was determined that to build ex-post war dynamic
models and forecast the constituent parameters of the national transport poten-
tial in the system of socio-economic development, it is proposed to carry out
research based on grouping the characteristics of the transport potential according
to its resource capabilities and production results, by distinguishing the following
groups of indicators: material resources, human resources, investment resources,
production results. Grouping and building ex-post war dynamic models are pro-
posed, which allow structuring the resources of the transport system to achieve
maximization or optimization of the production results of the transport system
in the context of national socio-economic development and to determine forecast
estimates for certain parameters of the transport potential of Ukraine.

Keywords: post-war economic recovery · transport potential · modeling and
forecasting · post-war dynamic models

1 Introduction

The effectiveness of the socio-economic development of Ukraine largely depends on the
transport potential, the unique role of which is actualized in martial law conditions and
in the post-war period of reconstruction of the economy of Ukraine. Opportunities to
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carry out various types and volumes of transportation are essential for socio-economic
development and the country’s defense capability needs. Great attention should be paid
to the possibilities of restoration and development of the national transport potential of
Ukraine based on the use of forecasting tools, which will allow optimizing the structural
relations not only of transport subsystems but also of the processes of production of the
gross national product, systematizing product, passenger, investment and information
flow at the level of the country and its regions.

The analysis of previous results of scientific research shows that a lot of atten-
tion at the national and regional levels is paid to the evaluation of the transport sys-
tem and transport potential [1, 2], however, most of the published results are based on
expert assessments, which are subjective and cannot be extended over time, especially
in extreme conditions of military aggression. The impact of globalization processes on
the development of socio-economic systems is determined separately [3–6].

Thus, to date, there are no uniform methodological approaches to the evaluation
of the transport potential of Ukraine and the possibilities of forecasting its constituent
components. In our opinion, using available statistical data and modern tools of applied
programs is essential for predicting the constituent parameters of the national transport
potential basedondynamicmodels in the systemof socio-economicdevelopment. For the

Table 1. Essential definition of the categories “potential”, “transport potential” and “logistic
potential”

Authors Definition

Definition A.I. Anchyshkin [7] “potential” means certain opportunities, reserves, means that
can be used to implement goals, tasks, and plans.”

Marks K. [8] “means, objects of work and labor are only opportunities, that
is, potential” (interpretation of potential as a system of
material and labor factors, conditions, and components that
ensure the achievement of production goals)

Ansoff I. [9] “the potential is the ability of the resource complex of the
economic system to implement the tasks assigned to it” (the
potential is considered as a complete system with the unity of
the structure and functions of the object and their
interconnection)

Alkema V.G. [10] “transport potential of the country - quantitative and
qualitative properties and resources of the country’s transport
system, as well as its ability to increase the level of efficiency
of functioning and ensure the proper level of transport service
to consumers, taking into account the interests of the state and
the entire society

Uvarov S. A. [11] “Logistics potential includes elements of the infrastructure
complex of logistics that contribute to the achievement of the
goals of enterprises in the field of organizing regional and
interregional supplies”
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objectivity of the substantiation of the proposed methodological approaches to building
dynamic models of the national transport potential and making predictive assessments,
it is necessary to investigate the fundamental techniques for defining the categories
“potential” and “transport potential” and “logistics potential” (Table 1).

So, it is possible to generalize that the transport potential covers all possibilities
(material, human resources, investment resources, etc.) that can be used to transport
anyone or anything, that is, to obtain the results of the production of the transport system,
which is an essential component of the national production infrastructure.

2 Discussion

To build dynamic models and forecast the constituent parameters of the national trans-
port potential in the system of socio-economic development, we propose to carry out
research based on grouping the characteristics of the transport potential according to
its resource capabilities and production results, highlighting the following groups of
indicators (table):

– material resources;
– human resources;
– investment resources;
– production results.

There is a relationship between the selected indicators for forecasting the compo-
nents of the national transport potential: material, human and financial resources, as
components of the transport potential, affect the results of the production of the trans-
port system. Taking such interrelationships into account allows structuring the help of
the transport system to achieve maximization or optimization of the production results
of the transport system in the context of national socio-economic development.

One of the essential tasks of regulation of the transport potential in the design of
national socio-economic development is the determination of estimated values of the
necessary resources to achieve the expected (or predicted) production results of the
transport system. The socio-economic development of Ukraine is characterized by the
presence of natural factors (intensification of military aggression) and conditions of
uncertainty. That is why it is necessary to use mathematically based means and tools
to forecast the main parameters of the transport potential. A forecast in the economic
sphere is considered a scientifically or expertly based definition of estimated numerical
values of economic indicators, their trends, and patterns of change for future periods.

An important forecasting task for the management and administration system is to
predict the consequences (results) depending on the difference in the input parameters
of the influencing factors. Forecasts formulated based on experts’ subjective opinions,
despite having some experience, still cannot be considered objective. That is why the
need to use the tools ofmodern application programs formaking forecasts, which ensures
the formalization of relationships between individual parameters of predictive dynamic
models, is becoming urgent. The forecast values of the parameters of the national trans-
port potential in the system of socio-economic development should be based on the
patterns identified in previous periods and be implemented through the extrapolation
(extension) of the levels of the series of dynamics for the selected indicators.
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Table 2. Characteristics of groups of hands for building dynamic models and forecasting the
components of the national transport potential in the system of socio-economic development

Group of indicators Component indicators of the group

Material resources - Initial (revalued) cost of fixed assets by type of
economic activity “Transport, warehousing, postal
and courier activities”, UAH million (MR1);
- The cost of new fixed assets received during the
year, by type of economic activity “Transport,
warehousing, postal and courier activities”, million
hryvnias (MR2)

Human resources - The average number of full-time employees of
enterprises of the economic activity “Transport,
warehousing, postal and courier activities”, is
thousands of people (LR1)

Investment resources - Capital investments by type of economic activity
“Transport, warehousing, postal and courier
activities” (IR1)

Production results (financial and
transport-production)

- Profitability of all activities of enterprises of the
type of economic activity “Transport, warehousing,
postal and courier activities”, percentages (P1);
- Volume of sold products (goods, services) of
enterprises by type of economic activity “Transport,
warehousing, postal and courier activities”, UAH
million (P2);
- Export of transport services and telecommunication
services, thousands of dollars. USA (P3);
- import of transport and telecommunication
services, thousands of dollars USA (P4)

Source: grouping proposed by the authors

Phenomena and processes characterizing the national transport systemhave the prop-
erty of changing over time, they can be described using trend equations y = f(t) + ξt,
where f(t) is a functional representation of the primary trend, i.e. the regularity revealed
in previous periods, and ξt is the degree of deviation of the actual values from the primary
trend. It is believed that the trend equation has the form: “y= f(t)+ ξt, where f(t) is the
deterministic non-random component of the process (phenomenon), ξt is the stochastic
random component of the process” [11].

The possibilities of building dynamic models and predictive estimates are signifi-
cantly expanded and simplified due tomodern application tools, amongwhichMicrosoft
Excel is one of the most widely used. With the help of Microsoft Excel, it is possible to
perform a functional and graphical representation of the primary trend f(t), as well as to
determine estimated values for predictive parameters, that is, to perform extrapolation
(continuation) of the series of dynamics for the studied indicators. To extrapolate the
levels of the dynamics series, the following prerequisites must be met: - the ranks of
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the investigated series of dynamics for previous periods should form the main pattern
of change (main trend) f(t) and stochastic deviations ξt; - the arsenal of mathematical
functions makes it possible to present ways of changes in any socio-economic phenom-
ena or processes; - Microsoft Excel tools and methods of mathematical statistics make
it possible to minimize stochastic deviations ξt. All the above conditions are satisfied by
all groups of indicators for building dynamic models and forecasting the components
of the national transport potential in the system of socio-economic development from
Table 2.

In Ukraine’s current martial law conditions, it is expedient to talk not just about
the need to build dynamic development models but about ex-post military dynamic
models. Ex-post - from Latin means “after the fact”. In our case, after the end of the
war, there is a period of recovery, the end of which is identified with the restoration
of the previous development trends established before the war. Regarding the period
of forecast estimates, in the current conditions of martial law in Ukraine, we suggest
considering three periods: potentially lost, recovery period (ex-post period), and post-
recovery periods (Table 3).

Table 3. Characterization of the periods and prognostic assessments of ex-post military dynamic
models of the development of transport potential

Brief description period Predictive assessment

A potentially lost period for economic development I

Period of recovery of economic development (ex-post period) II

Post renewable period III

It is possible to supplement the group of indicators characterizing material resources
in the national structure of transport potential with other indicators (for example, the
residual value of fixed assets or wear and tear of fixed assets of the transport system),
however, to demonstrate the algorithm for calculating the parameters of dynamic models
and predictive estimates, it is advisable to limit ourselves to the indicators listed in
Table 2.

The same opinion applies to other groups of hands that can be expanded. Most
importantly, in the process of modeling, adhere to the grouping of indicators proposed
above, which corresponds to the interpretation of the transport potential through the
categories of opportunities (material, human resources, investment resources, etc.) and
the results of the production of the transport system, which is an essential component of
the national production infrastructure. The dynamics of the initial cost of fixed assets by
the type of economic activity “Transport, warehousing, postal and courier activities” for
2015–2021 shows a fluctuation of values, which is characterized by a consistent increase
and decrease from year to year. And the dynamics of the cost of new fixed assets are also
characterized by fluctuating values but without clear systematicity. From 2015–2021,
there is an increase in both the initial cost of fixed assets and the annual amount of new
fixed assets (Table 4).
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Table 4. Material resources in the system of the national transport potential of Ukraine by type
of economic activity “Transport, warehousing, postal and courier activities”

2015 2016 2017 2018 2019 2020 2021 Increase
2021–2015

The original
(revalued)
cost of fixed
assets, UAH
million
(MR1)

7641357 8177408 7733905 9610000 9574186 10577278 10819289 3177932

The cost of
new fixed
assets
received,
UAH
million
(MR2)

216697 202120 237793 306147 437695 376384 462940 246243

Source: data from [12]

During the studied period of 2015–2021, the initial (revalued) value of fixed assets
in the system of the national transport potential of Ukraine by type of economic activity
“Transport, warehousing, postal and courier activities” increased by UAH 3,177,932
million, i.e. on average every year it increased by UAH 529,655.3 million, and the cost
of new fixed assets increased by UAH 246,243 million, that is, on average, it grew by
UAH 41,040.5 million every year.

For the functional and graphical representation of the regularity of changes in the
indicators of dynamic models for the constituent components of the national transport
potential in the system of socio-economic development, we will choose the form of the
trend equation to which the most significant value of the coefficient of determination R2
will correspond and whose graphical representation will not deviate sharply from the
actual data for the studied period 2015–2021 (Fig. 1).

Modeling the dynamics of material resources in the national structure of transport
potential for 2015–2021 made it possible to present the pattern of changes in the original
(revalued) value of fixed assets and the importance of new fixed assets with a significant
value of the coefficient of determination (R2 > 0.9), which indicates a high level of
approximation trend values to actual statistical data and provides grounds for calculating
forecast estimates based on the obtained trend equations.

The dynamics of changes in the original (revalued) value of fixed assets by type of
economic activity “Transport, warehousing, postal and courier activities” is described
by the second-order polynomial y = 6609.8x2 + 517472x + 7E + 06, based on which
forecast values for the following are calculated periods The III forecast estimate for the
initial cost of fixed assets for the post-recovery period amounted to UAH 12,738,523
million.
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Fig. 1. Modeling the dynamics ofmaterial resources in the national structure of transport potential

Taking into account the fact that in 2022 the economy ofUkrainewas greatly affected
byRussian aggression, it is possible to claim that the forecast estimates for 2022 and 2023
are not realistic since the war considerably changed the main socio-economic patterns.
The year 2022 can be considered potentially lost from the point of view of building
dynamic models of the socio-economic sphere. After the end of the war, during the
period of recovery of the country’s economy, the task of restoring the previous trends
and reaching the levels of the predetermined (pre-war) forecast estimate, which was
derived for the years 2015–2021, that is, for the period before the beginning of Russia’s
invasion of Ukraine, is actualized.

Thus, it is possible to claim that the end of the period of recovery and reconstruction
of the economy of Ukraine after the Russian aggression should be identified with the
achievement of the level of most economic indicators, which will correspond to the
predicted estimates determined based on extrapolation of trend equations constructed
for regularities for the years 2015–2021 because the potential should be restored.
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Of course, it is possible to change the length of the recovery period and forecast
periods, but the calculation algorithm is preserved. The same can be said about the
remaining parameters of the national transport potential of Ukraine, which characterize
human resources, investment resources, and production results in the transport system
(Tables 5, 6 and 7).

Table 5 Human resources in the system of the national transport potential of Ukraine
by type of economic activity “Transport, warehousing, postal and courier activities”
The same can be said about the remaining parameters of the national transport potential
of Ukraine, which characterize human resources, investment resources and production
results in the transport system (Tables 5, 6 and 7).

Table 5. Human resources in the system of the national transport potential of Ukraine by type of
economic activity “Transport, warehousing, postal and courier activities”

2015 2016 2017 2018 2019 2020 2021 Increase
2021–2015

Average registered number of
full-time employees,
thousand persons (LR1)

661,4 659,9 655,2 648,4 635,1 625,8 614.3 −47,1

Source: data from[12]

During the studied period of 2015–2021, the average number of full-time employees
in the system of the national transport potential of Ukraine by the type of economic
activity “Transport, warehousing, postal and courier activities” decreased by a total of
916.8 thousand people, that is, on average every year the average registered number of
full-time employees decreased by 7,8 thousand people. Such a reduction in the number
of employees was achieved due to optimization processes in the transport system and
warehouse management.

The regularity of changes in the average accounting number of full-time employees
in the system of the national transport potential of Ukraine can also be represented using
the second-order polynomial y = −0,0927x2 − 6,3863x + 671,51 (Fig. 2).

Modeling the dynamics of human resources in the federal structure of the transport
potential for 2015–2021 made it possible to present the pattern of changes in the average
accounting number of full-time employees with a significant value of the coefficient of
determination R2 = 0,9854, which indicates a high level of closeness of trend values to
actual statistical data and provides grounds for calculation of forecast estimates.

The forecast estimate III for the post renewable period for the average registered
a number of full-time employees in the system of the national transport potential of
Ukraine by type of economic activity “Transport, warehousing, postal and courier activ-
ity” amounted to 6768.7 thousand people. The next group of indicators of the study
of the national transport potential is investment resources, represented by the indicator
of capital investment by type of economic activity “Transport, warehousing, postal and
courier activities” (Table 6).
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Fig. 2. Modeling the dynamics of human resources in the national structure of transport potential

Table 6. Investment resources in the system of the national transport potential of Ukraine by type
of economic activity “Transport, warehousing, postal and courier activities”

2015 2016 2017 2018 2019 2020 2021 Increase
2021–2015

Capital
investments,
UAH
million
(IR1)

273116,4 359216,1 448461,5 578726,4 623978,9 508217,0 685291,7 412175,3

Source: data from [12]

Over the studied period of 2015–2021, capital investments in the system of the
national transport potential of Ukraine by type of economic activity “Transport, ware-
housing, postal and courier activities” increased by UAH 412,175.3 million, that is, on
average, capital investments increased by UAH 68,695.9 million.
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The regularity of changes in the level of capital investments in the system of the
national transport potential of Ukraine can also be represented using the second-order
polynomial y = −1610.2x2 + 77896x + 219856 (Fig. 3).
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Fig. 3. Modeling the dynamics of investment resources in the national structure of transport
potential

Modeling the dynamics of investment resources in the national structure of transport
potential for 2015–2021 made it possible to present the regularity of changes in the
number of capital investments with a significant value of the coefficient of determination
R2= 0.9258, which provides grounds for calculating forecast estimates. The III forecast
estimate for the post-recovery period for capital investments in the system of the national
transport potential of Ukraine by the type of economic activity “Transport, warehousing,
postal and courier activities” amounted to UAH 855,296.5 million. As the resulting
indicators of the use of all kinds of resources in the system of national transport potential,
it is possible to use several indicators, including value measurement of the volume of
products sold (goods, services), profitability, export, and import of transport services,
etc. (Table 7).
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Table 7. Production results in the system of the national transport potential of Ukraine by type
of economic activity “Transport, warehousing, postal and courier activities”

2015 2016 2017 2018 2019 2020 2021 Increase
2021–2015

Profitability
of all
activities,
interest (P1)

−4,9 1,8 −3,5 −4,3 1,4 1,6 1,7 6,6

Volume of
sold products
(goods,
services),
million UAH
(P2)

5318957,7 6387872,7 7862695,2 9388092,1 9841060,7 10273152,5 11844231 6525273,3

Export of
transport
services,
thousands of
dollars. USA
(P3)

5263155,3 5300545,6 5861405,6 5851423,3 9109918,8 4988433,7 7066933 1803777,7

Import of
transport
services,
thousands of
dollars. USA
(P4)

1153393,5 989274,8 1213073,6 1464807,2 1559143,8 1061043,8 1390082 236688,5

Source: data from [12]

Over the entire period of 2015–2021, therewas an increase in the level of profitability
of all production activities in the system of the national transport potential of Ukraine
by the type of economic activity “Transport, warehousing, postal and courier activities”,
a consistent increase in the volume of sold products was also observed (+6525273.3
million UAH), export of transport services (+1803777.7 thousand USD).

The export of transport services decreased in 2016 compared to 2015. In 2017–2019,
exports increased, and in 2020, there was a decrease again. In general, for 2015–2021,
imports increased by 236,688.5 thousand dollars. Analogous to the above calculations,
it is possible to determine forecast estimates of production results in the system of the
national transport potential of Ukraine (Table 8) in terms of each indicator given in
Table 7.

It should be emphasized again that the estimated forecast values for 2022 and2023 are
not realistic for Ukraine due to Russian aggression. Only after the recovery of Ukraine’s
economywill the predictive estimates built on the basis of the revealed regularities of the
pre-war period become relevant again. Thus, for the post-restoration period, it is possible
to assert the actualization of the issue regarding the forecasted estimates determined on
the basis of extrapolation of trend equations constructed for the identified regularities
for the years 2015–2021 (Table 7).
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Table 8. Predictive estimates of production results in the system of the national transport potential
of Ukraine by type of economic activity “Transport, warehousing, postal and courier activities”

Predictive assessment I
for a potentially lost
period

Predictive assessment
II for the recovery
period (ex-post period)

Predictive assessment
III for the post
renewable period

Profitability of all
activities, interest
(P1)

2,6 3,5 4,3

Volume of sold
products (goods,
services), million
UAH

12891544 13938857 14986169

Export of transport
services,
thousands of
dollars USA

7353920 7640906 7927893

Import of transport
services,
thousands of
dollars USA

1432927 1475773 1518618

Source: author’s calculations

Within the framework of building dynamicmodels of the national transport potential,
an interesting question is the study of relationships between its individual parameters:
resources (material, investment and human) and production results (Table 9).

There is a close correlation between the above indicators, which are parameters of
dynamic models of the national transport potential, which is proven by constructing a
correlation table (Table 10).

The results of the calculations prove the presence of a close relationship between all
the parameters we have chosen for building dynamic models of the national transport
potential because all the values of the correlation coefficients are relative to 1 (Table 10).

Thus, we proved the hypothesis put forward at the beginning that material, human
and financial resources, as components of the transport potential, affect the results of
the production of the transport system. And the methodological approaches proposed
by us to the construction of dynamic models of the national transport potential allow
making predictive assessments and structuring of the resources of the transport system
to achieve maximization or optimization of the results of the production of the transport
system in the context of national socio-economic development.
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Table 9. Dynamics of indicators of the national transport potential ofUkraine by type of economic
activity “Transport, warehousing, postal and courier activities” for the study of interrelationships

2015 2016 2017 2018 2019 2020 2021

Volume of
sold products
(goods,
services),
million UAH
(P2)
U

5318957,7 6387872,7 7862695,2 9388092,1 9841060,7 10273152,5 11844232

The original
(revalued)
cost of fixed
assets,
UAH million
(MR1)
X1

7641357 8177408 7733905 9610000 9574186 10577278 10960292

The cost of
new fixed
assets
received,
UAH million
(MR2)
X2

216697 202120 237793 306147 437695 376384 453491

The average
registered
number of
full-time
employees,
thousand
people (LR1)
X3

661,4 659,9 655,2 648,4 635,1 625,8 621,7

Capital
investments,
UAH million
(IR1)
X4

273116,4 359216,1 448461,5 578726,4 623978,9 508217,0 675291,7

Source: data from [12]
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Table 10. Correlation table of dependence between the volume of sold products and material,
human, and investment resources in the system of the national transport potential of Ukraine by
type of economic activity “Transport, warehousing, postal and courier activities”

U X1 X2 X3 X4

U 1

X1 0,974792 1

X2 0,968512 0,957138 1

X3 0,977419237 0,981358162 0,97768667 1

X4 0,980178 0,934403 0,958346 0,92992 1

Source: author’s calculations

3 Conclusion

The great importance of the transport potential for the effective socio-economic devel-
opment of the state, for ensuring the production processes of the gross product, the
systematization of goods, passengers, and other flows at the level of the entire country
and its regions is indisputable, which actualizes the methodical approaches proposed by
us to the construction of dynamic models and the preparation of forecast estimates post-
war economic recovery of the national transport potential. To implement the proposed
methodological approaches and to eliminate the subjectivity of the obtained results, sta-
tistical data of the State Statistics Service of Ukraine and modern tools of the Microsoft
Excel application programwas used. The category “transport potential” is proposed to be
understood as all the possibilities (material, human resources, financial and investment
resources, etc.) that can be used to transport anyone or anything, that is, to obtain the
results of the production of the transport system, which is a critical component national
production infrastructure.

To build ex-post-war dynamic models and forecast the constituent parameters of
the national transport potential in the system of socio-economic development, it is pro-
posed to carry out research based on the grouping of the characteristics of the transport
potential according to its resource capabilities and production results, distinguishing
the following groups of indicators: material resources, human resources, investment
resources, production results. The proposed grouping and built ex-post war dynamic
models allow structuring the transport system’s resources to maximize or optimize the
transport system’s production results in the context of national socio-economic devel-
opment and to determine predictive estimates for individual parameters of the national
transport potential.
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Abstract. Visual object tracking has become a very active research area in recent
years. Each year, a growing number of tracking algorithms are proposed. Object
detection and tracking is a critical and challenging task in many critical computer
vision applications, including automated video surveillance, traffic monitoring,
autonomous robot navigation, and intelligent environments. Object tracking is
segmenting an object of interest and tracking its velocity, orientation, and occlu-
sion in a video scene to extract useful information. Over the last two decades,
several object tracking approaches have been developed to design a robust object
tracker that covers all practical obstacles in real-world operations. This paper
reviews recent trends and advances in tracking and assesses the reliability of var-
ious trackers based on feature extraction techniques. In video processing, visual
tracking has a wide range of applications. When a target is identified in one video
frame, it is frequently advantageous to track that object in subsequent frames.
Every successful frame in which the target is tracked yields more information
about the target’s identity and activity. Because tracking is more straightforward
than detection, tracking algorithms can require fewer computational resources
than object detectors.

Keywords: Visual object tracking (VOT) · Object Representation · Object
recognition · Object Classification · Object tracking

1 Introduction

Avisual object tracker’s goal is to estimate the location of a target in all frames of a video
sequence based on the target’s initial location (or bounding rectangle) [1, 2]. The com-
puter vision field has studied the object tracking problem for decades. However, creating
a reliable and efficient visual object tracking system for all realistic real-world appli-
cations remains a challenge. Furthermore, various factors influence the object tracker’s
performance, including lighting fluctuations, size variations, occlusions, deformations,
motion blur, rotations, and low resolutions [3–5].

Visual object tracking VOT is the method of recognizing an object of interest in a
sequential manner. It comprises four implementations of this model: target preparation,
body shape model, movement forecasting, and target locating [6, 7]. The process of
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annotating an object position or region of interest with any of the following representa-
tions: object bounding box, ellipse, centroid, object skeleton, object contour, or object
silhouette is known as target initialization [8, 9].

Inmost cases, an object bounding box is provided in the first frame of a sequence, and
the tracking algorithm estimates the target position in the subsequent frames. Appear-
ance modeling identifies visual object characteristics to better demonstrate a region of
interest and effectively builds a mathematical model for detecting objects using learn-
ing techniques [10, 11]. The target location is predicted in successive frames in motion
prediction. The target positioning operation entails maximum posterior prediction, also
known as greedy search. Limitations set on the appearance and motion models can help
to simplify tracking problems [8, 12]. New target appearances are integrated during
tracking by updating the appearance and motion models [13, 14].

The basic concept underlying visual object tracking is to follow an object in a
sequence of frames, with the first frame containing the center point and surrounding
box. It’s worth noting that there’s presently no viable tracking mechanism that works in
all situations where the object’s appearance changes.

Visual Object 
Tracking

Traffic 
monitoring

Industrial 
robotics 

Vehicle 
tracking 

Medical 
diagnosis 
systems

Human 
machine 

interaction 
(HMI) 

Visual 
surveillance 
and security 

systems

Fig. 1. Visual Object Tracking applications

Figure 1 shows some visual object tracking applications; for example, Interaction
between human machines (HMI) in this emerging field, VOT can significantly improve
community life by easily interacting with machinery. These systems are omnipresent
visual monitoring and security systems, and VOT is an essential part of intelligent visual
monitoring. Monitoring of public and defense sites and buildings to detect intruders
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[15, 16]. VOT may be employed for engine and road traffic management, such as traffic
monitoring, traffic accident detection, etc. [17].

The findings are based on only a few sequences with distinct attributes or factors,
which is a prevalent difficulty when evaluating tracking approaches. As a result, the
findings do not offer a complete picture of these methods. Conduct a thorough and fair
performance evaluation [18].

2 Components of the Object Recognition System

Figure 2 shows a block diagram that shows interactions and data flows among various
system components. The model database contains all known models for the system.
The data in the model database is determined by the recognition method. It could be
anything from a qualitative or functional description to precise geometry data on the
surface. Object models are often abstract feature vectors, as mentioned later in this
section. A feature is a characteristic that helps characterize and identify a thing related
to other objects. Size, color, and shape are the most commonly used characteristics
[19–21].

Fig. 2. Components of an object recognition

Operators use the detector on images to discover where features can be used to
form hypotheses about the object. The type and organization of the model database of
items to be recognized determine the system’s components. The hypothesizer assigns
possibilities to items in the picture based on the image’s properties. With some features,
this step decreases the recognizer’s search space. The model base is arranged using
some sort of indexing technique to make it easier to eliminate implausible item choices
from consideration. The verifier then uses object models to verify the hypothesis and
enhance the likelihood. The system will select the object as the correct object based on
all evidence [22, 23].

All object recognition systems use templates and feature detectors based on these
object models, whether explicitly or implicitly. The formulation and verification com-
ponents of hypotheses vary in importance in different approaches to object recognition.
Some systems rely solely on hypothesis development and select the object with the
highest probability as the appropriate object. Pattern classification approaches are a
good illustration of this strategy. On the other hand, many artificial intelligence systems
place less emphasis on hypothesis creation and place more emphasis on checks. The
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typical approach of matching the template entirely skips the hypothesis generation stage
[24, 25].

An object recognition system must select appropriate tools and technologies for
the aforementioned phases. Many considerations must be considered while choosing
the best procedures for a particular application. The following are the most important
factors to consider while creating an object recognition system:

Object or representation of model: How should objects be displayed in the model
database? What are the essential characteristics or characteristics of things in these
templates? Geometric descriptions may be available for particular objects and can also
be effective, while generic or functional characteristics may require one in another class.
An object’s image should capture all relevant information without any redundancies
and arrange it to allow easy access to the various components of the object recognition
system [26].

Extraction feature: What features must be identified, and how can they be reliably
detected? Most components can be calculated in two-dimensional images but have to
do with three-dimensional object characteristics. Because of the nature of the imaging
process, some features can be reliably estimated, while others are very complicated [26,
27].

They are matching feature models: how are image functions compared to database
models? Many functionalities and numerous objects exist in most object recognition
tasks. A comprehensive combined approach solves the problem of recognition but
can be too slow to work. When developing a matching system, the efficiency and the
effectiveness of a matching technique must be considered [28].

Formation of hypotheses: How to select a set of likely objects based on the feature
matching, and how can each possible object possibility be allocated? The construction
of the hypothesis is essentially a heuristic step that reduces the space for search. This
step uses application domain expertise to give different objects in the domain some
probability or confidence measure. This measure reflects the likelihood that things are
presently based on the detected characteristics [29].

Object confirmation: How can object designs be used to select the subject most
likely in a given image from the set of likely objects? Each object can be checked for
its presence by its models. Every plausible hypothesis must be limited to determine or
ignore the object’s presence. If models are geometric, the camera location and other
scene parameters can quickly check things accurately. In other cases, a hypothesis may
not be checkable [30, 31].

3 Dimension Object Classification

Multiple factors affect the object recognition task. We classify the problem of object
recognition into the classes below.

3.1 Two-Dimensional

In many applications, images from a distance are obtained sufficiently for the ortho-
graphic projection. If the objects are always stable in the scene, they can be considered
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double-dimensional. A two-dimensional model base can be used in these applications.
Two possibilities exist:

• Objects can be occluded by other items of interest or be partially visible as in a parts
issue bin.

• Objects are not occluded as in remote sensing or many industrial applications.

While the objects may be remote, in some cases, they can appear in several stable
views in several different positions. In those cases, the problem can also inherently be
regarded as recognizing two-dimensional objects.[32].

3.2 Three-Dimensional

If images of objects from arbitrary viewpoints can be obtained, an object can appear
in its two views very distinctly. The perspective effect and viewpoint of the image
must be considered to recognize the object using three-dimensional models. The three-
dimensionality of the models and the images containing only two-dimensional informa-
tion affect the recognition of objects. Again, whether or not objects are separated from
other objects is the two factors to consider [33].

The information used in the object recognition task should be considered in
3-dimensional cases. Two cases are different:

• Intensity: no surface information is explicitly available in images of intensity. Intensity
values should be used to recognize characteristics that match the three-dimensional
structure of objects.

• 2.5-dimensional images: In many applications, images are available or can be calcu-
lated from surface representations with viewer-centric coordinates. In object recog-
nition, this information may be used. Pictures are 2.5 dimensional as well. These
images distinguish from a particular point of view to different points in an image.

4 Object Representation

An object may be defined for further examination in a tracking scenario as anything of
interest. The following things may be crucial to track in a particular domain: boats in the
water, fish within an aquarium, roads, airplane vehicles, people strolling on the road, or
bubbles in the water. By their forms and appearances, objects can be represented. In this
part, we first discuss the representations of object shapes often used to track and then
address the representations of joint form and appearance [34, 35] (Fig. 3).

4.1 Points. The object consists of one point, the center of the object, or several points.
The point representation is generally suitable for the following objects in a picture, which
occupy small areas [36].

4.2 Main geometrical forms. Object form is a rectangle, ellipse, etc. Object form.
Object motion is usually modeled upon by translation, affinity, or projective transfor-
mation of the representations (homograph). Although early geometry forms represent
simple rigid objects more appropriately, they are also used to track no rigid objects. They
are more appropriate [37].
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Fig. 3. Object Representation Models

4.3 Silhouette and outline of the object. The depiction of the contour defines the
object boundary. The contour region is called the object’s silhouette. The silhouette and
contour representations are suitable [38].

4.4 Models of articulated form. Articulated objects consist of body parts held with
joints. The human body is a joint object, for example, that has joints connected to its
torso, legs, hands, head, and feet. The connection between the components is regulated
by films, such as joint angle, etc. The component components can be modeled using
cylinders or ellipses to represent an articulated object [39].

4.5 Models of the skeletal. By applying the medial axis to the object’s silhouette,
the skeleton can be removed. This model is usually used as a form representation for
object recognition. A skeleton representation can be used for modeling articulated and
rigid objects [40].

5 Object Recognition

A statistical estimation theory is used to examine the problem of identifying objects
subject to the finite transformation of images from a physical angle. In an estimated
six-dimensional parameter vector describing an object subject to transformation and
generalizing the bundle of the one-dimensional position error previously achieved in the
radar and sonar pattern recognition, we focus first on objects that occlude zero-mean
scenes with additional noise and thus generalize the band on one-dimensional position
error [41–43].
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Objects that can be uniquely identified by six affinity criteria and a seventh parameter
that specifies the class of objects will be evaluated in complex real-world settings as a
problem. The joint probability distribution of our charging coupled (CCD) images for
pixel brightness measurements, which are distorted by an additive gauze noise with zero
mean additives, is determined using experimental data [44].

This distribution is then used to create the probability function for the refined vector
parameter, which defines the object from our image data.

Fig. 4. Object Recognition

Figure 4 shows the object recognition block; the general term object recognition is
a collection of related visual tasks involving identifying objects in digital photographs.
Classification of images means predicting an object’s class in an image. Object local-
ization means identifying and drawing an abundant box around one or more objects in
an image. Object detection brings together these two tasks, locates one or more objects,
and classifies them in an image.

The object’s Fisher information is derived from two practical image descriptors
independent of the noise level and is directly calculated from the probability function.
The first is a generalized consistency scale, which determines how an object is self-
related to an affinity transformation, thereby providing a physical measurement of the
extent to which an object can be resolved by affinity [45, 46].
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The object’s Fisher information is derived from two practical image descriptors
independent of the noise level and is directly calculated from the probability function.
The first is a generalized consistency scale, which determines how an object is self-
related to an affinity transformation, thereby providing a physical measurement of the
extent to which an object can be resolved by affinity. The second is the scalar measure
of the complexity of an object, which is constantly undergoing affinity with a robust
reverse relationship to the ambiguity of recognition [47, 48].

Thepractical value of this complexitymeasure is that it canquantitatively describe the
level of ambiguity of the problem of recognition. In an estimation of the six-dimensional
affine vector parameter, which represents the 2-D position of an object, rotation, dilata-
tion, and skew in a zero-medium scene with added noise, the general Cramer-Rao error
is derived. Thus the one-dimensional position error previously associated with radar and
sonar pattern recognition is generalized [49].

Authors in [50] develop a recognition method based on the normalized correlation
factor to address the problem of recognition of subjects in complex real-world scenes,
which usually contain nonzero-mean backgrounds. The coefficient is used to measure
the “match” between certain sections of the scene and a “template object.” An affine
transformation in the corresponding “model image” is used to calculate the template
object. Model pictures are collected in advance and represent the classes of recognizable
objects.

In the predicted class label, the performance of amodel ismeasured using the average
classification error. The model performance is measured using the distance between the
predicted and expected bounding box of the predicted class for a unique object location.
The results of an object recognition model are evaluated with precise accuracy and recall
in each of the best matching boundaries in the image for the known objects [51].

6 Models for Object Tracking

The tracking of objects is now a demanding application in video sequences of the camera.
The identification and tracking of objects in video sequences aremuchmore challenging.
There are many existing object tracking methods, but there are all inconveniences. Some
of the existing Object Tracking models include contour, regional, and dot-based models
(Fig. 5).

6.1 Contour-Based Object Tracking Model

An active contour model is used to locate an image’s object contour. The objects are
plotted as border contours in the contour-based tracking algorithm [52, 53].

These contours are subsequently mistakenly updated in the following frames. This
approach is presented in a different version of the active contour model. The discrete
approach utilizes the point distributionmodel to limit the shape. This algorithm, however,
is highly sensitive to tracking initialization,whichmakes automatic tracking complicated
to begin.

Anobject contour tracking algorithm for tracking video sequence contours of objects.
The active contour was segmented using their algorithm’s graph-cut image segmentation
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method. Every frame has the resulting contour of the previous frame. The intensity of
data from the current and differential frame and the previous frame is used to detect a
new object contour [54].

They used the combination of the weighted gradient and contours of the object
for the driver-face tracking problem. They calculated the gradient of an image in the
segmentation step. They proposed an object tracking gradient-based attraction field [54].

Neural Fuzzy tracking model of an active contour-based object. The shaped model
is used for the object’s characteristic vector extraction. Their approach uses the self-
construction neural fluids inference network to train and recognize moving objects. In
this paper, they took horizontal and vertical projections of the histograms of the figurative
of the human body, transforming them through a Discrete Fourier Transformation (DFT)
[55].

The two-stage object tracking method. The kernel method is first used to find an
object in a complex environment, such as partial occlusions, conflicts, etc. Again, they
used a contour-basedmethod to improve tracking results and precisely tracked the object
contour after the target location. The initial target position is predicted and evaluated in
the target localization step with the Kalman filter and Bhattacharyya coefficient [56].

Themulti-hypothesis algorithmuses color and contour integration information based
on the particle filter. The Sobel operator is used to detect contours. The shape similitude
is assessed by corresponding points in the two contour images between the observing
and sample positions [57].
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Through the multi-feature fusion approach, the rough position of the object is found.
They have extracted contours for accurate and robust object contour tracking using
regionally-based object contour removal. A color histogram and the cornerHarris feature
a fusion method to provide the object’s rough location in their model. They used the
Harris corner fusion method for the particle filter method [58].

The region-based tempo difference model is used in the object contour detection
step, which results in the rough location tracking result. A practical contour tracking
framework for objects. The framework they proposed included different models, such as
initialization tracking algorithms, algorithms of color-based development of contours,
and the evolution of adaptive form contours and dynamic form model based on the
Markov model [59].

The automatic and fast-tracking initialization algorithm uses optical flow detection.
In the color-based algorithm for contour evolution, the correlations between the values
of adjoining pixels to estimate the probability are measured using the Markov random
field (MRF) theory [60].

Their algorithm for adaptive shape evolution combines the color feature alone and
the shape priors to achieve the final outline. A new PCA technique is being implemented
to update the form model and make it flexible to refresh it. The dominant set clustering
is used in the dynamical model based on Markov to achieve the typical form modes of
periodic movement [61].

Multiple object tracking algorithms modified contour-based by point processing.
Multiple objects have the benefit of this approach. Their system is capable of detecting
and tracking people in indoor videos. Their background estimation method was the
Gaussian mixture model (GMM) [62].

6.2 Region-Based Object Tracking Model

The object model is based on a region based on the color distribution of the tracked
object for tracking of objects. It shows the color-based object. It is therefore computer-
efficient. However, its efficiency is declined when several objects move in the image
sequences together. Accurate tracking is not possible when several objects move as a
result of occlusion [63].

Furthermore, the object tracking depends mainly on the background model used in
extracting the object outlines if no object-form information exists.

An Adaptive Kalman Filter Corner-based Method for tracking objects. The moving
object corner function is used first. Then, to set up the estimate parameters automati-
cally for the Kalman Filter, you use the number of corner points in consecutive frames.
The discriminatory features were chosen using the object/background separation vot-
ing strategy. They introduced an improved mid-size algorithm for object tracking using
discriminative features [64].

The FLIR Object Tracking Framework is based on a mean shifting algorithm and
features matching for forward-looking infrared imagery. In the corresponding feature
step, the Harris detector was used to extract template object and candidate area feature
points. To measure the resemblance of feature points, they further developed a better
Hausdorff distance [65].
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Self-adaptive tracking panel views based on the location and NMI function of the
target center. The standard inertia moment (NMI) characteristics are combined to locate
the tracking object center in real-time. Amean algorithm for shifting is available to track
the object [66].

The enhanced trackingmethod tracks both single objects and several objects in video
sequences that can move the object quickly or slowly. The method proposed is based
on the subtraction of the background and the matching of SIFT features. The object is
detected with the aid of background subtraction. Combining motion characteristics and
SIFT characteristics helps to detect and track the object [67].

The new object tracking framework combines the sift feature and the color and
particle filter combinations. For target reproduction and localization, SIFT features are
used. The transformation of an image produces a local feature vector. The scaling,
translation rotation, and illumination changes are all subjects of the feature vectors.
Approximation of the solution to the sequential estimate is found with the particulate
filter (PF) [68].

Algorithm for object tracking based on Mean Shift and selection of online function-
ality. The objective object is defined in 4-D state space. Function space in R, G, and B
channels are created according to color pixel values. The best space to track the objects
and background scenes during tracking is chosen. The state estimation of the objects is
done using a Kalman filter in their algorithm. The robust online tracking method applies
adaptive classifiers in consecutive frames to match the detected vital points. The app-
roach proposed shows that integrating the robust local feature and the adaptive online
boosting algorithm can contribute to the adaptation of different frames [69].

Real-time picture processing on mobile devices. They use a holistic hair-like fea-
ture to track exciting objects. The robustness of their method was achieved with the
help of an online feature update system. A color filtering feature detection method for
tracking recovery: an algorithm combines motion detection, function extraction, and
block matching background information. The four adjacent directions are detected by
a series of features called Shape Control Points (SCPs). Using an adaptive background
generation method, the weakness of the block matching algorithm was reduced [70].

The representative object appearances have been stored as candidate templates dur-
ing tracking, and the best template is selected to match new frames. This template
addition process is updated with further object appearances and changed via the online
strategy. They showed that feature-based methods could be extended to objects that
are not planned or undergo significant modifications. Extended their object tracking
feature-based method using sparse shape points. Possible data association events with
the particulate filter are sampled. The filter also helps to estimate the global position and
velocity of the object. They have used time, together with partial regression of the least
square, to improve the performance of the tracker [71].

A multi-part SIFT rotating object tracking feature model for tracking objects. The
reference and target object are represented to extract the possible significant similarity
points measurement. The filter solves the state space estimate when the state equation is
non-linear and the subsequent density is non-Gaussian. A tracking particle filter that is
useful for non-linear or non-Gaussian problems. They use Bhattacharyya object distance
and the predicted position of the object obtained by the particle filter to find the posterior
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probability of the particle filter. The rear chance is used to update the filter’s status. Their
experiment has shownHSV to be the optimal color room for changes in scale, occlusion,
and lighting [72].

New Distance Metric Learning (DML) tracking framework for Object Tracking
combined with Nearest Neighbor (NN) grades. They used a canny edge detector to
detect the object; the object can be distinguished from other objects by using the Nearest
Neighbor Classifier. The background can be removed from the Nearest Neighbor (NN)
algorithm framework. The algorithm of the closest neighbor uses the distance between
the object and the background to remove it. The object is then determined based on skin
color utilizing a blob detector. An abounding box is created for the identified object [73].

Enhanced Monte Carlo (MCMC) Markov chain was known as the MCMC (OF-
MCMC) vehicle flow sampling algorithm. The automatic movement model has been
applied to achieve the moving direction of the vehicle in the initial frames using the
optical flow method, which resolves the scale change problem and the moving speed of
the object. They have produced a more accurate feature template with different weighted
features to handle vehicle tracking in low resolution of video data and obtain better
follow-up results [74].

7 Feature Point-Based Tracking Algorithm

Feature-point models are used to describe objects. The feature-point tracking algorithm
has three basic steps. The first step is to detect and track the object with elements
extracted. The second step is to group them into higher levels. The last step is tomatch the
extracted features in successive frames between images. The essential steps in function-
driven object tracking are feature extraction and feature correspondence. The challenge
of tracking functions is the correspondence of a feature because a point in one picture
may have many similar points in a different image, which leads to ambiguity of feature
correspondence [75].

Newvideo sequence segmentingmethod for objects supervised. The user entry object
outline is considered to be a video object in the proposedmethod. Themodel included the
segmentation of the area and the motion estimation of the object in moving object track-
ing. The active contourmodel is also used [76]. The backward region-based classification
video object tracking system. Their system comprises five phases, region pre-processing,
region extraction, regionally-based motion estimation, area classification, and regional
post-processing [77].

A combination of morphological segmentation tools and human support can be used
to locate a semantic video object boundary. Motion estimates, video object compen-
sation, and iframes border information are taken in the remaining frames to identify
other video objects [78]. The object partition is initialized in the initial frame can the
object tracking algorithm avoid segmentation. The tracking process is carried out with
object limit forecast using block motion vectors and then updating the object contour
by occlusion/discussion detection method. They used an adaptive block-based approach
to estimate the motion between frames. Changes to the algorithm for dis-occlusion
detection help to develop algorithms for occlusion detection by considering the duality
principle [79].
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Descriptors are derived from regions for segmentation and tracking. Partitioning an
image into a series yields the image’s homogeneous regions. As a result, the problem
of object extraction shifts from pixel-based to database-based analysis. Two trackers are
essentially composed of an object extraction algorithm. The pixel-wise tracker retrieves
an object using the Adaboost-based global color selection function. The region-specific
tracker is done at the start to regionalize each frame K-means clustering. The region
tracking is performed using a two-way labeling system [80].

A backdrop image updating approach is utilized to ensure accurate object detection in
a confined setting. The filter has been used to create a robust object tracking framework
under challenging situations and considerably enhance the accuracy of estimates for
complicated tracking challenges [81].

Automatic background modeling detection and tracking of moving objects. Instead
of geometrical limits, their proposed region level-set approach was employed to detect
and follow motion via statistics on image intensity within each subset. Background
modeling is completed before turning to object segmentation and tracking [82].

A generic object tracking and segmentation region-based particle filter. Its approach
combines a particle filter based on color and a particular filter based on region. The
program reliably tracks objects and delivers a precise segmentation during the sequence.
Particle filters use Multi-hypotheses to monitor things [83]. A robust 3D tracking model
can extract independent item motion paths in an uncontrolled environment. Two new
algorithms, including motion segmentation and Mean Shift tracking approaches based
in the region, have been developed. A Kalman filter is used to integrate their tracking
results from both algorithms [84].

8 Conclusion

This paper gives a literature classification and a quick survey of related subjects on
visual object tracking approaches. The components of the object recognition system are
made up of a series of phases that begin with feature detection and continue with feature
extraction to locate highly correlated features before constructing the hypothesis system
to recognize the object. Points, Geometrical, Silhouette, Articulated, and Skeletal, are the
five kinds ofObject RepresentationModels. There are three types of tracking techniques:
contour, region, and function.With rich theoretical details of the tracking algorithms and
bibliographic contents, we intend to contribute to research on object tracking in images
and promote future studies.
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Abstract. Machine learning is a branch of artificial intelligence that helps com-
puters to learn from data and make predictions based on patterns identified in big
data. The purpose of this study is to explore the applicability of machine learning
models in classifying the compressive strength of concrete specimens with differ-
ent types of ingredients.Despite the investigations in the literature about estimating
concrete density, there is no relevant study on categorizing compressive strength.
To address this gap, in this study, three machine learning classification algorithms
(Decision Tree, Naive Bayes Classifier, and K-Nearest Neighbors) are employed
to classify concrete samples. The performance of each algorithm is evaluated and
compared. The results show that the Decision Tree classifier provides the best
performance with an average precision and recall of 99%, f1-score of 0.99, and
accuracy of 99%.Moreover, the study provides insights into the application ofML
algorithms in a real-world dataset. This study demonstrates that machine learning
is a powerful tool that can be used to improve the accuracy of concrete strength
classification.

Keywords: Classification · Concrete · Decision Tree Algorithm · Machine
Learning · Naïve Bayes Algorithm

1 Introduction

As the global economy continues to accelerate and cities continue to expand, it is neces-
sary to design and build structures that can safely sustain the load. This involves design-
ing, constructing, and maintaining buildings that are capable of withstanding seismic
activity as well as other conditions without compromising structural integrity. To accom-
plish this, engineers need a robust understanding of how their designs will perform in
real-world scenarios. In the field of civil engineering, this involves using compressive
strength analysis to determine the structural capabilities of buildings, roads, or bridges.
Engineers use compressive strength analysis because it directly relates structural perfor-
mance to material properties, making it easy to compare one material against another
[1, 12, 17].

Concrete is a composite material consisting of aggregate, cement, and water. Con-
crete compressive strength is the amount of force a sample of concrete can take before
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breaking under pressure. It is a crucial test performed on any batch of concrete to deter-
mine its suitability for use in a project and is a vital component of ensuring the longevity
and integrity of the structure. Compressive strength testing also helps to ensure that
concrete performs as intended. Concrete compressive strength is a very important prop-
erty for engineers to consider when designing structures. Engineers use compressive
strength values to determine how much force can be safely applied to the structure,
allowing designers to choose the right type of construction that will withstand the most
stress [4, 22, 24, 33].

Artificial intelligence (AI) is revolutionizing our world. AI has become so prevalent
that it is difficult to imagine a world where computers are not capable of solving complex
problems. As the world becomes more complex and the demand for new and innovative
products increases, the need for AI in research is becomingmore urgent. Researchers are
under pressure to find new solutions to old problems and to create new products that meet
the needs of a rapidly changing world. AI helps researchers to meet these challenges
by providing new ways of understanding and analyzing data, by providing new ways
of creative problem solving, and by helping to create new and innovative products.
AI, or more specifically, machine learning, has been at the center of many of these
advancements [9, 16, 23]. Machine learning (ML) is a branch of artificial intelligence
that helps computers to learn from data andmake predictions based on patterns identified
in big data. It is used in many applications today such as signal processing, speech
recognition, search engines, and financial modeling. Using ML, engineers can train
their models without needing human experts to review and test each individual dataset
[10, 11, 19, 20, 27, 29].

ML is a broad term that describes the field of data analytics that seeks to automate
tasks by analyzing data and making predictions about future outcomes. There are a
number of different types of ML algorithms, including regression, clustering, and clas-
sification [15, 25, 26]. Regression algorithms are used to predict continuous values, such
as prices or temperatures. In contrast, clustering algorithms are used to group data points
together, and classification algorithms are used to assign labels to data points. Classifi-
cation algorithms are algorithms that can be used to separate objects into categories. The
purpose of a classification algorithm is to take an input (such as a set of data points) and
output a class label for each data point. The class label is simply a name that represents
the category that the data point belongs to. ML algorithms can be broadly broken down
into two categories. A category of ML algorithms is supervised learning, where the
algorithm receives a set of input data and produces a set of outputs. The other category
of ML algorithms is unsupervised learning, where the algorithm receives a set of input
data but does not produce any outputs. Instead, the algorithm simply generates a set of
observations that are then used as input to another algorithm (e.g., using clustering to
classify objects into different classes) [14].

In general, supervised learning is more accurate than unsupervised learning because
it relies on human expertise to make judgments about whether particular classes exist in
the data. However, supervised learning requires careful preprocessing of the data before
it can be used. This preprocessing step can be time-consuming and difficult, particularly
if the data is large and complex. In unsupervised learning, the input data is unlabeled
and the output data is labeled. These algorithms employ clustering and dimensionality
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reduction techniques to derive insights from the raw data. The goal of unsupervised
learning is to find patterns in the data that are not explicitly given. Unsupervised learning
can be used to create a model, which can be used for classification or prediction [18].

The strength of concrete is a measure of how much force the concrete can resist
before it breaks or deforms [21]. The higher the strength, the more resistant to cracking
the concrete. In general, strength is measured by either compression or shear strength.
Compression strength is basically howmuch pressure amaterial can resist before it starts
to crack. Strength depends on both concrete ingredients and construction techniques. A
well-made concrete mix will usually be stronger than one that is not properly mixed or
made.

Three categories can be used to classify concrete: normal strength, low strength, and
high strength. Low-strength concrete refers to concrete that has a compressive strength
of less than 25 Mpa. It is a type of concrete with less cement content than normal,
high-strength concrete. It is often used in projects that require a temporary solution, like
construction sites or sidewalks. Low-strength concrete has some drawbacks - it can’t be
used for load-bearing structures like buildings or bridges because it doesn’t have enough
strength to support them.

Normal-strength concrete is the most common type. It has an average compres-
sive strength of 25 to 50 Mpa and is also known as “Standard-Strength” concrete. This
category of concrete is commonly used for residential, commercial, and industrial appli-
cations. Normal-strength concrete can also be used for foundations and other common
building purposes. Extremely heavy loads are not recommended for normal-strength
concrete because it may not have enough strength to hold up under the additional weight.

High-strength concrete is a type of concrete that has a compressive strength of
50 MPa or higher. This means that high-strength concrete can support more weight
than concrete made with standard strengths [28]. High-strength concrete is produced
using different methods depending on the desired level of strength. For example, normal-
strength concrete can be strengthenedby adding high-strength aggregates (rock or gravel)
to the mix. Alternatively, strong mixes can be produced using additives such as fly ash
or silica fume, which are produced from coal or silica sand. Other factors that affect the
strength of a high-strength concrete mix include the amount of coarse aggregate used,
the type of cement, and how carefully it is mixed together. High-strength concrete is
most commonly used in building foundations and retaining walls, where it is required to
support heavy weights such as large buildings and bridges. It is also used in roads and
bridges, where its properties are needed to resist loading on the surface of the material,
and in tunnels, where it is required to withstand water pressure [7].

There are various types of research on the prediction of concrete compressive
strength. Gao et al. [6] studied the concrete column compressive strength prediction.
They demonstrated that recycled coarse aggregate had a negligible impact on the perfor-
mance of the concrete column, and steel fibers and stirrups could increase the strength
and ductility of the column. They developed a model to forecast the load capacity of an
axially loaded column, and it provided good agreement with the experimental findings.

Rajakarunakaran et al. [24] used machine learning-based regression models to fore-
cast the compressive strength of self-compacting concrete. They employed linear regres-
sion, Lasso regression, ridge regression, multi-layer perceptron regression, decision tree
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regression, and random forest regression. They stated that the Random Forest model
safely predicts the compressive strength of concrete.

Li et al. [13] employed artificial neural networks to estimate the local compression
capacity for stirrups-confined concrete. They validated the ANN model using experi-
mental data and existing models. In addition, they asserted that for determining the local
compression capacity of stirrups-confined concrete, the ANN technique was both highly
applicable and accurate.

On concrete-filled steel tube columns, Ci et al. [3] provide experimental and com-
putational research. The test results demonstrate that the CFDST column outperforms
existing composite columns in terms of strength and ductility. Based on the outcomes
of the tests, they suggested a new reduction factor for estimating the ultimate strengths
of the columns. They discovered that by implementing the newly proposed reduction
factor and design approach, the design predictions are enhanced and generate accurate
estimates for concrete-filled steel tube columns.

Although there are investigations in the literature on estimating concrete compres-
sive strength, there is no relevant study on compressive strength classification. To fill
this gap, in this study, three ML classification algorithms are used to classify the com-
pressive strength of concrete samples. The performance of each algorithm is evaluated
and compared.

The main contributions are summarized as follows:

1) Novel three ML algorithms are employed to classify the compressive strength of
concrete as an early prediction.

2) The proposed ML-based classification model can be used to assess the strength of
concrete in existing structures.

3) The Decision Tree classification model achieves 99% accuracy.

2 Database

The 1030 concrete sample test results collected from the literature [32] are used to
classify the compressive strength of this research. Cement (C), blast furnace slag (BFS),
fly ash (F.Ash), water (W), superplasticizer (S), coarse aggregate (C.Agg), fine aggregate
(F.Agg), age (A) and compression strength (CS) are the input variables, while the class
number (CS) is the output. A low-strength concrete has a compressive strength of less
than 25 Mpa, normal-strength concrete has a compressive strength between 25 and 50
Mpa, and high-strength concrete has a compressive strength of more than 50Mpa. Low-
strength concrete is classified as Class 1, normal-strength concrete is classified as Class
2, and high-strength concrete is classified as Class 3. The descriptive statistics on the
variables are listed in Table 1.

A visual representation of the colormap correlation matrix is provided in Fig. 1. The
colormap correlation matrix of the variables reveals the inter indicators’ relationships
in the dataset. Dark blue is associated with a strong positive correlation, whereas yel-
low indicates a strong negative correlation. The correlation matrix reveals that cement,
superplasticizer, and age are strongly correlated with compressive strength. In addition,
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Table 1. Statistics of the dataset.

C BFS F.Ash W S C.Agg F.Agg A CS

Minimum 102.00 0.00 0.00 121.75 0.00 801.00 594.00 1.00 2.33

Maximum 540.00 359.40 200.10 247.00 32.20 1145.00 992.60 365.00 82.60

Average 281.17 73.90 54.19 181.57 6.20 972.92 773.58 45.66 35.82

Std 104.46 86.24 63.97 21.35 5.97 77.72 80.14 63.14 16.70

water has a negative correlation with compressive strength. This is in line with the com-
mon knowledge that increasing cement, superplasticizer, and age will improve concrete
compressive strength while increasing water will reduce it.

Fig. 1. Correlation matrix of variables in the dataset

Figure 2 shows a sample representation of the concrete compressive strength test.
Compressive strength is the force that concrete can bear without breaking apart or giving
way. The test is carried out by applying a load to the specimen and measuring the
deformation of the specimen.
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Fig. 2. Representation of concrete compressive strength test [8].

3 Methodology

Some of the most widely used algorithms are Decision Tree, Naive Bayes, and K-
Nearest Neighbors. 1) Decision Tree is a simple, intuitive algorithm with a wide range
of applicability. 2) Naive Bayes is an algorithm that can be used for classification and
regression problems.3) K-Nearest Neighbors uses the K nearest neighbors to predict the
class of an input value (based on their similarity). Based on this study and how well they
fit the use cases being investigated, these three algorithms are chosen.

3.1 Decision Tree Classification Model

A decision tree is a classification model [30] that is used to analyze large datasets in a
way that is both intuitive and efficient. The basic idea behind a decision tree is that of a
branching structure in which each node represents an observation in the dataset. At each
node, there is a set of possible classifications that could be made based on the features
present in the data. This process is repeated until every possible classification has been
considered. The resulting set of classifications can then be used to group observations
into buckets for further analysis or prediction.

There are several methods for creating decision trees. Themost commonmethod is to
use iterative re-weighting with the random splitting of existing instances. This approach
can create numerous split clusters that can be used for further analysis. Anothermethod is
to create a random forest, which takes advantage of the enormous computational power
available with modern computers to build an ensemble of decision trees using many
different initializations.
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A decision tree can be used to make predictions or classify new instances in many
ways. For example, it can be used to create predicted labels for new instances, which
allows for clustering and dimensionality reduction on new unseen data sets. A decision
tree can also be used to fit models directly onto existing data sets, allowing for easy
interpretation and visualization of predictions from learning algorithms. It works by
splitting the data into training and test sets, then fitting a model to the training set. The
model is then tested on the test set to see how well it performs. The model can be made
to fit any number of scenarios by changing the values in the decision tree.

3.2 Naive Bayes Classification Model

In ML, the Naive Bayes classification (NBC) model is a Bayesian statistical technique
that is used to predict the likelihood of two or more classes based on the observed
data [31]. The basic approach used in Bayesian classification involves dividing your
dataset into two parts: a training set and a test set. The NBC model assumes that all
features are independent and identically distributed, with each feature representing a
class variable. When using the NBC model, probability estimates for each feature are
combined using the Bayes theorem. In its basic form, the NBC takes as input a set of
observed variables and produces as output a predicted probability for each variable. This
predicted probability may then be used to make a decision about whether or not the data
support a specific hypothesis [2].

3.3 K-Nearest Neighbors Classification Model

The K-Nearest Neighbors (KNN) classification model [5] is a popular machine-learning
technique that classifies data points into different categories using k nearest neighbors.
The idea behind this approach is to predict a category given a set of classes, where k
represents the number of classes. In this approach, a list of training examples is used to
find the K nearest neighbors that have the same class label. Then, using these examples
and their labels, the model predicts the label for new examples. It is a supervised learning
technique and can be used for both categorical and continuous data. KNN classifiers
use distance metrics, such as Euclidean distances, to identify possible candidates for the
target category. This can be important for categorizing large data sets withmany different
values. The accuracy of KNN depends on how well it can identify nearby points, as well
as its ability to calculate distance and find local minima. KNN is applicable to both
classification and regression problems and can be used for tasks such as clustering,
image segmentation, and anomaly detection.

4 Results and Discussion

In this study, the utility of machine learning for classifying the compressive strength of
concrete specimens with different types of ingredients is investigated. Three ML clas-
sification models (DTC, NBC, and KNN) are used to classify the compressive strength
of concrete samples. The standard scaler is implemented in all ML models to put the
variables into the same range. The classifiers are then trained on 780 (75%) samples,



The Application of Machine Learning on Concrete Samples 87

and the remaining 260 (25%) samples are employed for validation. The evaluation met-
rics used to assess the performance of the classification models are accuracy, precision,
recall, and f1-score. The accuracy is the percentage of observations that were correctly
classified by the algorithm as shown in Eq. 1.

Accuracy = TruePositive + TrueNegative

TruePositive + FalsePositive + TrueNegative + FalseNegative
(1)

Precision is the ratio of correct predictions to total predictions as indicated in Eq. 2.

Precision = TruePositive

TruePositive + FalsePositive
(2)

The recall is the ratio of correct predictions to all possible observations as shown in
Eq. 3.

Recall = TruePositive

TruePositive + FalseNegative
(3)

The harmonic mean of precision and recall is the f1-score as indicated in Eq. 4.

F1 − score = 2 ∗ precision ∗ recall

precision + recall
(4)

Table 2 shows the classification reports for each ML model. From the table, DTC
has the highest accuracy at 99% followed by NBC at 90%. KNN has the lowest accuracy
at 84%. Also from the table, the DTC and NBC models have similar performance when
compared to each other and both are better than KNN. Moreover, DTC provided the
best performance with average precision and recall of 99%, and an f1-score of 0.99. The
findings of this study demonstrated that the compressive strength of concrete samples
can be predicted with high accuracy—nearly 100%—using machine learning.

Table 2. Classification reports for ML classification models

DTC NBC KNN

1 2 3 1 2 3 1 2 3

precision 1.00 0.99 1.00 0.87 0.93 0.88 0.86 0.86 0.78

recall 0.98 1.00 1.00 0.94 0.90 0.88 0.79 0.86 0.86

f1-score 0.99 1.00 1.00 0.90 0.91 0.88 0.82 0.86 0.82

accuracy 0.99 0.90 0.84

The confusion matrices for each ML classification model are shown in Fig. 3. DTC
has a low amount of misclassified samples in Class 2, with only one incorrect prediction.
It makes no incorrect predictions in Classes 1 and 3. NBC has high accuracy when it
comes to predicting the high compressive strength of concrete. NBC makes has a low
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amount of incorrect predictions in all classes, especially class 3, with only six incorrect
predictions. KNN makes many wrong predictions in all classes, especially Class 2 with
20 incorrect predictions, which means that it is not very reliable.

When comparing the effectiveness of the techniques, it is evident that DTC is the
most effective model, even though NBC performing well. The KNN method is the least
effective for this dataset in terms of both classification report and confusion matrices.
Moreover, DTC achieves 100% precision, recall, and f1-score ratings in at least two
classes. The precision, recall, and f1-score metrics of the NBC technique are generally
between 85% and 95%. The precision and recall metrics of the KNN method are less
than 80% for classes 3 and 1, respectively.

Fig. 3. Confusion matrices for ML classification models

5 Conclusions

The research provides valuable insights into the use of ML for concrete compressive
strength classification. Due to the high cost of testing and repair of concrete structures, it
is desirable to have a concrete strength prediction method available in real-time. Struc-
tural simulations based on empirical models can provide insight into the strength of
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concrete. However, these simulations are dependent on the assumptions made about the
response of concrete to deformation. The purpose of this study is to explore the appli-
cability of ML models in classifying concrete specimens with different ingredients. The
compressive strength of any concrete sample, for which the quantity of components is
known, can be determined using the ML model developed as part of this study, without
the need for costly and time-consuming tests. This classification can help predict the
quality of concrete construction and make better decisions when designing, construct-
ing, and repairing concrete structures. Moreover, the study provides insights into the
application of ML algorithms in a real-world dataset and highlights the importance of
feature engineering in ML. The DTC model is found to be the most accurate, with an
accuracy of 99%. The NBC and KNNmodels are also found to be accurate, with accura-
cies of 90% and 84%, respectively. This study demonstrates that ML is a powerful tool
that can be used to improve the accuracy of concrete compressive strength classification.
ML can be also applied to estimate the compressive strength of other concrete structures
such as beams, columns, piers, and walls. Some drawbacks of the presented study that
can be addressed in future research include: 1) the need to investigate new classification
algorithms, 2) the examination of additional explainabilitymetrics, and 3) studying other
characteristics of concrete. .
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Abstract. Considering the importance of social media and the opportunity to
share online reviews, the massive volume of user-generated content created
requires the application of new methods of analysis such as data mining and text
mining. Although the investigation of customer experience with this approach is
welcome in the tourism and hospitality industry, but not applied in Iran appropri-
ately. Therefore, current research utilized this approach to investigate customer
experience and to accomplish this purpose used text mining to analyze online
reviews about Iranian hotels written by foreign guests. The study considered 9734
reviews written by foreign guests on TripAdvisor about hotels in Tehran, Isfahan,
Shiraz, and Yazd from 2004 to 2018. Findings revealed the most frequent words
considering at least 10 frequencies in reviews indicating the most discussed topics
and issues among travelers as following: Staff, friendly, food, breakfast, restaurant,
clean, Tehran, city, Iran, location, helpful, etc. Other words were also revealed
using the TF-IDF method: wifi, English, Shower, Quiet, Coffee, etc. According to
the research results, themainwords discussed in the online comments were related
to hotel staff and food quality. Therefore, hotel managers should pay special atten-
tion to training the hotel staff and improving the quality of services provided by
the staff to achieve customer satisfaction.

Keywords: Online reviews · Text mining · Iranian hotels · electronic WOM ·
User generated content · customer experience

1 Introduction

The spread of the Internet and technology has greatly influenced decision-making and
purchasing processes. Increased reliance on technology in decision-making and pur-
chasing processes has created challenges and opportunities for marketers in the tourism
and hospitality industry. In particular, the advent of Web 2.0 and its development, as
well as content production platforms and websites by the user have allowed consumers
to share information about products and services with others, as well as information and
feedback, whether negative or positive. This reliance on online information obtained
from others is further due to the purchase of tourism products and services, which are
intangible and perishable in nature, and it is difficult for consumers to evaluate the quality
of these products and services before consuming them[1, 2, 3]. This unique feature of
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services creates uncertainty in their choices and therefore requires a lot of information
to reduce perceived risks and make informed decisions [4].

Online feedback allows potential customers to evaluate the quality of a product or
service before consumption and create a related image [5]. In addition, consumers and
customers find online feedback more up-to-date, informative, enjoyable, and reliable
than information published by travel service providers [4]. The ability to express opin-
ions online allows consumers to interact, and this interaction ultimately leads to the
consumer’s ability because it gives him the ability to make his voice heard [6]. Devel-
oping and paying attention to online reviews not only expands the effect of referrals
from loyal customers but also dissatisfied customers can be beneficial to hotels. The first
is that they can show hotels areas of performance that may need special attention and
improvement, and the second is the paradox of service recovery. Accordingly, satisfac-
tion among customers who did not receive good services, in other words, failed services
and then experienced service recovery, is higher than customers who were satisfied in
the first place and received satisfactory services [7]. In general, access to information
has increased the power of customers, which has created a challenge for marketers and
hotel managers, but on the other hand, online feedback has created an important learning
tool for service providers that can help They helped to understand problems and identify
areas for improvement [8].

Hotel managers have long recognized the value of information technology systems
and business intelligence. One of the areas in which information technology has focused
is the use of data mining techniques to extract patterns and identify models that predict
customer relationships from numerical data. Data mining can only be used for structured
and numerical databases, while much of the business information is available in the form
of structured and semi-structured text documents, such as those available in the hotel’s
internal database or web-based data sources [9]. Text mining converts unstructured data
into structured data or measurable values [10]. Text mining extracts data from text files
to create valuable patterns that represent basic trends and characteristics of a particular
topic [9, 11].

According to the above, a new approach has been formed in the study of consumer
behavior and customer experience that the use of big data and especially online comments
and their analysis methods in comparison with traditional methods that change the shape
and horizon of services. It makes the need for this approach to better understand, design,
and manage the customer experience of more services, which is very important and
necessary for both managers and researchers [12]. Given that examining the experience
of foreign customers and tourists maybe a little more difficult, this approach is even
more important in studying the experience of foreign customers. However, not much
attention has been paid to this new approach in studying consumer behavior and the
customer experience in Iranian tourism. The main purpose of this study is to examine
online comments about Iranian hotels by foreign guests on the Trip Advisor site using
the text mining technique to identify the content of comments expressed by hotel guests
and customers, topics, and areas of service performance important from the customer
perspective because These issues can affect customer satisfaction or dissatisfaction. The
present researchwill be in several forms of knowledge. First, it will introduce researchers
and new technical activists to study the customer experience and awareness about it, and
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second, the research findings can help them to focus on important and effective topics
and areas and further research. In each of them to help better understand the needs of
the customer.

2 Research Literature

2.1 Online Comments

Online customer feedback on social media, especially those focused on the after-
shopping experience, is more useful and reliable to users than information provided
by companies and marketers [13, 14]. In a survey of Generation Y, the largest consumer
group in theUnited States, eight out of 10 people said that online-generated content influ-
enced by someone they did not know influenced their purchasing decision [15]. Customer
feedback on online comment sites is an important form of word-of-mouth advertising,
now called electronic word-of-mouth advertising. It is about a service or product [11].
Unlike traditional word-of-mouth advertising, online word-of-mouth advertising has a
profound effect due to its speed, ease, access to large numbers, and the elimination of
the pressure of face-to-face communication between humans [16]. Reducing the time
to receive information and decisions and thus making a satisfactory decision are other
reasons for the tendency to use online word of mouth. The wide range of electronic
word-of-mouth advertising and the ease of accessing online feedback can greatly affect
a company’s performance. Thus, companies are increasingly seeking to understand the
effects of word of mouth [17]. Evaluations placed on websites and social media have a
high impact on consumer decisions that businesses should pay special attention to [8].
Although positive feedback raises business awareness and builds trust among potential
consumers in online forums [18], it can be said that negative comments are considered
more informative than positive comments. Because when a customer reads a negative
review online, they realize the low quality of a product, while positive or neutral online
reviews are less useful because such feedback about the product is ubiquitous. Thus, it
can be said that negative online comments are more credible and pathological for the
purchasing decision process and are therefore more useful than positive comments [19].

In the case of tourism and travel services, the content produced by tourists and travel-
ers is widely used to share information and information source for decision making and
is very important. In this regard, online customer reports are usually up-to-date, have
useful and effective information [20], and many potential guests and travelers check
online reviews before deciding to travel and book [8]. For example, in connection with
the choice of hotel, the customer may name a hotel based on location (for example, prox-
imity to the airport, tourist places, or the city center), brand name, the various facilities
that are available in hotels (Such as swimming pool, sports field, gym), quality of service,
design, and atmosphere of the hotel (atmosphere) price, customer loyalty programs, and
evaluation or rating by previous customers [21]. The online comments produced about
the quality of hotel services, both in writing and in numerical evaluation, are positively
associated with online awareness. Research shows that users’ online opinions signifi-
cantly affect hotel reservations and are a kind of online certificate on the performance
of service providers [18].
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2.2 Text Mining

Unlike quantitative approaches that obtain structured data, technological advances pro-
vide customers with channels and platforms that can be used to obtain qualitative textual
and non-structured feedback. This form of feedback includes open-ended questions,
emails, online comments, and social media conversations. In this way, the customer
plays a key role and actively defines the processing and timing of the feedback and the
context in which the information is presented. Thus, this type of feedback is much more
effective than structured approaches because its content and effectiveness better reflect
customer motivation [22]. In general, user-generated content is divided into structured
and non-structured categories. Structured content on comment websites includes gen-
eral evaluations and items that are commented on a Likert scale, but structured content
refers to content that does not have a specific format such as comments about products
or forums in forums [23]. Like data mining, text mining examines data in a text file to
extract valuable patterns, trends, insights, and knowledge [11]. Unlike data mining, text
mining deals with a set of unstructured or semi-structured texts (such as corporate texts,
web pages, or news content) [24, 9]. Text mining is different from traditional research:
Traditional research seeks to understand the target population using sample statistics,
while the purpose of text mining is to study the entire population instead of the sam-
ple. Also, survey questions are designed and selected based on the researcher’s special
interests. It is a specific theoretical framework and respondents answer questions while
in the text mining approach, the data is based on individual preferences. Also, contrary
to the traditional approach, there is no person-to-person interaction as a human being
[9]. In addition, errors occur in traditional research, such as measurement errors such as
navigation patterns or navigation vocabulary, so due to these limitations, new methods
such as text mining are needed to achieve more accurate insights [25].

3 Experimental Background

O’Connor (2010) identified ten topics discussed in the comments: hotel location, room
size, staff, cleaning, breakfast, in-room facilities, comfort, temperature, dirtiness, and
cleaning services[26]. Stringham and Gardz (2010) also examined online customer
reviews on the Expedia site and examined the main factors that lead to hotel rank-
ings by customers. They examined users’ rankings by combining ratings and opinions,
extracting words with more repetition, and the pattern of using words appropriate to
the high or low ranking of users. The choice of words is also examined by the guests
based on whether the hotel scores are high or low [27]. Lee et al. (2011) used the
text mining technique to extract descriptive comments from hotel customers to iden-
tify areas in need of service recovery or improvement [28]. Li et al. (2013) used text
mining and content analysis to publish online reviews of hotels in Chinese cities. The
results showed that room, ease of transportation, proximity to tourist destinations, and
monetary value were the most important characteristics that affected guest satisfaction
[29]. Xiang et al. (2015) used a text mining approach to analyze the comments writ-
ten in Expedia and extracted the guests’ experience and satisfaction by measuring and
analyzing the repetition of words [30]. Also, Kim et al. (2016), using online opinions,
examined the factors that create satisfaction and dissatisfaction in hotels with full service
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and limits, and their research findings identified key factors that affect guest satisfaction,
such as location, staff, and rooms. Among the dissatisfying factors in full-service and
limited-service hotels, four were common to both sections: “staff and their treatment”,
“dirtiness”, “noise” and “bathroom”. In addition, “employees and their attitude” and
“dirtiness” have been identified as the most obvious causes of dissatisfaction in both
departments. They also found that employees and their attitudes have the highest rank
in influencing customer satisfaction and dissatisfaction [31]. Xu, F., et al. (2019) used
a data-driven approach to examine the shared experience of guests, and also collected
data from Airbnb and extracted the dimensions that lead to a shared experience. The
results of their research showed that room facilities, as well as home experience, have
an important effect on guest satisfaction [32].

4 Research Methodology

4.1 Data Collection

The present research is descriptive-analytical. In this study, data from the whole commu-
nitywere extracted, counted, and examined from the TripAdvisor website. The statistical
population is all foreign tourists who have reviewed and commented on Iranian hotels on
the Trip Advisor website. The Trip Advisor website was chosen because this reputable
website allows travelers to leave comments, and experiences, and share their information
about destinations, hotels, airlines, etc. [1]. According to the researcher’s survey, 412
hotels with 17840 comments (on the date of the research) have been registered on the
TripAdvisor website. At the time of the main research by recording the harvest time,
storing the data of this website and considering it as a statistical community, and from
the extracted data, select items related to non-Iranians on the website and has specifically
analyzed their data. It should be noted that out of this number, 9734 comments were
related to non-Iranian users, which have been specifically considered for textmining, and
comments with unknown nationalities have not been examined. In terms of text review
and finding different characteristics of hotels, due to the ease of analysis according to
the Pareto principle, 20% of hotels that have provincially more than 80% of the total
number of comments registered on the Trip Advisor website, has been studied. These
hotels were located in four provinces of Tehran, Isfahan, Fars, and Yazd and therefore,
hotels located in the four provinces mentioned are the subject of this study.

4.2 Data Extraction Method from Content Production Websites

Due to the huge development that has occurred in communication technology in recent
years and with the huge volume of data that is constantly increasing exponentially
today, various software and methods have been formed to manage all this information.
Business executives and people who are interested in collecting data from the Internet
for any purpose need specific and useful data for their work. Today, web scraping is
considered an efficient way to collect data through software and computer coding from
the Internet.Web scraping is just a modification to address the act of extracting data from
websites and storing it in a specific location. The following Fig. 1 shows the general idea
of obtaining structured and textual data.
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Fig. 1. General method of obtaining structured and textual data

Content Gerber software is the software used in this study. This software allows you
to simply follow the automatic macro methods or directly take control of the user and
code it for each component that is intended to be extracted inside the relevant factor.
Content Gerber factor is a set of commands and codes that are executed sequentially.
These commands can be an activity, for instance, going to a specific web address or
getting specific data, such as extracting the text of a comment or the date of writing a
comment, etc.

4.3 Textual Data Analysis

The method of analysis used for the text is content analysis. In this research, text min-
ing methods have been used using the databases of software packages available for R
software. The steps for extracting text from the data set are as follows:

1) Preparation: In the preparation stage, the packages and libraries required for text
mining in R software are called and then the file in Excel format prepared with the data
of TripAdvisor website is imported into the software as input data.
2) Extracting a column containing text: One of the columns of Excel software that
we have entered in R software has the name “Review”, which contains the specific
comments of each commenter. Because the data removal from the TripAdvisor website
has already been done regularly, there is no need to further manipulate the data and
convert the format to a body text which is done in most research. Also, Tidytext and
Stringr software packages accept inputs to the Dataframe form and do not need to be
converted to other formats. Therefore, directly in the relevant functions, the position
of comments in the relevant column is addressed and the necessary calculations are
performed on the text.
3) Pre-processing of the text: In this step, the necessary steps are taken to clear the data
(convert words to lowercase letters, delete punctuation marks, delete neutral words such
as suffixes, pronouns, conjunctions and here hotel) and then the words to the root. They
changed (for example, the words “complicated”, “complication”, “complicate” become
the root of “Complicat”).
4) Analysis through a term frequency matrix: One of the key questions at the beginning
of text mining is how to numerically calculate the content within the text. This can
be done by breaking the text into sentences and their constructive words. One of the
indicators that can be used to determine the meaning of words is the Term Frequency
(TF). The meaning of this term is how often a word is repeated in a comment. A number
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of words may be repeated abundantly in the sentences and comments of online users,
but they are not very important. In English, words such as the, is, of, etc., which are
sometimes prepositions, definite letters, etc., can be mentioned. To solve the problem,
a set of these words, known as stop words, has been prepared, which are entered into
the R software before running the text mining computer programs. Therefore, due to the
insignificance of these neutral words, we remove them from the text before performing
the analysis. Another way to check words is to” IDF (inverse document frequency)”,
which reduces the weight of repetitive words in a separate comment row and increases
theweight ofwords that are used toomuch in a set of comments. The lattermethod can be
combined with the word repetition method (committees obtained from the two methods
are multiplied by each other) and the frequency of words is thus better regulated and
reported. The inverse repetition in the comments is indicated by the following formula:

IDF(term) = ln

(
ndocuments

ndocuments containing term

)

TF-IDF (term frequency-inverse document frequency) is the most popular method
of weighting repetitive words in digital library recommendation systems, and today 83%
of these libraries use this matrix for their calculations, and the main idea of Using the
term-inverse text frequency index (TF-IDF) is to find the keywords for each comment,
by reducing the weight of the most commonly used words and increasing the weight of
the less commonly used words in a text or mass set. The comments used are made [33,
34]. The following Fig. 2 summarizes the path used to extract information in this paper.

Fig. 2. The path of information extraction and frequency matrix formation

5) Exploratory analysis for the text: To perform exploratory analysis in the text of the
comments extracted from the Trip Advisor website to summarize and discover different
angles of data, draw repetitive word diagrams using special packages available in R
software. These charts include bar charts,word clouds, and comparison charts of different
groups of words (positive and negative/different emotions). Therefore, one of the ways
to discover the most frequent fields is to find the frequency of words in the text of the
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collected opinions for Iranian hotels.Word clouds are a commonway of illustratingword
groups to understand word repetition. In this method, words are displayed according to
the greater or lesser frequency. Colors can also be used in this illustration method to
distinguish between low and high repetition ranges. To check the repetition of words, all
the comments collected from Iranian hotels were analyzed as input using dplyr, tidytext,
and Stringr packages. The word clouds given in Fig. 4 are the most common words used
by users to criticize Iranian hotels.

5 Results

In Fig. 3, which is a repetitive word cloud in the comments, various aspects of the
hotel that are important to the users along with their repetition rate are visible. Impor-
tant aspects (repetition related to word size in the figure) include breakfast, staff, hotel
cleanliness, location, friendly staff, restaurant, food, service, Wi-Fi and more.

Fig. 3. Word clouds for the most frequent words in comments written for Iranian hotels (the word
hotel, which is the most frequent word, has been removed to better represent other words)

In the continuation of word repetition, single word repetition is examined using TF
and TF-IDF matrices. In Fig. 4 the repetition of words for 10 words with more repetition
for Iranian hotels overtime for the years between 2004 and 2018 is shown by foreign
users. As can be seen in the figures, the main areas that are most frequently repeated
vary from year to year, indicating the dynamics of the content produced by users and
the changing level of their expectations. But in general, important aspects for foreign
tourists in Iranian hotels include the following:

Staff, friendly, breakfast, restaurant, clean, location, Iran, city, Tehran, helpful.
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As we can see, other words like “hotel” and “stay” have been repeated a lot. As
explained earlier about the TF-IDF matrix, by inverting the frequency of the text, repet-
itive words can be modified and replaced with words that are less frequently but specifi-
cally considered in the comments. Have also been examined. A user’s opinion of a hotel
involves repeating the word “hotel” several times, or users frequently referring to their
stay, which is indicated by the word “Stay”. In the TF-IDF method, the repetition of
words in each comment is adjusted by dividing it by the total comments, and as a result,
more specific words that are less mentioned in each separate comment are allowed to
appear. According to the diagrams in Fig. 5, which are derived from the TF-IDF matrix,
other repetitive and important words are displayed that indicate other important aspects
of hotels. Therefore, the following important aspects can be added to the list obtained
from the previous step: Wifi, English, Shower, Quiet, Coffee, etc.

The noteworthy point in the reviews related to repetition is that these repetitive words
are related to all Iranian hotels and there may be some words that are specific to a hotel
and according to the conditions and features of that hotel for tourists. Bemore important.

Fig. 4. Review of repetitive words in the comments of foreign users in different years
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Fig. 5. Graphs of different word repetition rates expressed by foreign users from 2004 to 2018
based on the TF-IDF matrix

6 Conclusion

In recent years, online feedback has become a popular way to research the customer
experience in hotels. User-generated content is individual ratings that are published on
the Company Website or a third-party website. The created content is rich in itself and
has a rapid impact and evaluation on the tourist experience and can provide informative
and authentic information [35]. Numerical evaluations and opinions of tourists are an
important source of research on the tourism experience [36]. These comments are also
very useful for hotel managers and marketers. Online comments are more realistic, cost-
effective and easily accessible compared to data from traditional survey questionnaires.
They can create new insights. Therefore, it is very economical to collect tourist feedback,
which ultimately leads to a comprehensive view of the customer experience, so that
hotel managers can control and improve the quality of their services. In addition, online
customer feedback is the basis of word-of-mouth marketing strategies, and the impact
of online customer feedback is crucial. Therefore, companies need to manage online
feedback in a way that leads to positive results [18]. The most advanced decision support
systems and business intelligence usually integrate machine learning techniques that are
mostly used for data mining to identify hidden patterns in the data that can be turned into
useful knowledge.Themost advanceddecision support systems andbusiness intelligence
usually integrate machine learning techniques that are mostly used for data mining to
identify hidden patterns in the data that can be turned into useful knowledge. Text mining
is a specialmethod of datamining that focuses on analyzing the value of unstructured data
such as raw texts. These can be documents, comments, or any other form of information
[37].
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Therefore, in a highly competitive market for tourism and hospitality, continuous
monitoring of online customer feedback is essential to identify important and core prob-
lems in customer experience and measure customer satisfaction to ultimately create a
unique and memorable experience for them. Online opinion mining can provide useful
insights. Based on this, the present study studied the content of 9734 online comments
written on the Trip Advisor site by foreign guests about hotels in Tehran, Isfahan, Shi-
raz, and Yazd provinces from 2004 to 2018, and collected these comments using Gerber
content software, and examined with R software. The results of the research revealed
the most frequently discussed words in the comments of hotel guests, which are: staff,
friendly, breakfast, food, restaurant, clean, location, Iran, city, Tehran, helpful. Other
words were also revealed using the TF-IDF method: wifi, English, Shower, Quiet, Cof-
fee, etc. According to the research results, the main words discussed in the online com-
ments were related to hotel staff and food quality. Therefore, hotel managers should pay
special attention to training the hotel staff and improving the quality of services provided
by the staff to achieve customer satisfaction.

The present study examines the content of words and their repetition. Future research
can use emotion analysis as a complementary analysis to express customers’ feelings
about each of the repetitive words and the role of each in customer satisfaction or dis-
satisfaction. A more complete review can also be provided by combining numerical
evaluations and written comments. The present study has examined all hotels with dif-
ferent quality degrees and also without dividing the four provinces. Although this may
increase the generalizability, in future research it is necessary to use hotels of the same
quality in a special province and even study a specific hotel to provide more detailed
insights into the subject matter. Also, because the data was collected only from the Trip
Advisor site, the results are limited to the same site. In addition, this study examines
foreign travelers and guests. Future studies can identify and compare the experiences
of the two travelers and their differences and needs by examining Iranian travelers and
comparing themwith the opinions of foreign travelers. It is also possible to review online
opinions related to other sectors of the tourism industry in Iran to gain a more complete
insight into the travelers’ experience.
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Abstract. In vehicular networks, one of the traffic light signal parameters is the
current inefficient traffic light control and causes problems such as long delay and
energy waste. To improve traffic efficiency, dynamically adjusting the traffic light
duration, taking into account real-time traffic information, is a logical and reason-
able method. In this study; a deep reinforcement learning model is proposed to
control the traffic light. In order to reduce thewaiting time of the intersection users,
the model and timing of the changes were optimized using deep reinforcement
learning for the signals. In addition to the existing studies, Shibuya Crossing is
chosen as an exemplary intersection application, focusing on encrypted intersec-
tions as the application target of traffic control with deep reinforcement learning.
A traffic simulation SUMO is used to create the perimeter of Shibuya Crossing.
Traffic signals are optimized using DQN, A2C and PPO algorithms. As a result,
by using reinforcement learning, the waiting time has been reduced by about four
times compared to the signal patterns currently used. In the study, the behavior of
the optimized signal is also analyzed, explaining how the accuracy of the learning
process changes when the method or condition observation is changed.

Keywords: Vehicular network · traffic signal control · deep reinforcement
learning · SUMO

1 Introduction

The existing road junctionmanagement in cities is donewith traffic lights. And countless
pedestrians and vehicles pass by at these intersections. Inadequate traffic light control
causes many problems, such as long delays for passengers, a huge waste of energy and
worsening air quality [1, 2].

Some parts of major cities use encrypted intersection structures to allow large num-
bers of pedestrians to cross safely and efficiently. At such intersections, all vehicles will
be stopped during the signal cycle and only pedestrian crossing time is provided so that
crossings are possible. By doing this, it has become possible to simultaneously handle
large-scale flows of people and improve pedestrian comfort and safety [3]. On the other
hand, it is observed that the comfort of vehicles is deteriorated due to the priority given
to pedestrians at mixed intersections [4].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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A pedestrian scramble, sometimes referred to as an intersection scramble, a corner
scramble, a diagonal crossing, or a crossing scramble, is a traffic signal movement that
temporarily stops all vehicular traffic to allow people to cross an intersection in all
directions, even diagonally.

It is thought to put the movement of pedestrians ahead of the flow of automobile
traffic. In recent years, new examples have been installed in several nations due to its
advantages for pedestrian comfort and safety [5].

Many cities in developing countries, as well as contemporary cities in affluent coun-
tries, require an effective transportation system. Optimizing the traffic light signal char-
acteristics at intersections with high levels of congestion is one method for reducing the
congestion issue. This strategy is a short-term solution, one of the most widely used ones
since it avoids the expensive and time-consuming need to reconstruct the road system.
Less vehicle stopping, little delay, and maximum network throughput all point to the
best solution [6].

Such a system needs “eyes” to track current road conditions and “brain” to process
them. The most recent advancements in sensor and network technology allow real-time
traffic information, such as the number of vehicles, their locations, and waiting times, to
be input for the “eyes” component that performs the detecting function. Reinforcement
Learning (RL), a type of machine learning technology, is a promising approach to the
issue for the "brain" portion. The goal of the RL system is to give an action agent the
ability to discover the best course of action for interacting with their surroundings in
order to maximize reward, such as the least waiting time in our intersection control
scenario. State of the environment, agent action space, and reward for each action are
typically its three main parts [7], can be seen in Fig. 1.

Fig. 1. RL based traffic signal control [8]

Traffic Signal Control (TSC), which controls traffic signals to optimize intersections,
is a numerous method for improving the convenience of intersection users. In the past,
the mainstream method for TSC was to set a signal with a fixed time length and adjust
the cycle to optimize the signal [9]. However, since the advent of methods using RL,
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it has been shown to outperform conventional methods in terms of performance, and a
RL-based approach has been introduced to his TSC.

In recent years, Deep Q-Network (DQN), a method for estimating Q values using
neural networks by combining RL with deep learning, has appeared [10] and has been
applied to the field of TSC to control traffic signals at intersections. Also, achieved
remarkable performance improvements in [11] can be seen.

In this study, Deep RL (DRL)—which has emerged recently—is used to deal with
TSC. As a result, a way for optimizing the chaotic intersection in a large metropolis with
plenty of pedestrians—specifically, the Shibuya scrambled intersection—is suggested.
One of the busiest crossings in the world, the Shibuya Scramble Crossing (Fig. 2) sees
30,000 automobiles and about 500,000 pedestrians each day.

Fig. 2. The Shibuya Crossing

Outside Shibuya station in Tokyo, Shibuya Crossing is the biggest and most well-
known scramble crossing in all of Japan. In a single scramble, more than 3,000
pedestrians can cross [5], and it has come to represent Tokyo and all of Japan [2].

In this study, SUMO (Simulation of Urban MObility) to build the simulation envi-
ronment. We created and imitated the Shibuya intersection’s scrambled layout. In order
to decrease the overall waiting time for users in the built environment, we implemented
a large-scale simulation of human flow based on actual traffic volume data and trained
traffic lights. As a consequence, compared to the fixed pattern signal, the waiting time
for both pedestrians and automobiles was reduced, and the overall improvement was
increased by more than 4 times.

The organizational of the paper as follows. The related works on TSC, RL, DRL
are given in Sect. 2. We give some basic preliminaries of RL in Sect. 3. Also the traffic
conditions, state, action and reward designs are given in Sect. 3.4. Evaluation experiment
with some comparing results are given in Sect. 4. And finally the conclusion part is given
Sect. 5.
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2 Related Works

In [9], the value distribution of state-action pairs is estimated using a neural network
in order to build a risk-sensitive strategy to traffic signal regulation. Congestion in the
network is effectively reduced using a novel control strategy that assigns varyingweights
to the risk of an activity based on the system’s level of congestion. The outcomes
demonstrate that the algorithm outperforms both traditional and traditional RL-based
techniques.

A variety of car flows, detection velocities, and types of road networks are handled
by the authors’ system [12]. Even with a low detection rate, the technology is effective
in cutting down on how long cars spend on average waiting at a junction, which cuts
down on how long cars have to drive.

Authors in [13] suggest an algorithm establishes the ideal placement of a blue signal.
The suggested approach uses throughput and the standard deviation of the queue length
as reward factors in order to optimally distribute the signals and optimize throughput.

A multi-agent RL-based traffic signal control model is suggested by the authors in
[14]. In order to build state representation and reward function, they introduce a new
biased pressure method that takes into account both the phase pressure and the number
of incoming automobiles. They also take into account limits from the real world and
define action space to enable cyclic phase management with a minimum and maximum
time for each phase. It has been demonstrated that allocating separate action spaces for
various phases allows for safe pedestrian crossing while maximizing throughput.

To investigate the role of Broad Learning Systems in Multi-Agent Systems, the
authors of [15] propose the Multi-Agent Broad RL (MABRL) framework. Each agent
is modeled using extensive networks. The “3W” information—when to interact, which
agents to take into account, and what information to transmit—is then confirmed by
the introduction of a dynamic self-cycling interaction mechanism. They conduct exper-
iments based on an intelligent traffic light control scenario, and the outcomes of those
studies on three datasets confirm the MABRL’s efficacy.

Authors in [16] propose a frameworkwhich uses an intersection-agnostic representa-
tion to support Federated RL across traffic lights controlling heterogeneous intersection
types. They evaluate Federated RL approach against Centralized and Decentralized RL
strategies. They compare the reward-communication trade-offs of these strategies. The
results show that Federated RL is able to reduce the communication costs associated
with Centralized training by 36.24%; while only seeing a 2.11% decrease in average
reward.

A DRL-based signal control system is suggested by the authors of [9] so that traffic
signals can be dynamically adjusted in response to the level of congestion at intersections.
Rerouting is a strategy used to load balance the vehicles on road networks in order to
relieve congestion on the routes behind the intersection. They dismantle data silos and
combine all the data from sensors, detectors, vehicles, and roads to generate long-lasting
outcomes in order to reap the true benefits of the suggested approach.

DRL is used by the authors of [17] to make an early attempt at controlling the traffic
signal for emergency vehicles. This enables a quick response to emergencies in a variety
of situations and reduces the impact that competing directions have on traffic efficiency.
They do accurate simulations utilizing traffic data from a network with several crossings
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in the real world under various testing conditions. The results show that the strategy
significantly outperforms in terms of various performance indicators, confirming the
model’s viability and efficacy.

The Q-learning method is used in the system that the authors of [18] have presented,
and the action space is defined as all potential phase lengths. The state is redesigned
to condense the state space, and the incentive mechanism is altered to direct the agent
to balance more traffic metrics. By using equal, unequal, and complex traffic scenarios,
the suggested system is assessed. The proposed system performs better than previous
approaches in controlling traffic lights, according to the results, even in scenarios with
complicated traffic patterns.

A DRL system based on edge computing is demonstrated in [19]. For the purpose of
maximizing various goals, a multi objective reward function is developed. The technique
aims to get over the difficulty of judging activities with a straightforward number reward.
The choice of reward functions significantly affects an agent’s capacity to learn the best
behavior for controlling multiple traffic signals in a vast road network. The agent is
trained utilizing the proximal policy optimizationmethod in several deep neural network
models in order to determine efficient reward functions.Utilizing bothfictitious scenarios
and actual traffic maps, the system is tested. The thorough simulation results show how
effective the suggested reward functions are.

[20] describes the implementation of a DRL traffic light control at a crossroad utiliz-
ing real-time traffic data with a focus on emergency vehicles. The agent learns to modify
its procedures to give the emergency vehicles precedence over all other vehicles. Less
waiting time and faster car movement are the results. It also shows how quickly emer-
gency vehicles pass through intersections. The average delay employing RL is reduced
by 2 to 16 percent overall with 200 to 600 autos and one emergency vehicle. There is a
27–40% reduction in the average delay for emergency vehicles when there are more of
them.

3 Method

3.1 Preliminaries of RL

RL is a subfield ofmachine learning inwhich one ormore agents learn by interactionwith
their environment and the experiences they create to solve problems. Creating computers
with artificial intelligence that behave like people is one of its objectives [5, 7]. To do
this, it is essential to act appropriately, make informed judgments, and learn through
interactions with the environment. RL is one of the capabilities of artificial intelligence
that allows for independent and experiential learning. By engaging with the environment
and getting rewards, RL teaches behavior [2, 10, 12].

Q-learning, a typical RLmethod, is a table ofQ-values (Q-states). However, when the
state-behavior space is too large, the table becomes large, making learningmore difficult.
Therefore, introducing a deep neural network to update the Q value makes more sense
for complex systems. DRL method is used in RLs where deep neural networks are used.
One of the DRL methods is DQN.
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In DQN, the neural network weight θ and the state behavior value Qθ (s, a) are set
as parameters for Q(s, a). Then, learning is performed to minimize the following loss
function (Fig. 3).

L(θ) = E[(rt + γmaxαQθ (st+1, a)) − Qθ (st, at))
2]

Fig. 3. OpenStreetMap diagram (a) and SUMO map (b) of Shibuya scramble crossing

TheActor-Criticalmethod is another technique for simultaneously learning the value
and policy functions. In the Actor-Critic algorithm, the Actor chooses the agent’s behav-
ior based on the strategyπ(a|s), while theCritic determines the behavior theActor should
pick by calculating the state value Vπ (s). . It contributes to helping when acting. Actor-
Critic algorithms are the ancestors of algorithms like Advantage Actor Critic (A2C) and
Proximal Policy Optimization (PPO) [22].

Fig. 4. Schematic diagram of Shibuya scramble crossing
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3.2 Traffic Conditions at Shibuya Scramble Crossing

The Shibuya crossing is depicted schematically in Fig. 4. The Shibuya Scramble inter-
section has two lanes on each side and extends to the next signal at 109 m, 62 m, 71 m,
and 60 m in the north, south, east, and west, respectively. Phases 1, 2, and 3 are repeated
by the signal. In Phase 1, pedestrians are free to move in either direction.

Phase 2 is east-west in orientation. Phase 3 is open to traffic traveling in a north-south
direction. Shibuya Center-Gai, a little one-way alley that can only be entered from the
intersection side, is located between the west and the north in Fig. 4, yet its traffic flow
is higher than that of the other four directions of northeast.

It is determined based on the statistics for traffic volume, traffic strategy near Shibuya
Station, local traffic data, and the Shibuya scramble crossing [23]. The Poisson distribu-
tion is used to describe the amount of both vehicular and pedestrian traffic. The Asson
distribution is used to express it, and each hour’s average value is used. Tables 1 and 2
provide examples of these.

Shibuya’s scramble crossing’s signal ismanaged by a predetermined sequence. Next,
repeat Phases 1, 2, and 3 in that order. The expressions for each period (seconds) are
(blue, yellow, red), (37, 10, 4), (44, 3, 3), and so on (33, 3, 3).

Table 1. Vehicle traffic volume (units / h)

Arrival Direction

Departure Direction North East South West

North 0 0 216 144

East 108 0 0 396

South 252 0 0 216

West 144 216 288 0

Table 2. Pedestrian traffic volume (people / h)

Arrived

Departure Point P1 P2 P3 P4

P1 0 0 216 144

P2 108 0 0 396

P3 252 0 0 216

P4 144 216 288 0
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3.3 State Expression

For each of the four directions—north, south, east, and west—is Shibuya Scramble
Crossing. There are two lanes, for a total of eight lanes. L represents the set of lanes,
and |L| equals 8.

To describe the traffic conditions, the agent observed at time t, the next six variables
are described.

Vehicle queue Q(t) ∈ R
|L| is the density of stopped cars in each lane.

Vehicle density D(t) ∈ R
|L| is the number of pedestrians stopped.

The number of pedestrians having a waiting time larger than zero is represented by
D(t) ∈ R.

The total time that a vehicle must wait in each lane is represented by S(t) ∈ R
|L|.

The average speed of the vehicle in each lane is V (t) ∈ R
|L|, and the total time that

pedestrians must wait isW (t) ∈ R.

3.4 Action Choice

The next state of the signal is selected from Phases 1, 2, and 3 every 5 s by RL agent.
However, in order to prevent the signal from changing too often, the blue state shall
remain for at least 10 s in each direction, during which the agent selection is not reflected
in the traffic light. Also, if another state is selected after the blue light has passed for 10
s or more. When transitioning from Phase 1 to another state, a yellow traffic light for 10
s and a red traffic light for 5 s. When transitioning from Phases 2 and 3 to another state,
a yellow signal for 3 s and a red signal for 2 s are created. Since the direction of the next
blue light is determined in the yellow light and red light states, the agent selection in
this state is not reflected in the traffic light.

3.5 Reward Design

Equation (2) uses W (t), vehicle waiting time S(t), and pedestrian waiting time to define
the immediate reward r(t) ∈ R.

The total amount of time that pedestrians and automobiles had to wait is this. The
coefficient α describes how much weight is given to the pedestrian; the higher this
number, the more the pedestrian is prioritized over the automobile.

r(t) = −
∑L

l∈LS
(t)
l − αW (t)

4 Evaluation Experiment

4.1 Experiment Environment

The SUMO traffic simulator [24] is used in this investigation. An evaluation experi-
ment is carried out to replicate the traffic situation at the Shibuya Scramble intersection
mentioned in Sect. 3.2. DRL signal control involves the observation of the six variables
specified in Sect. 3.3 as states. The agent decides on a course of action as outlined in
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Sect. 3.4 based on the observation state. Controlled signals are used. Following that, the
instantaneous reward mentioned in Sect. 3.5 is granted, and learning continues. Assum-
ing there are typically two people per car so that intersection users will be compensated
for their overall waiting time. The weight of pedestrians is set to 0.5 in Sect. 3.5. The
reward is the value increased by 1/100 for the sake of clarity.

4.2 Comparison of Algorithms

First, a comparative experiment is undertaken to gauge how well the strategy we sug-
gested performed. In the setting of Sect. 3.1, we evaluated the outcomes of four episodes,
each lasting 2 million seconds, for the three algorithms DQN, A2C, and PPO, as well
as the fixed-length algorithm as the reference method. The current signal control at the
Shibuya scrambled junction described in Sect. 4.1 is replicated using the fixed length
technique. Repetition of the predefined signal control pattern occurs. Stable Baselines3
implemented DQN, A2C, and PPO [25].

In order to compare these algorithms; the median data for 4 episodes of the average
total waiting time for the most recent 400,000 s is utilized to examine variations in
immediate rewards over time and their 95 percent confidence intervals (Fig. 5 and Fig. 6).

According to Fig. 5, DQN increases immediate rewards the quickest. However,
because of the fluctuation range, it was only partially steady. PPO, on the other hand,
is running fairly swiftly and steadily. We received a higher immediate payout than the
baseline right away. A2C’s operation is unsteady up until it converged, but it eventually
became stable.

Fig. 5. Over time and changes in immediate rewards

Any algorithmwill finally be relative to the baseline, according to Fig. 6. The perfor-
mance is discovered to have greatly improved. It is determined that, among them, PPO
cut waiting times by 76% compared to the baseline. Additionally, similar to immediate
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rewards, it considerably decreased compared to the baseline for both automobiles and
people.

Fig. 6. Average waiting times of RL algorithms

4.3 Comparison of Observation Conditions

We used the median data for four instances of the average immediate reward over the
previous 400,000 s as a basis for comparison. This result is shown in Fig. 7, 8 and 9.
Any method that excludes the vehicle waiting time finds that the waiting time is growing
and is therefore the most crucial observation state. The results for DQN and PPO, which
were stable in Fig. 6, showed a little increase in pedestrianwaiting time for PPO. Overall,
there wasn’t much of a difference.

On the other hand, for A2C, the waiting time also increases as the vehicle speed and
the waiting time for pedestrians are overtaken, in addition to the vehicle’s waiting time.
These evidently constitute significant observation states.

4.4 Signal Behavior

UsingDRLalgorithms, such as PPO, dramatically reduced latency over the existing fixed
pattern, according to the trials conducted thus far. Using all 6 items as the observation
status, we looked at the signal’s behavior in the optimal state.

We examine the behavior of the signal under PPO control for 2,000,000 s. However,
the duration of the preceding blue light also includes the intervals between the yellow
and red lights. The signal duration information for the final 500,000 s of the four episodes
is presented in Table 3. The total of the blue light, yellow light, and red light of each
Phase described in Sect. 4.3 determines the table’s shortest duration.

According to Table 3, the average duration of Phase 1 (a pedestrian signal) and Phase
3 (a north-south signal), where there is a relatively low volume of vehicle traffic, is close
to the shortest continuation length.
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Fig. 7. Monitoring observation state of DQN

Fig. 8. Monitoring observation state of A2C

Phase 2 is an east-west signal with rather significant vehicle traffic, and its average
continuation length is longer than its shortest counterpart.

Additionally, in Phase 2, both the standard deviation of the length of the continuation
and the number of times it went blue are very high, and it is evident that the traffic volume
affects both the length of the continuation and the frequency of the signal.
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Fig. 9. Monitoring observation state of PPO

It is effective to shorten the average continuation length in order to decrease the
user’s waiting time because the average continuation lengths of Phases 1, 2, and 3 are
not significantly different from the shortest continuation length.

Table 3. Shibuya Scramble Crossing Signal Duration

Phase 1 Phase 2 Phase 3

Shortest duration
(seconds)

25 15 15

Average duration
(seconds)

25.04 19.26 15.87

Standard deviation
(seconds)

0.48 4.61 2.17

Number of times
(times)

7931 8821 8293

5 Conclusion

In this study, we use a computer simulation to recreate the Shibuya Scramble crossing.
Using DRL, we looked at traffic signal optimization. In the experiment, we created a
special simulation environment with a large-scale human flow, rewards, and observation
conditions for RL in order to replicate the scrambled junction. We suggested the best
approach for the user by contrasting and analyzing the learning algorithms.
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We also examined how the improved signal behaved. The assessment experiment
shown that by managing the signal by the PPO algorithm, the waiting time for every
user could be reduced by a factor of more than 4.

As a result, a system that decreases waiting times for both vehicles and pedestrians
has been created for chaotic crossings where a significant number of pedestrians can
pass safely.

Although simulation is optimized in this study, the cost of setting up observational
equipment and training will be a concern given that it will eventually be used in the
actual world.
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2. Juozevičiūtė, D., Grigonis, V.: Evaluation of exclusive pedestrian phase safety performance
at one-level signalized intersections in vilnius. Sustainability 14(13), 7894 (2022)

3. Qi, W., Shen, B., Yang, Y., Qu, X.: Modeling drivers’ scrambling behavior in China: an
application of theory of planned behavior. Travel Behav. Society 24, 164–171 (2021)

4. Lonkina, L.C., Carril, C.C., Lima, M.S., De La Cruz, F.C. : Evaluation of road intersections
in areas of high commercial activity through the identification of vehicle-pedestrian con-
flicts using the black spots methodology. In :2021 Congreso Internacional de Innovación y
Tendencias en Ingeniería (CONIITI), pp. 1–6. IEEE

5. Pedestrian scramble, (2022). In : Wikipedia. https://en.wikipedia.org/wiki/Pedestrian_scra
mble

6. Jamal, A., Al-Ahmadi, H.M., Butt, F.M., Iqbal,M., Almoshaogeh,M., Ali, S. :Metaheuristics
for Traffic Control and Optimization: Current Challenges and Prospects (2012)

7. Mekrache, A., Bradai, A., Moulay, E., Dawaliby, S.: Deep reinforcement learning techniques
for vehicular networks: recent advances and future trends towards 6G. Vehicular Commun.
100398 (2021)

8. Kim, D., Jeong, O.: Cooperative traffic signal control with traffic flow prediction in multi-
intersection. Sensors 20(1), 137 (2019)

9. Anirudh, R., Krishnan, M., Kekuda, A.: Intelligent Traffic Control System using Deep Rein-
forcement Learning. In : 2022 International Conference on Innovative Trends in Information
Technology (ICITIIT), (pp. 1–8). IEEE (2022, February).

10. Kirk, R., Zhang, A., Grefenstette, E., & Rocktäschel, T.: A survey of generalisation in deep
reinforcement learning. arXiv preprint arXiv:2111.09794

11. Wu, Q., et al.: Distributed agent-based deep reinforcement learning for large scale traffic
signal control. Knowl.-Based Syst. 241, 108304 (2022)

12. Zhang, R., Ishikawa, A., Wang, W., Striner, B., Tonguz, O.K.: Using reinforcement learning
with partial vehicle detection for intelligent traffic signal control. IEEE Trans. Intell. Transp.
Syst. 22(1), 404–415 (2020)

13. Joo, H., Lim, Y.: Intelligent traffic signal phase distribution system using deep q-network.
Appl. Sci. 12(1), 425 (2022)

14. Ibrokhimov, B., Kim, Y.J., Kang, S.: Biased pressure: cyclic reinforcement learning model
for intelligent traffic signal control. Sensors 22(7), 2818 (2022)

15. Zhu, R., Li, L., Wu, S., Lv, P., Li, Y., Xu, M. : (2022). Multi-Agent Broad Reinforcement
Learning for Intelligent Traffic Light Control. arXiv preprint arXiv:2203.04310

http://arxiv.org/abs/1803.11115
https://en.wikipedia.org/wiki/Pedestrian_scramble
http://arxiv.org/abs/2111.09794
http://arxiv.org/abs/2203.04310


120 S. Ergün

16. Hudson, N., Oza, P., Khamfroush, H., Chantem, T. : Smart Edge-Enabled Traffic Light Con-
trol: Improving Reward-Communication Trade-offs with Federated Reinforcement Learning.
In : 2022 IEEE International Conference on Smart Computing (SMARTCOMP), (pp. 40–47).
IEEE (2022)

17. Mushtaq, A., Sarwar, M. A., ul Haq, I., Khan, A., & Shafiq, O. : Traffic Management of
Autonomous Vehicles using Policy Based Deep Reinforcement Learning and Intelligent
Routing (2022). arXiv preprint arXiv:2206.14608

18. Cao,M., Li,V.O., Shuai,Q.:AGainwithNoPain: Exploring Intelligent Traffic SignalControl
for Emergency Vehicles. In : IEEE Transactions on Intelligent Transportation Systems (2022)

19. Liu, J., Qin, S., Luo, Y., Wang, Y., Yang, S.: Intelligent Traffic Light Control by Exploring
Strategies in an Optimised Space of Deep Q-Learning. In : IEEE Transactions on Vehicular
Technology

20. Paul, A., Mitra, S.: Exploring reward efficacy in trafficmanagement using deep reinforcement
learning in intelligent transportation system. ETRI J. 44(2), 194–207 (2022)

21. Shamsi,M., Rasouli Kenari, A., Aghamohammadi, R.: Reinforcement learning for traffic light
control with emphasis on emergency vehicles. J. Supercomput. 78(4), 4911–4937 (2022)

22. Szepesvári, C.: Algorithms for reinforcement learning. Synth. Lect. Artif. Intell.Mach. Learn.
4(1), 1–103 (2010)

23. Shibuya Station. (2021). Traffic conditions in the area around Shibuya Station https://www.
city.shibuya.tokyo.jp/assets/kankyo/000050292.pdf

24. Lopez, P.A., et al.: Microscopic traffic simulation using sumo. In : 2018 21st International
Conference on Intelligent Transportation Systems (ITSC), pp. 2575–2582. IEEE.

25. Raffin, A., Hill, A., Gleave, A., Kanervisto, A., Ernestus,M., Dormann, N.: Stable-baselines3:
Reliable reinforcement learning implementations. Journal of Machine Learning Research
(2021)

http://arxiv.org/abs/2206.14608
https://www.city.shibuya.tokyo.jp/assets/kankyo/000050292.pdf


Does the Firms’ Size Affect the Decision-Making
Capability of BI? A Case Study in Türkiye
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Abstract. Business intelligence (BI) is one of the most evident indicators of dig-
itization, assisting firms in better managing and executing their operations. Since
Türkiye is still a developing country, recent attempts by the Ministry of Industry
andTechnology of theRepublic of Türkiye to digitalize SMEs highlight the signifi-
cance of business intelligence for the country. Thus, this research aims to determine
whether the decision-making capabilities of BI software vary with organization
size and BI users in various positions in the firms. To analyze the decision-making
capabilities of BI software used in their businesses, a survey was designed for 50
enterprises participating in the Efficiency and Technology Fair in June 2021. The
enterprises’ perspectives on business intelligence capacity were acquired using
a Likert scale ranging from 1 to 7. The Kruskal-Wallis test was used to analyze
the differences between various business sizes, such as micro, small, medium,
and large. The findings demonstrated that BI decision-making skills differ with
neither enterprise size nor BI firm users. Another finding is that around 68.9%
of firms use business intelligence, and 30% regard it favorably. 4% of enterprise
reps need to learn who utilizes business intelligence in their organization. Further-
more, it has been observed that the most popular business intelligence software
is SAP Business Objects and ORACLE, even though some firms use more BI
software simultaneously. This study contributes to the literature by investigating
whether the organization’s size and the BI user impact BI effectiveness, providing
an overview of particularly the small firms in Türkiye.

Keywords: Business Intelligence · Decision-making · Software Capability ·
SMEs

1 Introduction

Technological breakthroughs, communication advancements, the globalization of the
workforce, and various customers’ needs make the business environment complicated,
competitive, and ever-changing. A company needs to be competitive for its sustainability
among its rival in the market. The firms have a sustainable competitive advantage when
their return on investment exceeds the industry standards [1] and if they maintain their
competitive standing. Making practical, efficient, timely, fast, and high-quality decision
affects the firms’ competitiveness [2]. According to Davenport (2010), it is essential
to focus consciously on better decisions in order to improve processes as well as to
approach the effort as decision-oriented so as to develop new products [3].
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Additionally, the dynamics and complexity of the business environment impact man-
agers’ choices negatively. Because they are struggling with overloading information,
this situation beclouds just-in-time decision-making. Despite the abundance of available
knowledge and technology solutions in significant corporations, Gigerenzer claims that
50% of managers covertly rely on their business choices on gut instinct. However, a lack
of faith in themselves or others’ gut instincts prevents CEOs from acting on it [4].

Typically, the ability to optimize company performance depends on the decision-
maker’s ability to analyze and control business performance and take appropriate action
based on the data. Furthermore, the researchers state that today’s global business com-
munity suffers from business source analysis and information overload. Indeed, 61%
of managers consider that their workplace suffers from information overload, and more
than half of managers ignore information in their current judgment process due to it [5].
According to a study in 2012, more than 35 percent of the top 5,000 global firms would
regularly fail to make wise decisions regarding significant changes in their business and
markets due to a lack of information, processes, and tools [6].

BI can be a solution for this. Institutions need to employ intelligence for two primary
reasons. First, they must do an analysis that will assist them in making better selections.
The analysis enables them to identify sales patterns, care for clients, and crucial concerns.
Second, it greatly aids them in forecasting future consumer behavior and market need
[7]. Hence, many companies use BI systems in decision-making.

BI directs to techniques, processes, architectures, and technologies that can perform
and convert accumulated datasets into meaningful and helpful information and are used
as valuable reports for business purposes, applications, and services [8]. In a typical BI
System, data are collected from disparate sources, transformed, cleansed, loaded, and
stored in a warehouse.

These data can be in various forms, from structured ones, such as data extracted from
ERP (Enterprise Resource Planning) or CRM (Customer Relationship), to unstructured
ones, such as images, spreadsheets, and business processes [9]. Then data is analyzed
for specific aims. Many technics are used to diagnose, such as multidimensional cube
analysis, exploratory data analysis, time series analysis, inductive learning models for
data mining, and optimization models. Finally, the choice and adoption of a specific
decision are taken and reported.

Crucial segments of proactive BI include real-time data warehousing, data min-
ing, automated detection of anomalies and exceptions, prescient warning with auto-
matic recipient resolution, seamless follow-through workflow, automated learning and
advancement, geographic information systems, and data visualization [10].

Some studies prove the benefits of BI implementation, such as improved perfor-
mance, efficiency, productivity, business growth, resource planning, supplier-buyer rela-
tionship, and cost lowering, which can eventually direct to a competitive advantage [11].
Because BI could help organizations’ profitability by improving managers’ decision
power, the organizations commenced investing in it with annual growth of 10%. How-
ever, only 24% of these investments have been booming in recent years [9]. For instance,
succeeding companies, such as Continental Airlines, have seen BI investments increase
revenue and yield cost savings equal to a 1000% ROI (Return on Investment) [12]. In
2014, Indian BI software revenue was predicted to be a 15 percent increase over 2014
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revenue of $133.8 million. This forecast contains payment for BI platforms, cutting-
edge analytics, analytic applications, and CPM (Corporate Performance Management)
software [13]. Many industries use BI applications to reach beyond the enterprise and
share insights off the platform with vendors and customers of IT. Because the demand
for BI and analytics technology is rising fast as more enterprises are leaning on data for
decision-making, the software market is anticipated to reach $13 billion by 2025 [14].

However, the praxis exhibits that the success of BI is still debatable because the
implementation of numerous BI applications fails. Organizations need to achieve the
fitting benefits from BI use [15]. Understanding what BI is, applying it, and the related
benefits are essential in implementing BI across the enterprise [16] because failing
companies have spent more resources than their competitors with a smaller ROI, all
while monitoring their market share and client base shrink continuously [12]. Hence,
researchers began to solve the dilemma, and several studies have lately been driven to
successful implementation. Implementing BI within the organization is a journey toward
an ideal enterprise, not a destination. [16].

There is a high grade of the direct correlation between the quality of the system used
in BI systems and usage at the level of significance (0.05), and the correct and reliable
use of BI systems affects the quality and validity of decision-making in humanitarian
organizations operating in Türkiye [17].

1.1 Digitalization and Competitiveness

Türkiye is a developing country with 3.228.421 enterprises of varying sizes, with an
economic value of 5,305,543,653,183 TL in 2019. Compared to 2019, the proportion of
enterprises that used ERP software increased by 7.5%, and CRM was used by 10.6%.
41.0% of enterprises with 250 or more employees used cloud computing services. The
proportion of enterprises using robot technology was 4.8%. 2.7% of enterprises stated
that they use artificial intelligence [18]. Figure 1 demonstrates that Türkiye’s production
volume consists mainly of large-scale enterprises.

But, according to the report of MID, Türkiye has been lagging in digital competi-
tiveness worldwide.

Türkiye has moved to 48th place in the Global digital competition ranking, which
includes 64 countries, bydecreasing4points in 2021 compared to 2020 [19]. This ranking
showshowfarTürkiye is in theworld ranking in termsof digital competitiveness. Figure 2
below shows how Türkiye’s digitalization and level have changed over the years.

However, based on the graph above, it can be said that Türkiye’s competitiveness
level is even lower than its digitalization level. This result might indicate that Türkiye
needs help to utilize technology to its advantage.

Several studies were done to examine the importance of digitalization worldwide.
In a study, researchers examined the influence of digitalization on the growth of the
global economy, using the economies of EU (European Union) member states as an
example. It has been discovered that digitalization is a crucial element in global economic
growth. Several methodologies have been established to research its influence on global
economic growth, according towhich the level of digitalization of the nations’ economies
is measured [20].
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Fig. 1. The production volume of firms in Türkiye (derived from the data of TUIK, 2021).

Fig. 2. Türkiye’s Level of digitalization and Level by years.

Core Technologies such as 3D Print, Industrial Internet of Things (IoT), Big Data, AI
(Artificial Intelligence), Collaborative Robots, and Virtual Reality have had a 68% influ-
ence on Industry 4.0 and provide predictive analytics for making high-value decisions
[11].

From the perspective of Türkiye, some studies were done to find out the organiza-
tion’s approach in the Türkiye. For example, in a study, interviewees are asked how and
how much they use analytical tools, techniques, methods, and strategies for marketing,
production, and other areas. The analysis and findings indicate that most firms need to
catch up in using analytical tools or techniques for business purposes, even though they
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all accept that data mining, digital marketing, database marketing, and extensive data
analysis are significant for businesses [21].

In another study conducted in 2012 on the use of information systems to support
competitive information among SMEs in Istanbul, it is seen that companies’ IT (Infor-
mation Technology) usage rate is low. The respondent firms’ Level of IT help to manage
their competitive informationwas the subject of this Section 56.1%declared that they did
not use any systems to collect their competitive information, agreeing with the statement
that it was in their thoughts and they relied on their memory. Only 12.7% said they used
IT systems to manage competitive information. However, they preferred paper records
and did not like relying on computers or others to protect their data [22]. Another study
was conducted to determine the tendency of firms at the management level to use BI in
decision-making. The result showed that all enterprises utilize IS for operational pur-
poses. In addition, many managers think that it is either not fit for their industry or
that their company needs to be more significant to implement such technologies. They
all recognize the value of big data and computerized systems but still plan and make
judgments based on their experience, intuitions, and views. However, they agreed they
could be utilized when shown instances of intelligent systems, big data, and artificial
intelligence in action [23].

According to comparative research on firm variables in BI studies, a fully designed
BI system gives differential value to various businesses. The size, scope, and absorptive
ability of an organization all contribute to the effective adoption of BI. For example,
firm size will impact the organization’s capacity to turn BI Resources into BI Bene-
fits because large companies are more likely than small firms to harness BI’s potential
[24]. Another variable is that information exchange and cooperation between manage-
ment across many departments are required for organizational information transfer and
strategic decision-making around significant business activities. Consequently, as an
organization’s size grows, so does the interdependence and complexity of the process,
causing managers to struggle with collaborating and sharing information to complete
perceiving, decision-making, and performing duties in a timely way. As a result, based
on their size, businesses may take different approaches to attain agility [25]. At the indi-
vidual level, user acceptance and successful utilization are one of the most challenging
difficulties for BI systems. The objective of an organization to achieve high returns on BI
investments is strongly dependent on the proper usage of a BI system, which is depen-
dent on end-users. On the other hand, user resistance to or underutilizing BI systems
can lead to workflow issues, strategy blindness, and poor business performance. As a
result, it is critical to recognize and fix individual-level difficulties to reap the maximum
pension of BI systems and limit the chance of failings [26].

2 Literature Review

It is vital to notice that many methodologies and tools could be employed in BI creation.
They have a significant influence on the functioning and capabilities of BI applications
and hence on the quality of decision-making, personalization of goods and services, and
process improvement [27].

BI capacity derives from IT capability, which has been extensively researched in
the information systems (IS) literature. IT competence is related to the quality of IT
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infrastructure, the business-related expertise of the IT group, and the quality of the inter-
action between IT and management groups. At the same time, BI capacity concerns
information distribution and analysis for management use. BI systems facilitate analyti-
cal decision-making instead of operating systems such as ERP and E-commerce, which
focus on rapid and efficient transaction processing [28].

Some researchers analyze capabilities such as data sources, data kinds, dependability,
user access in terms of authorization and authentication, system flexibility, interface
with other systems, and the amount of risk the system provides [29]. Others give three
classification groups for BI capacity in organizations:

– BI innovation infrastructure is the fundamental capability ofmobilizing anddeploying
BI features to support organizational innovation through infrastructure, culture, and
technological improvements;

– BI process capability is the incorporation of BI into the firm’s customer-centric and
B2B (Business-to-Business) processes; and

– BI integration capability is how the organization builds and integrates such capability
and develops ways to use it [30].

Furthermore, Olszak (2014) has presented a complete, dynamic BI capabilities
framework that considers six capability areas: governance, culture, technology, people,
processes, and change & innovation. According to this dynamic capacity paradigm, the
talents required greatly depend on the environment’s dynamics [27]. Dynamic capabil-
ities are higher-level competencies that indicate a company’s capacity to integrate, cre-
ate, and restructure internal and external resources/competencies to handle and perhaps
shape a fast-changing business environment. Dynamic capabilities may be conceived of
as three clusters of activities and adjustments:

• opportunity detection and evaluation (sensing),
• mobilization of resources to address an opportunity and capture value from doing so

(seizing), and
• ongoing regeneration (transforming) [31].

Hostmann et al. also outlined eight fundamental BI skills divided into organizational
and technological components: Information Source, Information Type, Data Depend-
ability, Adaptability, Intuition in Analysis, Communication with Other Systems, Level
of Risk, User Access (web-centric or desktop app) [9].

Organizations understood that they requiredvarious business intelligence capabilities
to meet the demands of their users. Finally, this variety of applications might be divided
into five main groups or “Styles of Business Intelligence” applications. The five types
of BI applications are as follows:

1. Advanced Data Mining and Analysis
2. Visual and OLAP Analysis
3. Business Reporting
4. Scorecards and Dashboards
5. Mobile Apps and Alerts [32].

A comprehensive literature review yielded 34 BI evaluation criteria, which were
incorporated into the second part of the study. The interviewees assigned ranks to the
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requirements from these 34 variables to determine their relative importance. After that,
factor analysis was used to extract the six main factors for evaluation. These were “An-
alytical and Intelligent Decision-support,” “Provision of Related Experimentation and
Integration with Environmental Information,” “Model Optimization and Recommenda-
tion,” “Reasoning,” “EnhancedDecision-makingTools,” and “Stakeholder Satisfaction.”
These structural factors demonstrate the breadth of enterprise system intelligence and
its relationship to BI competence [33].

In terms of BI software, Tableau, QlikView, Microsoft Power BI, SAP Business
Objects, IBM Cognos, and other leading BI products are examples. On the other hand,
top analytics tools include SAS, Python, Microsoft R, IBM SPSS, Minitab, and others
[34]. The primaryBI tools have database query and reporting software,multidimensional
data analysis tools (e.g., OLAP), and data mining tools (e.g., predictive analysis, text
mining, and web mining. BI provides interactive visualization for data exploration and
discovery. Indeed, BI and big data analytics emphasize valuable data, information, or
knowledge [35]. Robust scheduling, sharing, cutoff point notifications, data, object-level
security, and report bursting are all elements of critical BI applications.

Additionally, all major BI products include access to BI material via web portals or
mobile devices and the ability to set up LDAP and entry authorization with SSO options
[34]. Some prominent vendors, such as SAP, are developing analytical solutions such
as SAP HANA, which will provide “predictive analytics, text, and big data in a single
package” (SAP 2014). However, the Big Data job market requires experts using these
tools, and BI capabilities are still considerably more remarkable than the demand for
Big Data competencies [36].

BI is now built on four cutting-edge technological pillars: cloud, mobile, big data,
and social networking. All of them are current online services or the Internet of services
[37]. Cloud BI is a solution that enables on-demand access to software and hardware
resources while requiring minimum administration work. According to a report, cloud
BI is a breakthrough concept for offering BI capabilities “as a service” via cloud-based
architecture at a reduced cost while allowing for faster deployment and customization.
Cloud BI solutions appeal to enterprises that want to boost agility while lowering IT
expenses and reaping the benefits of cloud computing [15]. For example, BI systems
may employ daily operations conducted by investment banks as an alternative. Another
advantage is that BI systems can interface with other technologies, such as Cloud Com-
puting, to provide more added value to organizations [8]. On the other hand, collecting
and evaluating a significant volume of timely comments and opinions from varied social
media users may draw a wide range of social and business insights critical for social
policy formation, customer relationship management, and product creation. Advanced
information extraction, topic identification, opinion mining, and time-series analysis
techniques can be applied to traditional business information as well as the new BI con-
tents for a variety of accounting, finance, and marketing applications such as enterprise
risk assessment and management, credit rating and analysis, corporate event analysis,
stock, and portfolio management, and so on [38].

Considering dynamic capabilities and organizational growth concepts, Chen and
Lin (2021) constructed the STD structural framework for BI capabilities. Based on the
STD conceptual model, they investigate the interaction mechanics of BI capabilities and
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the influence of the BI application on company performance. The study showed that
integrated BI capacity’s sensing, transforming, and driving capabilities are essential.
BI application in the real economy should yield a positive outcome and high poten-
tial considering the quick advancement of information technology and business model
modifications [39].

The capability of decision-making of used BI firms might be related to the adoption
and effective use of BI. Indeed, a study resulted that organization size, absorptive capac-
ity, relative advantage, complexity, and commitment - emerged as key drivers of a firm’s
Data Warehouse adoption choice [40]. In a study, six dynamic capability categories
related to BI were identified, which are associated with the agility of BI. Organization
and governance refer to a company’s ability to manage its (BI-related) resources. All
operations connected to an organization’s goods and services are included in business
processes. Change management and change behavior are concerned with how an orga-
nization handles change. Persons and an organization’s “personality” are represented
through people and culture. Technology and infrastructure are terms that define broad
IT items (hardware and software) and how they are used. IS portfolio and architec-
ture describing the IS applications and their architecture, such as data models or tiered
architecture [41].

BI is also crucial in agile management. As such, some studies [42] indicate that
agile manufacturing offers a process for responding quickly to changing markets, pro-
ducing high-quality goods, shortening supply delays, and increasing customer value.
Organizations should benefit from the most recent information technology advances
while continually developing their own. The capacity of management and employees to
adjust to changes quickly and error-free is critical to the success of agile manufacturing.

Decision-making is especially important in emergency or disaster management.
Agile risk management, as well as the use of artificial intelligence systems and data
analytics, will enable an organization and its service supply chain networks to access rel-
evant information and data in real-time, discover patterns in data, recognize uncertainty,
opportunities, threats, and risks, and make effective decisions [43].

When the recent pandemic is taken into consideration, COVID-19 has a significant
influence on e-commerce. One of the world’s heavyweights, Walmart, increased its e-
commerce transactions by 74% in the global market [44]. During COVID-19, many
medical products, such as drugs, medical devices, and herbal goods, have been critical.
These products must be just in time and in the right amount transported, and the demand
priority must be clear. The exact needs must be apparent in the hospitals. COVID-
19 is a game-changer that necessitates new operational, manufacturing, and service
procedures, resulting in significant transformations and transformations of organizations
worldwide. The supply chain for the services sector is a crucial business supporting
most economies during these challenging times through increased job demand, material
acquisition, production, storing of goods, inventory control, distribution, and delivery
of necessary products and services [43].

The capability of DM (Decision maker) plays a vital role in the success of the SC
(Supply Chain) companies. The main components of supply chain management are
location problems, solid transportation problems, and inventory management. Finding
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optimal locations for retail outlets, plants, terminals, workplaces, fire stations, and rail-
road stations is a critical and complex issue in inventory management. Choosing the
best locations for facilities and optimizing overall logistics costs, delivery times, and
inventory costs by various modes of transportation can significantly impact the man-
agement system [45]. Considering today’s competitive health market, corporations must
maximize profit while minimizing costs and considering drug manufacture and supply
time [46].

However, in many real situations, products are not directly shipped from plants to
customers. In a TS (Transportation system), goods are transferred from plants to clients
through a series of phases in the SCN (Supply Chain Network) [47]. Especially time is
a critical factor in the process. If the items are not delivered on time, it directly impacts
the entire system. As a result, employing such TP (Transportation Period), all ordered
items should be delivered to the destinations on time. In SC, the transportation period
of products must be completed within the set time; otherwise, items may be degraded
or have a storage problem, and the client may cancel the desired goods [46].

Recent studies handle the problems in the SC to make better decisions related to the.
For example, the MMFSTP (Multi-stage Multi-Objective Fixed-Charge Solid Trans-
portation) issue delivers products from factories to customers via DCs (Distribution
Centers), retailers, etc. The parameters ofMMFSTPare inherently unpredictable because
of factors such as a lack of input information, a shifting financial market, road condi-
tions, poor statistical analysis, etc. In this instance, it is necessary to seek the advice
of decision-makers or specialists to anticipate the probable values of the parameters. In
most circumstances, decision-makers provide parameter values as an interval value, a
linguistic word, or another type. For example, the demand for a DC is “14–19 tons/day”
[47]. Unfortunately, correct values of the parameters cannot be obtained, and only prob-
ability distributions are insufficient to estimate the parameters. Hence, the DM must
provide such uncertainty, a blending of historical information and perception degree, to
define the parameters [48].

Because of insufficient information related to cost, fixed cost, supply or production,
demand, and conveyance are only sometimes correct in real-life situations. As a result,
uncertainty emerges in various applications because the market condition varies, and
demand cannot be accurately predicted at any stage.When ambiguity arises, the decision-
maker DM is limited in his or her ability to address the associated costs in the industry.
Due to unforeseen circumstances, DMmay be unable to make up the delivery time [49].

2.1 Contribution and Aim of Study

As mentioned above, decision-making is an essential process in well-managing compa-
nies.While the success ofBI is knownworldwide, there still needs to bemore information
about Turkish companies, whether they are aware of this technology and why digitaliza-
tion in Türkiye is low. The studies in the literature were conducted mainly on the usage
of IT in firms and the performance of BI. Moreover, the enterprises may need to apply
BI appropriately, or the BI system they employed was unsuccessful in various sizes of
firms in Türkiye.

Some of these investigations have evaluated the implementation of BI from the
organizational viewpoint. However, scarcely any of them considered the influence of
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decision-making style as a factor in BI success [9]. Although several prior research has
found that size significantly impacts the adoption of innovations, the results have proven
inconclusive [40].

Hence, to fill this gap in the BI literature, the study aimed to clarify whether the
low digitalization of Türkiye, an indicator of BI, has arisen from SMEs, considering
the production values and quantity of the SMEs or from the capabilities of BI used. To
achieve the aim, the following research questions are to be answered:

– Do firms in Türkiye use BI in their business processes?
– Which BI systems are used in Türkiye’s firms?
– Who uses BI systems in the firms mostly?
– Does using BI differ from the size of enterprises?
– Is there a significant difference in the decision-making skills ofBI software in different

company sizes?
– Is there a significant difference in the decision-making skills ofBI software in different

users in companies?
– The BI system used in the firms specialized to the users?

3 Method

3.1 Sample

One hundred twenty-three firms attended theEfficiency andTechnology Fair held in June
2021. One hundred surveys were handed out to 85 enterprises that agreed to contribute
to research at the Fair. After one hour, the surveys were collected. Hence, the response
rate is 0.85. Due to missing data, 11 of them are excluded. Twenty of 74 surveys did
not use BI-Software in their company, while three were unaware if the firm uses BI.
Therefore, 50 enterprises were assessed in this research.

3.2 Data Analysis

The questionnaire was adopted by [39]. Fifty enterprises were categorized into their
number of employees, and there were four groups, namely, micro, small, medium-sized,
and large. From the literature, four items were determined to measure decision-making
capability. Decision-making capabilities were measured with four items on a 7-point
Likert scale. Then the average value of items was calculated and used to test group
differences. The measurement items are as follows:

• C1.BI matches with rational business planning,
• C2.BI improves the efficiency of business planning,
• C3.BI can align strategic planning and changes in the business environment,
• C4.BI ensures the practicability of business action plans.

However, to use the Anova test, normality and homogeneity of variances are to meet.
In the case of violation of assumptions, the nonparametric test is used equivalently. The
data conformity to the normal distribution was tested with the Shapiro-Wilk test (W =
0.94751, p-value = 0.02931 < 0.05). Hence, it was decided to use a nonparametric test
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Fig. 3. Normal Q-Q plot of Group Size.

instead of a parametric one. It was determined that they were not normally distributed
(Fig. 3). Hence, the one-way Kruskal-Wallis test was applied instead of the one-way
Anova test. The testwas run in theR studio.When an ordinal, interval or ratio level of data
is provided, three or more independent groups are identical or different on some variable
of interest. Because the Kruskal-Wallis test estimates variance among participants based
on variation among the ranking samplemeans rather than variation among samplemeans,
the normality assumption is not required in the H test, and the sample distribution may
even be arbitrary.

The Kruskal-Wallis (H) test is used to examine whether there are variations in BI
capacity amongst enterprises of different sizes and BI users. The test hypothesis is set
as follows:

H1: The decision-making capability of the BI used in firms does not differ from the
firm’s size.

H2: The decision-making capability of the BI used in firms does not differ from the
type of BI users.

4 Results and Discussion

The number of businesses per business varied greatly. Table 1 displays the 50 replies
from 85 Turkish enterprises across various industries. The industries represented by the
50 firms who attended the show and replied to the survey are in the table below.

According to Table 1, the firms that responded to the survey mainly function in the
service sector, with the majority of these enterprises coming from the defense indus-
try (%26). Firms in the software and informatics industries are ranked second (%20),
followed by organizations in the education (%16) and energy sectors (%10).

Twenty-four businesses that are BI users included in the research have been func-
tioning for more than 15 years, and ten companies have just started their businesses as
shown in Fig. 4.a. The six BI users who have been active for between 7 and 11 years
have yet to encounter the company. One firm did not give information about the use of
BI.
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Table 1. Industry Breakdown of firms.

Sector Number of firms % of Total

Defense industry 13 0.26

IT 10 0.20

Education 8 0.16

Energy 5 0.10

Aviation 4 0.08

Advertising 2 0.04

Certification 2 0.04

Audit 1 0.02

Furniture 1 0.02

Iron-steel 1 0.02

Manufacturing 1 0.02

Security equipment 1 0.02

Textile 1 0.02

Total 50

Figure 4.b shows the number of firms surveyed. The respondents were mainly from
large companies, and sixteen companies act as medium-sized businesses. The number
of respondents from the small and micro companies was almost equal.

The following pie chart (Fig. 5) shows the share of BI-user in firms. Users in various
positions in firms use BI systems at different levels.

Most userswere fromdifferent hierarchical levels, and they couldmobilize andutilize
business intelligence features BI programs in enterprises when needed—following that,
it is used by senior and middle-level managers. While business analysts or specialists
use the BI system in eleven companies, the six respondents do not know who uses these
programs in the enterprise. Two firms stated that the BI systems were used solely by top
managers.

BI and BA (Business Analytics) software were determined from the literature. The
BI software and BA tools used by businesses are shown in Fig. 6.

Some firms’ representatives added the BI software type they use in their firms which
is not listed in the questionnaire. Some firms, especially large-scale enterprises, prefer
more than one program for different units. It is seen from Fig. 6 that the most preferred
software is the SAP business, and Oracle is in second place.

It has been determined from the survey that some companies have prepared spe-
cial programs suitable for their business processes. In addition, some firms were using
different BI systems simultaneously at varying operations for purposes.
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Fig. 4. a The operating years of the surveyed firms. b The number of companies to their firm size.

Fig. 5. The distribution of BI user groups in the surveyed companies.

4.1 Descriptive Statistics

Frequencies, averages, and standard deviations are shown in descriptive statistics relating
to firm sizes and BI-user groups in firms (Table 2). The means of BI decision-making
capability in different firm sizes range from 5.41 to 5.81, and they appear to approximate
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Fig. 6. Software used in the firms.

each other. They do, however, differ in terms of standard deviation. Remarkably, the
variance is seen in small enterprises but not between groups.

From Table 2, it can be inferred that the representatives of firms are generally sat-
isfied with the BI capability. The respondents’ opinions in large companies are close to
each other regarding BI capability in decision-making. Because large and medium-sized
companies account for mainly of respondents, their opinion can reflect the reality of
BI-capability. However, there is an opinion gap among respondents in small firms. The
considerable gapwas also in special BI users, which can be understood from the standard
deviation. There was no consensus among them. Nevertheless, it is not remarkable for
which size of the companies these specialists work.
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Table 2. The summary statistics related to the firms according to their size.

No Group Frequency mean Std. Deviation

1 Micro 7 5.61 0.827

2 Small 8 5.41 1.76

3 Medium 16 5.81 0.973

4 Large 18 5.57 0.685

1 All levels in need 16 5.83 0.561

2 Specialist 10 5.25 1.43

3 Senior/Middle 17 5.47 1.09

The boxplot in Fig. 7a shows the general distribution of firms’ sizes, such as the
median, first quartile, and third quartile of the group’s means.

Here, it is prominently noticed that the opinion of the respondent in small-sized firms
related to BI-capability has a minimum value of about 2. This value indicates that the
respondent is not satisfied with BI’s competence in decision-making.

The opinions in the small firms were inconsistent about BI’s competence because
some found BI’s ability in decision-making better than others. This inconsistency might
be caused by different BI used in small firms or different BI users. Since there was no
information about who uses BI in small firms, it cannot be explained precisely.

The jitter diagram is shown in Fig. 7.b. The goal of the jitter is to move the pointers
slightly and randomly.

A jitter diagram is drawn to minimize or mitigate the effect of overplotting, which
happens when numerous points are plotted at virtually the same spot. Figure 7.b shows
the jitter diagram of groups’ means according to firm sizes. As seen in Fig. 7.b, although
there were different opinions in the groups, it is remarkable that an outlier in the small
firms causes variance, which can also be seen in Table 1 from the standard deviation
column. It means that only one small-sized firm thinks BI is ineffective in decision-
making while other small-sized mainly assessed the capability of BI used quite well in
decision-making. Again, this variability in respondents’ opinions can depend on the BI
software or users in the companies. However, the thoughts were primarily wide apart in
small firms. The reasons for different opinions about BI’s competence could be either
improper integration of BI into the small firms’ business processes, or BI could not be
used effectively in these firms when BI software is effective.

Regarding the BI expert groups, the boxplot graph and jitter diagram (Fig. 8) explain
their distribution. The variances in the BI specialist group were higher than the others,
and this can also be understood from the outlier in the jitter diagram Fig. 8.b.

Moreover, the median in the group of specialists is almost equal to the first quartile.
The mean of BI capabilities to system users at various levels for specific functions is
greater than the other groups of BI users. In other words, variations in the groups of
senior or middle managers’ assessments about the capability of BI that are used in their
firms are considerable. BI specialist user groups significantly differ in the group in terms
of BI capabilities in their decision-making processes.
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Fig. 7. a Boxplot of the firms’ sizes. b Jitter diagram of the firms’ sizes.

The groups of BI specialists are supposed to be the wiser group because they have
the know-how of how to gain information and where to use it. Despite the BI specialists
in the firms, respondents’ opinions are diverse in the groups. In that case, it means the
problems are related to BI software or its incompliance with the firm’s processes.

These differences can be also seen in the management-level users. Nevertheless, In
the firms of the BI users in the group that uses it for a specific purpose at any level of
the company, the respondents feel that BI is capable of decision-making.

4.2 Hypothesis Test Results

The H test p-value is not smaller than the critical p-value (0.05), as shown in Table 3.
Hence there is no evidence that the groups’ means are different, and the hypothesis must
be accepted. In other words, the decision-making capability of BI software does not
make a difference among the enterprises’ sizes. In the same way, the second hypothesis
is also accepted.
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Fig. 8. a Boxplot of the firms’ BI-users-groups. b Jitter diagram of the firms’ BI-users-groups

Table 3. The test results of the hypotheses.

Kruskal-Wallis chi-squared df p-value Result

H1 0.93203 3 0.8177 Accept

H2 1.4607 2 0.4817 Accept

Then, it can be concluded that the decision-making capability of BI software does
not make a difference among the different BI users in enterprises. Although there was
no relationship between the groups in both hypotheses, the jitter diagrams and boxplots
revealed that BI capability might differ in groups.
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5 Conclusion

This study revealed that 50 of the 74 companies operating in different sectors participat-
ing in the Fair used various BI and BA tools. Most companies included in the research
haveworked in the industry formore than 15 years. In addition, many of these companies
are large and medium-sized enterprises. SAP Business Object and ORACLE were the
companies’ most preferred BI tools in decision-making. This study also demonstrated
that the decision-making competence of the software used does not differ according
to the firm’s size but in size groups. Especially the thoughts about BI capability among
small firms differ from each other. This causemight be from the integration of BIs.When
the complex BI was used in small firms and not responsible for each module, it could
not be used for its effectiveness due to complexity and workload. Indeed, if small firms’
business environment, such as suppliers, does not use BI or relevant IT, then BI might be
inefficient, and therefore, its advantage could not be used by small firms. Because small
businesses typically have a small number of customers, making it simple to determine
whether they are satisfied, providing that management is astute enough to communicate
with them systematically, soliciting their feedback and carefully listening to what they
suggest [50].

The finding of this study differs from some studies in the literature [40, 50–52];
however, these studies were conducted in different countries using different techniques.
The culture, innovativeness, and environment may affect managers’ views of the recent
technologies in companies.

Nevertheless, Business Intelligence systems are software used in small and medium-
sized businesses that create vast volumes of data. These businesses employ Business
Intelligence, particularly in automatingmundane procedures such as finance, production,
etc. [51]. Since SMEs frequently misunderstand business intelligence as a technology
only suitable for large organizations [52], its complexity and colossal price make some
small firms avoid implementing it in their processes. However, they can benefit from
BI if they integrate it into core processes, such as customer relationship management
systems.

The other findings of this study showed that the use of BI systems in firms did not
vary to users’ positions. This result indicates that big companies have complex business
processes and need specialists to use, control or manage BI systems. Apart from that,
the operations in big companies might be executed at the horizontal structural level;
hence the user might use BI in their department, which they solely have access to and
are responsible for the tasks and duties. On the other hand, small and medium-sized
firms can hire specialists because of both the newness of BI to the firms and the fact that
they have yet to experience it.

In the digital age, firms must integrate BI into their business processes, adopt intelli-
gent systems such as BI, and stay digital to compete in the digital ecosystem. In addition,
managers should use BI in their daily and strategic decision-making.

The digital entrepreneurship ecosystem comprises government, industrial firms,
technology vendors, schools and universities, investors (including financial compa-
nies), and other businesses in the value stream. It is critical to establish a technological
infrastructure, collaborate among institutions, facilitate technical and financial support,
boost research and development, and create legal arrangements to stimulate the creation
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of novel products and services to contribute to the rise and growth of the intelligent
entrepreneurship ecosystem [53]. BI can also help managers in disaster and risk man-
agement. The requirement for service supply chain integration through effective agility
methods, artificial intelligence, and data analytics to enable managers to make profitable
and resilient decisions inside the various supply chain networks is particularly critical
during COVID-19 [43].

In summary, as discussed earlier, the performance of BI is shown in many types of
research. To be competitive, firms should enhance all real-time and accurate information
relevant to suppliers, consumers, rivals, services, products, business environment, and
technology to make better decisions.

This study clearly demonstrated that small firms must be assisted in broadly present-
ing BI and its possible advantages, purchasing appropriate BI, and using it effectively.
The government should support small firms notably. And take the initiative for them. To
level up digitalization, at least to a global degree, the government should provide some
incentives and encourage firms to use new technologies. Thus, digitalization impacts par-
tially or the entire SC. The owner of companies should be convinced of the performance
of their rivals using BI.

Limitations and Future Studies.This study has some limitations due to themissing
information. For instance, the impact of the software on the business profit or perfor-
mance could not be examined. Taking an example of two or three BI software, the
software modules could be separately analyzed and compared in the following studies.

This study only measures the decision-making ability of software used by 50 compa-
nies operating in Türkiye. Therefore, generalization cannot be made. Some companies
use more than one software together. Thus, decision-making competence at the software
level needs to bemade apparent. The result covers four itemsmeasuring decision-making
capability, but different items can be added, more samples can be taken, and the test can
be rerun. In this study, the effect of the software on business performance has not been
measured. For this reason, the impact of decision-making capability on the performance
of enterprises based on software can be investigated in future studies.

In the study, the jitter diagrams andboxplots illustrated thatmight be somedifferences
in the groups; hence, the following study can examine the relationship between the groups
by taking more samples.

Apart from that, in a future study, the opinion of BI users in firms could also be taken,
and the weaknesses of BI could be identified. As such, the software could be improved
or adapted to the firms’ systems.

The performance and impact of BI in the risk management of firms in Türkiye could
be examined after that, and the related comparisons could be made among the firms with
BI users and nonusers in the future.

.
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Abstract. On the basis of the theory of technology acceptance (TAM), this study
has extended and proposed a model with the impact of two new factors - Perceived
entertainment and perceived the prestige of KOC. The study used the quantitative
method with a dataset including 406 young people aged 18–25 in Hanoi, then
processed data by Cronbach’s Alpha analysis, Exploratory Factor Analysis (EFA),
ConfirmatoryFactorAnalysis (CFA) andStructural EquationModeling (SEM).As
a result, all independent variables had an impact onAttitude towards Use, in which
Perceived Usefulness has the strongest influence on the mediating variable. Based
on the results, the author provided some suggestions for businesses/marketers
regarding creating an effective online marketing campaign.

Keywords: Theory of Technology Acceptance · the prestige of KOC · attitude
towards using · purchase intention · Tiktok

1 Introduction

Until now, Tiktok is known as the fastest growing explosive application of all time.
Accordingly, in less than 5 years, by 2021, Tiktok (version for global audience) and
Douyin (version for China) have accumulated more than 3 billion downloads - a figure
close to equal to 1/3 of the total number of social network users. At the same time, it is
also ranked 7th in the list of the most used social networks in the world.

Despite bans from some countries, Tiktok has continued to grow strongly from
2020 until now and is now present in more than 50 countries worldwide, including
Vietnam. According to a report by We Are Social (2021), Vietnam is currently on the
TOP6 countries with the highest growth rate of TikTok users in Southeast Asia with
the number of users above 39.65 million (after the US, Indonesia, Brazil, Russia, and
Mexico).

In particular, Tiktok is considered the domain of GenZ when more than half of its
users are between the ages of 13 and 20. According to experts, the platform has a strong
appeal to Gen Z audiences because of the way it works. The platform focuses on short-
form video content (under 1 min), which is easier to use and go viral than other social
media platforms. For businesses targeting Gen Z, the strong growth of short-form videos

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
A. Mirzazadeh et al. (Eds.): SEMIT 2022, CCIS 1809, pp. 143–152, 2023.
https://doi.org/10.1007/978-3-031-40398-9_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-40398-9_9&domain=pdf
https://doi.org/10.1007/978-3-031-40398-9_9


144 L. T. D. Anh et al.

on Tiktok has become a useful marketing tool in increasing brand awareness, building
trust and impact to users’ buying behavior. In addition, according to a report by Nielson
(2021), 91%of users find content onTiktokunique; 89%of themhavemade anunplanned
purchase after watching short-videos on Tiktok – which is the highest purchase rate on
all social networking platforms available. Moreover, the report of Tiktok (2021) showed
that the challenge “Tiktok MadeMe Buy It” (Tiktok made me buy that product) received
a lot of participation and interaction, sharing of human products - 3.6 billion views in
total. Hence, Tiktok is seen as a significant platform for enterprises to approach and
motivate Gen Z to purchase.

Nonetheless, many experts believe that businesses are currently being “dissolved”
into the platform and following “the old way of thinking”. Generally, majority of cam-
pagins on Tiktok is related to Dance Challenge (Brandvietnam, 2021). Although the
campaigns are highly pervasive and accessible to young people, but some experts say
that they are for entertainment purpose only, not revenue. After the campagin, noth-
ing but a large number of views left. Sadly, the target public quickly forgot the brand,
products and messages conveyed.

In conclusion, businesses need to buid aMarketing campaign, which positively influ-
ences on customers’ attitudes and purchase intentions, by understanding their perception
toward your content. However, the number of studies on this topic is limited, especially
in Vietnam. Therefore, the topic “Analysis Of Effects Of Tiktok Short-Video On Gen
Z’s Perceptions Toward Purchase Intention” is essential, which will not only provide
useful knowledge for businesses to create more effective Marketing campaign in the
future, but it also would help researchers to have an in-depth understanding regarding
the relationship between Gen Z’s perception and intention, particularly in local Vietnam.

2 Theoretical Basis

The author takes the Technology Acceptance Model (TAM) as the base model for
this study, as previous studies (Zhao and Wang, 2020; Xiao et al., 2019). Guritno and
Siringoringo (2013) stated that the online purchasing behavior of consumers is shaped
by the acceptance of the advertising technology/platform that the brand uses. Therefore,
Technology (Technology Acceptance Model (TAM)) can be used to explain the impact
of Tiktok promotional videos on Gen Z’s online purchase intention (Fig. 1).

Fig. 1. TAM model
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The TAM technology model is actually developed based on the Theory of Rea-
soned Action (TRA) and Theory of Planned Behavior (TPB). Accordingly, attitude is an
important factor determining consumer’s willingness, directly affecting their intention
and final behavior. Regarding factors affecting the attitude, Davis et al. (1989) identi-
fied that perceived usefulness and perceive ease of use are those influence positively on
attitudes and behavior of consumers. Hence, it can be said that if consumers perceive
the usefulness and ease of use of a product advertised on Tiktok short video, they would
have a positive attitude toward it, thereby influencing their purchase intention.

3 Proposed Model and Hypothesis

Theproposedmodel is developed fromTAM,TRA,TPBmodels, and extendedPerceived
Enterntainment and PerceivedKeyOpinionConsumer’s prestige (known asKOC) as two
new antecedents to Attitude towards Use due to the change of environment, technology
(Tiktok) and research time.

In terms of the variable “Perceived Entertainment”, the author has inherited the
research results of Hoang et al. (2022) due to equivalence in research objectives and sub-
jects (young people), technology used (Tiktok). Additionally, Tiktok becomes a source
of daily entertainment, motivation and joy (Tiktok report, 2022). If young consumers
feel entertaining while watching video, they tend to have a positive attitude and purchase
intention.

“Perceived KOC’s prestige, whose original idea was the Percevied credibility of
Influencers, has become a virtal issue, resulting in a large numbers of study examining,
particularly the relationship to purchase intentions on the Internet (Sharma et al., 2017;
Lim et al., 2017; Kumar and Polonsky, 2018). Nonetheless, few researchers have studied
the relationship between Perceived Influencers’ Credibility and Use Intention through
themeditating factor. Therefore, the current studywould adapt a proposition thatAttitude
towards Use could mediate the relationship between Perceived Influencers’s Credibility
and Intention. In addition, the author proposed this variable into the model because
of the development of Tiktok KOCs in Vietnam market. KOCs are regular consumers
who love to share their true product reviews online. Even though most of KOC don’t
have a big fan base, as Xiao et al. (2019) indicated, “the professionalism and popularity
of influencers/KOCs in social media have a significant positive correlation with the
purchase intention of customers” (p.420). Consequently, the proposed model is shown
Fig. 2.

Hypotheses
Perceived usefulness is defined when individuals find short video content on Tiktok to
bring them certain values (informational, social interactivity), and assist them in improv-
ing their effectiveness and work performance (Zhao and Wang, 2020). Accordingly, if
consumers think the product advertised on Tiktok short form video content is useful,
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Fig. 2. Proposed Model

they are more likely to have a positive attitude in using it (Lin and Kim, 2016). From
there, hypothesis H1 is put forward:

H1: Perceived usefulness of the product through Short-form video content on Tiktok has
a positive impact on Gen Z’s attitude towards using products.

Perceived ease of use can be understood in two aspects: Firstly, the ease of use in
viewing short video content on Tiktok without spending as much time and effort as other
types (Zhao and Wang, 2020). Secondly, through short videos, consumers feel the ease
of use of the product. Either way, consumers perceive the ease of experience and the
product may lead to their positive attitude towards the advertised product. Hence, the
author hypothesized:

H2: Perceived ease of use of the product through Short-form video content on Tiktok has
a positive impact on the attitude towards using the product of Gen Z.

According Advertising Vietnam (2021), entertainment is one of the most important
elements of videos on Tiktok. Perceived entertainment, according to Okazaki (2005),
indicates comfort and enjoyment through media experiences. On Tiktok, users perceive
entertainment from displayed content, special effects, or a continuous surfing experience
to discover similar contents. Also, asmentioned, if the product itself is entertaining, users
would feed joyful. As Hoffman et al., (1996); Shavitt et al. (2017); Nguyen Dinh Yen
Oanh and Quach Ly Xuan An (2018), the higher entertainment consumers perceive,
the more positive the consumer’s attitude towards using the product advertised is. From
there, the author hypothesized:

H3: Perceived entertainment through Short-form video content on Tiktok has a positive
impact on Gen Z’s attitude towards using products.

Perceived KOC’s prestige means that customers have confidence and trust in KOC’s
expertise in a certain field. According to a report by Brand Vietnam (2021), “72.6%
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of consumers will look to online reviews and consider them before making a purchase
decision”. Through the reviews of KOC, consumers may evaluate that the product is
less commercial from advertising, reducing the “precaution” in accessing information.
Customers often have a positive attitude to trust and choose a product if KOC has a good
assessment of the quality, and vice versa. Therefore, the author proposes a hypothesis
to test:

H4: Perceived KOC’s prestige has a positive impact on attitudes towards product use of
Gen Z

The relationship between attitude and intention is a classic one in studies. Many
researchers have shown that purchase intention is affected by many factors, one of them
is attitude towards advertising and products (Lin and Kim, 2016; Dehghani et al., 2016;
Du et al., 2017). The more positive the consumer’s attitude towards us through Tiktok
short-form video content, the clearer the purchase intention and vice versa. From there,
the author hypothesized:

H5: Attitude towards use has a positive impact on Gen Z’s intention to use

4 Research Methods

4.1 Sampling Method and Sample Size

The least size to use EFA is 50, which is preferable to from 100+ onwards, according
to Hair et al. (2014). The terms “measure variable” and “number observation” refer to
the methyl gauge that was queried in the panel survey, respectively. In this research,
the model has 24 measurement variables. Therefore, according to the principle of 5
observations per measured variable, the minimum sample size is N = 120.

For this study, data were collected using convenience sampling method. The target
was young people aged 18–25 who were living and working in Hanoi. The author
conducted a survey on Facebook and received 430 responses, of which 406 respondents
were in the Gen Z, which the topic aimed, which also determined to be a reliable sample
size (Hair et al., 2014). Then, the author processed all data byCronbach’s Alpha analysis,
Exploratory Factor Analysis (EFA), Confirmatory Factor Analysis (CFA) and Structural
Equation Modeling (SEM).

4.2 Description of the Study Sample Size

The research sample has 406 relevant observations, of which 142 were male (35%) and
264were female (65%).Most of the respondents had bachelor’s degree (364 respondents,
accounting for 89.7%), and their income was mainly in the range of 3 to 10 million VND
because they were mainly students/newly employed. Meanwhile, the results also show
that Tiktok was the platform that the respondents watched and surfed every day, mainly
from 3 to less than 5 h (recorded by 85.2% of the respondents).
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5 Research Results and Discussion

5.1 Evaluation of the Scale by CROnbach’s Alpha Coefficient

The author tests Cronbach’s Alpha coefficient of the component variables included in the
scale. Except for the variablePE4,whichwas excludedbecause the correlation coefficient
of the total variable is less than 0.3, the all scales have Cronbach’s Alpha coefficient
greater than 0.6, satisfactory and the correlation coefficient of the total variable greater
than 0.3. Therefore, all observed variables are eligible to conduct exploratory factor
analysis (EFA) in the next step (Table 1).

Table 1. Evaluation of the scale by Cronbach’s Alpha coefficient

No The scale Number of
observed
variables that
meet the
requirements

Cronbach’s
Alpha

Total variance
extracted

Conclusion

1 Perceived
usefulness (PU)

5 0.824 58.87% Scale is reliable

2 Perceived ease
of use (PEU)

3 0.791 64.211%

3 Perceived
entertainment
(PE)

3 0.774 74%

4 Perceived
KOC’s prestige
(PKOC)

4 0.810 74.605%

5 Attitude towards
use (AT)

3 0.783 77.47%

6 Intention to Use
(IN)

5 0.827 75.98%

5.2 Evaluation of the Scale by Exploratory Factor Analysis (EFA)

The results of exploratory factor analysiswith 4 independent variables and 1 intermediate
variable were performed with Principal Axis Factoring method and Promax rotation.
The analysis results show that, after removing the variable PKOC3 (load factor less than
0.5), the coefficient KMO = 0.859 > 0.5, so factor analysis is appropriate. Besides, the
coefficient sig= 0.000< 0.05 shows that the observed variables are correlated with each
other in the population. The total variance extracted also reached 67.811%, proving that
5 factors in the model explain 67.811% of the variation of market data.
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The results of factor analysis to explore the purchase intention scale were performed
with the Principal Components method and Varimax rotation. The analytical results
show that the KMO value = 0.82 (0.5 < KMO = 0.82 < 1) and Barlett’s test on the
correlation of the observed variables has the value Sig = 0.000< 0.05, proving that the
variables are closely related. The value of total variance extracted = 60.399% (>50%)
meets the requirements and shows that the component variables in the intention scale
explain 60.399% of the variability of the data and are explained by the same variables
as the original.

5.3 Confirmatory Factor Analysis (CFA)

The author continues using AMOS software version 20.0 to perform CFA for measuring
scales after preliminary testing, evaluating the adequacy of the study model and research
hypotheses. Testing criteria used include CMIN/df; Goodness of Fit Index; Tucker &
Lewis Index; Comparative Fit Index; Root Mean Square Error Approximation. The
model is considered suitable when testing Chi-square with P value ≥ 0.05. Therefore,
besides P-value, CMIN/df is also used. Some practical studies indicate that when χ2/df
< 5 (with sample size N > 200); or < 3 (with sample size N < 200), the model is
considered to be suitable (Kettinger and Lee, 1995). In this study, the sample size is N
= 409 (N> 200), according to Kettinger and Lee (1995); CMIN/df< 5; TLI, CFI≥ 0.9
(Bentler and Bonett, 1990); GFI ≥ 0.8 (Baumgartner and Homburg, 1995); RMSEA ≤
0.08, which shows that the research model is suitably.

CFA results of the above measurement scales are presented in Table 2.

Table 2. CFA test results for measurement scales

No Indicator Result

1 Chi-square/df 2.025

2 GFI 0.92

3 TLI 0.935

4 CFI 0.943

5 RMSEA 0.053

5.4 Structural Equation Modeling

SEM model analysis results show that the value of the test: Chi-square/df = 2.188; GFI
= 0.914; TLI = 0.925: CFI = 0.935; RMSEA = 0.054. From the figures, the research
model is suitable with the data conducted (Table 3).

5.5 Discussion

This study examines the effects of perceived usefulness, perceived ease of use, perceived
entertainment and perceived KOC’s prestige on purchase intention with the mediating
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Table 3. Standardized Regression Weights

Hypothesis Estimate S.E C.R P-value

H1 AT ← PU 0.405 0.067 6.759 0.00 Accepted

H2 AT ← PEU 0.144 0.074 3.282 0.00 Accepted

H3 AT ← PE 0.104 0.076 1.239 0.02 Accepted

H4 AT ← PKOC 0.309 0.073 3.058 0.00 Accepted

H5 IN ← AT 0.516 0.047 13.195 0.00 Accepted

role of attitudes towards use. In detail: The results demonstrated that the relationship
between perceived usefulness and attitude is positive and most important, which coin-
cides with the study of Zhao and Wang (2020); Lin and Kim (2016). From that, it can
be seen that, for Gen Z consumers in Vietnam, if they feel that short videos on Tiktok
provide useful knowledge, help them solve problems and make purchases easier, they
may have a positive attitude towards use.

Also, research results showed that attitude towards use is also affected by perceived
ease of use, which coincides with the study of Zhao andWang (2020). It can be said that
young consumers often prefer applications and products that are easy to manipulate and
use. In particular, on the Tiktok platform, when a customer can directly make a purchase
on it, they may have higher positive attitude towards use the products advertised, thereby
promoting further intentions/behaviors in the future.

Moreover, the study found that perceived entertainment has a positive influence on
consumer’s attitudes (H3) and this is consistent with the research of Hoffman et al.
(1996); Shavitt et al. (2017); Nguyen Dinh Yen Oanh and Quach Ly Xuan An, (2018).
Especially, on platform such Tiktok, businesses should integrate some entertainment
elements in videos to attract Gen Z. However, enterprises should still focus on showing
usefullness and benefits of products, so consumers would purchase items they really
need/want.

Furthermore, the relationship between perceivedKOC’s prestige and attitude towards
use proved to be positive in this study (H4). Since people often have anxiety when
buying products that are not same as advertising, they need reputable KOCs’ review
before making purchase decisions. From personal experiences, KOCs provide positive
feedbacks about a product/service, then their followers would have a sense of security,
feel the usefullness of products/services. Therefore, the positive attitude towards use
would be clearer.

Last but not least, the positive relationship between attitude towards use and intention
to use once again confirmed in this study through the regression analysis,which coincides
with the study of Dehghani et al., (2016); Du et al., (2017). Obviously, a positive attitude
may push Gen Z customers to purchase, conversely, they would not to purchase if
their attitude towards the advertising is negative. As a result, businesses should manage
customer’s experience on platform such Tiktok and create value advertising video to
deliver to their target customers.
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6 Implications and Limitations

Based on the results of the research paper, the author has some suggestions for enterprises
in term of implimenting short-form video content marketing. First, the content of the
video should focus the usefullness and the ease of use and buy products online. Noticbly,
there is a function called “Shopping” on Tiktok short video, that is, people may just
click the button when they are interested in the products advertised to proceed to the
purchase page and buy them instantaneously, which greatly improving their perception
of ease of buy and their shopping experience. Furthermore, entertainment features in
Tiktok videos should be added in. For instance, some unique stickers, game, or trendy
music/dance/film should be taken into consideration. The key role of KOCs should be
bear in mind, too. To attract the attention, build trust and positive attitude in target
consumers, businesses should select some reputable KOCs to be brand ambassadors.
Before hand, some evaluation criterias KOCs: Relevant to the field, Performance on
their platforms, their Growth in creativity, contents,…

ForGenZ’s consumers, sinceKOC’s reviewhas an significant impact on their attitude
and purchase intentions, as the results demonstrated, unless they “follow” inappropriate
KOCs. In essence, KOC is also considered a job, and they would give good feedback
about the product they are “promoting”. Another aspect, each person’s experience and
perception is different. Therefore, instead of relying entirely on onlineKOCs, individuals
should see the usefulness of the products to their life.

Nonetheless, the study has still existed limitations. First, because of the convenience
sampling method, the results of this study showed that the representativeness of Gen
Z’s behavior in Vietnam is not high. Secondly, there are many other factors influencing
consumers’s attitude towards use and purchase intention on online platforms which have
not mentioned here. Therefore, they will be suggestions for the author’s next research
direction.
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Abstract. This article reconsiders a system configuration with the Geometric
Ratio Technique (GRT). In this context, the Ministry of Industry and Technology
and the industrial establishment within the jurisdiction of the country were exam-
ined. In order to visualize the restructuring of the Ministry, the pyramid model,
which seems suitable for the GRT method and can also use the golden ratio, was
chosen. The created model is divided into four horizontal layers according to the
functions that the elements in the system should have. In the created model, in the
system layers, respectively, management; regulation, control, security and reme-
diation; training & R&D and production. When the relationships of the layers are
examined, a change in the first layer affects the other layers three, twelve and
forty-eight times, respectively. The effect of changes in other layers on the system
is determined in line with these ratios. In addition, in this study, the manpower
constituting the system under the authority of the Ministry of Industry and Tech-
nology was determined as 12.7 million. This population was divided into strata
with rates of 1.562%, 4.687%, 18.75% and 75%, respectively. With the proposed
model, a resizable structuring has been created so that the system can continue to
exist without deteriorating its functional structure in case of a possible contraction
or expansion. The sectors in the system were examined on the relationship matrix
and placed in the lower layers in the 3rd and 4th layers. The article has been
prepared with reference to open sources. The potential of the presented model
to meet the needs of the current system is quite high. Access to wider resources
and opportunities related to the Industry and Technology system will make the
proposed system more beneficial to the needs of the current system.

Keywords: Geometric Ratio Technique (GRT) · Restructuring · Industry and
Technology · Resizing

1 Introduction

Studies related to industry and technology are of great importance for institutions, coun-
tries and companies to be leaders in the competitive environment. Investments are made
in the fields of industry and technology in order to provide economic wealth, increase
productivity, facilitate human life and increase the level of welfare. The ministry of
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industry and technology is a state institution that works on the management, audit, reg-
ulation and improvement of industrial and technological activities [1]. The Ministry of
Industry and Technology constitutes the administrative part of a holistic system with all
the industrial sectors it covers, R&D and education establishments and studies.

System restructuring is important in order to get the best efficiency by operating the
systems properly and with the least errors. System restructuring ensures that the systems
are carried out in more efficient and sustainable conditions by solving the problems aris-
ing from the economic, environmental and administrative resources in the current state
of the system. The use of model-based methods in the structuring of systems produces
more consistent, logical and scientifically based solutions. Meeting the solution needs
is possible with the restructuring and layout management of all personnel, equipment
and organization of the systems. With the layout management, the positions and sizes
of the system parts are determined and the restructuring process of the system is carried
out. In this study, the relations of all institutions and organizations, system parts and
sub-systems in the industry and technology system were arranged and restructured with
the GRT technique. The system is composed of four different but interrelated layers. All
industry, energy and agriculture institutions and organizations, stakeholders and system
elements in this system were analyzed layer by layer and their relations with each other
were evaluated. Horizontal and vertical layers were created by taking into account the
information, material, product and service exchanges between these stakeholders. The
number, type and qualitative distribution of personnel in the system were determined by
means of the model. According to the model, the shrinkage and growth situations that
can be experienced in the system have been realized proportionally. This will ensure
the proportional change of the elements of the system and cause the integrity of the
system to be affected in the least way. In addition, industry sub-institutions/branches,
which are of vital importance and enable the system to survive, will be least affected by
the changes in the system. Triangular modeling for the application of the method to the
system has been examined and exhibited in detail in the article. Various open sources
were used in the study. The study is open to expert opinions and expert opinions should
be taken in the further stages. In the study, the model principle, horizontal layers, sector
relations, vertical layers, layer analysis, system downsizing and results are examined in
detail under the headings.

2 Model

In this study, a model proposal is presented for the restructuring of the Ministry of
Industry and Technology and the Geometric Ratio Technique is used. Gündoğan and
Yıldırım (2018) [2], with their study, proposed a system for the State of the Republic
of Turkey to maintain its existence in a healthy way. The Geometric Ratio Technique,
which was used in the modeling of the system they presented, inspired this study.

Geometric structures are used while modeling with the Geometric Ratio Tech-
nique. The determined geometric structure is quite successful in visually expressing
the placement of the elements in the system and their relations with each other.

Equilateral triangular pyramid was used as the geometric structure to be used in the
study. Since the apex is narrow and widens towards the base, the pyramid is the most
ideal geometric structure for the industry and technology system studied.
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Fig. 1. Equilateral Triangle

The triangular pyramid structure also provides significant benefits for creating the
layers that make up the system.When the pyramid is cut in the middle, the triangle at the
top constitutes 25% of the entire structure. In the lower area, it forms three equilateral
triangles. This part constitutes 75% of the entire structure. Thus, two layers can be
obtained. The pyramid cut in the middle is given in Fig. 1. When the triangle at the top
is cut in the middle again, it is divided into 25% and 75% areas as in the previous stage.
The ratio of these areas to the general structure is 6.25% and 18.75%, respectively. The
ratio of these areas is given in Fig. 2. Four horizontal layers are needed to represent the
prepared model. For this reason, the top triangle was again divided in the middle and
system layers were formed. The first layer represents a triangle forming 1.5625% of the
entire structure at the apex of the triangle. The areas covered by the other layers are
multiples of 1.5625%. The 1.5625 number we obtained for the first layer is very close to
the golden ratio with a 3.55%margin of error. Placing the system layer sizes in harmony
with the golden ratio is also very important for the ideality of the model.

The volume ratios of the horizontal layers in the triangular pyramid also provide
areas for the system stakeholders to be placed. Each layer contains a number of small
triangles directly proportional to the volume size it occupies. The formula “(2N + 1)”
is used to find the number of triangles. The expression ’N’ in the formula refers to the
horizontal rows in themodel.When the formula is applied, the number of lower triangles
in the layers is 1, 3, 12, and 48, respectively. These ratios also give the "ForceMultiplier",
which expresses the effect power of the layers on the system. The force factor is directly
proportional to the volume ratios of the layers. The force factor of the first layer is 1.
The force factors of the other layers are 3, 12 and 48, respectively. To give an example
of the effect of the force multiplier, a development in the first layer affects the second
layer 3 times. An improvement in the second layer affects the first layer 1/3 of the time.
Triangle numbers in each row is given in Fig. 3.
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Fig. 2. Volumes of Layers

Fig. 3. Triangle numbers in each row

Having a strong industry makes an important contribution to the economic and social
welfare of societies. Investments in industry and technology ensure the sustainability and
prominence of countries and organizations in the competitive environment. This situation
leads to investment and development of industry and technology systems. For countries
with developed economies, the industry and technology system has an important place.
According to open sources, the countries with the highest manufacturing output in dollar
terms are China, the United States, Japan and Germany [3]. In addition, the countries
with the highest value-added output in the industry are China, the United States, Japan
and Germany, respectively [4]. The ratio of employment in the industry to the total pop-
ulation of these four countries has been examined. These rates are respectively 15.98%
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in China, 11.23% in the United States, 13.11% in Japan, and 15.86% in Germany [5].
In the calculation of these ratios, data such as the populations of the countries, the labor
force they have, the labor force participation rates, the employment rate and numbers
and the ratio of the number of workers in the industry to employment were used. The
results obtained about these four countries were evaluated as a reference in the restruc-
turing of the industry and technology system. When the data of the ratio of the number
of employees in the industry to the population are evaluated, the reference value is deter-
mined as 15%. This rate means that 15% of the population of a country works in the
industry and technology system. This ratio was used in the restructuring of the industry
and technology system in Turkey. The population of Turkey in 2021 is 84,680,273 [6].
As a result, the number of employees in the industry and technology system in Turkey
has been determined as 12,700,000.

When the determined personnel power was distributed to the layers, the following
numbers were reached:

First Layer: 198,437 s Layer: 595,313, Third Layer: 2,381,250, Fourth Layer:
9,525,000.

When the Industry and Technology System is designed according to the above-
mentioned model, the layers and their tasks are as follows:

Layer 1: Management.

• Layer 1A: Senior Management
• Layer 1B: Sub-Management

Layer 2: Regulation, Audit, and Improvement.

• Layer 2A: Regulation
• Layer 2B: Audit and Security
• Layer 2C: Improvement

Layer 3: R&D and Education.

• Layer 3A: Security Sector, Health Sector, Electronic & Communications Sector,
Manufacturing Sector, Logistics-Transportation Sector, Plastic Sector, Recycle
Sector, Chemical Sector, Energy Sector

• Layer 3B: IT Sector, Defense Sector, Automotive Sector, Glass and Ceramics
Sector, Mining Sector, Maritime Sector, Construction Sector, Aerospace Sector

• Layer 3C: Agriculture, Animal Husbandry, Forestry Sector, Food & Beverage
Sector, Furniture Sector, Textile Sector, Medical Sector, Service Sector, Tourism
Sector

Layer 4: Production.

• Layer 4A:Manufacturing Sector, Chemical Sector, Plastic Sector andElectronic&
Communications Sector
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• Layer 4B: Defense Sector, Automotive Sector, Glass and Ceramics Sector,
Aerospace Sector, IT Sector and Maritime Sector

Layer 4C: Textile Sector, Medical Sector, Furniture Sector, Food & Beverage Sector
and Service Sector (Fig. 4).

Fig. 4. Proposed Model

There are also strong relationships between system stakeholders in different layers.
Secondary layers called “Vertical Layer” are used to show these relationships. The
vertical layers in the system are as follows (Fig. 5):

Fig. 5. Vertical Layers
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• Top Layer: Covers the (1-2-3-4) area
• Center Layer: Covers the (1-5-10-6) area
• Right Layer: Covers the (2-11-8-4) field
• Left Layer: Covers the (2-7-9-4) area

3 Layer 1L

This layer represents the vertex of the triangular model representing the system. The
management part of the system is located in this layer. The most authorized institution
in the field of industry studied is the Ministry of Industry and Technology. Therefore,
the first layer consists of the Ministry of Industry and its affiliated institutions. This
is the layer with the strongest force multiplier. Every activity that occurs here causes
a threefold, twelvefold and forty-eightfold impact on the lower layers, respectively.
According to the GRT model used, the personnel power of this layer constitutes 1.562%
of the entire system. This ratio is equal to themanpower of 198,437 people. The estimated
number of staff is the ideal number offered by the model and may vary according to the
adopted strategies.

The first layer is divided into two sub-layers, Layer 1A and Layer 1B. While making
this distinction, the ratios offered by the GRT model were adhered. When dividing the
first layer into four sub-layers in accordance with the GRT model, the first layer forms
Layer 1A. Other sub-layers form Layer 1B (Fig. 6).

Fig. 6. Layer 1

3.1 1A

Layer 1A, which is the upper part of Layer 1, represents the top-level management of
the system. The strategies required for the survival and growth of the industrial system
are decided in this layer. In addition, the relations of the industrial system with other
government institutions in the country and the management of foreign industries are
managed in this layer. Theworkforce of Layer 1A consists ofministers, deputyministers,
senior ministry units and employees.



160 M. Gündoğan et al.

Layer 1A is themost important part for themanagement of the system. Therefore, the
internal placement of the layer is also important. The triangular shape with the minister
at the top and the deputy minister responsible for legal affairs or the directorate in the
center would be the ideal layout for Layer 1A. The minister is positioned at the top as
he is the final decision maker. The legal unit is positioned in the middle to confirm the
legality of the strategies or legislation to be prepared. Due to the fact that the law is in
the center, legal problems cannot be ignored in the decisions to be taken.

In Layer 1A, theminister of industry and technology and general directorates respon-
sible for eight main topics are located. The general directorates are listed by evaluating
the benefits they provide for theMinistry of Industry and Technology. If there is a shrink-
age situation in Layer1A, the general directorates at the top of the list are the units that
should be affected last. The aforementioned general directorates are:

1. General Directorate of Law
2. General Directorate of Industry
3. General Directorate of Technology
4. General Directorate of R&D
5. General Directorate of Strategic Studies
6. General Directorate of Foreign Relations
7. General Directorates of Development Agencies
8. General Directorate of Administrative Affairs

In order to maintain the existence of the industrial system in a healthy way, the
current period and future trends should be followed closely. The fact that the system can
act in accordance with these trends will allow it to have a greater share in the global
market. In addition, a country that has a say by increasing its share in the global market
can lead in the creation of new trends. Strategies should be developed in Layer 1A in
line with these goals. Periodic plans and targets should be determined in order for the
system to act in line with the developed strategies. In this way, the elements that make
up the lower layers will be able to create action plans related to their own responsibilities
(Fig. 7).

3.2 1B

Layer 1B, which forms the lower part of the first layer, plays an important role in
the realization of ministry strategies. In this layer, it is the element that completes the
connection between Layer 2 and Layer 1A. It provides guidance and support to the lower
layers for the implementation of the strategies determined in Layer 1A,which constitutes
the top management of the Ministry. It can also make suggestions for new strategies of
the ministry’s senior management by using the feedback provided by the lower layers.

There are management staff of the units and institutions in Layer 1B, which is one of
the management layers. Of these, Provincial Directorates of the Ministry of Industry, as
the local representative of the ministry, help companies within the system to solve their
problems. Shares incoming requests with senior management. Development Agencies
and KOSKEB provide support for the growth of companies in the system and for the
inclusion of new companies in the system. TÜBİTAK and TÜBA, which are affiliated
with the Ministry of Industry and Technology, carry out activities for the development
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Fig. 7. Placement of Directorates

of R&D activities. These institutions provide financial support to the R&D activities of
the companies, and they also have important R&D activities for the system with their
own teams. The Turkish Patent Institute is responsible for registering the developments
and new products obtained as a result of the R&D studies of the companies. In this way,
the copyrights of companies are protected. TSE enables companies to set standards for
their products and services. In this way, high quality and standard products and services
can be produced within the system.

4 Layer 2L

This layer is the layer that performs the tasks of arranging and preparing the laws in
the industry and technology system, supervising the adherence of the system elements
and system stakeholders to the legislation, ensuring that the system is improved and
developed. This layer is vital for the survival of the system. The creation and arrangement
of regulations is a basic need that ensures the functioning of the system and structures
the activities of all units and elements. The management and sustainability of the system
depends on the legislation. Therefore, the regulation, audit and improvement layer is
the main layer that ensures the integrity and functioning of the system. In addition, the
regulation, audit and improvement layer has a great say in the operation and direction
of research, development and training activities related to industry and technology.

The main areas of responsibility of this layer are the necessary arrangements for the
continuation of the system, the regulations, audit and improvement of the elements that
make up the lower layers of the system, chambers, unions, legal units. The 2L layer has
a volume ratio of 4,687% within the triangular pattern. It has a direct relationship with
the 1L and 3L layers. The force factor is 1/3 for the 1L layer, 4 for the 3L layer, and
16 for the 4L layer. That is, a change in the 2L layer affects the other layers 1/3, 4 and
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16 times, respectively. The number of personnel in this tier is 595,313 in total. Layer 2
consists of three different sub-layers in itself. These are as follows, respectively.

2A – Regulation
2B – Audit and Security
2C – Improvement

4.1 2A – Regulation

This layer is the sub-layer where legal arrangements are made in the 2L layer. The
number of employees in this tier is 198,437. The 2A has a volume ratio of 1.562% in
the triangular pattern. Layers that Layer 2A is directly related to are 2B (Audit), 2C
(Improvement), Layer 1 (ministry) and 3A layers, which are neighbors in the triangular
model. This layer is the one with the highest degree of importance among the Layer 2
sub-layers. In case the system shrinks, Layer 2 is the least affected sub-layer.

Laws, decrees, statutes, regulations, directives, circulars and instructions on industry
and technology are prepared in this layer and used by managers. Responsibilities, rights,
rules and procedures to be followed by each unit in the system are found in the regulations
created in the regulation layer. The way to be followed in any situation where the system
elements live is provided by the actions to be taken, the regulations and the organizations
in the layer. In this layer, there are relevant government institutions, chambers, exchanges,
unions and legal departments. All these organizations are right holders and stakeholders
in the preparation and regulation of legislation. The Social Security Institution is a
state institution that informs the people it serves about their rights and obligations and
implements social security policies [7]. For this reason, it is an effective part in taking
legal decisions concerning people in the industry and technology system. In addition,
TOBB, which is a professional body, provides its views on laws and regulations to the
management branches and facilitates its activities by protecting the rights of its members
[8].Unions are independent organizations established to protect the rights and interests of
employees and to solve their problems [9]. For this reason, unions are an effective factor
in order to protect employee rights in regulatory activities. In addition to all these, related
ministries and legal departments are also stakeholders who have rights on regulations. In
addition to these, the relevant units of the General Directorate of Security responsible for
security and the Information Technologies and Communication Authority responsible
for cyber security and infrastructure are also included in this sub-layer.

4.2 2B – Audit and Security

This layer is the sub-layer within the 2L layer where the audit and control studies are
carried out. The number of employees in this tier is 198,437. Layers that Layer 2B is
directly related to are 2A (regulation), Layer 1 (ministry), 3A and 3D layers, which are
neighbors in the triangular model. This layer has a volume ratio of 1.562% within the
triangular pattern.

In this layer, studies such as research, inspection, audit and control are carried out in
order to understand whether the system elements carry out their duties and responsibil-
ities properly. The rules, authorities, rights, responsibilities and duties that the system
members must comply with are included in the legislation prepared in the regulation
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layer. Whether the units comply with these regulations or not is determined through this
layer. There are public and state institutions and organizations in the audit branches.
DDK, Competition Authority and Capital Markets Board are institutions that carry out
research, inspection and examinations among state institutions. These institutions carry
out all kinds of audits related to industry and technology within the framework of their
powers and responsibilities. In addition, the BDDK, TSE, TPMK institutions have audit-
ing and inspection duties within the framework of their authorizations for the person-
nel within the industry and technology system. All these institutions and organizations
examine the people, units and institutions in both the upper and lower layers and prevent
deviations in the functioning of the system. In addition, there is a security center that
ensures the security and protection of the administrative units in the system. The security
center is also linked to the regulation unit and contributes to the creation of instructions
to the units and personnel in the lower layers in order to ensure system security. The
security center is the unit responsible for the cyber security of the system and the pro-
tection of the data of the parts that make up the system. In addition, activities in favor of
the system such as standardization, certification, quality and international competition
are also carried out in this layer.

4.3 2C – Improvement

This layer is the sub-layer where the improvement studies of the system are made. The
number of employees in this tier is 198,437. The layers that Layer 2C is directly related
to are 2A (regulation), Layer 1 (ministry), 3A and 3C layers, which are neighbors in the
triangular model. This layer has a volume ratio of 1.562% within the triangular pattern.
It is the layer where studies are carried out on how the system can be runmore efficiently.

This layer is the layer where studies that contribute to the development of the system
by adapting to new technology trends and the development of the elements that make
up the industry and technology system are carried out. Financial institutions operating
to financially support the companies in the system are in this layer. In the improvement
layer, in addition to supporting activities such as grants and incentives, studies such
as strengthening the relations between the stakeholders in the system and making the
operation better and more efficient are also carried out. Studies are carried out with
institutions such as TÜBA and TÜBİTAK to develop R&D activities and to have a say
in the global market by catching new technology trends. Institutions such as TÜSİAD
and MUSIAD work to ensure that companies’ opinions are given importance in legisla-
tive arrangements by ensuring that the requests and suggestions of the companies are
conveyed to the senior management.

5 Layer 3L

R&D studies and the level of education in the country are important factors for the
development and growth of the country’s activities in the fields of industry and tech-
nology. Knowledge and science form the basis of R&D, which is defined as producing
any new product or making changes on an existing product. Education should be given
importance in order to use knowledge and science. Education increases the knowledge
and skills of the society.
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This layer, which is the third layer of the system, includes the Education and R&D
activities of the Industry and Technology System. Education activities aim to train per-
sonnel, which is the most important part of the system studied. Universities, institutes,
vocational high schools and vocational trainings within institutions in the country reg-
ulate the educational activities of the system. R&D activities, which are important for
the development of the system, are carried out under the leadership of institutions such
as TÜBİTAK and TÜBA. R&D centers established for different sectors in the country
and R&D units of companies carry out R&D activities in this layer.

The third layer has the workforce of 18.75% of the entire system. The number of
personnel in this layer is 2,381,250. The force multipler of the layer is 12. The effect of
a development in this layer on the second layer is 1/4 times. The effect on the first layer
is 1/12 times. The effect on the fourth layer, which is the production layer, is 4 times.

TheEducation andR&D layer is divided into three sub-layers. In the sub-layers, there
are education and R&D activities of the sectors within the system. Some of the sectors
included here are not directly part of the Industry and Technology System. However,
the development of technologies to be used in these sectors and personnel training
activities are part of the system. Therefore, it is included in the third layer. Thanks to the
relationship matrix created, the relations of the sectors with each other were examined
and placed in the sub-layers according to the relationship levels. The sub-layers are 3A,
3B, 3C (R&D and Education).

5.1 3A

The sectors with the highest scores in the Relationship Matrix are included in this layer.
The sectors located here act as suppliers to other sectors. In addition, some sectors here
also meet vital needs for the system. The sectors included in Layer 3A are:

Security Sector, Health Sector, Electronic and Communications Sector, Manufac-
turing Sector, Logistics-Transportation Sector, Plastic Sector, Recycle Sector, Chemical
Sector, Energy Sector.

5.2 3B

When sorting according to the relationship matrix, the sectors that have more relation-
ships within themselves are divided into two groups. One of these groups constitutes
Layer 3B. Here are the sectors:

IT Sector, Defense Sector, Automotive Sector, Glass and Ceramics Sector, Mining
Sector, Maritime Sector, Construction Sector, Aerospace Sector.

5.3 3C

Other sectors in the relationship matrix form Layer 3C. These sectors are:
Agriculture, Animal Husbandry, Forestry Sector, Food&Beverage Sector, Furniture

Sector, Textile Sector, Medical Sector, Service Sector, Tourism Sector.



Restructuring the Industry and Technology System 165

6 Layer 4L

Production contributes to meeting the economic needs of the society and its social
and cultural development with the economic needs met. As production increases, the
country’s self-sufficiency level also increases. Production, which is directly related to the
welfare level of the society, plays an important role in the development of the country.
For this reason, investments made in this layer are important for society.

The fourth layer, which is the production layer, has the workforce of 75% of the
entire system. In this layer, which forms the lowest part of the model, the production of
the sectors directly involved in the Industry and Technology System and the production
of necessary machinery and equipment for the sectors in the third layer but not directly
related to the systemare also included. The number of personnel in this layer is 9,525,000.
The force multiplier of the layer is 48. The effect of a development in this layer on the
first layer is 1/48 fold. The effect on the second layer is 1/16 fold. The effect on the third
layer is 1/4 fold.

Thanks to the relationship matrix created, the relations of the sectors with each other
were examined and placed in the sub-layers according to the relationship levels. Within
each sub-layer, there are production and service areas belonging to that sector. The lower
layers are 4A, 4B, 4C (Production).

6.1 4A

In the 4A sub-layer of the model, there is the production of indispensable sectors for
production sectors such as raw materials and by-products for production. The basic sub-
layer of production is layer 4A, as it is a substrate containing the building block for the
production of other sectors to take place. The sectors in this layer are:

Manufacturing Sector, Chemical Sector, Electronic and Communications Sector,
Plastic Sector.

6.2 4B

The 4B sub-layer of the model includes defense, IT and technological sectors. This
lower layer, fed from the 4A layer, has an important factor in increasing the welfare of
the society and increasing the export size. The sectors in this layer are:

Maritime Sector, Aerospace Sector, Defense Sector, Glass and Ceramics Sector,
Automotive Sector, IT Sector.

6.3 4C

In the 4C sub-layer of the model, there are sectors that produce the basic needs of
the society. The increase in production in this layer directly increases the welfare of
the society and contributes to the brand competition within the country or between the
countries. The sectors in this layer are:

Food & Beverage Sector, Furniture Sector, Medical Sector, Textile Sector, Service
Sector.
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7 Matrix Interpretation

Matrix diagram is a planning and management tool used to analyze the relationship
between two or more variables [10]. A matrix diagram is created with these dependent
or independent relationships. This relationship matrix, which is created with the matrix
diagram, is preparedwith the values of “0” and “1”. 0means no or veryweakly correlated
between sectors, 1 means there is a relationship between sectors.

In this study, the purpose of using the relationshipmatrix is to determine the layout of
the sectors in the third and fourth layers in the model. In this direction, two relationship
matrices were prepared. The first matrix, which is given in Fig. 8, is prepared for the
third layer. In this layer, there are sectors that are directly related to the Industry and
Technology system and sectors that are indirectly related.After examining the relations
of the sectors with each other with the dual system, the score received by each sector was
calculated. In the next step, the sectors are ranked according to their scores. The highest
scoring sectors are closely related to other sectors in the system and act as suppliers to
many of them. In addition, these sectors are vital for the system. These highest scoring
sectors are placed in Layer 3A, which is located in the center of the third layer.

Two sub-layers should be created among the remaining sectors. Therefore, these
sectors were examined according to both the relation score and the sectors with which
they have a more intense relation. In this direction, it is placed in Layer 3B and Layer
3C. For example, Mining Sector and Textile Sector got the same correlation score.
However, the Textile sector has a weaker relationship with the sectors such as Defense
and Automotive, which are taken into Layer 3B. It also has a stronger relationship with
sectors such as Agriculture, which have a lower relationship score. So, it is built into
Layer 3C.

After the sub-layers of the third layer were classified, the layout plan within the
lower layer was constructed. Sectors with a higher correlation score are located in the
center of the sub-layers or at their neighboring points with other layers, as they are more
important for the system. The Second Matrix, which is given in Fig. 9, is prepared for
the fourth layer. In this layer, there are sectors that are directly related to the Industry
and Technology system, that is, the production activities are within the system.

After examining the relations of the sectors with each other with the dual system,
the score received by each sector was calculated. In the next step, the sectors are ranked
according to their scores. The highest scoring sectors are closely related to other sectors
in the system or are in the role of suppliers to many of them. In addition, these sectors
are vital for the system. These highest scoring sectors are placed in Layer 4A, which is
located in the center of the third layer.

Two sub-layers should be created among the remaining sectors. Therefore, these
sectors were examined according to both the relation score and the sectors with which
they have a more intense relation. In this direction, it is placed in Layer 4B and Layer 4C.
For example, the Medical sector and the Aerospace sector received the same correlation
score. However, the Medical sector has a weaker relationship with the sectors included
in Layer 4B. In addition, it has a stronger relationship with the Service sector, which has
a lower relationship score. So, it is placed in Layer 4C.

After the sub-layers of the third layer were classified, the layout plan within the
lower layer was constructed. Sectors with a higher correlation score are located in the
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center of the sub-layers or at their neighboring points with other layers, as they are more
important for the system.
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Fig. 8. Relationship Matrix of Layer 3 Sectors
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Fig. 9. Relationship Matrix of Layer 4 Sectors

When the relationship matrices are created and analyzed, the relationship levels
between the sectors and other sectors have been determined. As a result, the most related
sectors were included in sublayers 3A and 4A,which are sublayers of the third and fourth
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layers. The sectors fed by the most related sectors are included in the 3B, 3C, 4B and
4C sublayers within their respective relationships.

The 4A sub-layer, which consists of the most basic sectors that provide raw mate-
rial, parts, by-products, information and equipment flow to the sectors in the fields of
industry and technology, constitutes the building block of the basic activities in the
industry. All sectors and industries need these substrate outputs directly or indirectly.
This sub-management covers the activities of manufacturing, chemical, electronics &
communication and plastics sectors in general. In the 3A sub-layer, besides all these sec-
tors, there are also logistics and recycling sectors that undertake the transportation and
recycling of the products produced in the sector. In addition to these, energy, health and
security sectors that directly affect all sectors are also in the 3A layer. R&D and training
activities on the sectors in the 3A sub-layer can positively affect the sectors in the 4A
sub-layer, products and production, personnel, added value, information processes and
the economy.

In the industry, there are sectors where technology is used more and where it is
needed. At the beginning of these sectors are sectors such as defense, information tech-
nologies, aviation, automotive, maritime, glass & ceramics. These sectors frequently use
industry 4.0 elements such as cyber-physical systems and the internet of things. These
sectors, which are within the scope of the 4B sublayer, produce products with high added
value. Since the products in the 4B sublayer contain high technology, these sectors and
products are affected by new trends that may occur. These trends should be followed,
continuous research and development should be done about technology. For this reason,
research, development and training activities about these sectors are carried out in the
3B sublayer. In addition to these sectors, it also carries out R&D and training activities
on the 3B substrate, mining and construction sectors.

There are also products with lower added value and more used in the industry com-
pared to technological products and services. These products and services are products
and services that have a high usage rate in daily life. These products and services, which
people acquire in return for their different needs, are frequently used continuously or
periodically. The 4C substratum covers the food & beverage, furniture, medical, textile
and service industries responsible for producing these products and services. Research
and development, as well as training activities are carried out in order to improve the
activities carried out in these sectors, the products and services produced. The 3C sector
is the sub-layer where these activities are carried out. In addition to these sectors, the
3C sub-layer carries out R&D studies covering the tourism, agriculture, livestock and
forestry sectors, and trains qualified personnel with training studies.

8 Shrinking

Some situations cause systems to be downsized. Downsizing of systems may be due to
economic, environmental and political reasons. In case of possible system downsizing,
the people responsible for the system want to eliminate the most insignificant elements
of the system. However, this can lead to bottlenecks in the system. For this reason,
systems can provide a healthier shrinkage by reducing the elements they have in certain
proportions. This also applies to the expansion of the system. Shrinking of the model is
given in Fig. 10.
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Fig. 10. Shrinking

The figure given above shows the scenario of a possible system shrinkage in the
triangular model using the geometric ratio technique. The 2L, 3L and 4L layers of the
industry and technology system on the triangular model have been shrunk at the same
rate from their outer parts.The most important elements of the system, which form the
middle part of the layers, are least affected in case of shrinkage. The volumetric sizes
of the core elements in these 2L, 3L, and 4L layers are 1, 4, and 16, respectively. In
addition, these central elements constitute 2/3 of the horizontal layers in which they are
located. Shrinked situation of pyramid model is given in Fig. 11.

Fig. 11. Shrinked Situation of Pyramid Model

In the figure given above, the minimum level of shrinkage of the industry and tech-
nology system is shown. The dark area represents the state of the system after shrinkage.
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In this case, the system decreases by 35% in general [2]. In the pyramid structure in
which the industry and technology system is modeled, the operation to reduce the sys-
tem should start from the lowest layer, 4L, to the upper layer. The shrinkage starting
from the edges of the 4L layer continues with the 3L layer edges and the 2L layer edges,
respectively. The limit of shrinkage in the system is up to the 2L layer. Further downsiz-
ing could pose a great danger to the entire system of industry and technology. System
expansion is the opposite of shrinking. It should be performed from the top layer to the
bottom layer.

9 Vertical Layers

9.1 Top Layer

In the Top Layer, there are Layer 1, which constitutes the management layer, Layer 2,
which covers theRegulation /Audit andSecurity / Improvement activities, and 3A,which
covers the education and R&D activities of the sectors that have the most relationship
with the sectors within the Industry and Technology system. In this layer, there are the
institutions that are in a decision-making position for the survival of the system and
the main sectors that have an important position for the system by feeding all business
lines within the system. When the stakeholders in the layer are examined, it is seen
that the top layer is the most basic structure of the system and the other layers are built
around this layer. Developments in these layers affect R&D, education, production and
service activities in other sectors and contribute to the country’s economy. In case of
possible system shrinkage, the top layer is the layer that should be least affected among
the vertical layers. Top Layer is given in Fig. 12.

Fig. 12. Top Layer
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9.2 Center Layer

In the center layer, there is the 4A layer, which covers the business sectors that are
the feeder sector in the production layer, in addition to the 1 (management), Layer 2
(Regulation / Audit / Development) and Education and R&D layers. This layer is of
great importance for the country’s economy, as it includes all management and R&D
activities, as well as the sectors that feed the production activities of other sectors. The
sectors in the 4A layer provide the basic by-product and raw material supply in the
product trees of other sectors. Therefore, the management, control and development of
the 4A layer is of great importance. This layer can also be described as the core of the
system. Therefore, it is one of the layers that should be least affected in case of shrinkage.
Center Layer is given in Fig. 13.

Fig. 13. Center Layer

9.3 Left Layer

The left layer covers all of 3A and 3B, 25%of 4A and 75%of 4B. It covers the production
of some sectors within 4A and 4B, and the training and R&D activities of sectors within
3A and 3B. It generally produces high-tech products in sectors with production activities
in the left layer. In addition, the R&D activities of high-tech products and the education
of qualified personnel needed by the sectors are in this layer. Although products with
high added value are produced in the left layer, the volume of this layer can be reduced
if the system gets smaller. Left Layer is given in Fig. 14.

9.4 Right Layer

Right Layer covers all of 3A and 3C, 25% of 4A and 75% of 4C. It covers the production
of some sectors in 4A and 4C, training and R&D activities of sectors within 3A and 3C.
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Fig. 14. Left Layer

In the right layer, there are the activities of the production activities and the service
sectors of the products that have lower added value than the products in the left layer,
but have a higher daily use need. In addition, the R&D activities of these products and
services and the education of qualified personnel needed by the sectors are in this layer.

Fig. 15. Right Layer
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Although the production of products with high daily usage needs and the activities of
the service sectors in the right layer, the volume of this layer can be reduced in case the
system gets smaller. Right Layer is given in Fig. 15.

10 Result

In this study, the industrial and technology system of the country was examined using
the ’Geometric Ratio Technique’ and a restructuring model was presented. The model is
visualized as a triangular pyramid, taking into account the hierarchy andworkforce ratios
in the system. The pyramid is divided into four horizontal layers. The strengthmultipliers
of the layers are multiples of the golden ratio with a margin of error of 3.39%. The force
factor of the first layer is ’1’. The second layer is ’3’, the third layer is ’12’ and the fourth
layer is ’48’. The developments in the layers affect the other layers inversely with the
forcemultipliers. The labor force increases in direct proportionwith the forcemultipliers.
In the model, the apex forms the management layer of the system. This layer has a share
of 1,562 in terms of number of personnel. Although this layer has the smallest workforce
share, it is the layer that affects the system the most. The second layer is the layer where
the organization, security, control and improvement activities of the system are carried
out. This layer helps the management layer in the strategies determined for the future of
the system. It also plays an important role in the supervision and support of companies in
the system. The third layer in the model includes training and R&D activities. According
to the relationship diagram, the relationships of the sectors were examined and divided
into sub-layers. The fourth layer is the production layer of the system. As in the third
layer, the layout of the sectors was made using the relationship diagram. The horizontal
layers created also show the relations between the system stakeholders in the secondary
dimension. These relationships are shown by creating vertical layers. With the presented
GRT model, how important the stakeholders are for the system can also be classified.
Thanks to this classification, in the event of a shrinkage in the system, vital stakeholders
for the industry and technology system will be affected in the least way. In addition to
the shrinkage, healthy growth will be ensured by maintaining the workforce ratios of
all stakeholders in case of growth of the system. The model presented in the study was
taken as a reference from open sources. It presents a study that will be beneficial for the
general structuring of the Model Industry and Technology System. However, thanks to
the more comprehensive opportunities and information resources that can be provided,
healthier results will be obtained for the industry and technology system studied.
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1. Bakanlığı, S.T.: https://www.sanayi.gov.tr/anasayfa
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Özcan, İsmail I-50
Özceylan, Eren I-307
Özdemir, Yavuz Selim I-357

P
Pham, Khanh-Duy I-163, I-279
Polat, Leyla I-97

S
Sadaghiyanfam, Safa I-239
Sıcakyüz, Çiğdem II-121
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