
Macroeconomic Forecasting Evaluation
of MIDAS Models

Nicolas Bonino-Gayoso and Alfredo Garcia-Hiernaux

Abstract We compare the nowcasting and forecasting performance of different
variants of MIDAS models (ADL-MIDAS, TF-MIDAS and U-MIDAS) when pre-
dicting theGDPgrowth of the four largest EuroArea economies between 2011Q4and
2020Q3. We consider various high-frequency indicators, horizons and sub-periods,
each of the latter with a distinct level of uncertainty. A meta-regression, with an
average error metric as exogenous variable, is estimated to account for potential dif-
ferences in performance by country, indicator, sample period or method. The results
obtained with the whole sample do not reveal any difference in the predictive accu-
racy of the models under comparison. The findings are robust to the forecasting error
metric used, RMSFE or MAFE.

Keywords Nowcasting · Forecasting · Mixed-frequency models · MIDAS ·
U-MIDAS · TF-MIDAS · RMSFE · MAFE

1 Introduction

Access to real-time assessments of the state of the economy as well as to forecasts of
its expected evolution is essential in the decision-making process, either for policy-
makers or businesspeople. Up-to-date macroeconomic projections are critical inputs
for designing and adjusting economic policy. This becomes even more important
in non-stable and challenging economic environments, such as those faced with
COVID-19 pandemic and the Russo-Ukrainian War.

However, data offered by the System of National Accounts is delivered with
considerable delay. In the case of European countries, Eurostat provides the value
of EU and Euro Area GDP 70 days after the end of each quarter, preceded by a
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first preliminary estimate and a second estimate 30 and 45 days after the end of the
quarter, respectively. This delay, as pointed out by [8], is the consequence of the
difficulties in producing timely and accurate low-frequency aggregates: (i) not all
disaggregated data are available when needed to compute a relevant aggregate; (ii)
many disaggregated time series are only preliminary estimates, subject to substantial
revisions, so they are not accurate descriptions of the current conditions.

Nevertheless, a considerable number of short-term economic indicators available
at a much earlier stage could be used to capture information about the state of the
economy. For instance, we have access to monthly data from consumer surveys or
the industrial production index, daily data from financial markets and even more
frequently observed variables, such as Google or Twitter trends and, sometimes,
phone mobility data. Although likely not as complete as data from the System of
National Accounts, these high-frequency (HF) indicators can improve the prediction
of relevant economic aggregates, such as GDP growth, inflation or unemployment
(see, e.g., [33, 35]).

Classical models usually require using data observed at the same frequency, repre-
senting a setback when working with amore complete dataset integrated by variables
observed at different frequencies. The way to extract information from the available
high-frequency indicators is not always a simple task; there are several methodolo-
gies, with different levels of complexity, to do it. Various classes of models have been
proposed to work explicitly with mixed-frequency datasets, some of the most widely
used being the so-called MIDAS (MIxed DAta Sampling) models. These models
have attracted considerable attention recently, even being adopted by many official
institutions.

Original MIDAS models [22, 23, 25] were defined in terms of a Distributed Lag
(DL) polynomial, explicitly modeling the relationship between variables observed
at different frequencies. In order to keep parsimony, standard MIDAS models are
built in terms of a few parameters. In this chapter, to differentiate them from other
classes of MIDAS models, we will name this standard MIDAS model as ADL-
MIDAS (Autoregressive Distributed Lag-MIxed DAta Sampling). This model has
been used to nowcast GDP, private consumption and corporate bond spreads, among
other variables (see [10, 11, 14, 26, 36]).

A specific variation of the previous standard model, known as Unrestricted
MIDAS (U-MIDAS), was first introduced by [30] and later deeply analyzed by
[17]. Based on a set of simulation exercises, these authors state that U-MIDAS now-
casting precision outperforms the standard MIDAS when the difference in sampling
frequencies is not large, specially formonthly to quarterly frequencies, as it is usually
the case of macroeconomic nowcasting.

Amore recent variation of the originalMIDASmodel called TF-MIDAS, standing
for Transfer Function MIDAS, is introduced by [4]. The authors demonstrate that
TF-MIDAS is a general version ofU-MIDAS and show that thismodel beats the latter
in terms of out-of-sample nowcasting performance for several HF data generating
processes in a set of simulation exercises.
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A considerable number of studies compare the different variants of MIDAS mod-
els in terms of their nowcasting and forecasting accuracy when projecting macroe-
conomic variables.

A first group of papers focuses on the nowcasting and predictive performance of
the original ADL-MIDASmodel in comparison with a set of alternative non-MIDAS
models. Specifically, [37] compares ADL-MIDAS model to bridge equations and
an AR model through an empirical exercise, in which Euro Area GDP growth is
nowcast for the period 2010Q1–2014Q4. The author finds that MIDAS models tend
to outperform bridge equations for most predictors, but only for a few indicators do
these models beat a simple AR model.

Jansen et al. [28] consider Euro Area and its five largest economies (Germany,
France, Italy, Spain and the Netherlands) to test the predictive capacity of a wide
range of models, including random walk, ARmodel, Bayesian VARmodel (BVAR),
bridge equation, dynamic factor model, MF-VAR and ADL-MIDAS. They analyze
the predictive accuracy of these models in two disjoint evaluation samples: 1996Q1–
2007Q4 and 2008Q1–2011Q3, which allows them to consider a stable and a volatile
period. They conclude that MF-VAR and MIDAS models yield better predictions
after the financial crisis, but this does not occur in stable times.

More recently [6] employ data from six developed countries (US, UK, Japan,
France, Germany, Italy) and the Euro Area to obtain empirical evidence on the pre-
dictive performance of five classes of models (AR, Factor Augmented DL, MIDAS,
BVAR, and DSGEmodel). They consider a general evaluation sample that goes from
1993Q1 up to 2011Q3 and also split that sample into 5-year windows for most of
the considered countries. The conclusions are that MIDAS models work better at
1-period ahead horizons. Nevertheless, they also show t-statistics with large spreads,
meaning that they work well for the median country but poorly for some individual
countries. For 4-period ahead forecasts, BVAR clearly performs better.

Other papers comparing ADL-MIDASwith other forecasting models are [32], for
the Euro Area with an evaluation sample 1999Q2–2008Q1, [15], again for the Euro
Area with evaluation sample 2003Q1–2009Q1, [10], for US on 1985Q2–2005Q1,
[9], for Canada on 2002Q1–2016Q2, [38], for Singapore on 2001Q1–2010Q4, [18],
for Switzerland on 2005Q1–2015Q2, or [12], for Turkey on 2010Q2–2015Q1.

A second and less numerous group of papers compares the nowcasting and fore-
casting performance of U-MIDAS model with alternative non-MIDAS models. For
example [2], consider U-MIDAS model versus the classical bridge equation model
to build a daily indicator of growth for the Euro Area. The results show that forecasts
obtained fromU-MIDASconsidering different indicators present a higher forecasting
accuracy when they are combined with inverse Mean Square Error (MSE) weights.

In this sense, [31] compare the predictive performance of U-MIDAS versus
Dynamic mixed-frequency Factor Model (DFM) for Baden Württemberg’s regional
GDP growth. The evaluation sample, in this case, spans from 2012Q1 to 2019Q3.
The paper findsMIDAS-based predictions to bemore robust and to outperformDFM
slightly.

Last, a third set of papers is formed by those simultaneously comparing ADL-
MIDAS and U-MIDAS predictive precision against other non-MIDAS models. For
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instance, [13] analyses the nowcasting and short-term forecasting power of U-
MIDAS and ADL-MIDAS against an AR and bridge equations benchmark models
for the Euro Area in the evaluation sample 2007Q1–2012Q4. The results show that
MIDAS models contribute to increasing predictive capacity. Additionally, differ-
ences in forecasting precision between ADL-MIDAS and U-MIDAS tend to vanish
as the forecasting horizon increases.

Similarly, [17] compare U-MIDAS with the traditional ADL-MIDAS and an AR
benchmark model in terms of their power to nowcast and short-term forecast US and
Euro Area GDP growth. They use two evaluation samples for US (1985Q1–2006Q4
and 1985Q1–2011Q1) and one for the Euro Area (2003Q1–2010Q4). Similar results
are observed for the two regions. Neither U-MIDAS nor ADL-MIDAS have a sig-
nificantly superior performance during the more stable pre-crisis period, even failing
against the AR benchmark. However, ADL-MIDAS and U-MIDAS significantly
outperform the AR model for the crisis sample.

Additional papers simultaneously comparing ADL-MIDAS and U-MIDAS with
other forecasting models are [29], employing Korean data with evaluation data
2000Q1–2013Q4, and [34], for the Philippines on 1999Q1–2019Q4.

In brief, researchers have yet to reach a consensus onwhichmodel, if any, presents
the best performance at predictingmacroeconomic variables. As this literature review
suggests, it seems that MIDAS models (either, ADL- or U- MIDAS) have bet-
ter results at nowcasting and short-term forecasting than most of the alternatives,
although results may depend on the sample, country and HF indicator applied. Addi-
tionally, differences between MIDAS models’ accuracy still need to be clarified. For
this reason, we run a comparative exercise of forecasting performance of MIDAS
models in which a new MIDAS-class model, not yet considered by the literature, is
added.

Therefore, this chapter assesses the empirical nowcasting and forecasting per-
formance of the three variants of MIDAS models: ADL-MIDAS, TF-MIDAS and
U-MIDAS. With this aim, we use data from the four major Euro Area economies,
France, Germany, Italy and Spain, covering the period 1995Q1–2020Q3, analyze
the out-of-sample forecast for the evaluation sample 2011Q4–2020Q3, and consider
several sub-periods with different levels of uncertainty. When the forecasting errors
obtained in the whole sample are observed, we find a slightly higher accuracy, ranged
between 2.4 and 4.1% in terms of the root mean squared forecast error (RMSFE), of
TF-MIDAS models. However, when these errors are analyzed in a meta-regression,
where we include model, country, indicator, horizon and sample dummies, we do not
find a statistically significant difference in the predictive performance of the mod-
els under comparison, nor in terms of RMSFE or the mean absolute forecast error
(MAFE). Part of the content presented in this paper and further conclusions drawn
from the country, indicator, horizon and sample effects (not included here due to the
lack of space) can be found in the unpublished Chap. 4 of the Ph.D. Thesis [3].

The chapter is organized in five sections, including the present introduction. In
Sect. 2, compared MIDAS models are briefly reviewed, describing the main differ-
ences among the three variants considered. Section 3 details the empirical forecasting
performance evaluation exercise and presents the first results of the relative out-of-
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sample nowcasting performance. In Sect. 4, we estimate a meta-regression to obtain
the individual effects of several variables on two accuracy forecasting measures.
Finally, Sect. 5 summarizes the main results and concludes.

2 MIDAS Models Under Comparison

This section reviews the main theoretical features of the mixed-frequency models
compared in the chapter: ADL-MIDAS, U-MIDAS and TF-MIDAS. Additionally,
we briefly discuss the identification, estimation and how the nowcasts and forecasts
have been computed.

Throughout the chapter we follow the notation used in [4], which is summarized
in the following lines. A high-frequency (HF) indicator is denoted by letter x . Let t
be the time index for this variable x , t = 1, ..., T (i.e., in this chapter, months), being
T the last period for which data of variable x is available. L denotes the lag operator
for this HF indicator. If xt is the monthly industrial production index, then Lxt will
be the previous month’s value of the index.

Similarly, let y be the low-frequency (LF) variable that is aimed to be nowcast,
sampled at periods denoted by time index tq = 1, ..., Tq (i.e., in this chapter, quarters),
being Tq the last period for which data of variable y is available. Usually, T ≥ kTq ,
as observations of HF indicators are available earlier than LF ones. Past realizations
of the LF variable will be denoted by the lag operator Z , where Z ≡ Lk . So, if ytq is
quarterly GDP, then Zytq will be the previous quarter’s GDP value.

The HF indicator x is sampled k times between samples of y. For example, for
quarterly GDP and monthly indicator, k = 3.

Finally, both the target variable y and the indicator x are assumed to be stationary,
so these variables often correspond to a (log) differenced version of some raw series.

2.1 ADL-MIDAS Model

The original MIDAS (MIxed DAta Sampling) model was introduced by [22, 23, 25].
From now on, we will refer to it as ADL-MIDAS (or simply ADL-M) to emphasize
the differences with other variants. In the ADL-M model, the response of the LF
variable to an HF explicative variable is modeled through a Distributed Lag polyno-
mial, but particular attention is paid to parsimony. To avoid the so-called “parameter
proliferation” problem, lag coefficients are not free, but are defined as a function of
a vector of a few parameters, θ , known as hyperparameters.

Andreou et al. [1] extend the DL specification of MIDAS model introducing an
autoregressive term. In the case of only one HF indicator and only one autoregressive
LF term,which is themostwidely used form in practice, ADL-Mequation for h-steps
ahead nowcast can be written as
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yt = β0 + λ yt−pyk + β

Kmax∑

j=1

b( j; θ) xt− j−h+1 + εt t = k, 2k, ..., T k, (1)

where Kmax is the maximum number of lags of the HF variable included in the
model and py is the lag of the autoregressive term, which is a function of the
nowcasting/forecasting horizon (i.e., py = s ∈ N, such that h satisfies the condi-
tion (s − 1)k ≤ h ≤ sk). The process εt is assumed to be a white noise in weak
sense.

Function b( j, θ), a component of the lag polynomial, is used to model the
weights assigned to each lag of the HF indicator. This function depends on the
indicator’s period, j , and the vector of hyperparameters θ . An overview of different
weighting functions proposed in the literature is provided by [20], the most popular
being Exponential Almon and Beta functions.1 Several variations have been built
upon the basic MIDAS model. A detailed summary of their main features can be
found in [21].

Once ADL-M model is estimated by Non-Linear Least Squares (NLS), nowcasts
and forecasts for yTk+k conditional on information available at period T k + k − h
(i.e., h-steps ahead nowcasts and forecasts) are calculated as

ŷT k+k | T k+k−h = β̂0 + λ̂ yTk−(py−1)k (4)

+ β̂

Kmax∑

j=1

b( j; θ̂) xTk+k− j−h+1

where h is the forecasting horizon (notice that Eq. (4) generates nowcasting if 0 ≤
h < k and forecasting if h ≥ k) and py is the lag of the autoregressive term. In the
forecasting performance exercise, the ADL-M predictions will be built from Eq. (4).
We will consider several values for Kmax, ranging from 1 to 24, in order to account
for ADL-M models with different levels of parsimony.

1 The Exponential Almon weighting function was proposed in [24], and it has the following expres-
sion, with Q shape parameters:

b( j; θ) = exp(θ1 j + ... + θQ j Q)
∑Kmax

j=0 exp(θ1 j + ... + θQ j Q)
, where θ = {

θ1, θ2, . . . , θQ
}
. (2)

Beta weighting function, proposed for the first time in [23], includes only two shape parameters:

b( j; θ) =
β(

j

Kmax
; θ1, θ2)

∑Kmax
j=0 β(

j

Kmax
; θ1, θ2)

, where θ = {θ1, θ2} , (3)

and β(·) is the Beta probability density function.
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2.2 U-MIDAS Model

Koenig et al. [30] introduced a variant of MIDAS model known as U-MIDAS (here-
inafter U-M), which was later thoroughly studied by [16, 17]. U-M does not employ
functional distributed lag polynomials to model the relationship between x and y,
but a linear lag polynomial.

The idea behind this variant is that when the difference in sampling frequencies
is not large the risk of falling into the curse of dimensionality becomes less relevant,
and so it does the need to resort to functional DL polynomials.

Similarly to the previous model, U-M model with one HF indicator and one
autoregressive term is defined by:

yt = β0 + λ yt−pyk +
Kmax∑

j=1

β j xt− j−h+1 + εt t = k, 2k, ..., T k, (5)

where, again, h is the forecasting horizon, Kmax is the maximum number of lags of
the HF variable, and py is the lag of the autoregressive term.

Foroni et al. [17] state that basic ADL-Mmodel can be considered nested in U-M
specification because it is the result of imposing a particular dynamic pattern on it.
An important computational advantage of U-Mmodel over the basicMIDASmodels
is that it can be estimated by OLS, as long as lag orders py and Kmax are long enough
to make the error term, εt , uncorrelated and so the weak white noise assumption can
be validated.

Once U-M model is fitted by OLS, nowcasts and forecasts for yTk+k conditional
on information available at period T k + k − h (i.e., h−steps ahead nowcasts and
forecasts), when considering only one autoregressive term, are computed as

ŷT k+k | Tk+k−h = β̂0 + λ̂ yT K−(py−1)k +
Kmax∑

j=1

β̂ j xt− j−h+1 (6)

Similarly to ADL-M, the U-M predictions will be built from Eq. (6), and values
ranged from 1 to 24 will be considered for Kmax to apply models with different levels
of parsimony.

2.3 TF-MIDAS Model

Recently, [4] have proposed another variant of the basic MIDAS model, called TF-
MIDAS model (or simply TF-M), in which instead of a DL polynomial expression,
an alternative representation based on a transfer function is applied.

General TF-Mmodel with one HF indicator is easier defined using two equations:
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(1) the equation that models the relation between y and x :

yt = β0 +
k∑

j=1

a j (Z)

b j (Z)
xt− j + ηt , and (7a)

(2) the equation that models the noise:

φ(Z)ηt = θ(Z)εt , t = k, 2k, ..., T k. (7b)

In Eq. (7a, 7b), a j (Z) and b j (Z) are finite lag polynomials and Z ≡ Lk , while
φ(Z) and θ(Z) are, respectively, autoregressive and moving average polynomials of
order p and q. Additionally, let φ(Z) and θ(Z) have all their zeros lying outside the
unit circle and do not have common factors [see, e.g., 5], and εt be a weak white
noise process.

For monthly-quarterly data (i.e., k = 3), one HF indicator and 1−step ahead
nowcast, the previous equations become

yt = β0 + a1(Z)

b1(Z)
xt−1 + a2(Z)

b2(Z)
xt−2 + a3(Z)

b3(Z)
xt−3 + ηt (8a)

φ(Z)ηt = θ(Z)εt , t = k, 2k, ..., T k, (8b)

where xt−1 is the second monthly observation of the current quarter, xt−2 is the first
monthly observation of the current quarter, and xt−3 is the third monthly observation
of the previous quarter.

TF-Mmodel is estimated by exact ML. To do so, it is transformed into its equiva-
lent state space formulation.2 As ML convergence sometimes depends on the initial
values of the parameters and TF-MIDAS usually has a considerable number of them,
we suggest applying a procedure to get consistent estimates for those values prior
to the ML estimation. Here we use the procedure by [19]. Then, the exact ML is
computed using the standard Kalman filter equations for a state space model with
stochastic inputs [see, 7] by iterating on the set of parameters. Obviously, the esti-
mation through iterative methods may entail some drawbacks with respect to LS
techniques, as computational cost and stability issues.

Once the TF-M model is estimated, nowcasts and forecasts for yTk+k conditional
on information available at period T k + k − h (i.e., h−steps ahead nowcasts and
forecasts) are calculated as

2 In order to keep focused on themodels’ performance evaluation and comparison, we do not present
in this chapter the ML function and its corresponding Kalman filter equations, as these are standard
in the state space models literature. However, for readers unfamiliar with this type of formulations,
all the equations needed to compute theML can be found in [7], Sect. 5.3.2, where expression (5.50)
specifically shows the log-likelihood function used.
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ŷT k+k | T k+k−h = β̂0 + â1(Z)

b̂1(Z)
xTk+k−h (9)

+ â2(Z)

b̂2(Z)
xTk+k−h−1 + â3(Z)

b̂3(Z)
xTk+k−h−2

+ θ̂ (Z)

φ̂(Z)
ε̂Tk+k

where φ̂(Z) = 1 + φ̂1Z + φ̂2Z2 + ... + φ̂p Z p, θ̂ (Z) = θ̂1Z + θ̂2Z2 + ... + θ̂q Zq ,
and â j (Z) and b̂ j (Z), with j = 1, 2, 3, are finite lag polynomials, whose order will
be specified by means of information criteria (see Sect. 3.2 and Table 3 for more
detail).3

3 Forecasting Performance Evaluation

This section first describes the data used in the forecasting evaluation exercise. Later,
it details how the performance evaluation has been designed. Finally, a discussion of
the unconditional distribution of the forecasting errors is also presented.

3.1 Data Description

We employ data from the four major economies of the Euro Area (France, Germany,
Italy and Spain) in the period 1995Q1–2020Q3. In all cases, we have transformed
GDP data to make it stationary, so our target variable is the quarterly change in
seasonally adjusted log real GDP. The source of GDP data is Eurostat.4

We consider a set of fifteen monthly-observed economic indicators for each GDP,
whose description is reported in Table 1. Each indicator series is seasonally adjusted
and, as GDP, transformed to induce stationarity. These data were also obtained from
Eurostat.5

3 Notice that the polynomial θ̂ (Z) does not include the unit term as ε̂kTq+es is not known at period
Tqk + es.
4 GDP data were downloaded from the webpage: https://ec.europa.eu/eurostat/web/national-
accounts/data/database.
5 Volume Index of Industrial Production indicators were downloaded from the webpage: https://
ec.europa.eu/eurostat/databrowser/view/sts_inpr_m/default/table?lang=en
Consumer Confidence Indicators were downloaded from the webpage: https://ec.europa.eu/
info/business-economy-euro/indicators-statistics/economic-databases/business-and-consumer-
surveys/download-business-and-consumer-survey-data/time-series_en.

https://ec.europa.eu/eurostat/web/national-accounts/data/database
https://ec.europa.eu/eurostat/web/national-accounts/data/database
https://ec.europa.eu/eurostat/databrowser/view/sts_inpr_m/default/table?lang=en
https://ec.europa.eu/eurostat/databrowser/view/sts_inpr_m/default/table?lang=en
https://ec.europa.eu/info/business-economy-euro/indicators-statistics/economic-databases/business-and-consumer-surveys/download-business-and-consumer-survey-data/time-series_en
https://ec.europa.eu/info/business-economy-euro/indicators-statistics/economic-databases/business-and-consumer-surveys/download-business-and-consumer-survey-data/time-series_en
https://ec.europa.eu/info/business-economy-euro/indicators-statistics/economic-databases/business-and-consumer-surveys/download-business-and-consumer-survey-data/time-series_en
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Table 1 Description of the indicators

Name Description

1 IPI Volume index of industrial production (Mining and quarrying,
manufacturing, electricity, gas, etc.)

2 IPI2 Volume index of industrial production (IPI; construction)

3 COF Consumer confidence indicator: total value

4 COF1 Consumer confidence indicator: financial situation over last 12
months

5 COF2 Consumer confidence indicator: financial situation over next 12
months

6 COF3 Consumer confidence indicator: general economic situation
over last 12 months

7 COF4 Consumer confidence indicator: general economic situation
over next 12 months

8 COF5 Consumer confidence indicator: price trends over last 12
months

9 COF6 Consumer confidence indicator: price trends over next 12
months

10 COF7 Consumer confidence indicator: unemployment expectations
over next 12 months

11 COF8 Consumer confidence indicator: major purchases at present

12 COF9 Consumer confidence indicator: major purchases over next 12
months

13 COF10 Consumer confidence indicator: savings at present

14 COF11 Consumer confidence indicator: savings over next 12 months

15 COF12 Consumer confidence indicator: statement on financial situation
of household

Source European Commission

3.2 Evaluation Design

As [27] show evidence of changing predictive capacity over time, we decide to
separate our out-of-sample GDPs forecasts in three disjoint periods of three years
(12 quarterly forecasts) each. The dates are 2011Q4–2014Q3, 2014Q4–2017Q3 and
2017Q4–2020Q3.We choose these periods deliberately to analyze the behavior of the
methods in three substantially different economic contexts: the European sovereign
debt crisis in the first period, a recovery and more stable phase during the second
period, and a third convulsive period struck by the COVID-19 pandemic. We will
check if changes in the underlying structure of the economies and the exogenous
shocks affect the methods’ relative forecasting performances.

In addition to the different periods, each prediction is calculated for four countries
(Germany, France, Italy and Spain), seven forecast horizons, fifteen indicators and
nine methods. Horizons have been chosen to investigate if nowcasting and forecast-
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Table 2 Model acronyms

Name Description

1 ADL-M3 ADL-MIDAS with up to 3 lags of HF variable

2 ADL-M6 ADL-MIDAS with up to 6 lags of HF variable

3 ADL-M12 ADL-MIDAS with up to 12 lags of HF variable

4 ADL-M24 ADL-MIDAS with up to 24 lags of HF variable

5 U-M3 U-MIDAS with up to 3 lags of HF variable

6 U-M6 U-MIDAS with up to 6 lags of HF variable

7 U-M12 U-MIDAS with up to 12 lags of HF variable

8 U-M24 U-MIDAS with up to 24 lags of HF variable

9 TF-M TF-MIDAS (see Table 3 for models structure)

ing affect the methods’ performance differently. We set the forecasting horizons to
0, 1, 2, 3, 6, 9 and 12.

On the other hand, Table 2 presents the acronyms and a short description of the
models employed. The methods are divided into four ADL-MIDAS models, ADL-
M3, ADL-M6, ADL-M12 and ADL-M24, four U-MIDAS models, U-M3, U-M6, U-
M12 and U-M24 and the TF-M model.

EachADL-MKmax andU-MKmax method considers a set ofmodels that range from 1
to Kmax lags of the HF variable and one autoregressive termwith lag py . In the case of
TF-M, a set of sixteenmodels are considered, see Table 3, covering different orders of
lag polynomials a j (Z), b j (Z), θ(Z) and φ(Z). Every specification for ADL-MKmax ,
U-MKmax and TF-M is then fitted. We choose one specification for each method with
the in-sample lowest BIC information criterion for each new observation. These
chosen models are then used to compute the corresponding predictions.6

Finally, each sub-period analyzed is made up of twelve out-of-sample forecasts.
Every prediction is computed using a recursive (expanding) forecasting scheme,
i.e., we use all observations available from the beginning of the sample up to the
forecasting origin in both the identification and estimation process.

In order to check the robustness of the results obtained, two measures of point
forecasting performance are used: (1) the rootmean squared forecast error (RMSFE),
and (2) themean absolute forecast error (MAFE).Eachof thesemeasures is calculated
with the previous twelve observations.

6 In some specific cases, probably due to the presence of outliers, data was adjusted in order to not
alter subsequent results and conclusions. In practice, the detection and treatment of these extreme
nowcasts/forecasts would be easily addressed by an analyst. In summary, less than 0.9% of predic-
tions were adjusted, most of them corresponding to Italy and Spain. Regarding the methods applied,
the adjustments distribute uniformly, except for U-M3 and ADL-M3 that account for half of the
adjusted values corresponding to each one of the rest of the methods. The exact same estimations
have been calculated without these corrections and conclusions do not vary significantly.
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Table 3 Polynomials structure of the TF-M model (8a–8b)

Model structure

1 a j (Z) = a j,0; b j (Z) = 1, j = 1, 2, 3; φ(Z) = 1 + φZ; θ(Z) = 1 + θ Z

2 a j (Z) = a j,0; b j (Z) = 1, j = 1, 2, 3; φ(Z) = 1 + φZ; θ(Z) = 1

3 a j (Z) = a j,0; b j (Z) = 1, j = 1, 2, 3; φ(Z) = 1; θ(Z) = 1 + θ Z

4 a j (Z) = a j,0; b j (Z) = 1, j = 1, 2, 3; φ(Z) = θ(Z) = 1

5 a j (Z) = a j,0, j = 1, 2, 3; b j (Z) = 1 + b j,1Z , j = 1, 2; b3(Z) = 1;
φ(Z) = 1 + φZ; θ(Z) = 1 + θ Z

6 a j (Z) = a j,0, j = 1, 2, 3; b j (Z) = 1 + b j,1Z , j = 1, 2; b3(Z) = 1;
φ(Z) = 1 + φZ; θ(Z) = 1

7 a j (Z) = a j,0, j = 1, 2, 3; b j (Z) = 1 + b j,1Z , j = 1, 2; b3(Z) = 1;
φ(Z) = 1; θ(Z) = 1 + θ Z

8 a j (Z) = a j,0, j = 1, 2, 3; b j (Z) = 1 + b j,1Z , j = 1, 2; b3(Z) = 1;
φ(Z) = θ(Z) = 1

9 a j (Z) = a j,0 + a j,1Z; b j (Z) = 1, j = 1, 2, 3; φ(Z) = 1 + φZ; θ(Z) = 1 + θ Z

10 a j (Z) = a j,0 + a j,1Z; b j (Z) = 1, j = 1, 2, 3; φ(Z) = 1 + φZ; θ(Z) = 1

11 a j (Z) = a j,0 + a j,1Z; b j (Z) = 1, j = 1, 2, 3; φ(Z) = 1; θ(Z) = 1 + θ Z

12 a j (Z) = a j,0 + a j,1Z; b j (Z) = 1, j = 1, 2, 3; φ(Z) = θ(Z) = 1

13 a j (Z) = a j,0 + a j,1Z , j = 1, 2, 3; b j (Z) = 1 + b j Z , j = 1, 2; b3(Z) = 1;
φ(Z) = 1 + φZ; θ(Z) = 1 + θ Z

14 a j (Z) = a j,0 + a j,1Z , j = 1, 2, 3; b j (Z) = 1 + b j Z , j = 1, 2; b3(Z) = 1;
φ(Z) = 1 + φZ; θ(Z) = 1

15 a j (Z) = a j,0 + a j,1Z , j = 1, 2, 3; b j (Z) = 1 + b j Z , j = 1, 2; b3(Z) = 1;
φ(Z) = 1; θ(Z) = 1 + θ Z

16 a j (Z) = a j,0 + a j,1Z , j = 1, 2, 3; b j (Z) = 1 + b j Z , j = 1, 2; b3(Z) = 1;
φ(Z) = θ(Z) = 1

We use E4 [7] and Midas [20] MatLab Toolboxes to perform the estimation and
prediction processes.7

3.3 Unconditional Distribution of the Forecasting Errors

This section investigates the relative performance of the consideredMIDASmethods
in terms of their nowcasting and forecasting accuracy according to the twomeasures,
RMSFE and MAFE. The results obtained for RMSFE are summarized in Fig. 1.8

According to this figure, TF-M presents the lowest average RMSFE (in white in
Fig. 1), although the discrepancy with respect to the other methods is not very large.
The percentage difference in terms of average RMSFE between the best performing

7 Matlab code to estimate TF-MIDAS model is available from the authors.
8 The analogous figure for MAFE can be found in [3]. The main conclusions do not differ signifi-
cantly from those for RMSFE.



Macroeconomic Forecasting Evaluation of MIDAS Models 147

Fig. 1 Violin and box plots for RMSFE by nowcasting/forecasting method. Values displayed in
white inside the boxes are the average RMSFE

method (TF-M) and the second best (U-M24) is 2.4%, and with the worse one (ADL-
M24) is 4.1%. Moreover, the RMSFE distributions displayed by the violin and box
plots look really similar compared to the differences observed by countries, indicators
and horizons.9 Similar results are obtained for MAFE measure.

4 Forecasting Performance: A Meta-Regression Analysis

Asmentioned, when looking at themean of the forecasting performancemeasures by
methods in the previous section, we do not account for the potential effect of the rest
of the variables. In this section, we address this matter through a meta-regression.

4.1 Description of the Meta-Regression Analysis

Weaim to study how the forecasting performancemeasure (RMSFEorMAFE) varies
with the method applied, the source country, the HF indicator, the horizon and the
specific sample considered. For that, we will run a meta-regression with the whole
sample, containing 11,340 observations.

The main feature we consider is the model applied. To analyze its influence on the
forecasting performance metric, we use eight dummy variables, each corresponding
to a specific ADL-M and U-M model. The benchmark model is thus TF-M.

The impact of the country origin of the dataset is evaluated by including three
dummy variables, choosing Germany as the baseline country.

9 Analogous figures for RMSFE by countries, indicators and horizons can be found in [3].
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The third feature whose impact on the forecasting performance is assessed is the
HF indicator used, so we create fourteen dummy variables, one for each indicator,
being IPI the baseline indicator.

We also include six dummy variables corresponding to horizons 1, 2, 3, 6, 9 and
12. The effect of horizon 0 is captured by the constant.

Finally, we also want to study the effect of the specific sample chosen on the
forecasting performance measure. This way, we evaluate how stable or uncertain
periods affect the nowcasting or forecasting performance metrics. So, we create
two dummy variables: sample1 for the period 2011Q4–2014Q3 and sample2 for
2014Q4–2017Q3, being 2017Q4–2020Q3 the benchmark period.

From these definitions the meta-regression equation is

AMi = β0 +
8∑

j=1

βM
j DM

i j +
3∑

j=1

βC
j D

C
i j (10)

+
14∑

j=1

β I
j D

I
i j +

6∑

j=1

βH
j DH

i j

+
2∑

j=1

β S
j D

S
i j + εi ,

where DM
i , DC

i , DI
i , D

H
i and DS

i are, respectively, Model, Country, Indicator, Hori-
zon and Sample dummy variables for each AMi (Accuracy Measure) observation
obtained. AMi is either the RMSFE or MAFE discrepancy quantity, computed with
12 observations characterized by the variables in Eq. (10) for the observation i .
Obviously, dummy variables do not include TF-M, Germany, IPI, horizon0 and sam-
ple3, as these effects are captured by β0. The value of the rest of coefficients (all βs
different from β0) are interpreted as gains/losses relative to the benchmark model.

4.2 Meta-Regression Main Results

Table 4 presents estimates of the regression in Eq. (10), for RMSFE and MAFE
accuracy measures. Results for both metrics are very similar, except for the expected
different scale. As the stars denoting the statistical significance show, regressors’
significance do not depend on the metric considered.

First, as the unconditional analysis showed, theβs corresponding to the estimation
methods are all greater than zero, suggesting a better performance of the TF-M
model. In fact, for RMSFE, the loss of precision when not using TF-M ranges from
2.4% to 4.1% (U-M24 and ADL-M24 coefficients, respectively, in terms of the mean
dependent variable). The percentages for MAFE, although lower, show the same
picture. However, when looking at the statistical significance, none of the methods
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Table 4 Main meta-regression

Variable RMSFE MAFE Variable
(cont.)

RMSFE MAFE

constant 6.8072*** 3.0862*** IPI2 0.2153** 0.0875**

ADL-M3 0.1291 0.0230 COF 1.1614*** 0.4269***

ADL-M6 0.1180 0.0236 COF1 1.1972*** 0.4493***

ADL-M12 0.1226 0.0267 COF2 1.1451*** 0.4112***

ADL-M24 0.1336 0.0332 COF3 1.0932*** 0.3939***

U-M3 0.1056 0.0150 COF4 0.6538*** 0.2418***

U-M6 0.0785 0.0057 COF5 0.9766*** 0.3555***

U-M12 0.0812 0.0085 COF6 0.9856*** 0.3440***

U-M24 0.0765 0.0072 COF7 0.9574*** 0.3454***

France 1.8110*** 0.6613*** COF8 0.7321*** 0.2704***

Italy 1.4176*** 0.5161*** COF9 1.1802*** 0.4218***

Spain 2.7054*** 0.9578*** COF10 1.0755*** 0.4012***

Horizon1 –0.0485 –0.0243 COF11 1.0528*** 0.3748***

Horizon2 –0.1978** –0.0765*** COF12 1.0638*** 0.3928***

Horizon3 0.1251 0.0385 Sample1 –7.9969*** –3.3184***

Horizon6 –1.2200*** –0.3369*** Sample2 –8.3018*** –3.4809***

Horizon9 –1.4023*** –0.3963***

Horizon12 –1.4122*** –0.3926***

N 11340 11340

Mean dep.
variable

3.2534 1.5275

R2 0.7899 0.8434

Notes ‘∗’, ‘∗∗’ and ‘∗∗∗’ mean rejection of the Null of the corresponding coefficient equal to zero
at 10%, 5% and 1% level, respectively

presents a different nowcasting/forecasting accuracy, at least at a 10% significance
level; see Table 4.

Regarding country dummies, all of them have a statistically significant and posi-
tive effect on the error quantity, either RMSFE or MAFE, meaning that predictions
for France, Italy and particularly Spain are less accurate than those computed for
Germany, apparently no matter the sample, method, horizon or indicator. This result
would be originated in a more stable and thus predictable economic environment in
Germany compared to the other countries in the sample.

All indicator dummies present a statistically significant increase in RMSFE and
MAFE with respect to the use of IPI as HF indicator. First, this reveals that the
inclusion of construction’s production in IPI2 does not contribute to improving the
accuracy of GDP’s predictions. Second, it also shows that COF-related indicators do
not provide more valuable information than IPI to reduce prediction errors.

Concerning the effect of the horizon on the accuracy measure, only horizon1 and
horizon3 dummies have no statistically significant effect with respect to horizon0.
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The rest of horizon’s dummies present a negative relevant impact on RMSFE and
MAFE compared to horizon0. Contrary to the literature, and leaving aside horizon2,
whose effect deviates from the rest of shorter horizons, these results seem to point out
that MIDASmodels have a better performance at longer horizons, i.e., at forecasting
much more than at nowcasting. This somehow baffling result might be induced by
the interaction of these dummies with others in the meta-regression. Therefore, a
more profound analysis in this direction is needed here to understand the roots of
this finding.

Finally, βs associated to both period dummies reveal a strong negative effect on
RMSFE andMAFE compared to the benchmark sample 3. This result is easily under-
standable, as sample 3 corresponds to the period including COVID-19 pandemic and
the last observations in the sample are muchmore unpredictable than any in the other
two sample periods.

In summary, the main findings obtained from this meta-regression analysis are: (i)
the TF-M lowest error quantities are not large enough to show statistically significant
coefficients of the rest of the model dummies, implying that either ADL-M or U-M
models report a similar forecasting performance relative to TF-M, once we control
for the other factors; (ii) all country dummies are relevant variables, indicating that
nowcasts and forecasts for Italy, France and Spain are less accurate than the ones
for Germany; (iii) using other indicator than IPI results in a statistically significant
increase in RMSFE and MAFE; (iv) horizon dummies result to be most relevant,
although with differences: while for shorter horizons (i.e., nowcasts), only horizon
2 presents a clear gain in accuracy in comparison to horizon 0, longer horizons (i.e.,
forecasts) do show in all cases a statistically significant reduction in RMSFE and
MAFE relative to horizon 0; (v) predictions for the first period and second period
(i.e., 2011Q4–2014Q3 and 2014Q4–2017Q3) are much more accurate than the ones
for the third period (i.e., 2017Q4–2020Q3), which is consistent with the fact that
this period involves a huge uncertainty associated with COVID-19 pandemic; and,
finally, (vi) conclusions do not depend on the specific accuracy measure applied, as
RMSFE and MAFE yield very similar results.

5 Conclusions

This chapter attempts to shed some light on the use of the different variants ofMIDAS
models in forecasting. To do so, we assess the empirical nowcasting and forecasting
performance of the ADL-, U- and TF- MIDAS family models. We use data from the
four main Euro Area economies (France, Germany, Italy and Spain) for the period
1995Q1–2020Q3, accounting for different HF indicators and horizons.We report the
results of the out-of-sample forecasting analysis for the sample 2011Q4–2020Q3 and
three disjoint sub-periods characterized by different levels of volatility and uncer-
tainty: 2011Q4–2014Q3 (European sovereign debt crisis), 2014Q4–2017Q3 (recov-
ery and stable phase) and 2017Q4–2020Q3 (including COVID-19 pandemic shock).
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The predictive accuracy of the distinct MIDASmodels is compared according to two
accuracy measures: RMSFE and MAFE.

The results of an unconditional analysis reveal a better performance of TF-MIDAS
in terms of lowest RMSFE and MAFE. However, a meta-regression with the whole
sample does not show a statistically significant difference in the predictive accuracy
of the compared methods at standard significance levels. Some other interesting
features were found instead: (i) German GDP seems to be more predictable than
Italy, France and, specially, Spain’s; (ii) IPIs turn out to be the best HF indicators;
(iii) contrary to the literature, MIDAS models seem to perform better at forecasting
(longer horizons) than nowcasting; and, (v) as expected, the studied sub-periods can
be decreasingly sorted according to predictability as 2014Q4–2017Q3, 2011Q4–
2014Q3 and 2017Q4–2020Q3. All these findings are robust to the error metric used,
either RMSFE or MAFE.

Finally, these results were obtained without including interaction terms in the
meta-regression, which could cast some light on the conclusions drawn. This will be
the object of future research.
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