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CHAPTER 1

Introduction

Estrella Trincado Aznar and Fernando López Castellano

In this volume, a link between Science, technology, and innovation in the 
history of economic thought is established. There is barely any study link-
ing these three important issues within the history of economic thought. 
Literature has usually studied them in an unconnected way. However, all 
of them consist of a societal knowledge with a need for vocation, inven-
tiveness, and a desire for change. All of them are systems of knowledge 
about the physical world—matter and business type—which try to explain 
how matter and life works and how we may change it.

Landes and Duchesne questioned the explanation of the “Great 
Divergence” between Europe and Asia by arguing that Europe initiated 
from the twelfth century onwards a cumulative process of innovation and 
invention that generated a unique form of development. McCloskey has 
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recently insisted that the creation of new ideas in human minds, “innova-
tionism”, has been ignored by economists. Precisely therein lies, in her 
view, the success of the Netherlands and Britain: liberalization at the level 
of ideas favoured a culture of a certain freedom of expression and a rather 
energetic entrepreneurial economy. Besides, economists have debated on 
who is to be praised or blamed for promoting innovation and change, they 
argue if this change is positive or deleterious to welfare or social cohesion, 
and they give advices on the type of legislation needed to promote or 
hamper innovation and science. Science is one of the most important 
channels of knowledge and it seems to be for the benefit of society, creat-
ing technology, new knowledge, improving education, and increasing the 
quality of our lives. However, knowledge economy is a complex non-lin-
ear process of technological innovation. Besides, some countries go 
towards the service economy where knowledge seems to be not a product 
of scientific research, but a creative activity. This requires reconsideration 
of the role of scientific research and technological innovation in both ser-
vice and industrial sectors.

Science must respond to societal needs and global challenges and in the 
last analysis, it is a not intended cause of new troubles. The history of eco-
nomics can contribute to the debate about the place that science and tech-
nology must have on our present understanding of progress. At present, 
the relationship between technological change and institutional develop-
ment constitutes one of the main axes of debate and urgent research top-
ics. We face climate change, hate discourse in social networks, technological 
unemployment, and there is a debate on the impact artificial intelligence 
or green technology have on human life and life on the planet. This vol-
ume contributes to enlarging the conversation and pointing to relevant 
controversies on these issues in the past and the present. It both brings 
new elements found in past thinkers and illuminates present debates with 
past ideas.

Most of the contributions of history of economic thought to econom-
ics of innovation deal with the importance of the French Economist 
School, based on the concept of the entrepreneur as defined by Cantillon. 
For sure, the Irish economist Richard Cantillon, in Essay on the Nature of 
Trade in General published in French in 1755, identified the nature of the 
entrepreneur. He defined this concept as the agent who buys the means of 
production at certain prices and combines them in an orderly manner to 
obtain a new product which he will sell at an uncertain price. So, he was a 
forerunner of the notion of innovation, which he bases on the production 
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or distribution for the search for a monetary profit. In this line of thought, 
other scholars stress the neglect in classical economics of Jean Baptiste 
Say’s theory of the entrepreneur, which may be related to the Austrian 
economics view of innovation. All these debates are not emphasized in this 
volume, precisely because science and technology pretend to avoid, not 
assume, uncertainty and, so, they try to provide an intellectual grasp to 
link the present to the future. Besides, the scholarship on innovation based 
on the French Economist School has constructed the paradigm of a 
favourable view  of innovation, based on individual action which goes 
along with progress. This book tries to go beyond this linear perspective 
and gives new food for thought on the relationship between science, tech-
nology, and innovation in the history of economics.

Actually Joseph Schumpeter, considered the “father of entrepreneur-
ship”, in the Theory of Economic Development, which first appeared in 
1911, stressed that capitalism is a dynamic process of wealth creation and 
change, driven by innovation, not routine. He established that the destruc-
tiveness of capitalism is inseparable from its creativity. However, 
Schumpeter was not an absolute non-interventionist, such as members of 
the Austrian School of Economics, and his theory of entrepreneurship 
significantly differs from that of Israel Kirzner, an Austrian economist who 
abundantly deals with the topic of innovation. This is particularly apparent 
in Schumpeter’s argument that entrepreneurial activity is characteristic of 
both market and non-market economies. Within the model of 
Schumpeterian competition, Nelson and Winter add a treatment of a 
“cumulative technology”, in which the expected outcome of innovation is 
a function of the firm’s current level of productivity.

The relationship between innovation, changes in market structure, and 
the broader evolution of an industry has been studied starting from differ-
ent histories, specific cases and empirical evidence of given sectors or firms, 
characterized by routines and capabilities. Firms find patents effective only 
in a limited set of innovations and in a small number of industrial sectors. 
In this sense, Marshall’s analysis of economic development includes the 
organizing roles of firms and industries, the connection of the representa-
tive firm to population, and the nature of firms as accumulations of knowl-
edge and capital. He studies this especially in relation to scientific 
management and the reduction of the unit costs of production either 
internal to a firm or external and residing in an industry or market. Internal 
organization reflects the risky efforts of firms, and especially managers, 
and so organization is a distinct type of productive factor. All this 
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mainstream view of innovation is contested by heterodox views of deci-
sion-making and path dependency, such as Marxian Economics, Feminist 
Economics, Institutional Economics, and Keynesian Economics. In this 
case, their focus is on the demand side of the economy, including the role 
of power relations in determining economic relationships and a study of 
economic systems.

However, in this volume the stress is made on the supply side of innova-
tion and economic ideas led by science and technological advances. In 
particular, in the first two parts of the volume (Chaps. 2–9), the book is 
organized chronologically. Thus, it shows how the concepts of techno-
logical change, invention, and innovation have changed over time and it 
brings new elements of past thinkers to the forefront. Part I deals with 
classical theories, and Part II with neoclassical theories and their alterna-
tives. In the third Part (Chaps. 10–13), the volume is organized by topics. 
It retraces debates in the history of economics on technological change, 
development, energy, or labour markets that could illuminate present 
debates or that could contextualize those debates in a longer history 
of ideas.

Chapter 2, “Some Misconceptions Regarding Innovation (and How 
Reading Classical Authors Might Help Overcome Them)”, initiates with 
a search of Thomas Baumert for the genetics of the word “innovation”, 
stressesing what we can learn from “the giants on top of whose shoulders 
we are standing”. The economics of innovation has deserved, throughout 
the last decades, a preferential attention both by academics and by policy-
makers, derived from the broad consensus about the crucial role that 
innovation plays as a driver of economic growth, especially in the most 
advanced economies. As a result, we find that most economic leaders—be 
it on the national, regional, or municipal scale—bet on their speeches on 
innovation; that most companies define themselves as innovative and that 
a significant number of advertisements use this term as catchword to pro-
mote their products throughout a great variety of sectors. Then, Baumert 
goes into three “points of debate”. The first one refers to the etymology 
of the word innovation and the fact that, originally, it was used with a 
negative connotation (in the sense of a subversive change). A second point 
deals with the question of whether the well-established concept of innova-
tion system makes sense. There is no doubt that the innovation system 
approach is a fruitful one, but innovation is systematic to a lesser degree 
than so far is assumed and it actually is a much more spontaneous, unpre-
dictable and, hence, non-systematical phenomenon. This would actually 
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fit—with some nuances—Schumpeter’s view on innovation. And third—
closely related to the previous—Baumert deals with a question much 
neglected, namely, who does really innovate in companies?

In Chap. 3, “Invention, Institutional Change and Economic 
Development: From Scottish Enlightenment to the IPE”, we trace the 
emergence of the concept of innovation into the Scottish Enlightenment. 
In the eighteenth century, a Darwinian evolutionary concept, based on 
trial and error, was available. David Hume showed that while trade devel-
ops, the extension of business professions engenders love of profit and 
promotes a beneficial change in habits. However, his historical perspective 
made him worried about the inevitability of the rise and fall of govern-
ments due to excessive public debt. Although change is desirable, institu-
tions and the habits of individuals must not be changed at the expense of 
the past, as learning through trial and error occur naturally, based on 
memory and habits. Then, in a free market economy, only reasonable 
investments will survive.

In 1776, the Wealth of Nations introduced a new concept of innovation 
in which people were permanently led by a universal, continual, and unin-
terrupted effort to better their own condition. As against Hume, for 
whom reasonable investments survive the progressive mechanism of trial 
and error, Adam Smith considers that prudence, being an extended virtue, 
must be fostered by a legal maximum rate of interest. Trial and error is not 
recommendable, as capital markets may lead to default, and default to 
resentment. Besides, as in Hume, the rate of interest is for Smith the con-
sequence, not the cause, of investment and growth. So, the fact that the 
interest rate is low is an unintended, albeit fortunate, consequence of 
growth. The low rate of interest enables people to repay their debts with-
out concessions on their own freedom. The same happens with innova-
tion. For Smith, it is not the greatest individual inventiveness that increases 
the amount of capital, but the skill, dexterity, and judgement with which 
work is customarily done.

A last concept of innovation that emerged in the late eighteenth cen-
tury encouraged risky entrepreneurs, who operate in new production and 
distribution areas. It was commenced in 1787 by Jeremy Bentham who 
published his letter to Smith under the title Defence of Usury. According 
to Bentham, innovation is the driving force behind development and it 
must go hand in hand with credit. Bentham was not worried about 
Hume´s prediction of excessive public debt as he was based on an indi-
vidualistic and atomistic vision of innovation. However, in the period of 
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the Scottish Enlightenment, other economists put forward a non-individ-
ualistic vision of innovation. For example, as explained in this chapter, 
John Rae defended invention as a key element of technological and insti-
tutional change led by credit that transfers the possibilities and capacities 
of action from the accumulators by abstinence to the creators and trans-
formers of reality. Institutions are clue in this context. They contain rights, 
obligations, and ideologies and, as Elinor Ostrom will put it, they make 
the market and the state the face of the same coin as limitations and skills 
are intertwined. All these concepts evolve into the Institutionalist Political 
Economy (IPE), which stresses the importance of governance for promot-
ing economic growth and for creating an adequate “social climate” with 
the protection of property rights and the rule of law.

In Chap. 4, “The Pre-Schumpeterian Conception of Innovation: 
Friedrich List and Two Pioneer Contemporaries”, Pablo José Martínez 
Rojo jumps from Scottish Enlightenment to the concept of National 
Innovation Systems. Adam Smith considered that division of labour leads 
to an increase in productivity due to a greater worker dexterity, time sav-
ings, and mechanization. Then, specialization is the seed for a process of 
accumulation of knowledge and capabilities. The analysis of Smith results 
in the foundation of the theories of technological progress and R&D 
innovation. But other theorists, such as Friedrich List, Charles Babbage, 
and Johann Heinrich Von Thünen, contributed to the understanding of 
the seminal concept of National Innovation systems. Two and a half centu-
ries have gone through, and the economy of innovation and technological 
change has become one of the most relevant fields of study of economics. 
Eventually, since the late 1980s of the twentieth century, much attention 
has been devoted to this concept of National Innovation Systems, advo-
cated contemporarily by Freeman in the early 1960s. Actually, the concep-
tual evolution of the term follows the logical time trajectory defined by 
several schools of thought: Institutional Economics, which stresses ele-
ments such as market development and firms’ incentives; Evolutionary 
Economics, which studies innovation and economic development as a 
path-dependent organic process of accumulation of knowledge; and the 
New Growth Theory, which focuses on the need to invest in human capi-
tal to be able to generate and accumulate knowledge.

In Chap. 5, “Technoscientific Rationality and Capitalist Accumulation. 
Transhumanism as Alienation in Marx’s Humanist Approach”, Baruc 
Jiménez Contreras deals with the transhumanist movement, which aims to 
liberate the human subject through scientific and technological 
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development. From Marx’s notion of alienation, transhumanism can be 
conceived as a process that exacerbates the degree of subordination carried 
out by the capitalist system. For sure, this alienation is different in monop-
oly capitalism (Baran and Sweezy) or in surveillance capitalism (Zuboff), 
but Marxian concept of social-ecological metabolism may connect the 
global contemporary challenges of technology, nature, and work. This 
chapter shows that transhumanism is based on the utilitarian ideals which 
coincide with the intensification of the alienating and fetishist condition of 
the system. Transhumanism has led to the emergence of the cyborg and 
the aiming to transfer human consciousness into a machine as its ultimate 
goal. It focuses on using technological and scientific advancements such as 
artificial intelligence, robotics, cognitive science, information technology, 
and biotechnology to enhance human physical and intellectual capabilities 
beyond what has been naturally achieved through evolution. But transhu-
manism alludes to a Promethean vision that disregards the conditions of 
domination, inequality, and economic and social subjugation of human 
beings under capitalism. The movement emerged during postmodernity 
and shares specific common goals with it, such as the need for “change”, 
the acceptance of multiple “identities” and “bodies”, and the opposition 
to a fixed and universal “human nature”. It also exhibits flexibility regard-
ing what “should” be “humans and humanity”. However, transhumanism 
does not question the values of capitalist modernity or the scientific and 
technological development arising from its historical specificity.

The chapter by Baruc Jiménez, then, explores this contemporary prob-
lem using the concept of alienation first introduced in Book V of The 
Wealth of Nations, where Adam Smith stresses the deleterious conse-
quences of division of labour in human abilities. The humanistic fallacy 
assumes that the substitution of human work by machines will leave most 
humans with better jobs; however, the possibility that technologies 
decrease human capacities or worsen chances of leading a good life must 
be explored. Marx took up the challenge, exploring the subsumption of 
labour to capital within capitalism, which conquers more and more facets 
of human existence. In the same vein, the transhumanist movement tries 
to modify the consumer’s decision and human experience to maximize 
abilities and profit. The ultimate goal of transhumanists is the separation 
between the human body and consciousness. Therefore, transhumanism 
represents a contemporary vision of utilitarian values in which Hume’s 
advocacy of suicide obtains a new solution: abandoning the human bodily 
experience (life itself) through a set of technoscientific goods. The process 
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is considered an act of alienation in itself, as opposed to achieving human 
freedom. This analysis by Baruc Jiménez may have further lineaments, as 
theoretical efforts in economic thought have tried to assimilate human 
beings to machines that act according to a universal algorithmic proce-
dure. Certain tools developed during the Second World War served as the 
foundation of an economy dominated by mathematics, crystallizing into a 
rational choice approach, making economics as a “Cyborg science”.

In Chap. 6, “Energy Efficiency, Productivity and the Jevons Paradox”, 
a contribution with José María Vindel shows the importance of the 
“Jevons paradox” to address the limits of innovation. Jevons, talking 
about a non-renewable energy resource, such as coal, opened the debate 
on the limits to growth. Although the emerging literature has discussed 
the ongoing transition process towards the circular economy mainly from 
an ecological perspective, the underlying mechanisms of economics, 
industrial change, and vicious circles of technology have not been much 
discussed. In 1865, William Stanley Jevons showed that scientific progress 
in pursuit of an economic use of fuel and new modes of economy will par-
adoxically lead to an increase in consumption. This “Jevons paradox” is 
part of a more general criticism of the author to classical economics. 
According to Jevons, utility, not cost of production, is the final cause of 
value, and when the cost of production declines due to resource efficiency, 
the marginal utility of commodities that use the given resource declines, 
increasing directly the consumption of those commodities and indirectly 
the consumption of other commodities with which they are exchanged. 
But, as coal is a non-renewable energy resource, it may be depleted. Then, 
scientific progress and resource efficiency is not a good path to the lesser 
use of resources and we cannot analyse science and technology without 
taking into account human behaviour and the limits of resources. Demand 
grows exponentially, while supply is limited. Obviously, Jevons underesti-
mated the relevance of coal substitutes; however, in this chapter, the 
Jevons paradox is studied in the context of the debate on the limits to 
Growth. Jevons’ line of thought led to new areas that imply that econom-
ics cannot be fully split from other sciences. In particular, the chapter 
analyses the emergence of econophysics and the importance of the Jevons 
paradox at the macroeconomic and microeconomic levels, looking at the 
relationship between economic growth and energy efficiency. Finally, it 
comments on the energy policies proposed to avoid the rebound effect, 
with some concluding remarks on the evolution of the concept.
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In Chap. 7, “Max Weber: Science, Technology and Vocation”, Alfredo 
Macías Vázquez opens the sociological view with the Max Weber theory. 
In 1917, Weber wanted to respond to the question of what can make sci-
ence attractive as a vocation. Research no longer had anything to do with 
the passionate dedication to solving a mystery, which required assuming 
that the universe had been created by God and that knowing nature meant 
knowing God better. At the beginning of the twentieth century, science 
was at the service of the rationalization process that dominated Western 
modernity, giving rise to specialization in autonomous disciplines in a 
totally disenchanted and soulless world. Individuals were trapped in an 
iron cage, and allegedly they needed to find a way out. However, Weber 
considered that the rationalization process should not be avoided, but 
that the question about its meaning should not be formulated in relation 
to the general context of life and the value judgements of the world. 
Science not only derives from some specific set of value judgements, but it 
is a normative criterion in itself. The Western singularity is better explained 
by its capacity to regulate greedy impulses and to integrate formal ratio-
nality in the calculation of profit. This historical outcome was reached 
through ethical consensus. The Protestant ethic, particularly its Calvinist 
version, served this historical function. The paradox lies in that Calvinist 
asceticism, in its eagerness to separate itself from the world. Unintentionally, 
it ended up giving rise to the economic system that has historically exerted 
the largest control over the world. From that moment onwards, human 
life was considered successful so far as rational calculation was applied, 
professional specialization increased, scrupulous and tireless work general-
ized, and hedonistic enjoyment of profit given up. In parallel, this implied 
the end of the charismatic authority, and the subordination of the indi-
viduals to bureaucratic organization. Thus, what started as an ethical 
choice ended up as a compulsory fate. Weber then wondered how one 
could passionately give oneself to science in a world dominated by social 
automatisms and bureaucratic coldness without falling into minority elit-
ism, aristocratism, the defence of ultimate and supreme values. The chap-
ter by Alfedo Macías begins analysing Weber’s response to these and other 
questions, and continues by assessing the feasibility of his proposition in 
the contemporary context of the techno-scientific revolution. Finally, he 
critically discusses Weber’s postulates in relation to Marx’s approach.

In Chap. 8, “The Age of Innovation: More Schumpeter than Keynes”, 
Manuel Santos Redondo reviews the “Era of Schumpeter”. Keynes con-
sidered two factors that promote economic progress: capital accumulation 
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and technology. But Schumpeter was one of the economists that most 
stressed the relevance of technology in the economic process. Capital 
accumulation depends on profits, interest rate, and stock of capital, and 
technology depends on the innovation process (that is, technological 
progress and/or discovery of new resources). Schumpeter considered that 
entrepreneur activity relies on profits and “social climate”, that is, the 
sociological- economics-institutional aspects of the society. While Keynes 
tends to reduce the explanation of unemployment to specific “malfunc-
tionings” of the labour market, Schumpeter’s notions of temporary and 
cyclical technological unemployment refer to creative destruction as an 
economy-wide disequilibrium process. At first, Schumpeter considered 
the entrepreneur as a superior man; finally, he cuts expectations talking 
about the function of the entrepreneur, which may be performed by 
groups, corporations, or countries. The routinization of innovation by 
corporations will make no room for reward for entrepreneurial aptitude.

According to Manuel Santos, the quarter century after World War II 
was certainly “the age of Keynes”, in both economic theory and policy. 
During the Great Depression, or at least in the first years, most economists 
believed that the crisis will be over without large government interven-
tion, but Keynesian stabilization policy seemed to be good for the public, 
the politicians, and the corporations. Then “liquidationists” began to be 
in retreat. However, in the 1980s, there was the rise of Schumpeter and 
his  concept  of the “creative destruction”. Manuel Santos discusses the 
evolution of his ideas on innovation, entrepreneurship, and creative 
destruction and what happened in the 1980s to make the last quarter of 
the twentieth century the “Era of Schumpeter”. In macroeconomics and 
in political and academic influence, Friedman and the Chicago School 
were very much the winners against Keynesianism, together with Hayek. 
The fall of the Berlin Wall and the collapse of the Soviet Union reinforced 
that tendency. But together with this battle of ideas, American industry 
faced competition from Japan and East Asia through technological inno-
vation. And in the 1980s, innovation economics, in several schools, 
became the main issue for economist and economic policy. Their aim was 
to provide an innovation policy, to build an innovation system, with an 
important role for the government, which can be considered an 
entrepreneur.

In Chap. 9, “The Crisis of the Neoclassical Framework and the 
Schumpeterian Echo in the Current Paradigm of the Economic Analysis 
of Technological Change”, Antonio García Sánchez, Luis Palma Martos, 
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and Ignacio Martínez Fernández go further to explain the attention given 
by the marginalism-neoclassical approach to innovation. Classical econo-
mists were the first to consider the economic impact of technological 
change, with increases in productivity being its main effect and the divi-
sion of labour the facilitating element of the generation of new products. 
But after this contribution, economic thought has relegated the analysis of 
technological change as an exogenous element to the system, either from 
the microeconomic or from macroeconomic perspective. It was not until 
the second half of the twentieth century that Solow and Abramovitz found 
that more than half of the measured growth was due to elements different 
from the accumulation of capital and the human factor. Then, economic 
analysis turned once again to technological change, the residue to which 
this unexplained growth was attributed. Based on these ideas, this chapter 
tries to give a “cross fertilization” of the different recent approaches on 
the topic. The four main paths for the study of technological change con-
sidered by the authors are: (a) the one based on the classical legacies of 
Adam Smith and Karl Marx; (b) the Schumpeterian legacy, which high-
lights the role of competitive processes and determine the possibilities of 
growth and income redistribution; (c) the evolutionary models and bio-
logical suggestions based on the Marshallian legacy; and (d) some reflec-
tions on cultural elements, creativity, and innovation, which fit within the 
Arrowian legacy.

In Chap. 10, “On the Capital Controversies as a Choice of Paradigms”, 
Ramiro E. Álvarez and Jose A. Pérez-Montiel go into the topic of income 
(and wealth) distribution that from 2014 has attracted so much attention 
after Thomas Piketty’s work. As against Piketty’s methodology, who con-
trasts predictions and empirical observation, the chapter searches for for-
mal logical consistency of the conventional economic approach. In this 
sense, the recent debate has not re-addressed the controversies regarding 
the notion of “Capital”, which criticized the neoclassical theory of distri-
bution (1953–1976). Existing literature refers to these discussions as the 
Capital Controversies or the Cambridge-Cambridge Controversies (herein-
after CCCs). Then, the chapter analyses how the CCCs arose and evolved, 
as well as how it apparently came to an end in the 1960s. The authors 
make use of Thomas S. Kuhn’s characterization of the structure of scien-
tific revolutions. They show that the CCCs did not lead to a Scientific 
Revolution that would bring about the demise of the neoclassical hege-
mony, but that this was not due to the logical rigour of the competing 
theories. The phenomena of re-switching and reverse capital deepening 
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were anomalies not easily assimilated into the marginalism paradigm; but 
there was a (partial) assimilation that entailed the flexibilization of some of 
the commitments around which the neoclassical normal research was 
structured.

In Chap. 11, “Technology and Labour Market. Technological 
Unemployment as a Historical Debate”, Elena Gallego makes a broad 
sweep on the debates on technological unemployment. She makes classical 
economists discuss with current economists to find possible future sce-
narios and search for alternative solutions. The fear of the creative destruc-
tion of technological progress begun in the sixteenth century, when Queen 
Elizabeth showed concern with the English population displacement from 
their jobs which might threaten her political power. From then, techno-
logical unemployment was explained in a Ricardian sense: a process of 
change that is reabsorbed over time. Classical economics, and its neoclas-
sical heirs, assumed the hypothesis of price and wage flexibility that tends 
to balance markets; however, in the Keynesian perspective, with rigid 
prices and wages, economies did not return to the path of growth. 
Technology was for all of them an exogenous variable; only Joseph 
Schumpeter describes it as endogenous to the system, considering the pos-
sibility that monopolistic competition is more efficient than perfect com-
petition in driving the innovative process of the economic cycle and 
producing greater job creation than job destruction, with a net posi-
tive effect.

In Chap. 12, “Humanity Is Facing Its Sustainability: Will Technological 
Progress Make the Future Unsustainable?” Javier Arribas Cámara 
talks from the contemporary speech about an innovation that allows us to 
meet basic human needs rather than encouraging over-consumption and 
waste. He considers digitalization an ally of sustainability in several ways. 
But to achieve sustainability, a holistic approach is needed that considers 
the interaction between the economy, the environment, and the society. 
In this sense, technology can play a pivotal role in the quest for sustain-
ability; however, more than technology is needed to achieve sustainability. 
The chapter discusses how advances in artificial intelligence and comput-
ing face physical and energy constraints, leading scientists to look to biol-
ogy for inspiration to design more efficient and sustainable computing 
systems. Finally, it examines the growing concern over data centre energy 
consumption and carbon footprint, exploring innovative solutions, such as 
installing data centres in space to take advantage of low temperatures and 
reduce energy consumption. Rapid accumulation of e-waste represents an 
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urgent challenge in terms of sustainability, and policies and regulations at 
national and international levels are needed.

Last but not least, in Chap. 13, “Why Inventions Fail to Become 
Innovation? Some Examples from Spain and Italy”, Juan Francisco Galán 
presents some study cases in Mediterranean countries that show that fail-
ure of the innovation process may be due to the misunderstanding and 
ignorance of the concept of innovation. Actually, in Spain and Italy, there 
are many examples of ingenious inventions that have not become innova-
tions and, therefore, have not contributed to economic development. This 
chapter takes some of these examples as a starting point and, focusing on 
the second half of the nineteenth century, reviews the factors that hin-
dered or even prevented innovation. This historical analysis can shed light 
on the current debate about the best policies that should be applied to 
promote innovation and, therefore, increase the productivity of our econ-
omies. In the period taken, both Spain and Italy had quite favourable 
conditions for innovation: stability, a liberal legal system suitable for pro-
ductive activities, and an appropriate legislation on industrial property, in 
addition to new and modern educational and research institutions which 
spread scientific and technical training. However, there were three broad 
instances in which inventions did not transform into innovations: in the 
first one, the new results were not well received by society; in the second, 
the industry did not react despite being aware of the “scientific” results; 
and, finally, in a third case, inventions did produce innovation but only for 
a short period of time, before being abandoned. The chapter concludes 
with the case of the invention of the submarine by the Spanish scientist 
Isaac Peral. Various reasons led to the failure of the invention, but one of 
the most important was purely conceptual: the confusion between discov-
eries, inventions, and innovations.

1 INTRODUCTION 
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CHAPTER 2

Some Misconceptions Regarding Innovation 
(and How Reading Classical Authors Might 

Help Overcoming Them)

Thomas Baumert

2.1  IntroductIon

The economics of innovation has deserved throughout the last decades a 
preferential attention both by academics and policymakers, derived from 
the broad consensus about the crucial role that innovation plays as a driver 
of economic growth, especially in the most advanced economies.1 As a 
result, we find that most economic leaders—be it on the national, regional, 
or municipal scale—bet on their speeches on innovation; that most com-
panies define themselves as innovators and, while the term innovation has 
also penetrated the consumer base, that a significant number of 

1 Classified by organizations such as the World Economic Forum as “innovation driven.”
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advertisements use this term as catchword to promote their products 
throughout a great variety of sectors.

The present chapter reunites a series of thoughts regarding innovation 
that have kept popping up in my writings on this topic over the last 
15 years and which I have synthesized here in three “points of debate.” 
The first one refers to the etymology of the word innovation and the fact 
that, originally, it was used with a negative connotation (in the sense of a 
subversive change). When did the term innovation appear in Western lan-
guages and when did it shift from its originally negative meaning to the 
current positive one?

A second point deals with the question of whether the well-established 
concept of innovation system, makes sense. There is no doubt that the 
innovation system approach is a fruitful one, which I have used myself in 
many of my research papers. However, looking back at the corpus of 
empirical works that show a certain stagnation in the innovative output of 
nations and regions, one might wonder whether they might not result 
from the fact that innovation is systematic to a lesser degree than so far 
assumed and actually is a much more spontaneous, unpredictable and, 
hence, non-systematic matter. This would actually fit—with some 
nuances—Schumpeter’s own view on innovation.

And third—closely related to the previous—a question so far much 
neglected, namely, who does really innovate in companies?

2.2  on the orIgIn and evolutIon 
of the term “InnovatIon”

Etymologically, innovation derives from innovatio, innovationis, a late- 
Latin word which, in turn, has its origin in novus (new).2 One of the earli-
est uses of the term is to be found in the Apology of the Roman author 
Tertullian (160–220 CE.), a prolific early Christian writer from Carthage. 
Tertullian uses innovation in the sense of “alteration,” with a negative 
undertone, referring it to a heretic behavior. Up till then, two other 
nouns—res nova and novitas—were employed in “classical” Latin alterna-
tively with a meaning similar to that of our modern innovation.

2 Curiously enough, the Proto-Germanic root (neuva) has a very a similar sound to the 
Latin nova.
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After Tertullian, the term innovatio spread quickly. Centuries later,3 its 
use might be found both in the works of Saint Augustine of Hippo 
(354–430 CE), of Saint Albertus Magnus (1200–1280 CE) and of Saint 
Thomas Aquinas (1225–1274 CE), to highlight just three. Hence, the 
former writes in De moribus ecclesiae catholicae:

[E]t illo sacrosanto lavacro inchoatur innovatio novi hominis, ut profiriendo 
perficiatur in alliis citius, in alliis tardius.”

And in In psalmum VI ennaratum:

Qui etiam novus homo propter regenerationem dicitur morumque spiritual-
ium innovationem.

As an example taken out of Albertus Magnus’s works (Super 
Lucam, 22,20):

Haec autem innovatio per sanguinem Christi facta est.

While in the latter’s Suma Teológica (in the chapter entitled “De Dei 
Aeternitate”) the following quote is to be found:

Quod quidem manifeste apparet, si innovatio et veteratio referantur ad ipsam 
mensuram. […] et sic erit innovatio in ipso aevo, sicut in tempore.

And also in his Super II Epistolam B. Pauli ad Corintios lectura we read:

Ubi notandum quod innovatio per gratiam dicitur criatura.

It becomes clear that the early use of the word innovation—nota bene 
that this “early” extends to a period of nearly a millennium—which had 
not been used in classical Latin, appeared mainly in texts of religious con-
tents and, hence, with a meaning very different from the current one. 
From then on, the term became consolidated in all Romance languages. 
The following quotes picked out of the most outstanding works of the 
Renaissance might serve as examples.

3 We are aware of the huge lapse of time but did not want to expand this section with too 
many examples.
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Thus, the father of the Italian language, Dante Aligheri writes in the 
(Divina) Comedia (chant XXXII of the “Purgatorio”):

men che di rose e più che di vïole
colore aprendo, s’innovò la pianta
che la primavera la ramora di sole.

Dante also frequently employed the word in his Latin works, so in De 
vulgari eloquentia libri due (2, XIII):

Licet enim in qualibet stantia rithimos innovare et eosdem reiterare ad lim-
itum […].

Similarly, Niccolò Machiavelli (1469–1527), writes in his notorious Il 
Principe (Chap. 2):

Nella antiquitá e continuazione del dominio sono siente le memorie e le cagioni 
delle innovazione: perché sempre una mutazione lascia lo addentellato per la 
edificazione dell’altra.4

And the Spaniard Diego Saavedra Fajardo (1584–1648 CE) wrote in 
Idea de un príncipe político cristiano (Emp. 21):

El príncipe prudente gobierna su estado sin innovar las costumbres. [The pru-
dent Prince governs his State without innovating its customs].

At nearly the same time, the word innovation was adopted in English 
and spread through British literature. Again, a few quotes from selected 
authors might serve to support our thesis.

4 Often another extract taken out of Machiavelli’s Il Principe (Chapter VI) which is often 
quoted (as it serves as a piece of advice to all innovators) reads:

And it ought to be remembered that there is nothing more difficult to take in hand, 
more perilous to conduct, or more uncertain in its success, than to take the lead in the 
introduction of a new order of things, because the innovator has for enemies all those 
who have done well under the old conditions, and lukewarm defenders in those who 
may do well under the new.

However, it should be noted that—strictly speaking—the original Italian text does not 
employ the word innovatore but introductore [introductor].
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William Shakespeare (1564–1616  CE), in his celebrated Coriolanus 
(III, 1)5—in which, by the way, reference is made to Machiavelli’s The 
Prince—has his character Sicinus Velutus say, when he orders the deten-
tion of Coriolanus:

Go call the people:—
In whose name, myself
Attach thee as a traitorous innovator.
A foe to the public weal: obey, I charge thee
And follow to thine answer.

And in Henry IV (V, 1) we read:

To Face the garment of rebellion
[…]
of hurlyburly innovation.

It should be noted that in the previous examples “innovation” is used 
with a negative connotation, as an equivalent of rebellion or subversion—
and it will keep this undertone, referred to in a political or sociological 
context, until the end of the nineteenth century. However, according to 
the Oxford English Dictionary6 approximately at the time of Shakespeare’s 
death, the term started to be used in other fields of knowledge in a positive 
sense. The most evident example of this might be Francis Bacon’s 
(1561–1626 CE) essay “Of innovation” (included in the Essays first pub-
lished in 1625), where he states:

As the births of living creatures, at first are illshapen, so are all innovations, 
which are the births of time.

And later:

Surely every medicine is an innovation; and he that will not apply new rem-
edies, must expect new evils; for time is the greatest innovator [..]

5 Coriolanus has the distinction of being among the few Shakespeare plays banned in a 
democracy in modern times. It was briefly suppressed in France in the late 1930s because of 
its use by the “fascist” element, and prohibited in Post-War Germany due to its intense 
militarism.

6 Entry “innovation.”
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It were good, therefore, that men in their innovations would follow the 
example of time itself; which indeed innovateth greatly, but quietly, by 
degrees scarce to be perceived.

And also, in which might be considered the first historical novel, Walter 
Scott’s Waverley (published in 1814) we read:

The others, whose time had been more actively employed, began to shew 
symptoms of innovation—“the good wine did its good office”. (Chapter XI)

However, it should be noted that in German (and related languages), 
the concept of innovation was described by the word Neuerung (the 
equivalent of the Latin novitas, see above). In fact, Schumpeter himself 
used Neuerung and Neuerer (respectively for innovation and innovator) in 
his German works. It is only in 1939, when his book Business Cycles—
originally written in English—was translated into German, that Innovation 
entered this language7 (see for details, Chap. 6 in this book).

2.3  SmIth vS Schumpeter, or can InnovatIon 
Be SyStematIzed?8

According to Schumpeter, it is the process of “creative destruction” that 
governs the historical evolution of capitalism, differentiating between five 
types of innovations: the introduction of a new good, the introduction of 
a new method of production, the opening of a new market, the conquest 
of a new source of provision of raw materials or semi-manufactured goods, 
and the creation of a new organization of any industry. However, the 
Schumpeterian approach is not monolithic, but presents an evolution, so 
we can distinguish between two types of basic models, which are comple-
mentary to each other: the model called MARK I (Fig. 2.1) corresponds 
to a vision of the innovation as a process that takes place in a competitive 
environment of capitalist entrepreneurs, characterized by—economically 
not yet measurable—inventions and exogenous scientific discoveries. The 
innovative activity of the entrepreneur consists in identifying, among the 
inventions and new available knowledge, those that entail an economic 

7 Although the German translation was not published until 1961.
8 This section summarizes the broader analysis presents in Gutiérrez-Rojas and Baumert 

(2018, 2019).
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Fig. 2.1 MARK I model. (Source: Muller (2001))

Fig. 2.2 MARK II model. (Source: Muller (2001))

potential, implementing and transforming them into innovations. By act-
ing in this way, the old technologies become obsolete, a process that 
Schumpeter calls “creative destruction” (cf. for details, Chap. 6).

This initial vision of Schumpeter is complemented by the later model 
called MARK II (Fig. 2.2), which is characterized by the fact that innova-
tions are endogenous and because in it research and development is car-
ried out mainly in the R&D departments of large companies, in a process 
called “creative accumulation.”

This model would imply, then, the passage of an initial conception 
focused on the role of the individual entrepreneur, toward a vision that 
highlights the importance of collective innovation performed within the 
(large) companies.

However, it should be noted that neither of the two models were 
explicitly formulated by Schumpeter, nor is the name of MARK I and 
MARK II. The first model derives from Schumpeter’s (1926) book Theorie 
der wirtschaftlichen Entwicklung (originally published in 1912), while the 
latter model reflects the vision of the innovation process contained in his 
work Capitalism, Socialism and Democracy (1942). In this second work, 

2 SOME MISCONCEPTIONS REGARDING INNOVATION (AND HOW READING… 



24

Schumpeter also ensures that the socialist system can be (in the best case) 
as efficient as the free-market capitalist system, because—simplifying its 
argument—the tendency to the concentration of capitalism leads to large 
corporations becoming bureaucratic, “strangulating” any innovative and 
entrepreneurial spirit that made them grow in a moment, leading them to 
a situation of stagnation. In this sense, the concession made by Schumpeter 
to the R&D departments of large corporations as advantageous for inno-
vation in the so-called MARK II model, must be taken cum grano salis. 
Instead, it has served to give a Schumpeterian veneer to the concept of 
innovation system.

The concept of “Innovation System” developed in the context of evo-
lutionary economics, reflects the process of division of labor in the field of 
innovation with the corresponding participation of a broad set of interre-
lated agents and institutions, whose activities should generate synergies or 
save costs, according to the central postulates exposed by Adam Smith. It 
was first presented by Freeman (1987), to be followed by Nelson (1993) 
and Lundvall (1992), all mentioning List (1841) as a forerunner.

In this vision, the innovation is an increasingly complex and interdisci-
plinary activity, so, a priori, it could be assumed that its development 
requires the interaction of a large number of institutions, organizations, 
and specialized firms. The advantages of the division of labor apply to the 
concept of Innovation System in the same way described by Smith, under-
standing each single workman like an individual actor of the system (firms, 
universities, public agencies, etc.):

[F]irst, to the increase of dexterity in every particular workman; secondly, to 
the saving of the time which is commonly lost in passing from one species of 
work to another; and lastly, to the invention of a great number of machines 
which facilitate and abridge labor, and enable one man to do the work of 
many. (Smith, 1776, Book I)

Moreover, recognizing the difference of ‘talents’ among the actors of 
an IS (remarkable among men of different professions in Smith’s words), 
it is possible to glimpse the same disposition which renders that difference 
useful, identifying the principle which gives occasion to the division 
of labor.

Among men […] the most dissimilar geniuses are of use to one another; the 
different produces of their respective talents, by the disposition to truck, 
barter, and exchange, being brought, as it were, into a common stock, 
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where every man may purchase whatever part of the produce of other men’s 
talents, he has occasion for. (Smith, Idem)

This Smithian vision of the Innovation System is fundamental to under-
standing the innovative behavior within complex structures and systems, 
where not only the single actors, but also their interactions and interde-
pendencies are interested. The ‘systemic’ part of the Innovation System is 
revealed because many different aspects in different parts of the economy 
and society in general seemed to behave according to the needs of other 
parties, as if many positive feedback loops were operating more or less 
synchronized.

These are the postulates of the generally accepted theory about systems 
of innovation, based on the principle of division of labor exposed by 
Smith. Now, the question that arises is to what extent this theory is com-
patible with the Schumpeterian vision of innovation. In the first place, it is 
necessary to observe the contradiction inherent when speaking, in a gen-
eral way, of “innovation systems.” If, according to the Austrian economist, 
innovation is a spontaneous phenomenon, the result of the “creative 
genius” of the MARK I model, it seems incoherent to assume that it can 
be the object of, nor be the result of any systematization. It is true that 
Schumpeter himself was able to consider that large companies—referring 
to American companies—benefited from having their own R&D depart-
ments, while thereby converting innovation into part of their business 
routine, although in a somewhat less categorical way than what is stated in 
the so-called MARK II model. The “creative accumulation” would thus 
accept endogenous innovation, but carried out by the companies them-
selves, not by different actors of a “system.” Thus, a confusion arose 
between two concepts that continues to this day: R&D and innovation, a 
disconcertment especially notable in the case of Spain and Latin America, 
in which both terms are mixed in the erroneous but already deeply rooted 
expression I+D+I [meaning Research & Development & Innovation].

And we must not lose sight of the fact that, according to Schumpeter 
himself,

The making of the invention and the carrying out of the corresponding 
innovation are, economically and sociologically, two entirely different 
things. They may, and often have been, performed by the same person; but 
this is merely a chance coincidence which does not affect the validity of the 
distinction [...although they might, of course, interact...] invention and 

2 SOME MISCONCEPTIONS REGARDING INNOVATION (AND HOW READING… 



26

innovation are entirely different things, not uniquely related to each other, 
and that only confusion can result from trying to analyze economic pro-
cesses in terms of the former..9

Thus, once inventions and innovations have been delimited and sepa-
rated and, consequently, the processes that lead to one and another, 
namely research versus innovation, we can conclude that, while the inven-
tion can be systematized—and, therefore, it benefits from a division 
between Smithian-type agents—this is not the case of innovation which, 
according to Schumpeter’s postulates, would be usually spontaneous, that 
is, not systematic.

From the above, a series of conclusions are derived that are worth being 
analyzed more closely. First, it should be noted that the concept of an 
innovation system as a regime in which different agents are divided and 
specialized in different tasks—in line with Smith’s division of labor postu-
lates—interacting with each other, has now become diluted. This approach, 
in any case, can be applied to the field of R&D, but not to innovation. 
Consequently, it would be more appropriate to talk about (national or 
regional) R&D systems. In this way, the spontaneity and creativity of 
innovation is stressed instead of being “lost in the system.”

Also, that the disarticulation between the R&D, innovation, and eco-
nomic growth might lie in a wrong design of the policies of impulse to the 
innovation, which is the result of a misconception of innovation—instead 
of R&D—as a systemic process based on a division of labor in a Smithian 
sense. As a more efficient alternative, we propose a model based on purely 
Schumpeterian postulates, which will turn innovation into the center of 
the productive process. For this, it is crucial to understand that although 
R&D is systemic—and, therefore, it makes sense to speak of a national or 
regional R&D system—innovation is, in general, a spontaneous process, 
that is, fruit largely due to chance and, consequently, not systematic. 
Accordingly, the use of the confusing term “innovation system” should be 
discarded.

9 Schumpeter (1939, p. 84 and p. 272). This interrelation was explained some years ago 
with surprising—for simple—precision by the then Finnish Prime Minister Esko Aho—
whose country was then among the leading nations in terms of technological innovation—
indicating that “research is to invest money to obtain knowledge; to innovate is to invest 
knowledge to obtain money.”
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2.4  Who doeS really Innovate?
It seems to have become a common belief that big business ideas come 
from scientists or researchers who carry out systematized work in their 
laboratories or university departments, which are then implemented by 
companies, thanks to public and private cooperation between universities 
and companies coordinated by governments. Yet this model might be 
obsolete (Sala-i-Martín, 2016). Already the study of Bhide (2000) came 
to show that 72 percent of the ideas that lead to an innovation came from 
workers not dedicated to R&D; 20 percent of the ideas derive from people 
(non-scientists) outside the firm; and only 8 percent of the ideas were due 
to formal researchers. Logically, in sectors such as robotics, ICT, automo-
tive, or biochemistry, and so on, the relevance of R&D remains predomi-
nant. But it should not be forgotten that these represent, in most nations, 
only a relatively small part of the economy. In addition, innovations—both 
the product and the process—will only affect growth if they positively 
induce productivity, something that is not always guaranteed with the cur-
rent definition of innovation that allows to include as such, for example, 
the implementation of a new version of software by the companies.

“Radical” innovations are only rarely the result of a systematic R&D 
activity. Let us take as an example the own inventions and innovations that 
set in motion the industrial revolution: Henry Cort (1740–1800), who in 
1783 patented the system of puddling and running in—which allowed 
steel to work industrially—was marine. James Watt (1736–1819), manu-
facturer of devices for mathematical calculation, discovered the possibility 
of using steam power when he was called to the University of Glasgow to 
repair the model of a “latent heat” machine that Professor Joseph Black 
(1728—1799) used in his classes. It is well known that Watt continued 
many conversations with Black and with two other professors (John 
Anderson and John Robinson), without them coming up with the solu-
tion to the key problem of a steam engine: how to maintain a cold con-
denser even when the cylinder is hot. The solution—the true beginning of 
the industrial revolution—came with Watt in 1765: the only one in the 
group who did not belong to the university’s teaching staff. Similarly, 
another of the emblematic machines of the industrial revolution, the 
mechanical weaver, was designed and brought to the market by Richard 
Arkwright (1732—1792),10 a barber and wig maker and John Kay, a 

10 Which Schumpeter himself cites as an example of an innovative entrepreneur 
(Schumpeter, 1939, p. 272).
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watchmaker. Later, Edmund Cartwright, an Anglican priest and poet, 
developed the first loom that could be handled entirely without human 
force. And it is worth noting that even the last of the great challenges of 
the textile sector—the infinite coil that did not require stopping the 
machine to replace the empty bobbins of thread—was resolved two centu-
ries later by Julius Meimberg (1917—2012), who had been a famous 
fighter pilot during the Second World War, awarded with the highest mili-
tary honors, and who, at the time of this invention, was the owner of a 
travel agency (Holtz-Honig, 1997).

2.5  concluSIonS

The present chapter has overviewed three topics of discussion regarding 
innovation on which re-reading the works by classical authors (also, but 
not exclusively economists!) might shed new light. First, we have dealt 
with the genesis and evolution of the word innovation, which only recently 
acquired the positive value that we associate nowadays with it. The second 
critically discussed the innovation-system framework, arguing that innova-
tion might in fact—according to Schumpeter’s concept of the term—be 
systematical to a much lower degree than commonly expected. Replacing 
the “innovation system” approach by a “Research & Development” one 
might represent a more efficient and realistic analytical framework. Finally, 
we have questioned who actually innovates, as there are many historical 
examples that show that innovation—not invention—did take place out-
side the R&D-circle. Of course, we are aware that even a high number of 
examples is not enough to set a principle. But we believe that it might 
justify further exploring the question. And we also believe that when dis-
cussing topics as the ones exposed here, it is fruitful not only to rely on 
empirical analyses, but also to look back at “the giants on top of whose 
shoulders we are standing.”
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CHAPTER 3

Invention, Institutional Change, 
and Economic Development: From Scottish 

Enlightenment to the IPE

Estrella Trincado Aznar and Fernando López Castellano

3.1  IntroductIon

Since the start of the Industrial Revolution in eighteenth century, many 
economists have extolled the need for constant innovation; however, many 
others have pointed out the risks of innovation. Jeremy Bentham started 
this debate when he published his letter to Adam Smith in 1787 under the 
title Defence of usury. For Bentham (1787), usury or the high rate of inter-
est, fosters innovation, since the innovative and the saver spirits arise from 
different inclinations that do not have to come together in the same 
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person. Then, innovation must go hand in hand with credit. Innovation is 
the driving force behind development because “what is now an institution 
was once innovation” (Stark, 1952, p. 355). For Bentham, designers ven-
ture into unknown paths by expanding the scope of consumer utility 
(Trincado, 2005). Bentham praises the designer for breaking away from 
routine patterns of behaviour, standing out from the crowd, and viewing 
risk as a “pleasure” (Dube, 1991, p. 97).

The topic of the interest rate had already generated copious literature. 
Sir Josiah Child (1689) was in favour of lowering the legal interest rate, 
arguing that high rates encourage the rich to live without working and not 
to invest their wealth productively. William Petty (1690) considered it 
futile to try to fix interest rates by law; and many since the late seventeenth 
century suggested that interest rates were determined by the supply and 
demand of capital: North (1691), Barbon (1696), Massie (1750), Turgot 
(1766), Hume (1964c). For example, David Hume showed that while 
trade develops, the extension of business professions engenders love of 
profit; and the income received by the merchant (compared to that of the 
lawyer and doctor) promotes an increase in production (Hume, 1964b, 
p. 326). By treating these elements in historical perspective, in Of Public 
Credit, evoking Cicero he made a pessimistic prediction about the inevita-
bility of the rise and fall of governments due to excessive public debt—
although it was also optimistic about the inevitability of its resurgence. 
This precludes the possibility of major political or institutional reforms. 
Although change is desirable, it should not be at the expense of the past, 
since institutions and the habits of individuals come into play. These are 
products of human invention, not super or subhuman forces that gradu-
ally develop their effects in history (McRae, 1951). A wise magistrate 
should only make gentle innovations within the old constitution and its 
pillars so that learning through trial and error occurs naturally 
(Rotenstreich, 1971).

As against Hume’s ideas, for whom the crisis can be an opportunity for 
learning—only reasonable investments will survive the progressive mecha-
nism of trial and error—Smith considers that the error, which in capital 
markets may lead to the non-payment of loans, can create resentment. 
Smith advocates usury law and the setting of a legal maximum interest rate 
a little above the minimum market price customarily paid by prudent men. 
If the interest rate is higher, only prodigals and projectors would take loans, 
and the idle creditor would take advantage of the former while the latter 
loses the capital accumulated with the effort of his savings. Maintaining 

 E. TRINCADO AZNAR AND F. LÓPEZ CASTELLANO



33

low interest rates—or achieving mild inflation—is for Smith an insurance 
against credit default (Trincado, 2023). Smith intended to dissuade men 
from taking out consumer loans, since the person who asks for subsistence 
cannot ensure a repayment in the future unless he loses his freedom 
(Smith, 1988, pp. 450–451). Thus, Smith speaks of a positive freedom 
that can be lost in the exercise of the negative freedom, that is, without 
any interference at all. However, it is not to be ignored that for Smith, the 
dynamics of transformation of institutions also affects innovation and eco-
nomic and human development. For Smith, institutions sometimes seem 
like restrictions on individual action; but, as was the case in the Scottish 
Enlightenment, sociability is not a by-product that restricts individual 
action. Rather they apply the maxim of Ortega y Gasset (1914) of “I am I 
plus my circumstance; and, if I do not save it, I do not save myself.” 
Personal identity is not only a habit or desire of the isolated man but also 
the circumstances, the reality that men share and that  enable them to 
change the world. For Smith, it is not the greatest individual inventiveness 
that increases the amount of capital, but the skill, dexterity, and judgment 
with which work is customarily done. For this reason, he gives importance 
to the role of capital—physical and human—based on abstinence (Khan, 
1954, pp. 337–342).

In fact, in the period of the Scottish Enlightenment, other economists 
put forward a non-individualistic vision of innovation. For example, John 
Rae defended invention as a key element of technological and institutional 
change, on which economic development depends (Hamouda & Omar 
Lee, 2005). Rae considered that credit leads to institutional change that, 
as Bentham would put it, transfers the possibilities and capacities of action 
from the accumulators by abstinence to the creators and transformers of 
reality. In development theory, Rae’s view is related, in its most favourable 
version, to Amartya Sen’s theory of capabilities, and in its most unfavour-
able view, to Berlin’s idea of positive freedom, which he himself linked to 
authoritarianism of collectivities (Cohen, 1960).

This idea of expansion of capacities has entered into the recent develop-
ments of the institutionalism approach at the hands of Institutional 
Political Economy by authors such as Hodgson, Lazonick, Evans, 
Rutherford, Burlamaqui, and Toye, among others, with a broader vision 
of institutions and a more systematic and general explanation of institu-
tional change (Chang & Evans, 2005). As for ECE, institutions contain 
rights, obligations, and ideologies, their success or failure must be evalu-
ated according to their own objectives (Lazonick, 1991). The idea of 
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institutional innovation rejects the concept of equilibrium in favour of the 
process. The theory of Elinor Ostrom (Delgado, 2015) is also in this line, 
as it shows that the market and the state are nothing more than the face of 
the same coin where limitations and skills are intertwined, contrasting 
with Robbins’ idea of scarcity.

For all these reasons, this chapter relates the pioneers of the study of 
economic innovation with current theorists on institutional change and 
economic development, who have a non-individualistic vision of innova-
tion promoted by the institutions.

3.2  the concept of InnovatIon In the BrItIsh 
economy of the eIghteenth century

As Galindo (2008) claims, classical economists do not normally use the 
word “innovation,” but they prefer terms such as “mechanical advances,” 
“inventions,” and so on. David Hume linked the progressive march of sci-
ence and civility with innovations in industry: “We cannot reasonably 
expect, that a piece of woollen cloth will be wrought to perfection in a 
nation, which is ignorant of astronomy, or where ethics are neglected. The 
spirit of the age affects all the arts; and the minds of men, being once 
roused from their lethargy, and put into a fermentation, turn themselves 
on all sides, and carry improvements into every art and science” (Hume, 
1964c, Of Refinement in the Arts, 270–71).

However, for Hume, innovation in industry is a consequence, not a 
cause of competition and the accumulation of capital. In fact, Hume raised 
his theory of real interest within his general objective of establishing the 
temporality of causes (Trincado, 2019). Indeed, forcing down the interest 
rate and the rate of profit is for Hume a consequence of growth, not its 
cause; luxury is a consequence, not a cause, of wealth, and, in the same 
way, innovation is a consequence of competition and capital accumulation, 
not its cause (Schabas & Wennerlind, 2020, p. 45). Hume leaves innova-
tion in the hands of the entrepreneur who he compares to the hunter, 
whose pleasure consists “in the action of the mind and body; the motion, 
the attention, the difficulty, and the uncertainty” (Hume, 1964a, p. 226). 
For Hume, businesspersons need action, they are restless, and they cannot 
rest for a long time without falling into a state of languor (Trincado, 2009).

For Hume, action in the economic sphere stands on three different 
motives: action for its own sake, habit, and imitation. The first two, action 
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and habit, can be considered constant over time (Trincado, 2009). 
Therefore, it is imitation what promotes differential growth between his-
torical stages, stimulating the entrepreneurial spirit or imitative demand. 
“Commerce encreases industry, by conveying it readily from one member 
of the state to another, and allowing none of it to perish or become use-
less” (Hume, 1964b, p. 325, Of Interest). But Hume considered that any 
attempt at political innovation must take into account the need to main-
tain the necessary conditions for a civilized coexistence (Gill, 2000, 
pp. 87–108).

Violent innovations no individual is entitled to make: they are even danger-
ous to be attempted by the legislature: more ill than good is ever to be 
expected from them: and if history affords examples to the contrary, they are 
not to be drawn into precedent, and are only to be regarded as proofs, that 
the science of politics affords few rules, which will not admit of some excep-
tion, and which may not sometimes be controuled by fortune and accident. 
(Hume, 1964c, p. 478, “Of the original contract”)

According to Hume, we must assess institutions for their survival. He 
points to tradition as a moderator of the possibilities of reason, a means of 
institutional learning based on an evolutionary epistemology (Gauthier, 
1979, pp. 3–38.). This implies a path dependency; therefore, Hume seeks 
the historically fixed or invariable psychological foundations of human 
nature, and from uniformity arises his concern for consolidating politically 
and socially a high civic morality (Phillipson, 1979, p. 140).

According to Hume, as above said, the interest rate is a consequence of 
the advance of the economy, of the dispositions towards frugality and 
investment, and of the accumulation and distribution of capital. Therefore, 
he adhered to the law of the decreasing rate of profit in Of Public Credit 
(Hume, 1964c). Hume and Smith agreed on this point. Considering 
interest rates as a product of economic growth, Hume’s theory gives great 
importance to the influence on the interest rate of the concentration of 
capital in the hands of the rich while trade and industry develop. Hume 
believed that technological diffusion and the international factor flows 
makes poor regions benefit more when they trade with rich ones (he was 
thinking on the effect of the union of England and Scotland, Berdell, 
1996, pp. 107–126). For him, the main benefit of trade is the interna-
tional diffusion of technology. However, in the case of rich countries, not 
only their interaction spreads technology but it also gives an impetus to 
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the overall rate of innovation. Relating this to Hume’s science of man and 
the role he gives to imagination, technical change is shown to increase 
knowledge and changes customs, conventions, and laws (Norton, 1993, 
pp. 148–182). Thus, his theory of interest proves that the phenomenon 
can be reduced to changes in manners and customs, an argument that 
forces us to accept that the interest rate can be used as an instrument of 
economic policy, helping to produce changes in spending and saving mod-
els that lead to a fall in the interest rate (Trincado, 2005).

Although Hume witnessed and recognized the rise of the consumer 
society, he was unable to understand the extent to which the British econ-
omy was to grow during the last third of the eighteenth century, becom-
ing the Workshop of the world (Schabas & Wennerlind, 2020). For 
example, he noted the importance of wool, linen, and silk, but not the 
increased production of cotton cloth that occurred in the 1780s, largely 
facilitated by the steam engine. In 1752, he could not anticipate the dra-
matic changes that were coming, something that neither Adam Smith 
could foresee in 1776. In fact, the use of steam only came after the 
improvements of James Watt and Matthew Boulton in 1776. In this sense, 
Hume and Smith analysed a proto-industrial commercial world in which 
artisanal production tended to take place on a smaller scale without addi-
tional sources of energy.

All the crises of the time, despite the economic prosperity, led both 
Hume and Smith to express their concern about the emergence of an idle 
rentier class that lives by giving credits (Trincado, 2023). They recognized 
that credit markets tend to create an imbalance of power such that modest 
lenders and borrowers are more likely to be at the mercy of those with 
large sums of capital. Both Hume and Smith articulated the prediction 
that in the event of a collapse of public credit, the majority of the popula-
tion would be in debt to a small but powerful group of financiers. Smith 
expressed great faith in the frugality of common people, and therefore 
blamed any credit fiasco on the extravagant spending misconduct of land-
owners, bankers, and politicians (Smith, 1988, 1, pp. 345–47).

In this sense, Smith is especially critical of the figure of the greedy pro-
jector, and compared to Hume, for whom the crisis can be an opportunity 
for learning, Smith considers that the error can create resentment in case 
of non-payment of the loans, and the resentment, dissolution. It is not to 
be forgotten that justice, according to Smith, emerges from the propensity 
of a spectator of offences  to feel resentment or indignation (Trincado, 
2004). Smithian moral theory of sympathy underlies Smith’s economic 
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theory of innovation, which in this sense can be considered an alternative 
theory based on Responsible Innovation. Individuals create useful innova-
tions because they are constantly imagining themselves in other people’s 
shoes (Hühn, 2018). The division of labour leads men to put their abilities 
in common for the public good.

Among men, on the contrary, the most dissimilar geniuses are of use to one 
another; the different produces of their respective talents, by the general 
disposition to truck, barter, and exchange, being brought, as it were, into a 
common stock, where every man may purchase whatever part of the pro-
duce of other men’s talents he has occasion for. (Smith, 1988, I, ii, 30)

Adam Smith tended to ignore the historical and psychological influ-
ences in his treatment of political economy. For Smith, natural freedom is 
beyond utility; the natural is opposed to the historical, as men are not 
determined by history or conventions (Griswold Jr, 1999, pp. 349–354). 
Smith argues that there is no reason why all groups should not always be 
equally frugal, because people rely on their “universal, continual, and 
uninterrupted effort to better their own condition” (Rotwein, 1970, 
p. 109, Berry, 1997, pp. 68–70). Smith’s growth arises from the natural 
tendency to increase productivity because of the division of labour, with 
progress in one sector being a prerequisite for progress in others (Berg, 
1994). According to Smith, continued growth is necessary to unleash the 
rivalry between the captains of industry. And the effort to improve one’s 
condition, protected by law, and permitted by liberty to be exercised to 
the most advantageous manner, is “which has maintained the progress of 
England towards opulence and improvement in almost all former_ times, 
and which, it is to be hoped, will do so in all future times” (Smith, 1988, 
II, iii, p. 345). It may be necessary to adjust the legislation to the interests 
and temperaments of the time, but Smith presents habit and prejudice 
only as an obstacle. Therefore, Smith considers productivity as an essential 
factor, the result of specialization that allows workers to increase their 
skills (García Leonard & Sorhegui, 2018). There is expansion of produc-
tion if productivity increases, and the machinery invention flows from the 
skills and abilities of workers, product of specialization and division of 
labour, and thanks to manufacturing secrecy. Thus, Smith introduced the 
problem of knowledge and the learning abilities for the development of 
technology, basic pillars of the current concept of innovation. For Smith, 
the only means of promoting inventions is by creating an intellectual 
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property right for a reasonable time, without which they would be dis-
couraged (Smith, 1978: LJ (B), 175: 472, 1109).

Thus, for Smith, the division of labour is an innovation that occurs 
unintentionally and gradually, and no larger share should be forced into 
any channel than would naturally flow into it spontaneously. Entrepreneurial 
risk seeking innovations can only pay off temporarily, as shortly other firms 
will take over the innovation and competition will reduce the profit mar-
gin (Smith, 1988, p. 173). Smith places more emphasis on the automatic-
ity of the market in restoring the balance than on the importance of the 
innovative function. For Smith, the man of progress, slowly but surely, 
carries out his projects with enough information. Therefore, what increases 
the amount of capital is not the exceptional man, but the ability, dexterity, 
and judgment with which the work is usually carried out, besides the par-
simony or abstinence (Khan, 1954, pp. 337–342). In this way, even the 
invention becomes one more specialty. “These different improvements 
were probably not all of them the inventions of one man, but the succes-
sive discoveries of time and experience, and of the ingenuity of many dif-
ferent artists” (Smith, 1988, Early Draft of Part of the Wealth of Nations, 
para. 18, 570). The inventor is a worker who, by continually using a 
machine, imagines a new means to reduce his labour and improve the 
mechanism. “And there is none of the inventions of that machine so mys-
terious that one or other of these could not have been the inventor of it” 
(Smith, 1978: LJ (A): VI: 4: 346).

According to Ricoy (2005), in Smith, the invention and use of machin-
ery in the different productive activities depend, first, on the progressive 
specialization and simplification of its operations that result from the 
extension of the division of labour. “As the operations of each workman 
are gradually reduced to a greater degree of simplicity, a variety of new 
machines come to be invented for facilitating and abridging those opera-
tions” (Smith, 1988, p. 292). Secondly, technical progress, the invention 
of new machines and the improvement of existing ones, is the result of 
(technological) learning by doing and the effective use of machines in 
production processes. This is, in turn, a consequence of the progressive 
subdivision and specialization of the processes that the division of labour 
creates that leads some worker to find easier and more direct methods to 
carry out their work (Smith, 1988, p. 13). Following Smith’s idea, James 
Steuart (1767) pointed out not only to the positive effects that mechani-
zation would have on employment due to lower prices but also to the 
negative effects on unemployment of the introduction of machinery that 
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replaced workers (Mokyr et al., 2015; 33–34). Ricardo expresses himself 
in the same vein (1821, pp.  388–39; Mejía, 2017). However, among 
other things, the fact that innovation is the consequence of a social process 
delegitimizes the maximization of the value for shareholders as the busi-
ness objective. For this paradox of illegitimate and non-sympathizers 
stockholders, Smith did not trust governance through corporations. For 
Adam Smith, innovation is not the consequence of the individual inven-
tion of great geniuses, but of the progressive change of institutions. In this 
sense, this perspective of Smith that pervades the classical economists 
allowed them to articulate a critique of the conservatives who, in the nine-
teenth century, called classical economics the “Dismal science.” The histo-
rian Thomas Carlyle praised the deeds of great heroes as history makers, 
but spoke of capitalism as a way of “benevolent slavery” of the ungovern-
able mass and offered racial explanations for unemployment. In addition, 
he praised the idea of the nation and social policies of the government as 
a benevolent master of workers (Levy, 2001).

Adam Smith’s vision is present in recent studies such as those by Collier 
(2019), Mazzucato (2019), and Mayer (2018), for whom the generation 
of innovations is a collective process that must be reflected in payment and 
governance. The value that the companies provide to society is not only 
the quantifiable price of their product but dynamism and growth created. 
In addition, Smith denounces the excessive financialization of the econ-
omy that leads to living on income or subjects the economy to uncer-
tainty. He certainly would not have celebrated the hypertrophy of the 
financial system or the excess of rent-extracting activities. The deteriora-
tion of wage income compared to benefits, synonymous with economic 
decline, is the sign for Smith of a lack of dynamism (Sebastián, 2022, 187–8).

In Defence of Usury, Jeremy Bentham wanted to criticize Adam Smith 
by boasting of being more liberal than Smith himself was. Capping inter-
est rates, says Bentham, will decrease the number of potential lenders and 
bankers will be more cautious in setting risk margins or a black market for 
credit will emerge. Loans will only be granted to entrepreneurs who oper-
ate in known production and distribution paths, with low risk. Thus, 
Bentham considers that the effect of law will be to block any innovation 
and the development mechanism itself, as he defined it. His conclusion is 
that it is necessary to trust market forces and deregulate the economy. 
Bentham reproached Smith for having underestimated the role of those 
“men of genius” who, through their invention and imagination, are 
responsible for the progress and wealth of nations, since they find new 
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channels of trade. In this case, he extends his utilitarian habit of projecting 
into the future to businesspersons’ activity. Even if their companies fail, 
society as a whole remains intact because others will try to avoid making 
the same mistakes and the innovations introduced by projectors in the 
production process will expand through the economic system, whatever 
the fate of its original promoter—in short, it is the argument of trial and 
error. Therefore, productivity will increase by new arrangements of the 
means of production, especially in manufacturing, and of growth by 
abrupt changes, based on uncertainty, typical of disruptive innovation and 
contrary to Hume’s or Smith’s vision (Kline & Rosenberg, 1986).

3.3  InnovatIon at John rae

After the death of Adam Smith, Scottish theory of innovation evolved in a 
very original way. In particular, John Rae, a Scotsman born in Aberdeen in 
1796, published a Statement of Some New Principles on the Subject of 
Political Economy in 1834, in which he presented a sociological theory of 
capital. John Stuart Mill (1848, 72, Book I, Ch XI) quotes him in 
Principles of Political Economy with Some of Their Applications to Social 
Philosophy. For Rae, growth is function of innovation, and Smith was con-
fusing effects with causes (Coccia, 2017). Smith held that division of 
labour leads to the creation of new machinery and therefore to inventions, 
Rae held that it is inventions which lead to the division of labour. For Rae, 
invention is the only independent cause of wealth and income growth, and 
all other factors, including accumulation, are simply their consequence 
(Brewer, 1991). Rae charges Smith with attributing economic growth 
solely to capital accumulation, which in turn depended on individual sav-
ing decisions. According to Brewer (1991), Rae was the first economist to 
see technological change as the main cause of economic growth. Savings 
are invested but they are not an exogenous variable, just like population 
and invention. In Rae’s opinion, invention itself does not promote thrift; 
its causes are independent of individual decisions and are open to the 
influence of the legislator. Thus, he supported protection on the infant 
industry and believed that progress in science and technology should be 
supported by the funds from tariffs on the imports of luxury goods as a 
way to increase savings. Rae tried to put together a knowledge-based the-
ory of growth, that is, an endogenous model of growth. So, he began to 
talk about the learning process, which over time has become one of the 
cornerstones of the evolutionary theory of economic change. (Nelson & 
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Winter, 1982, 2002). Rae’s theory of capital had a strong influence on the 
Austrian Economics school (Roll, 1954).

John Rae has been recently rediscovered not only as a true precursor of 
endogenous growth theory but also for his contribution to understanding 
the economic role played by innovation and technological change within 
the economic system. Rae distinguished (like Bentham) men of genius 
from common people who were characterized by a natural inclination 
towards imitation (according to Hume, the differential factor between 
historical stages). However, Rae also considers the scarcity of certain mate-
rials and the application of principles from already known fields or princi-
ples to new fields to be the cause of the progress of invention, generating 
synergies thanks to cross-fertilization phenomena. Therefore, invention 
arises from science and necessity. According to Rae, this effect, as well as 
technological progress, is easier where there are constant commercial and 
financial relationships between men belonging to different cultures. Thus, 
he proposed a multi-ethnic environment similar to the global village. 
Finally, according to Rae, there must be social changes capable of shaking 
the immobility of the systems and stimulating the inventive and creative 
faculties of men to find a momentum towards development. In this sense, 
Rae talks about the spatial diffusion of innovation from one country to the 
other where there are different cultures, climates, and socioeconomic con-
ditions. There have not only been incremental improvements due to tech-
nology in relation to products but also in relation to services, such as 
banking trade. It needs to be said that the origins of the economics of 
technology is assigned by Grandstrand (1994) to Babbage’s work written 
in 1832, two years before Rae’s work. However, Babbage’s analysis fol-
lowed mechanical principles with an engineering twist, examining the 
improvement of division of labour and increasing economies of scale from 
the application of machinery to manufacturing (Rosenberg, 1971), while 
Rae’s writings had a strictly economic focus related to growth. As we can 
also see, Rae tries to link Hume’s historical vision with Bentham’s psycho-
logical theory to overcome Smith’s mechanistic explanation, which, how-
ever, surpasses Bentham in his non-individualistic perception of innovation.

3 INVENTION, INSTITUTIONAL CHANGE, AND ECONOMIC DEVELOPMENT… 



42

3.4  suBsequent holIstIc vIews of InnovatIon 
and hIstorIcal change

Subsequently, the authors of the German Historical School (Adam Müller, 
Wilhelm Roscher, Bruno Hildebrand, Karl Knies or Gustav Schmoller) 
gave a meaning to history other than the sum of its parts, which states that 
economic laws are not absolutely and permanently valid. For historicists, 
history, science, technology, and innovation depend on multiple causes, 
not only economic but also political, sociological, or psychological. They 
had an organic and biological approach to social sciences based on the 
statistical method, in contrast to the individualist vision of philosophical 
and social problems that classical economics presented. Schmoller insists 
that we should not deduce general rules from reason, as “Manchesterian 
liberalism” does, but we need to record the “unique” in its infinite histori-
cal variation. We can only make a probabilistic analysis from its occur-
rence, a sociology of the historical spirit (Cardoso & Psalidopoulos, 2016).

In England in the nineteenth century, a British historicism also arose as 
a critique of classical economics. Richard Jones, John K.  Ingram, 
T.  E. Cliffe-Leslie, Walter Bagehot, or Arnold Toynbee were based on 
Auguste Comte’s theories that described social change heading towards a 
predictable end. British historicism tried to support the theory with statis-
tics, bringing economics closer to sociology. Jones insisted on the evolu-
tionary character of national economies. Similarly, Bagehot claimed that 
classical economic theory was not of general applicability and that, given 
institutional differences; it was of no use outside England. In fact, in 
North America, classical economics did not catch on very much. The 
American Economic Association was based on a branch of British histori-
cism, Veblen’s institutionalism, which studied the interrelationship 
between institutional structures and the economy. Borrowing from 
Spencer the idea of quasi-random evolutionism, Veblen considered that 
the end of history was not predictable and the different historical stages 
were not comparable. Institutions seal human beings with preconceptions 
of time and place, which depend on the constantly changing technological 
system. Therefore, man is not a rational homo oeconomicus equal at all 
times, but he is curious and creative, although also accommodating and 
vain. The theory is based on behaviourism, on instinct and on the habits 
that institutions generate (Veblen, 1899). Nevertheless, according to 
Veblen (1904), a gradation of institutions may be done. In particular, 
institutions are of two types: technological and dynamic; or ceremonial 
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and static, which are dependent on the former. Veblen saw industry as 
progressive for society and culture and a technological characteristic of it; 
and business as a ceremonial and inhibitory institution to society and cul-
ture (Klosterman, 2016). The first determine preconceptions and gener-
ate progress and innovation; the latter block progress. The former depend 
on science, on the producers or engineers who invent cheap technology 
and determine economic and social relations based on the instinct of 
workmanship and idle curiosity, or pursuing knowledge for its own sake. 
The second are the entrepreneurs moved by the instinct of emulation and 
mere self-preservation. Armed with their property rights, they boycott the 
introduction of inventions, creating monopolies and increasing produc-
tion costs to keep profits high. In this sense, Veblen anticipates the theory 
of regulation and criticizes the relationship between entrepreneurs and 
government, who agree to protect their interests at the expense of the 
public. Veblen created an important heterodox school in the United 
States, with followers such as John R. Commons, Wesley Mitchell, John 
M. Clark, Clarence Ayres, and John Kenneth Galbraith (Trincado, 2014). 
Commons proposes to establish a legislation for social change with the 
new notions of transaction, collective action (especially union), and con-
flicts of interest. Mitchell bases the dynamics of capitalism on endogenous 
economic cycles that lead to recurring crises. Finally, Ayres talks about 
technology as an element that overcomes superstition and transforms 
sociocultural institutions.

3.5  from InnovatIon as a ratIonal process 
to the economIcs of InnovatIon

Although classical economists do not link invention to the figure of the 
businessman and Ricardo points out the problem of technological unem-
ployment, many classical economists have a positive perception of the 
invention. Jean Baptiste Say supports in the momentary imbalance notion, 
the introduction of machinery in industry. Machinery saves labour and 
increases production and, in his opinion, it does not harm employment, 
except in the case that capital remains idle, as it creates activity in another 
industry. In a nation in the midst of the capital accumulation phase, the 
invention of new machines has few drawbacks, since although the labour 
force increases, the new capital offers them the means to employ them-
selves. Classical economics revealed that the new technology resulting 
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from inventions had effects on labour productivity and economic growth, 
and that the latter did not depend solely on the three productive factors 
(land, labour, and capital), as it would later be generalized by the neoclas-
sical school. For neoclassical economics, technological change is the result 
of the rational agent’s choice among a set of scarce resources in order to 
maximize benefits. For neoclassical economics, technology is the flow of 
information and knowledge that can be applied to the production of 
goods and services, based on possible production plans suggested by engi-
neers. The economic problem consists of choosing the best combination 
of means to obtain the maximum number of products, with technology as 
an exogenous factor in the process (Gallego, 2003).

For this reason, models where technology is an exogenous factor had to 
move to models of endogenous growth closer to the pioneers of the eigh-
teenth century. In particular, there are two major trends in technological 
change in the second half of the twentieth century, which have led to the 
construction of exogenous and endogenous growth models. The neoclas-
sical models of exogenous growth (Solow, 1957) consider that the vari-
ables included in them must be exogenous and technology is a residual 
variable of the model. Solow (1957) questions the fundamentalism of 
capital as a magic word for development. He stated that technological 
change was what explained most of growth, and advanced the idea that 
“improvements in education of labour force” would be considered as 
technical change.

In the endogenous growth models, concepts such as learning and 
increasing returns to scale are introduced. Economic growth draws from 
the existence of externalities linked to investment in physical or human 
capital. In this sense, they break with the traditional neoclassical models of 
growth and maintain that growth is driven by technological change, which 
originates from “an intentional investment decision made by agents to 
maximize their utility” (Romer, 1990). The most recent studies on the 
role of innovation in the growth process include aspects such as “learning 
by doing” (Romer, 1994), human capital (Lucas, 1988), research and 
development (R&D) (Romer, 1990; Aghion & Howitt, 1997), and pub-
lic infrastructure (Barro, 1997; Galindo, 2008; García Leonard & 
Sorhegui, 2018; Jimenez-Barrera, 2018; Olaya, 2008).

The economics of innovation and technological change or neo- 
Schumpeterian economics arises from various schools of thought such as 
the above-mentioned theory of endogenous growth, but also the new 
institutional economics, evolutionary economics and, above all, the 
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theoretical approaches of Joseph Schumpeter on long-term business cycles 
to explain the relationships between innovation, technological change, 
and economic development (Parayil, 1991). These approaches began in 
the Böhm-Bawerk seminar of 1905–6, where Emil Lederer, a friend of 
Schumpeter at the University of Vienna and influenced by Marx, also pre-
sented a theory of cycles based on dynamic disequilibrium that suggests 
that it is the excessive speed of technical progress which produces techno-
logical unemployment (Benchimol, 2019; Hagemann, 2015). Also, 
according to Michał Kalecki, capitalist investment entails innovation in 
profit and in the power that affects the evolution of economic cycles 
(Courvisanos, 2012).

According to Schumpeter, innovation and industrial change are clues in 
the field of economic analysis. Innovation is the engine of economic devel-
opment and the main cause of the cyclical fluctuations. Both growth and 
the cycle are inextricably linked with the capitalist mode of production 
understood as an evolutionary process of continuous innovation and cre-
ative destruction. The innovative entrepreneur is the key figure in the 
innovation process, who alters the course of the circular flow by reforming 
or revolutionizing the modes of production introduced by an invention 
(García Leonard & Sorhegui, 2018; Jimenez-Barrera, 2018; Schumpeter, 
2010; Yoguel et  al., 2013). Schumpeter’s theory of economic develop-
ment is based on Innovation processes and sociocultural changes 
(Quevedo, 2019). In his Theory of Economic Development (Schumpeter, 
1934), he stresses the importance of the social environment in which the 
entrepreneur carries out his activity, the “social climate”, which includes 
aspects of a sociological, institutional, and economic nature (Galindo, 
2008; Nissan et al., 2012).

In the early 1980s, Nelson and Winter (1982) vindicated Schumpeterian 
thought and explained competition within an innovative environment as a 
change in routines through the integration of incremental innovations. 
Technological change explains, in their opinion, the long-term structural 
evolution. Based on a dynamic, evolutionary, and essentially qualitative 
approach, they put a lot of weight in institutions, since they can speed up 
or slow down innovative processes. The existence of technological revolu-
tions, like a gale of creative destruction, leads capitalism to overcome the 
recessive phases of the economic cycle, and to readjust the socioinstitu-
tional framework with the techno–economic paradigm (Jimenez-Barrera, 
2018). The object of study of the evolutionary conception of technologi-
cal development is economic change, in the short and long terms. 
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Evolutionary economics applies to the field of economic science a plurality 
of possible evolutionary paths, given that agents act in a framework of 
uncertainty similar to that of biological evolution. On the other hand, 
evolution can be guided by economic policy measures, which modify the 
context in which they operate (Espinosa et al., 2021).

The evolutionary line of the neo-Schumpeterian trend of innovation 
economics questions the neoclassical postulate of equilibrium and rejects 
the production function as an instrument to delimit the state of techno-
logical knowledge, as they deny that companies have at their disposal a 
panoply of techniques. Despite the fact that “evolutionary economics” 
uses analogies from the natural sciences, as Hodgson (2004) emphasizes, 
the term describes a wide variety of points of view and approaches, some 
of which do not use such analogies, and proposes a not “deterministic” or 
“mechanistic” vision of the Darwinian theoretical approach. Evolutionary 
theory understands technological change as a product of the process of 
variation and selection, and not as a rational choice process, that assumes 
technology as given. In the words of Lewis and Steinmo (2011), it pro-
vides a good meta-theoretical framework to understand the institutional 
dynamics and the mechanisms of gradual change. From this, we can trace 
an evolutionary macroeconomics, which is based on the post Keynesian 
theory of credit and money creation by banks, that is, on endogenous 
money. So, Keynesian monetary policy does not work as a stimulus for 
investment, innovation, and structural changes (Sawyer, 2020). 
Neoclassical policies on science, technology, and innovation do not seem 
applicable to developing countries as against evolutionary theories that 
take into account path and theoretical pluralism (Dolfsma & Seo, 2013; 
Moreau, 2004). Nevertheless, it seems that both policies tend to con-
verge, even though their basis is different (Ghazinoory et al., 2017). In 
this sense, evolutionary theory of growth is another scientific research pro-
gramme in the sense of Lakatos (Silva, 2009).

On the other hand, the emergence of new productive ideas is not some-
thing external to growth models, but rather depends on economic incen-
tives that, in turn, are determined by institutional contexts. Hence, 
North’s contribution, which lies in emphasizing that institutional public 
policy, is an essential determining factor for growth and that political 
changes condition the incentives of economic agents to develop new ideas. 
For North (1990), the “institutional framework” is determinant in the 
long-term functioning of the economy. North (1990) argues that neoclas-
sical theory emphasizes technological development and human capital 
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investment, but ignores institutions and time. In the static world of neo-
classical theory, the exchanges happen without friction, property rights are 
perfectly delimited and information has no costs, so we cannot analyse 
development policies within this framework. To understand the differen-
tial performance of economies over time, North examines the nature of 
institutions and their consequences for economic or social performance, 
outlining a theory of institutional change. In his opinion, institutional 
change is the result of the interaction between institutions and organiza-
tions in an economic framework of scarcity and competition. Competition 
forces organizations to invest constantly in knowledge in order to survive. 
The institutional framework provides the incentives that encourage the 
type of skills and knowledge perceived to yield maximum rewards; percep-
tions are determined by the mental structures of the players. Economic 
change is a ubiquitous, continuous, and cumulative process that results 
from the different individual decisions of actors and businessmen of the 
organizations.

McCloskey (2017, 2018, 2020, 2021; McCloskey & Silvestri, 2021) 
has recently refuted developmental neo-institutionalism. She considers 
that the most feasible cause of the “Great Enrichment” that occurred in 
the Netherlands and Great Britain, and was later spread to the rest of the 
world, is the change of the ideological change, which is actually the so- 
called liberalism. To build on that idea, Professor McCloskey stresses that 
the liberation in ethics and ideology produced Innovism, not ‘capitalism’, 
which was a long-standing phenomenon. By Innovism, she means the 
accumulation of ideas, not of capital, hence the sequence she proposes is 
that liberalism led to Innovism and, therefore, to the Great Enrichment.

In recent years, New institutionalism has gradually reconsidered their 
concept of institutions, taking them as embedded in the broader institu-
tional milieu of a political organization, as a “social regime” constituted by 
a set of rules that define behaviour. There is also a broad consensus that 
institutions, ideas, and the environment change in a coevolutionary pro-
cess (Hodgson, 1993, 2000; Lewis & Steinmo, 2011). For complexity 
theories, innovation is the result of a transforming process of social institu-
tions defined as emerging patterns of human interaction (Guia et al., 2009).

From another perspective, and with a clear Marxian resonance, the 
Regulation Theory proposes an institutional explanation of the transfor-
mations of capitalism, underlying the interpretative function of the class 
struggle for the role of institutions and “social commitments.” The theory 
tries to explain capitalist reproduction by emphasizing the influence of the 
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changes in the functioning of political regimes, and by studying the inci-
dence of the institutional context in innovation (Boyer, 1988). For Katz 
(1997), however, the Marxian institutional explanation of technological 
change is insufficient, as it only emphasizes the influence exerted by politi-
cal and social organizations on economic activity and not on the laws of 
capitalism. In his opinion, technology is a social productive force, which 
acts through innovations subject to the contradictory dynamics of the laws 
of capital, hence the fundamental role of class struggle in technological 
change. In short, he says, if the role of class struggle is taken by the role of 
institutions, as defended by Regulation Theory, the social meaning of 
innovation is distorted. Indeed, as various authors have underlined, in 
Marx’s theory, technological change and class struggle are the driving 
force of historical change. The Marxist school analyses technological 
change as part of the qualitative development of the productive forces, 
within current production relations, closely linked to the laws of accumu-
lation and surplus value. The development of technology is a way to 
increase surplus value, increase capitalist benefits, and maintain the 
expanded reproduction scheme, which shows the endogenous nature of 
technical progress (Elliot, 1980; García Leonard & Sorhegui, 2018). In 
this sense, technology makes us evolve to a cognitive capitalism, to a com-
mon intellect capable of overcoming the contradictions of the previous 
mode of production (Vercellone, 2007).

3.6  InnovatIon, InstItutIons, and development: 
the approach of the InstItutIonalIst 

polItIcal economy

We end this chapter by focusing on a school that we consider to have great 
projection since it includes part of the ideas raised by classical economists 
but solves some of the problems that arise from their theory, Institutionalist 
Political Economy (IPE). The IPE proposes an analysis that goes beyond 
the conventional view of institutions as “constraints” and a more system-
atic and general explanation of institutional change (García Quero & 
López Castellano, 2016). Individual motivations are fundamentally 
formed by institutions that surround the individuals, but human motiva-
tions are varied and interact with each other in complex ways. There is no 
need for selfish motivations to dominate behaviour in the public sphere of 
the state, and even in the private sphere the importance of self-seeking 
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motivation is much less than what neoclassical economics believe. For the 
IPE, institutions are more than restrictions; they are “constitutive,” 
because they inculcate certain values, and “enabling” instruments. 
Institutional change, for its part, implies a change in the rules that con-
strain or encourage social behaviour and a transformation of the visions of 
the world (Chang & Evans, 2005).

The IPE, unlike the so-called neo-institutionalism, is very close to 
Classical Political Economy, but also to the German Historical School and 
the Old Institutional Economics. From the German Historical School, the 
IPE draws its critique of abstraction, the deductive method, and the idea 
of individual interest as a regulator of economic action from the neoclassi-
cal school. He also shares Schmoller’s idea of an interventionist State in 
social matters, guarantor of the principle of redistributive justice. From the 
old institutionalism, amplified by the work of John K.  Galbraith and 
Gunnar Myrdal, and recent studies by Greoffrey Hodgson and William 
Kapp, IPE draws its emphasis on studying the structure and functioning 
of economic systems and processes, the use of historical and empirical 
material, the critique of the idea of equilibrium and of the utilitarian 
behaviour of the individual and the methodological individualism of neo-
classical economics.

IPE also has a certain affinity with evolutionary or Schumpeterian eco-
nomics, fleeing from simplistic models of rational individual behaviour 
and adopting a clearly interdisciplinary approach. From this view, later 
expanded by Simon, Nelson, and Winter, both Reinert and Lazonick 
adopt the argument that innovation is a fundamental element of economic 
development that implies certain routines, capabilities, and replication 
(Salter & McKelvey, 2016). For Lazonick (2006), neoclassical theory does 
not allow us to understand the innovation process. He argues that a frame-
work of the innovative company integrated into comparative-historical 
analysis is needed so as to analyse the relationship between corporate gov-
ernance and economic development and to know which institutions will 
promote or hinder innovation and development. Also, we need to define 
the concept of Development. If this is understood as a growth process 
capable of permanently raising the standard of living of an increasing num-
ber of people over time, the corporate governance institutions that in dif-
ferent times and territories fostered economic development must be made 
explicit. As Hoff and Stiglitz (2001) underline, development cannot be 
seen as a process of capital accumulation, but as a process of organiza-
tional change.
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Precisely, the main limitation of the analysis by North and other neo- 
institutionalism economists is that they assume that the fundamental mea-
sure of development is income growth, estimated using market indices. 
For Evans (2004, 2005), Amartya Sen’s approach to capacity allows an 
escape from this reductionist approach, because it emphasizes the institu-
tions that facilitate choices on the goals of development. Based on the idea 
that without innovation, without investment in productive capacities, 
there can be no economic development, Lazonick (2006, 2011) argues 
that the design of public policies to shape processes and results of invest-
ment in innovation requires building an economic theory of “organiza-
tional success”:

The theory of organizational success is based on two premises. The first 
is that the neoclassical description of the company is a non-innovative 
theory of the company, which makes it incapable of analyzing what kind 
of corporate governance institutions can promote innovation and eco-
nomic development (Lazonick, 2006). The second is that investment in 
innovation is not a market process, but an organizational process carried 
out by three social actors (households, governments or companies), who 
invest in the human capital that constitutes the basis of the productivity 
growth necessary to achieve a higher standard of living (Lazonick, 2011).

A reflection on the relationship between innovation, institutions, and 
development requires, therefore, working out a theory of the innovative 
company and another theory of the investment of households, govern-
ments, and companies in innovation that goes beyond the conventional 
view of the role of public policy in mitigating market imperfections and 
failures. This new theory highlights the importance of households as cen-
tres of production of future workers, more or less qualified; the role of 
government in developing the future workforce by investing in and subsi-
dizing the public education system, and creating new skills that can be 
vital for economic growth; and the work of the innovative company when 
integrating the skills and efforts of the workforce to undertake organiza-
tional learning processes that transform the available productive capacities 
and access new markets.

For a developing nation, the innovative firm theory coincides with the 
infant industry argument and tariff protection. For its part, the State 
model capable of investing in the knowledge base of a society coincides 
with the so-called developmental State, one of the institutions with the 
greatest role in reformulating the national trajectories of economic growth 
during the twentieth century (Chang & Evans, 2005). As Lu (2000) 
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showed for the Chinese case, the analysis of the complementary functions 
of the innovative company and the developmental State in the generation 
of economic growth is essential for a theory on the functioning and results 
of the economy.

3.7  conclusIons

In this chapter, we have studied the difficult emergence of a view of change 
and innovation from common knowledge. David Hume already intro-
duced historical and psychological factors in his analysis, although he starts 
from a fear of dissolution, which points to tradition as a moderator of the 
possibilities of reason. Institutional learning is based on an evolutionary 
epistemology. However, the mechanistic vision could not be overcome 
with an individualist perspective since institutions are not only restrictions 
to individual action but rather they are the world shared by all men. Since 
the Scottish Enlightenment, an attempt has been made to establish these 
principles of non-individual change, first following Adam Smith’s theory, 
who supposes that it is collective innovation and development, not the 
individual invention of great geniuses, which encourage the evolution of 
institutions. Classical economists, based on Smith’s theory, were able to 
articulate a criticism on the conservative movement who defended “benev-
olent slavery.” However, classical economists who consider invention as 
the key to development, such as Jean Baptiste Say or Jeremy Bentham, 
made their approach from the utilitarian and atomistic vision of human 
being—“methodological individualism”—which does not solve the prob-
lem of institutional change and common knowledge. John Rae, however, 
managed to introduce invention as a key element of technological and 
institutional change, on which economic development and the increase in 
human capabilities depend. This implies a new rethinking of “freedom in 
context.” This idea of expansion of capacities is present in the historicists 
and the American institutionalism, and has entered into the recent devel-
opments hand in hand with Institutionalism Political Economy, with a 
broader vision of institutions and a more systematic explanation of change 
that rejects the concept of equilibrium in favour of the process.

Besides, classical economics suggests that the relationship between sav-
ers and investors can lead to an excessive financialization of the economy, 
subjecting the economy to uncertainty. From the Scottish Enlightenment, 
we see that the imbalance of power can lead to social imbalance and a col-
lapse of public credit. In this sense, the proposals of Collier (2019), 
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Mazzucato (2019), and Mayer (2018) attribute the generation of innova-
tions to a collective process and lead to a rethinking of governance prob-
lems where we need to reinforce justice and social inclusion. Social value 
is not the same with societal value and the ownership of companies. 
Development and growth are collective processes and natural justice in the 
retribution is basic to create the greatest incentive for innovation and cre-
ativity. In short, dynamism and innovation are subject to a general princi-
ple of social change, whose basis continues to be social responsibility, 
dignity, and indignation.
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CHAPTER 4

The Pre-Schumpeterian Concept 
of Innovation: Friedrich List and Two 

Pioneer Contemporaries

Pablo José Martínez Rojo

When time shall have revealed the future progress of our race, those laws 
which are now obscurely indicated, will then become distinctly 

apparent; and it may possibly be found that the dominion of mind over 
the material world advances with an ever-accelerating force.

—Babbage (1832)

4.1  Preface

At the dawning of the First Industrial Revolution, Adam Smith, in his 
reference work The Wealth of Nations (1776), defined three production 
improvements, which resulted in increases in productivity that were 
possible through specialization: worker dexterity, time savings, and 
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mechanization. According to the last, incremental specialization through 
division of labour becomes easier and more consistent as new techniques 
and machineries based on new technologies are introduced in the produc-
tion processes. This leads to a process of accumulation of knowledge and 
capabilities which results in the foundation for innovation and long- 
term growth.

This way, his emphasis on the importance of specialization may be seen 
as a very early precedent to the theories of technological progress and 
innovation, which suggest that this specialization through the division of 
labour and the accumulation of knowledge are significant factors in the 
development of new technologies and the basis of economic progress.

Over the two and a half centuries since then, the economy of innova-
tion and technological change has become one of the most relevant fields 
of study of economics, especially in recent years. Since the late 1980s of 
the twentieth century, much attention has been devoted to it, especially 
around the concept of Innovation Systems and, more specifically, National 
Innovation Systems and its later evolutions. This concept, although limited 
in space, and even despite the growing trend of globalization over the last 
few decades, has remained robust and has even specified its scope, includ-
ing both geographical and sector-specific fields of study.

As the most remote precedent, as Godin (2009) notes, Freeman had 
been advocating for systems analysis since the early 1960s:

There is no reason why these methodologies (operations research, systems 
analysis, and technology forecasting), developed for military purposes but 
already successfully used in fields such as communication and energy, cannot 
be adapted to the needs of civilian industrial technology. (OECD, 1963)

According to OECD, in one of their seminal publications in this field 
(1999), it is possible to affirm that the conceptual evolution of the term 
follows the logical time trajectory defined by several schools of thought, 
which converge in a better understanding of innovation and technological 
change processes. These schools unite the theoretical basis of the systemic 
analysis of innovation and technological change, which leads to the defini-
tion of National Innovation Systems.

• Institutional Economics focuses on the organization of institutions, 
formal and informal, and how they are interconnected and affect 
innovation processes (North, 1990). Elements like market develop-
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ment and firms’ incentives, laws, regulations, and policies or demo-
graphic characteristics, as well as other less tangible, like culture, are 
key institutional elements to understand the relation between insti-
tutions and innovation (He & Tian, 2020).

• Evolutionary Economics is in line with the paradigm of organic pro-
cesses. This school studies how agents exploit resources and existing 
knowledge to produce new one that leads to innovation and eco-
nomic development. Therefore, the resultant process of accumula-
tion of knowledge is path-dependent and it is determined by previously 
defined trajectories throughout time, usually during long peri-
ods of time.

• Finally, the New Growth Theory focuses on the need to invest in 
human capital to be able to generate and accumulate knowledge, 
which also leads to increasing economic value and innovation.

As the most accurate definition to our purposes, according to Metcalfe, 
National Innovation Systems are defined as follows:

…the set of distinct institutions which jointly and individually contribute to 
the development and diffusion of new technologies, and which provide the 
framework within which governments form and implement policies to influ-
ence the innovation process. As such it is a system of interconnected institu-
tions to create, store and transfer the knowledge, skills and artefacts which 
define new technologies. (Metcalfe, 1995)

The concept of National Innovation System (Freeman, 1991; Lundvall, 
1992; Nelson, 1993) may be also seen as a research model that helps to 
explain and understand the level of development of a nation in general 
terms, the state of its production systems, as well as their evolution over 
time. The concept has evolved into more concise spatial (regional, local) 
and sectorial ranges, considering specifications which are closer to the real-
ity and necessities of the innovation process.

Hence, National Innovation Systems have been a subject of intense 
academic debate for the last decades, and the concept continues to evolve 
as scholars and policymakers seek to understand the factors that promote 
innovation and economic growth across nations, regions, and sectors.

In some few pages, this chapter aims to recover and spotlight the main 
ideas of some thinkers of the economic science in the origins of the 
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nineteenth century who, in the field of what we know today as economics 
of innovation, set a relevant academic precedent that has not been 
recognized.

It is not unreasonable to say that, on not infrequent occasions, the clas-
sic economists are not what they seem to be, even sometimes the opposite; 
more or less voluntarily, their postulates are often the seed of later ones, 
not always close to the field they sought to dominate, but which, in their 
seminal character, are the foundation of diverse ones.

Thus, these are the basis for the first references to the concept of 
National Innovation Systems and their set of elements and interactions, 
also including the figure of the entrepreneur, who is the lead actor. These 
all are conceived as a necessary environment to facilitate innovation, tech-
nological change, and long-term economic growth.

4.2  friedrich List (1789–1846)
Friedrich List must be considered as a relevant figure in the history of 
economic thought, especially the European, for his definition of a new 
model of political economy and national scope which has not been postu-
lated so far. This is the foundation of later theories, schools of thought, 
such as the German Historicist school, as well as economic models and 
policies of great historical impact, such as those implemented in Germany 
since the middle of nineteenth century.

Friedrich List was born in 1789, in Reutlingen, Germany. He came 
from a family of merchants, and after completing his education, he worked 
in the family business. List was interested in economics and politics and 
became involved in the nationalist movement of his time, which aimed to 
unite the fragmented German states and create a powerful united nation. 
In the early nineteenth century, List moved to the United States, where he 
became interested in Alexander Hamilton’s work and the American eco-
nomic model of protectionism and the use of tariffs to protect domestic 
industries. He saw protectionism as a means to promote economic devel-
opment and industrialization in Germany, which he believed was necessary 
for the country’s political and military strength.

List became a prominent advocate of protectionism and economic 
nationalism and his ideas influenced economic policies in several European 
countries, including Germany, Italy, and Russia. He wrote several influen-
tial books, highlighting the Outlines of American Political Economy 
(1827), in which he argued for a strong role of the state in promoting 
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economic development, and his main work The National System of Political 
Economy (1856).

His theory is characterized by advocating for the protection of what he 
called nascent industries and by his critical view of Adam Smith’s open and 
free trade approach, against his consideration that this openness benefited 
both developed nations, such as England, and laggards such as Germany.

Friedrich List referred to nascent industries as emerging industries that 
are in the early stages of development. These industries are characterized 
by a lack of established infrastructure, knowledge, and experience, which 
can make it difficult for them to compete with established industries in 
other countries. List believed that nascent industries were essential for 
future economic growth and development of nations. He argued that pro-
tecting and promoting them through government policies was necessary 
to help them develop and compete with established industries from other 
countries, given that nascent industries needed special protection as they 
faced significant challenges in their early stages, such as limited access to 
capital, insufficient infrastructure, low knowledge accumulation, and lack 
of experience.

In this regard, List emphasized the importance of the development of 
national institutions that favoured the accumulation of knowledge, that he 
specifically called mental capital1 and, with it, economic growth and devel-
opment, as opposed to the classic laissez-faire and the Smithian invisi-
ble hand.

His primary purpose was to create the conditions for Germany to close 
the gap and, subsequently, surpass England which, at that time, was the 
undisputed leading industrial nation. Thus, for the least developed coun-
tries, as Germany was in relation to England, he proposed a model based 
on the protection of national industries, most of them in a very incipient 
stage in order to promote their growth; as well as on various policies 
designed to boost and accelerate Germany’s industrialization and eco-
nomic growth in a context of comparative backwardness.

In this way, his theoretical proposal is summarized in the idea that free 
trade should be delayed until involved countries had achieved a more 
equal level of development and industrialization in order to compete 

1 According to List, mental capital refers to the skills, knowledge, and abilities that indi-
viduals possess and can use to contribute to the growth and prosperity of a country. This 
includes education, training, experience, and the ability to learn and adapt to new technolo-
gies and processes.
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under similar conditions. This proposal was quickly adopted in terms of 
practical policy in much of Europe, as well as in the United States and 
other Western countries (Reinert, 2004).

In direct relation to the concept of National Innovation System, his 
postulates are rescued by Freeman (1995). Similarly, Lundvall (1992) 
points out that the idea of the National Innovation System dates back, at 
least, to the conception of Friedrich List in his work of 1841 The National 
System of Political Economy.

List, in his work, analysed more than a century in advance some of the 
characteristics of the contemporary National Innovation System, 
highlighting:

• The great importance of education and training institutions, particu-
larly to generate knowledge in the scientific and technical fields,

• the need for knowledge and adaptation of imported technology,
• based on the two previous, the great importance of knowledge accu-

mulation, and
• the promotion of national strategic industries according to internal 

strengths and nascent industries.

Around this, he placed great emphasis on the role of the state in the 
coordination and application of policies to favour industry and the econ-
omy in the long term, with a significant part of these focused on attracting 
and learning about new technologies and their application. This learning 
process was key in his proposal, and it is thanks to List’s defence, as well as 
the Prussian reform of institutional system already initiated in previous 
decades, that Germany developed one of the best scientific–technical edu-
cation and training systems in the world.

Not only did List anticipate these essential features of recent work on 
National Innovation Systems but also argued the interrelationship of for-
eign technology imports and domestic technological developments. So, 
nations should not only assume the technical achievements of more 
advanced ones but increase and improve them with their own efforts. In 
essence, List emphasized the vital significance of strategic industries by 
combining technology imports with local activities and implementing pro-
active interventionist policies to promote technological and knowledge 
accumulation.

His proposal finds some parallel in the Schumpeter–Arrow debate on 
monopoly in innovation activities. Ex ante, it must be a priority to 
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safeguard the incentives of companies to carry out research activities, 
which are better guaranteed under a situation of protectionism. Ex post, on 
the contrary, it is desirable that, once a certain degree of development has 
been achieved, external competition in more equal conditions and capa-
bilities is viable.

Thus, in List’s view, protectionism was necessary to preserve local 
industries from foreign competition, which he believed would stifle inno-
vation and hinder economic development. He argued that tariffs could be 
used to raise the prices of foreign imports, making them less competitive 
and encouraging domestic production, and considered that subsidies may 
be used to support local industries and promote innovation among them.

List believed that a strong National Innovation System required a coor-
dinated effort between the state, the private sector, and academia. He 
argued that the state had a key role to play in creating an environment that 
encouraged innovation by providing funding for research and develop-
ment, protecting intellectual property rights, and promoting the diffusion 
of new technologies and ideas.

This national system promoted by List must be considered one of the 
main factors why Germany surpassed England in the second half of the 
nineteenth century, as well as the basis for the higher skills and higher 
productivity of the German labour force in many industries for decades 
(Prais & Daly, 1981). List’s Nationalökonomik2 also paved the way for the 
German Historical School, which, although did not deviate from the 
foundations of classical political economy in its early stages, helped to 
reshape its implications in terms of national identity.

In summary, List argued that a nation’s economic success depended 
not only on its own resources and labour but also on its ability to innovate 
and compete globally. His key for innovation was a strong national system, 
which he defined as the set of institutions, policies, and relationships that 
support the development and diffusion of new technologies and ideas. 
According to List, and unlike Smith, a National Innovation System must 
be created and supported through state intervention and protectionist 
policies, such as tariffs and subsidies, that encouraged local production 
and innovation, which would lead to the development of a strong 

2 “Nationalökonomik” is a German term that refers to the study of economics, often trans-
lated as “economics” or “political economy.” It is a social science that examines how societies 
allocate their scarce resources to satisfy their unlimited wants and needs.
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domestic industry that may compete with foreign producers and drive 
economic growth.

Friedrich List’s original ideas about National Innovation Systems and 
the role of the state in fostering innovation continue to inform debates 
about economic policy today. While his views on protectionism are some-
how controversial, his emphasis on the importance of innovation and the 
need for a coordinated effort between the state, the private sector, and 
academic institutions has become widely accepted.

4.3  contemPoraries: charLes BaBBage 
and J. h. von thünen

List was not the only economist thinking on technological change and its 
impact in the early nineteenth century. He is a contemporary of, even 
precedented by some others of lesser historical and academic recognition 
in this field, not without deserving it, though some of whose theories are 
noteworthy.

Johann Heinrich von Thünen (1783–1850), in addition to defining the 
first aspects of the economy of location, that has subsequently had multi-
ple applications as a seminal contribution to the economic theory, is also a 
primary reference in the definition of the figure of the entrepreneur, much 
later adopted by Knight (1921) and Schumpeter almost a century later.

On the other hand, Charles Babbage (1791–1871) made an important 
and very advanced contribution to the relevance of some of the key ele-
ments of National Innovation Systems. He was, in fact, a precursor to List 
by more than a decade. On the Economy of Machinery and Manufacture, 
written in 1832, explored the impact of technological change on the econ-
omy, with a particular focus on the division of labour, the development of 
machinery, and their implications for manufacturing production. Babbage 
argued that the introduction of machinery could lead to greater efficiency 
and productivity in manufacturing, but also highlighted the potential neg-
ative effects on workers and the need for social and economic policies to 
address these issues. Overall, the book is a seminal work in the field of 
technology and economics and remains influential in very contemporary 
discussions of automation and its impact on the labour market.
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4.4  Johann heinrich von thünen (1783–1850)
Schumpeter (1954) said that von Thünen was an economist ahead of his 
time. Thanks to his analytical abilities, fundamentally based on observa-
tion, as well as his quantitative analysis capacities, he understood, like few 
other economists in the history of this science, the correlation between 
facts and theory, which is a key element of scientific research.

Johann Heinrich von Thünen was a German economist and agricultur-
alist born in 1783 in Mecklenburg, Germany. He came from a family of 
landowners and grew up on a farm, where he developed a deep interest in 
agriculture and the economy of rural areas. In addition to his work in 
agricultural economics, von Thünen was also involved in politics and pub-
lic service. He served in the Mecklenburg state parliament and was 
appointed as an advisor to the Ministry of the Interior. He also worked to 
promote land reform and the rights of small farmers.

von Thünen, who anticipated the marginalist revolution, did not 
achieve success in his lifetime. His thinking and analytical developments 
were too personal and biased, as well as somewhat unrefined and eccen-
tric, coming from a farmer who physically and intellectually lived far from 
academic circles. However, he was a precursor in various areas of eco-
nomic science; at least, in the study of econometrics, the marginalist the-
ory and, especially, in spatial studies. Although he was forgotten in his 
time and his contribution was not recognized until many decades after, 
von Thünen is today considered a great economist for his anticipation of 
very relevant theoretical concepts such as economic rent or the theory of 
wages based on marginal productivity. Thereby, some of his statements 
were the basis of much later economic postulates.

Paul Samuelson, in his article commemorating the bicentenary of his 
birth in 1983, states that von Thünen “not only created marginalism and 
managerial economics, but also elaborated one of the first models of gen-
eral equilibrium and did so in terms of realistic econometric parameters.”

More specifically, Samuelson (1983) states that von Thünen’s model 
has elements of all the following later theories and economic systems 
throughout history:

1. The Ricardo-Torrens theory of comparative advantage
2. The Malthus-West-Ricardo theory of rent
3.  The Hecksher-Ohlin and Stolper–Samuelson theory of factors and- 

goods pricing
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4. The Marx-Dimitriev–Leontief–Sraffa system of input–output

Fujita (2012) also indicates that von Thünen is also a precursor of three 
other theories:

5. The Marshall–Weber theory of industrial agglomeration
6. The Christaller–Lösch theory of central place system
7. The recent development of new economic geography

To the previous, we incorporate an eighth theory based on our approach 
that, although crosswise, relate von Thünen’s model to the economy of 
innovation:

8. The Freeman-Lundvall-Nelson theory of National Systems of 
Innovation

Either way, previously to any theoretical development, it must be said 
that the circumstances of the time when von Thünen, as well as Friedrich 
List, postulated their theories are not irrelevant, as Germany was seeing a 
great institutional advance that sowed the foundations of the subsequent 
and intense economic growth.

The slow pace of development was reflected in the fragmentation of the 
country: as of 1789 there existed 314 independent territories and more than 
1400 imperial knighthoods. Many of the territories had their own laws, cur-
rency, weights and measures, taxes, and custom tolls. The way to unification 
was cumbersome. The Napoleonic wars and the Congress of Vienna reduced 
the number of territories to 39 by the year 1815. In 1834 Prussia with some 
other German states formed a customs union to which most other German 
states acceded until 1867. Political union was eventually achieved in 1871. 
(Nelson, 1993, p. 116)

At the end of the Napoleonic Wars (1803–1815), most of the German 
states had abolished serfdom and made deep improvements in the admin-
istration model and education system, thus, removing ancient obstacles to 
economic growth.
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Driven by the creation of the free trade area of Deutscher Zollverein,3 in 
1834, and the first developments of transport infrastructures, among 
other developments, during this pre-industrial period there was a signifi-
cant institutional and social transformation that fulfilled most of the neces-
sary conditions for the German economic take-off.

4.5  innovation in von thünen’s thought

von Thünen, due to his most renowned contribution, is the father of the 
theory of classical location. However, its relationship with innovation is 
not misconceived, at least in relation with some of the key elements that 
are fundamental to the economics of innovation as it has evolved in the 
last few decades of academic relevance.

As noted by Fujita (2012), von Thünen achieved two pioneering theo-
retical advancements; one is the theory of land use and rent in the agricul-
tural hinterland, and the other is the lesser-known work on the mechanics 
of industrial agglomeration and the formation of urban centres.

His interest is twofold in the reflection that concerns us, for being a 
precursor to the theory of classical location, specially related to his pioneer 
agglomeration approach, and for his definition of the figure of the entre-
preneur as a key actor, and factor, of innovation and technological change. 
His most well-known contribution is the first one; the question about 
what the role of location is in shaping innovation and entrepreneurship 
can find an initial answer in his main work The Isolated State, pub-
lished in1826.

It must be mentioned, in our previous correlation between von 
Thünen’s ideas and those of much later scholars of National Innovation 
Systems, that the first theorists on economics and technological change, 
such as Schumpeter, did not place much value on the spatial aspect or its 
scope and implications. This way, while the Schumpeterian framework 
helps to focus on time, that is to say, those forces that determine the cycli-
cal patterns of economic growth, it fails to address the spatial dimension 
that explains where innovation and technological change can take place 

3 The Deutscher Zollverein was a customs union formed in 1834 (replacing smaller previous 
customs unions) among many German states to create a free trade area and facilitate eco-
nomic integration by eliminating customs barriers and establishing a uniform tariff policy. It 
played a crucial role in the economic unification of Germany and the development of the 
German economy in the nineteenth century.
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and why it differs from one country to another, or within countries, from 
one region to another. This gap can be better closed by combining the 
Schumpeterian framework with the seminal spatial model defined by 
von Thünen.

In this manner, von Thünen’s location theory and the innovation sys-
tems approach are two distinct frameworks that address different aspects 
of economic activity; however, there are some ways in which they can be 
correlated. The location theory is primarily concerned with explaining the 
spatial distribution of economic activities based on the availability of 
resources and transportation costs. This theory assumes that producers are 
rational actors who seek to minimize their costs and maximize their prof-
its, and that they make decisions about where to locate their activities to 
be more productive based on these main considerations. In contrast, the 
Innovation Systems approach is concerned with the factors that influence 
the creation and diffusion of new technologies and innovations. This 
approach recognizes that innovation is a complex process that involves 
interactions among a wide range of actors and elements, including firms, 
universities, government agencies and policies, and other factors. So, the 
innovation systems approach emphasizes the importance of these interac-
tions in driving innovation and economic growth.

It is possible to correlate von Thünen’s location theory with innovation 
systems considering the role of proximity in facilitating innovation. The 
innovation systems approach assumes that proximity can facilitate the flow 
of knowledge and ideas among different actors, which can lead to the 
creation of new technologies and innovations. Similarly, von Thünen’s 
location theory suggests that proximity to markets and transportation net-
works can reduce costs and facilitate economic activity.

This way, the distribution of economic activities across space can affect 
innovation systems by influencing the interaction and knowledge-sharing 
abilities of different actors. When firms cluster together in a particular 
industry or technology are able to generate a considerably higher amount 
of expertise and resources, which encourage collaboration and innovation 
within these firms. As a result, spatially located innovation systems may 
emerge, contributing to local, regional, and national economic growth.

The theoretical foundations of the importance of this spatial framework 
and the existence and importance of externalities were postulated by neo-
classical economists such as Marshall (1890) and later revisited by the lit-
erature, among others, of the new growth theory (Romer, 1986). 
However, it was von Thünen (1966) who pioneered this interest and its 
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first theoretical conceptualization, being considered the author who initi-
ated the theory of classical location.

To achieve this, he employed the construction of theoretical models to 
analyse and discuss the effect of different variables on various equilibria. 
These models, based mainly on his personal experience as a farmer, aimed 
to explain the location of agricultural activities. On the basis of his own 
interests, he attempted to define how a system should be configured and 
integrated to achieve the highest productivity of the land and best output 
results. Although his assumptions were quite restrictive, he nevertheless 
made a significant beginning in the analysis of location economics.

Later, his theory was disseminated and utilized both by geographers 
and economists from different schools. von Thünen dealt mainly with 
agricultural economics, but his theories served also as a precedent to later 
industrial location techniques. Beyond the agricultural issue, which was 
typical of his time and his own knowledge, his most important contribu-
tion lies in his insights into the location of economic activities, which con-
sider productivity differences as a fundamental key. von Thünen also 
recognized that there is a complementarity between rural and urban sys-
tems, and that a sustainable agricultural economy could not exist without 
an urban system. In his discussion of the urban system, von Thünen high-
lighted the advantages of agglomeration in the location of industrial activi-
ties. As a result, he created the idea of territorial structures.

Based on his theory, the strengths and advantages of a specific spatial 
location are determined by the fact that this is able to generate potential 
externalities or spillovers towards the organizations located in it. At the 
same time, agglomeration effects are generated, being those able to facili-
tate the attraction and accumulation of production factors to this spatial 
location. This has a feedback effect that, subsequently, attract more capital 
and investments. Within this agglomeration effect, von Thünen considers 
the linkage or association between industries:

.…Since it takes machines to produce machines, and these are themselves 
the product of many different factories and workshops, machinery is pro-
duced efficiently only in a place where factories and workshops are close 
enough together to help each other work in unison, i.e., in large towns. 
Economic theory has failed to adequately appreciate this factor. Yet it is this 
which explains why factories are generally found communally, why, even 
when in all other respects conditions appear suitable, those set up by them-
selves, in isolated places, so often come to grief. Technical innovations are 
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continually increasing the complexity of machinery; and the more compli-
cated the machines, the more the factor of association will enter into opera-
tion. (1966, p. 289)

These processes of association and accumulation leads to the geograph-
ical concentration of economic activity in growth poles, which, at the same 
time, gives rise to the generation of more externalities. This concept of 
agglomeration will be a precursor to the theorization of clusters based on 
Porter’s studies, especially applied afterwards to the context of innovation 
in the systemic concept of this. Specifically, von Thünen remarks that the 
more sophisticated the technical innovations are, the more the factor of 
association is needed.

As underlined by Parr (2015), von Thünen’s analysis anticipated the 
ideas of academics on regional and urban analysis. Consequently, although 
his study focused mainly on agriculture, later works investigated location 
in the secondary and tertiary sectors, as well as in the activity of innovation 
itself. Therefore, his postulates laid the basic foundations for subsequent 
theoretical contributions on the concentration of innovation, such as 
industrial districts (Becattini, 1987), the mentioned Porter’s cluster the-
ory (1990), or the National Innovation System approach itself.

Following von Thünen’s location theory, it is possible to anticipate that 
an integrated innovation system is an interconnected and coordinated spa-
tial network of entities which derives in a complex interaction of forces 
that involve production costs, value creation processes, and other market 
elements, resulting in a dynamic structure over time.

These complex interactions have been the focus of many researchers 
over a very long time, considering that innovative entrepreneurs locate 
where rent opportunities and knowledge accumulation are the highest, 
the spatial context being one of the key insights of the innovation process.

4.6  von thünen and the entrePreneur

Another of von Thünen’s key contributions focuses on his description of 
the figure of the Entrepreneur. In relation to the previous location theory, 
entrepreneurs can be seen as the agents who identify and exploit market 
opportunities. von Thünen’s location theory implies that entrepreneurs 
create economic value by locating their businesses in areas where they can 
access markets most efficiently; by doing so, they can reduce costs and 
increase profitability. In this manner, von Thünen’s ideas on economic 
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rent and market location can be relevant to understanding the role of 
entrepreneurs in creating value through market access and location 
decisions.

On the other hand (Hérbert and link, 2006), von Thünen attended to 
the matter of the role of entrepreneurs in the economic activity, defining 
them as the agents who take risks and do it under uncertainty conditions. 
To understand the motivation of the entrepreneur, he considered a sort of 
concept of opportunity costs and their implication as an investment incen-
tive and wondered what these incentives may be for the entrepreneurs to 
take risks.

He who has enough means to pay to get some knowledge and education for 
public service has a choice to become either a civil servant or, if equally 
suited for both kinds of jobs, to become an industrial entrepreneur. If he 
takes the first job, he is guaranteed subsistence for life; if he chooses the lat-
ter, an unfortunate economic situation may take all his property, and then 
his fate becomes that of a worker for daily wages. Under such unequal 
expectations for the future what could motivate him to become an entrepre-
neur if the probability of gain were not much greater than that of loss? (von 
Thünen, 1960, p. 246)

In the words of Leigh (1946), von Thünen criticized Adam Smith and 
other contemporaries for “lumping together as ‘profit’ the interest on 
invested capital and the profit of the entrepreneur.” On the contrary, he 
made a distinction between the nature of capital investment and the entre-
preneur investment, as well as the profit obtained from each. von Thünen 
defined the difference between the two elements of entrepreneurial 
income, the return to entrepreneurial risk and the return to genius and 
ingenuity, and according to this, determined what the different roles of 
capitalists and entrepreneurs are.

According to Hébert and Link (2006), what turns von Thünen’s men-
tion to entrepreneurs into a significant step in entrepreneurship theory is 
that he connected two different ideas, in order that, on the one hand, 
characterized the entrepreneur as the owner of risk (capital) and, on the 
other hand, as an innovator (ingenuity). It is, actually, the last which really 
characterizes the entrepreneur as such.

Though this difference may seem obvious now, it is to be noted that, 
even a century later, Schumpeter did not consider this distinction, narrow-
ing the figure of entrepreneur as an innovator. Even so, in his theoretical 
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reflection, von Thünen also prematurely understood the concept of inno-
vation itself, as the successful social and market application of inventions.

Necessity is the mother of invention; and so the entrepreneur through his 
troubles will become an inventor and explorer in his field. So, as the inven-
tion of a new and useful machine rightly gets the surplus which its applica-
tion provides in comparison with an older machine, and this surplus is the 
compensation for his invention, in the same way what the entrepreneur 
brings about by greater mental effort in comparison with the paid manager 
is compensation for his industry, diligence, and ingenuity. (von Thünen, 
1960, p. 247)

von Thünen’s contribution lies in his earliest characterization of entre-
preneurial profits and their incentive and motivational role. He explicitly 
stated that entrepreneurial returns are not derived from capital, but rather 
from ingenuity and the tendency of the entrepreneur to face the risks that 
are derived from uncertainty. Therefore, he set the difference between 
management, investment, and entrepreneurship. In many ways, von 
Thünen’s work anticipated both Knight’s (1921) and Schumpeter’s work 
almost a century in advance.

While von Thünen’s location theory and the innovation systems 
approach address different aspects of economic activity, they can be cor-
related by recognizing the role of proximity in facilitating economic dyna-
mism and innovation. Location theories, of which von Thünen was a 
precursor, emphasize the importance of geographic factors in the concen-
tration of economic activities and the generation of externalities that can 
boost innovation. These theories provide insights into the spatial distribu-
tion of innovation and the advantages of clustering activities in specific 
regions.

On the other hand, von Thünen provided an early description of the 
nature of entrepreneurial profits and their inventive quality. In his charac-
terization, he emphasized that this entrepreneurial return is not simply the 
return from invested capital, but also, the return from ingenuity, uncer-
tainty and the risk undertaken. von Thünen’s contribution was significant 
because it connected two distinct strands of entrepreneurial theory, one 
that characterized the entrepreneur as a risk-taker, and another that char-
acterized the entrepreneur as an innovator.
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4.7  charLes BaBBage (1791–1871)
If it is our aim to talk about the origins of the conceptualization of innova-
tion as a key element in economic science, as well as the foundation for the 
understanding of economic development and growth, Charles Babbage 
must be considered. Although less known, and even less cited in this field 
of study, his thought contributed to the economy of innovation and tech-
nological change, at least in its original conception, in a relevant manner.

His conception in relation to technological advances dates to the thir-
ties of the nineteenth century, being considered as a relevant precursor. It 
will be, in fact, a pioneer influence on scholars studying the confluence 
between economics and technological development that followed.

Schumpeter (1954, p. 541) described Babbage’s work as a “remarkable 
performance of a remarkable man” and recognized him in the same way as 
an economist. Likewise, Rosenberg (2000, p. 24) says of Babbage that 
“lived a furtive, almost fugitive in the history of the literature of economics,” 
and that his work “contains important contributions to economics which 
have received unduly short shrift.”

Babbage, born in 1791 in London, was a mathematician, inventor, and 
mechanical engineer who is best known for his contributions to the devel-
opment of early computers. Babbage’s fascination with machines and their 
potential for solving complex mathematical problems began in his youth, 
and led him to study mathematics at Trinity College, in Cambridge.

Because of that, he is possibly most cited for being the inventor of the 
so-called analytical engine, a mechanical general-purpose computer and a 
very original foundation and precedent of modern computing, making 
him widely regarded as one of the pioneers of computer science and a key 
figure in the development of computing technology. The analytical engine 
was designed to be programmed using punched cards, which were also 
used in the Jacquard loom, a mechanical weaving machine. The concept 
of using punched cards for programming was a significant innovation, as 
it allowed the machine to be reprogrammed to perform different tasks. 
However, Babbage never completed an engine that worked as intended, 
possibly because its technical pretension was more advanced than the 
available means of his time to make it possible.

In addition to his work on computing, Babbage was also interested in 
economics and social reform, and he wrote extensively on topics such as 
education, poverty, and public health. He was a founding member of the 
Royal Astronomical Society, he was also elected a fellow of the Royal 
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Society in 1816. Despite his many achievements, Babbage was also known 
for his prickly personality and his tendency to clash with colleagues and 
government officials.

Babbage was a keen observer of economics, writing about the nature 
and implications of technological change and, particularly, of mass pro-
duction based on Smith’s division of labour. The main objective of his 
work is referred to the development of manufacturing and the advances of 
mechanization, main object of the contributions of the Industrial 
Revolution to economic development.

4.8  innovation in BaBBage’s thought

The work Reflections on the Decline of Science in England: And on Some of 
Its Causes (1830), along with the particularly noteworthy On the Economy 
of Machinery and Manufacture (1832), provide a systemic vision, in line 
with that of List, in which the economic role of science and technology is 
analysed in detail, while policies related to both are considered.

On the Economy of Machinery and Manufacture (1832) is structured 
into a series of passages, which develop ideas and principles that Babbage 
understood necessary to regulate and sustain the industrial economy in a 
revolutionary context, as well as provide a prospective vision of it. 
Nonetheless, this cross-cutting work also covers other areas of the eco-
nomics of technological change and entrepreneurship, framing a compen-
dium of his eclectic ideas.

As noted by Ozgur (2010) in his review of Babbage thought as a prec-
edent of development economics, other authors have highlighted these 
transverse contributions of Babbage’s ideas. Goldman (1983) described 
Babbage’s work as an “influential study of technology, the organization of 
production, and the division of labour.” Stigler (1991) noted that Babbage’s 
book “presented a most attractive introduction to the technology and the 
economics of production and marketing,” and McCorduck and Cfe (2004) 
and Lewis (2007) have stated that Babbage deserves recognition as a pio-
neer in the field of operations management, and may be the first scholar of 
what is being later called operations research.

According to Rosenberg (1994), another major milestone in Babbage’s 
forward-thinking is that he believed technological change to be an endog-
enous phenomenon, that is, technological advances are affected by input 
prices and demand for goods produced in a particular sector; while techno-
logical improvements reduce costs and increase production.
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Babbage focused on the reconsideration of Smith’s conception of the 
division of labour as the most relevant principle to be addressed.

Perhaps the most important principle on which the economy of a manufac-
ture depends, is the division of labour amongst the persons who perform the 
work. (Babbage, 1832, p. 169)

He deemed necessary this review under the increasing applications of 
new technologies in the production processes and their enormous capacity 
to boost mass production through mechanization.

The advantages which are derived from machinery and manufactures seem 
to arise principally from three sources: The addition which they make to 
human power.—The economy they produce of human time.—The conver-
sion of substances apparently common and worthless into valuable prod-
ucts. (Babbage, 1832, p. 6)

Babbage’s contribution to the economic analysis of technological 
change, in different perspectives and applied to the national economy, is 
especially relevant, highlighting the fact that his work already combines 
the systemic analysis with the study of national scope as an antecedent, 
even prior to List’s own, of the much later so-called concept of National 
Innovation System.

Thus, Babbage mentions in his works several key elements of this. He 
believed that innovation was not the result of individual genius or inspira-
tion, but rather the product of a collaborative process involving a network 
of people, organizations, and institutions. Babbage recognized the impor-
tance of creating an environment that would foster innovation, and he 
himself worked intensely to establish networks of support for inventors 
and entrepreneurs. As mentioned before, he was a founding member of 
several Royal Societies, all of them dedicated to promoting innovation and 
scientific progress. In this manner, Babbage’s ideas about innovation and 
national systems were ahead of his time, though they have not become 
increasingly relevant until the modern era of technology and 
globalization.

As noted by De Liso (2006), one of the main points to highlight in 
Babbage thought is the link between the production system and both the 
education and the science and research systems. On the other hand, it is 
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also relevant to the link between these last and the institutional framework 
and its configuration.

In his institutional perspective of the economy, Babbage wonders 
whether a government should intervene, as well as when and under what 
conditions and scope it may do so. He considers that consumers must be 
the most convenient supporters to determine the goodness of an inven-
tion, although he remarks that natural market forces will not always be 
entirely able to enforce it. Here, Babbage precedes what has traditionally 
been the main purpose of governments in the field of innovation, which is 
to intervene to address market failures, as well as systemic failures. Both 
block the efficient performance of innovation systems, as they hinder the 
flow of knowledge and technology transfer, what limits the overall effi-
ciency of research and development efforts, which are themselves particu-
larly risky.

Science and technology, Babbage notes, must be financed directly by 
the state when private actors and their incentive to do so is not enough. In 
this end, he defined the need for what he calls peculiar institutions in the 
promotion of science and technology.

If, therefore, it is important to the country that abstract principles should be 
applied to practical use, it is clear that it is also important that encourage-
ment should be held out to the few who are capable of adding to the num-
ber of those truths on which such applications are founded. Unless there 
exist peculiar institutions for the support of such inquirers, or unless the 
Government directly interfere, the contriver of a thaumatrope may derive 
profit from his ingenuity, whilst he who unravels the laws of light and vision, 
on which multitudes of phenomena depend, shall descend unrewarded to 
the tomb. (Babbage, 1830, p. 19)

Without them, through direct intervention of active public policies, 
practical results will not be enough, or not often enough to make of a 
nation a reference in scientific and technical development, nor to feed it at 
the pace necessary to compete with other growing nations.

(…) Triumphs like these are necessarily ‘few and far between if nor can it be 
expected that that portion of encouragement, which a country may think fit 
to bestow on science, should be adapted to meet such instances. Too 
extraordinary to be frequent, they must be left, if they are to be encouraged 
at all, to some direct interference of the government. (Babbage, 1830, p. 22)
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Therefore, it is necessary for Babbage that a solid institutional context 
exists, which intervenes on the system when it does not revert the benefits 
of science and research in the market and in society, recognizing the high 
risk and uncertain returns of these activities.

Babbage locates his analysis in the national context, focusing his ideas 
and proposals within its limits, also in order to make comparisons with 
other nations and to emphasize national achievements. Babbage takes 
pride in his country when referring to England’s technological capabili-
ties, noting that not only did England benefit from these capabilities but 
also other countries that came into contact with them.

There exists, perhaps, no single circumstance which distinguishes our coun-
try more remarkably from all others, than the vast extent and perfection to 
which we have carried the contrivance of tools and machines for forming 
those conveniences of which so large a quantity is consumed by almost every 
class of the community. (Babbage, 1832, p. 3)

To emphasize the national scope of his view, Babbage compares 
England with other close nations, like France or Prussia, by calculating the 
percentage of scientists to the total population using the year 1830 as a 
reference. This comparison explains the technological superiority of 
England, with a ratio of 1 scientist per 32,000 inhabitants, compared to 
France with 1 per 427,000 or Prussia with 1 per 300,000. Despite the 
simplicity of these figures, based on very basic statistics, indeed, they 
emphasize the national relevance of his comparative analysis, that is defined 
around the availability of specialized human capital in knowledge intensive 
activities. Nowadays, we refer to the same as Research and Development 
(R&D)-dedicated resources, which is one of the main indicators to com-
pare nations on innovation.

Babbage also believed that England’s superiority would have long-term 
sustainable consequences and would continue for a long period because, 
according to him, the inexhaustible existent source of research and the 
advantages derived from the technical capacity already achieved, which at 
that moment was dramatically changing the whole economic structure, 
would provide durable wealth and prosperity to England. This may be also 
seen as a precedent of path-dependent growth theories, as Babbage consid-
ered that the actual trajectory would have a solid influence to the future, 
as evolutionary economists would later affirm.
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Therefore, Babbage believed that knowledge and the generation of 
knowledge are the central axis to explain the foundation of economic 
progress, and it is, in fact, human capital and its capabilities which are at 
the centre of the production process.

The experience of the past, has stamped with the indelible character of 
truth, the maxim, that ‘Knowledge is power’. It not merely gives to its vota-
ries control over the mental faculties of their species but is itself the genera-
tor of physical force. The discovery of the expansive power of steam, its 
condensation, and the doctrine of latent heat, has already added to the 
population of this small island, millions of hands. (Babbage, 1832, p. 388)

That is why Babbage outlined the importance of education, as he was 
critical of the national system, and also saw the need for science as a neces-
sary and basic branch of knowledge for economic development. While he 
was proud of England’s technical capabilities and progress in previous 
decades, he was not satisfied with the state of science and its teaching.

It is therefore not unreasonable to suppose that some portion of the neglect 
of science in England, may be attributed to the system of education we pur-
sue. (Babbage, 1830, p. 3)

Babbage believed that only through a system that facilitated universal 
education was it possible to extend equally and sufficiently the needed 
knowledge and scientific capabilities throughout the nation, in order that 
results were enough for social development.

It is in some measure to be attributed to the defects of our system of educa-
tion, that scientific knowledge scarcely exists amongst the higher classes of 
society. (Babbage, 1830, p. 8)

Thus, then, it appears that scarcely any man can be expected to pursue 
abstract science unless he possess a private fortune, and unless he can resolve 
to give up all intention of improving it. (Babbage, 1830, p. 38)

He also recognized that a better-educated and skill-qualified workforce 
specializing in industrial and mechanized production was necessary to 
reduce the vulnerability of the working class to economic crises, as well as 
for the fact that transitions to new production processes necessarily result 
in hard times for them. This premise is, indeed, very suitable to our time.
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In countries where occupations are divided, and where the division of labour 
is practiced, the ultimate consequence of improvements in machinery is 
almost invariably to cause a greater demand for labour. Frequently the new 
labour requires, at its commencement, a higher degree of skill than the old; 
and, unfortunately, the class of persons driven out of the old employment 
are not always qualified for the new one; so that a certain interval must 
elapse before the whole of their labour is wanted. This, for a time, produces 
considerable suffering amongst the working classes; and it is of great impor-
tance for their happiness that they should be aware of these effects, and be 
enabled to foresee them at an early period, in order to diminish, as much as 
possible, the injury resulting from them. (Babbage, 1832, p. 335)

In On the Economy of Machinery and Manufactures, Babbage expands 
Smith’s exposition of division of labour and specialization to include the 
need for systemic coordination through what he calls the mental division 
of labour.

We have seen, then, that the effect of the division of labour, both in mechan-
ical and in mental operations, is, that it enables us to purchase and apply to 
each process precisely that quantity of skill and knowledge which is required 
for it: we avoid employing any part of the time of a man who can get eight 
or ten shillings a day by his skill in tempering needles, in turning a wheel, 
which can be done for six pence a day; and we equally avoid the loss arising 
from the employment of an accomplished mathematician in performing the 
lowest processes of arithmetic. (Babbage, 1832, p. 201)

Babbage noted that research and development activities in the private 
sector were necessary for generating technological advances and economic 
development. He also recognized that these activities were more profit-
able, and then, more likely to occur in larger companies with more physi-
cal and human capital. So, this systemic coordination through mental 
division of labour becomes a precedent of operations and human capital 
management.

These two factors, technological, through mechanization, and human, 
through mental division of labour, outline the path of economic growth 
through increasing production scales. This provides the first elements of 
the economics of innovation framework, in which the innovative entrepre-
neur is the economic agent who introduces these process innovation 
mechanisms under uncertainty conditions. As noted before, this frame-
work is established within evolutionary economics tradition, in which time 
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is crucial as change alters the existent reality and creates uncertainty, but 
also the conditions to foster innovation.

Perhaps to the sober eye of inductive philosophy, these anticipations of the 
future may appear too faintly connected with the history of the past. When 
time shall have revealed the future progress of our race, those laws which are 
now obscurely indicated, will then become distinctly apparent; and it may 
possibly be found that the dominion of mind over the material world 
advances with an ever-accelerating force. (Babbage, 1832, p. 390)

Thereby, Babbage thinking reveals a strong interaction between inno-
vation, based on science and knowledge generation, on the one hand, and 
the scale of productive fabric, on the other, where public support and 
active public policies are needed to successfully connect both.

Charles Babbage was not only a brilliant inventor and engineer, but also 
a pioneer of the idea of innovation systems. He believed that innovation 
was not the result of individual genius or inspiration, but rather the prod-
uct of a collaborative process involving a network of people, organiza-
tions, and institutions.

Babbage’s ideas about innovation systems were ahead of his time, but 
they have become increasingly relevant in the modern era of technology 
and globalization. Today, as he did, we recognize that innovation is a com-
plex process that involves many different actors and factors, including 
research and development, education and training, financing, regulation, 
and intellectual property protection.

There are three keys to be highlighted in Babbage’s vision and its rela-
tionship with the field of what we now know as economics of innovation:

• the study of the role of technology and mechanization in the economy,
• the need for development of science and its relationship with the 

industry and the technological advancement of a nation, and
• the importance of knowledge and human capital for the develop-

ment of the above.

By analysing the characteristics of the English economy of the time, 
Babbage offered novel proposals on how to maintain the position that 
England had reached as a world leader, taking the need for a coevolution 
between knowledge (science) and the productive system (technology) as a 
starting point.
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Finally, Babbage noted that if a nation seeks to maintain its advantage 
over its competitors, particularly in a complex and evolving global system, 
it must implement active policies and take advantage of research and 
development; so, to respond to international competition, the govern-
ment must become both a regulator and a promoter.

All in all, his ideas about collaboration and support networks for inno-
vators and entrepreneurs remain relevant today and continue to influence 
our thinking about how to foster innovation and drive economic growth.

4.9  ePiLogue

The study of innovation, in a pre-Schumpeterian conception, and in the 
context of the transition between the First and Second Industrial 
Revolutions, finds contributions in different authors who show interest in 
the economic transformation that these revolutions were bringing 
to Europe.

The concise study of the work of economic thinkers throughout time 
lets us explore and reassess some ideas and principles that, otherwise, 
maybe considered much later. Innovation and technological change are 
concepts usually associated with certain economists, but in reality, they 
have been a subject of reflection since the origins of the Industrial 
Revolution, of which they are both the foundation and the consequence.

The three authors presented in this chapter, contemporaries of the early 
stages of the aforementioned Revolution, even some of them in a superfi-
cial or tangential way, represent progress in the basic tenets of the later 
economics of innovation, born well into the twentieth century.

If Friedrich List is the most cited of the three in the manuals of the his-
tory of economic thought, it is fair to place him in this study as the first, 
although not necessarily the pioneer, of relevant contributors to this cur-
rent of economic thought, particularly to the concept of National Systems 
of Innovation and their elements. List’s seminal ideas about this and the 
role of the state in fostering innovation is still relevant for economic policy 
definition today. His emphasis on the importance of innovation and the 
need for a coordinated effort between the state, the private sector, and 
academia is the basis of the concept of innovation system itself.

Johann Heinrich von Thünen defined the first elements of localization 
economics, also relevant to the very concept of the National Innovation 
System. Early theorists on economics and technological change, such as 
Schumpeter, gave no importance to the spatial aspect or its implications; 
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however, von Thünen was a pioneer on this topic and help us to under-
stand its special approach. Besides, his description of the person of the 
entrepreneur was a key contribution which connects two different views of 
entrepreneurship, that characterize the entrepreneur as the holder of risk 
and defines him as an innovator. von Thünen, an alternative and eclectic 
scholar due to his condition and habits, is a reference for the use of obser-
vation as a tool of economic thought, as well as an early proponent of the 
definition of the entrepreneur as the animal spirit of the innovative pro-
cess and promoter of the whole economic progress.

Charles Babbage mentions in his works several of the key elements of 
National Innovation Systems too. One of the main points that emerges in 
his thought is the triple link between the industry, the education system, 
and science development, all of them under the same institutional frame-
work. Babbage believed that governments should intervene and consid-
ered that science and research must be financed directly by the state when 
private incentive is not enough. To this end, he defined the need for what 
he calls peculiar institutions in the promotion of scientific knowledge and 
innovation development. Babbage, Renaissance man, for his wide inter-
ests and concerns, is devoted to the defence of social and economic reform, 
focusing its success on knowledge and innovation.

This chapter aims to briefly highlight not only the figure of the three 
authors considered but also, and above all, the importance and pioneering 
nature of their thinking, which was innovative, groundbreaking, and 
ahead of its time. They represent an original and significant departure 
from established or conventional mindset and pave the way to later 
advances in the nascent field of Economics.

Finally, they also highlight, as well as this modest contribution to this 
work tries to do, the inner value of Economics as a social science, derived 
from its transversal and interconnected nature, as well as its interdepen-
dence with many other subjects, which leads to a better understanding of 
the world around us and its constant evolution.
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CHAPTER 5

Technoscientific Rationality and Capitalist 
Accumulation. Transhumanism as Alienation 

in Marx’s Humanist Approach

Baruc Jiménez Contreras 

In early April 2021, images of a monkey trained to play video games via a 
subcranial chip went viral. This project was carried out by NeuraLink, a 
company co-founded by Elon Musk. The company aims to make these 
implants available soon, creating the expectation that the emergence of a 
kind of brain-machine hybrid is possible (Whitwam, 2023). Integrating 
implants to enhance human abilities has gained significant traction in 
recent years. When humans unite with these artefacts to improve their 
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physical and intellectual capabilities, they become known as cyborgs. Some 
humans have begun to consider themselves cyborgs, such as the artist Neil 
Harbisson who describes himself as a “cyborg activist” (Gartry, 2015). 
Over a decade ago, he had an antenna implanted in his skull by an anony-
mous doctor to “hear” a broader spectrum of colours (Gartry, 2015). The 
emergence of the cyborg and the general conception of enhancing human 
capabilities are based on a philosophical movement called transhumanism, 
which aims to transfer human consciousness into a machine as its ulti-
mate goal.

Transhumanism is a philosophical movement that aims to continuously 
evolve human life beyond its current form. It focuses on using technologi-
cal and scientific advancements such as artificial intelligence, robotics, cog-
nitive science, information technology, and biotechnology to enhance 
human physical and intellectual capabilities beyond what has been natu-
rally achieved through evolution (More & Vita-More, 2013, p. 1). This 
approach has been made possible by the increasing adoption of utilitarian 
rationality and market values in the scientific field.

Transhumanism alludes to a Promethean vision that disregards the con-
ditions of domination, inequality, and economic and social subjugation of 
human beings under capitalism and attempts to promote “principles and 
values” about the supposed centrality of human life (More & Vita-More, 
2013, p. 1). The movement emerged during postmodernity and shares 
specific common goals with it, such as the need for “change,” the accep-
tance of multiple “identities” and “bodies,” and opposition to a fixed and 
universal “human nature” (More & Vita-More, 2013, p. 1). It also exhib-
its flexibility regarding what “should” be “humans and humanity.” 
However, transhumanism does not question the values of capitalist moder-
nity or the scientific and technological development arising from its his-
torical specificity. Instead, it relies on them to achieve its objectives.

The futuristic vision of transhumanism began to gain ground in the first 
half of the twentieth century. The existence of companies at the forefront 
of scientific and technological research related to the transhumanist proj-
ect has contributed to the further growth of transhumanism today. These 
companies have translated their research into tangible results, which are 
already being commercialised. Additionally, these corporations plan to 
expand the consumption of their products shortly. This situation has raised 
questions about the impact of technoscientific goods that use human 
enhancement technologies.
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The Sienna project, which aims to generate research leading to an ethi-
cal, legal, and regulatory framework for using and developing human 
enhancement technologies, presented a report in 2018 that warns about 
the repercussions of using these commodities (Jensen et al., 2018, p. 6). 
The study’s findings reveal significant impacts related to the historical phe-
nomena of human alienation in capitalism resulting from increased capital 
reproduction. The first consequence suggests that humans could become 
increasingly reliant on technology, gradually altering the current percep-
tion of human nature (Jensen et al., 2018, p. 6). Additionally, human 
enhancement technology could limit individual freedoms, particularly 
freedom of choice (Jensen et al., 2018, p. 6). This process is linked to ris-
ing social inequalities and new challenges in wealth distribution due to 
longer life expectancies.1

In Book V of The Wealth of Nations, Adam Smith (1776) detected the 
concept of alienation within the History of Economic Thought. On the 
other hand, Marx delved deeper into the intricacies of alienation in capital-
ism in his Manuscripts and Capital works. He analysed the complex rela-
tionship between human beings and their transformation as commodities, 
the impact of technological advancements in capitalism, and the potential 
conflict between such progress and human freedom. Marx also explored 
how the concentration and centralisation of capital help pursue techno-
logical advancement for capitalist accumulation. Marx’s idea of formal and 
real subsumption of labour to capital reflects how capitalism conquers 
more facets of human existence. This notion aligns with the transhumanist 
movement and the increasing prevalence of technoscientific products, 
such as chips, antennas, and sensors. These commodities explore a new 
realm of alienation and capitalist accumulation through the consumer’s 
decision to modify their human experience and maximise their abilities.

In contrast to Marxism’s idea of overcoming alienation, there have also 
been theoretical efforts in economic thought that have promoted it by 
assimilating human beings to machines that must constantly act according 
to a universal algorithmic procedure. Philip Mirowski’s studies (2002, p. 
157) have shown that historically, dominant economic thought 

1 The study considers “social disruptions” and “negative consequences” on vulnerable or 
historically marginalised groups as minor impacts (Jensen et al., 2018, p. 6). Adverse health 
effects are characterised as having a moderate impact compared to other issues (Jensen et al., 
2018, p. 6). Results of “low significance” are related to changes in commercial relationships 
and environmental damage from the increased production of toxic technological waste 
(Jensen et al., 2018, p. 6).
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maintained a reciprocal relationship to assist the US Army during World 
War II. The tools developed during the war served as the foundation for 
an economy dominated by mathematics, crystallising into the “operations 
research” supported by efforts in computational innovations (Mirowski, 
2002, p. 209). These processes led to the predominant methodological 
union in contemporary economics. First, all social or economic phenom-
ena can be explained by individual decisions, which are exclusively driven 
by choosing the best options (Boland, 2006, p. 481). Secondly, the fun-
damental idea is that individuals can be modelled as “machines” (Boland, 
2006, p. 481), giving rise to a rational choice approach based on method-
ological individualism, which is gradually replaced by “methodological 
cyborgism,” constituting economics as a “Cyborg science” (Mirowski, 
2002, p. 99, 441).

The neoclassical economics via the Nash theorem directly connect to 
the goal of turning humans into cyborgs (Mirowski, 2002, p. 146). 
Mirowski (2002, pp. 80, 343) argues that the Nash equilibrium, in which 
competitors use a profit maximisation process (ensured through the mini-
max method) based on the strategies of others, necessarily implies the 
perception of the strategy as an algorithmic programme. This programme 
monitors the “domain” of one’s plan and involves surveillance of the oth-
er’s plan (Levy, 2004, p. 424). It is not a process of interaction, coopera-
tion, or communication but enables the individual to “internally 
reproduce” the opponent’s intentionality to choose the best response 
(Levy, 2004, p. 424). The equilibrium is attained when the individual 
reaches the “infinite regression of simulation,” leading to a single interpre-
tation: maximising profits (Mirowski, 2002, p. 344)

According to Mirowski (2002, p. 6), contemporary economists have 
played a crucial role in developing cyborg sciences, and the principles of 
these sciences have influenced the economic orthodoxy. However, if we 
examine Marxism’s perspective on alienation and the critiques made by 
Engels, Marx, and Adam Smith of utilitarian economists, we can see that 
the transhumanist project is intrinsic to the life’s perspective promoted by 
classical utilitarians. This approach was disseminated by orthodox political 
economists. Transhumanism can be conceived as the materialisation of a 
utilitarian economic project for human beings, in which the elimination of 
physical obstacles that prevent the achievement of maximum individual 
benefit is sought. The fundamental idea of transhumanism finds a meeting 
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point in the worsening of utilitarian values.2 The ultimate goal of transhu-
manists is the separation between the human body and consciousness. The 
body is conceived as a burden that tends to degrade. Maximising individ-
ual benefit for human beings is achieved by abandoning the body (or the 
total minimisation of physical pain). An extreme version of utilitarianism 
becomes a reality through technoscientific goods,3 leading to questioning 
life’s fundamental role for the transhumanist movement and for technosci-
entific companies that generate these goods for a supposed contribution 
to human development. Therefore, transhumanism represents a contem-
porary vision of utilitarian values in which Hume’s (2005) advocacy of 
suicide (understood as the human duty to minimise individual pain) 
obtains a new solution: abandoning the human bodily experience (life 
itself) through a set of technoscientific goods. The process is considered 
an act of alienation in itself, as opposed to achieving human freedom. 
From a Marxist perspective, critical of utilitarianism, freedom can only be 
achieved if the human being overcomes the condition of being a commod-
ity (linked to capitalist reproduction).

The process of alienation of individuals leads to a crucial question: is 
the human being capable of facing technoscientific developments? In line 
with Günter Anders (2011) in his book The Obsolescence of Man, published 
in 1956, the current development of technoscience has created a 
“Promethean gap” where “we are not up to the Prometheus within us.” 
This thesis asserts that our intellectual and human capabilities dissolve in 
the face of technological development. As a result, technoscientific ratio-
nality exerts a significant transformative force on individuals. This situa-
tion leads to alienation caused by the chaotic advancement of productive 
forces and the focus on profitability and maximising utility that 

2 Susan Levin (2020, p. 131) explained that Utilitarianism is a well-known form of conse-
quentialist philosophy that holds that the moral value of any action is determined by its 
consequences. This applies not only to individual actions but also to larger entities such as 
institutions, laws, and practices. Transhumanists, who advocate for the use of technology to 
enhance human capabilities, employ a similar consequentialist argument (Levin, 2020). They 
argue that therapy and enhancement offer comparable benefits, and thus, it is better to 
enhance rather than just treat or avoid disease. This argument is based on the “moral con-
tinuum” that links value and action, as noted by Malmqvist (2014, p.  44; Levin, 2020, 
p. 132).

3 Technoscience is the union of (capitalist) technique and science that emerged as part of 
neoliberal public policies in the early 1980s in the United States. This model is characterised 
by generating commodities that have been the product of strong investment in research and 
development.
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characterises contemporary capitalism. Following this line, the first section 
of this chapter aims to demonstrate that capitalism and its alienating 
dynamics have led, since its inception, to a devaluation of life that has 
resulted in human commodification. The idea of the human being trans-
formed into a “thing” arises from the capitalist seeking to constantly 
increase their surplus value (or, in utilitarian terms, maximise profits and 
reduce the costs). In this sense, the utilitarians’ theory has ethically sup-
ported the capitalist approach to devaluing life. Transhumanism appears as 
a falsified (or fetishised) reality in which the logic of capitalist instrumen-
talisation seeks support for accepting technoscientific commodities that 
increase capitalist reproduction under the guise of human enhancement 
and the attainment of greater freedom. The second section discusses 
Marx’s concept of the subsumption of labour under capital, and how the 
utilitarian values of capitalist reproduction, developed during the Industrial 
Revolution, have been taken to an extreme based on efficiency. This has 
led to the primary objective of the transhumanist project becoming the 
efficient consumption of technoscientific commodities, ultimately enhanc-
ing only the reproduction of capitalism.

5.1  Challenging the False Reality oF Capitalism 
and tRanshumanism

Reflecting on current technoscientific development undoubtedly brings to 
mind Marx’s concerns about alienation, the status of human beings in 
capitalism, and the centrality of life in the face of the values promoted in 
capitalist society at the end of the nineteenth century. Marx’s vision of 
human alienation generates a theory identifying factors in contemporary 
capitalism’s economic development that intensify this phenomenon. At 
the same time, the processes documented by Marx represent an analytical 
framework that clarifies the need for profound transformation in economic 
thinking, which critically questions the reproduction of capitalism. 
Furthermore, movements such as transhumanism that apparently aim to 
reproduce human capacities raise questions about their compatibility with 
Marx’s views on life, alienation, and capitalism.

In the Economic and Philosophic Manuscripts (published in 1932), Marx 
proposes investigating the origin of social bipolarity in capitalism through 
the category of alienation. He identifies one of the actual results of his 
research as the deepening of his studies on the emergence of private 
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property (Marx [1932] 1980, p. 104). Marx ([1932] 1980, p. 104) 
explains that under capitalist circumstances, individuals lose physical and 
intellectual abilities. For Marx, labour is the fundamental relationship that 
mediates the metabolism between individuals and nature. It is through 
labour that the subject can achieve ontological and teleological realisation.

Marx ([1932] 1980, p. 106) elucidates that society undergoes a process 
of devaluation of the human world, in which their vital activity, labour, is 
reduced to the role of a mere “thing,” or, as later explained in Capital, to 
the condition of a commodity. It is identified as a historical pattern in capi-
talism that the devaluation of the human world grows in direct proportion 
to the valorisation of the world of things ([1932] 1980, p. 106). This idea 
indicates that the development of the “world of commodities” is opposed 
to the realisation of the human subject because it always involves trans-
forming humans into commodities.

The distortion that occurs in capitalism, by transforming the subject 
who produces values into a “commodity,” arises from the transformative 
capacity of labour. In the production of commodities, labour can repro-
duce itself and generate a surplus value that appears within the legal frame-
work as a legitimate appropriation by the subject who owns the means of 
production (Marx [1932] 1980, p. 106). The worker’s existence is subject 
to the same dynamic as the other commodities, so the capitalist dynamic 
drives their physical, intellectual, and spiritual development. Therefore, 
the social perpetuation of the subject is directly linked to the replication of 
commodities (Marx [1932] 1980, p. 106).

In the Manuscripts, alienation can be identified at the first level by sepa-
rating the producing subject and the product of their labour. At a second 
level, Marx recognises that alienation also manifests itself in the impossi-
bility of the beings controlling the labour process. In this sense, the vital 
function of labour as a mechanism for interaction between human beings 
and nature is frustrated and under capitalist circumstances, labour is con-
ceived as the “de-realisation of the worker” (Marx [1932] 1980, p. 106). 
There is a gradual effect that tends to increase the alienation of the sub-
ject, as the worker, to meet the increasing demands for commodity pro-
duction, becomes increasingly disconnected from their “humanity” (Marx 
[1932] 1980, p. 106). In this situation, their living conditions become 
unfavourable due to heightened labour productivity resulting in a wage 
decline (Marx [1932] 1980, p. 107).

Marx spots a set of circumstances in which social interaction and the 
metabolism of individuals with nature are transformed under capitalist 
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conditions of alienated labour. First, the process of alienation entails that 
the natural resources that make up the “means of subsistence” for human-
ity are now alienated since they have been commodified (Marx [1932] 
1980, p. 107–108). Second, the productive activity of the subject increas-
ingly restricts their existence, with the labour performed by the worker 
constituting a process of “active alienation” (Marx [1932] 1980, p. 108). 
Third, the subject’s inability to direct their own lives is a significant conse-
quence of this situation since, for Marx, life is “production,” and there-
fore, their life and productive activity do not concern them and are directed 
against them (Marx [1932] 1980, p. 110–111). Fourth, human existence 
lacks an ontological and teleological purpose, and this is reflected in a 
society of individuals who are pitted against each other, limiting their 
“generic qualities” to “individual existence” (Marx [1932] 1980, p. 114). 
Finally, this inaugurates a dynamic in society in which social relations 
appear objectified, and individuals relate to each other as commodities.

Marx maintained that private property results from labour that have 
become alienated. As capitalism advances and accumulation takes centre 
stage, a dialectical relationship exists between private property and labour. 
The process of capitalist accumulation increases human alienation while 
transforming various aspects of social development into commodities. In 
the transhumanist endeavor, which is heavily invested in capitalist accumu-
lation and guided by utilitarian economic theory, it can be inferred that 
the production of technoscientific commodities results in an increased 
number of labour-derived products alien to the worker, intensifying alien-
ation, which is the opposite of “freedom.” Despite the project’s emphasis 
on “freedom,” it remains a subjective, abstract, and rhetorical proposal 
that fails to suggest any actual transformation of the material conditions of 
production and the social relationships inherent in capitalism.

The transhumanist movement’s capitalist circumstances entail several 
implications. Firstly, acquiring technoscientific capabilities is reserved for 
those who possess the necessary purchasing power, resulting in increased 
conflict among individuals. Secondly, there exist individuals who have 
technoscientific goods that enable a general redesign of the “human con-
dition” by preventing “ageing,” “suffering,” and “confinement of life on 
earth” while also allowing access to “enhancing physical and mental abili-
ties (including productive qualities)” of those who can afford these com-
modities (Bostrom, 2005, p. 21). Thirdly, as this is a “radical change” 
(Bostrom, 2005, p. 21) that transforms the human condition, the advan-
tages of those individuals who possess the benefits acquired by 
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technoscientific commodities would increase the gap in capitalist social 
bipolarity, creating two distinct states of existence in the same planet: the 
current human existence, which still maintains the experience of life 
through the body, despite the transhumanist aspirations to transcend it, 
and the fetishistic condition (H+)4 (through technoscientific commodi-
ties) pursued by transhumanism, which seeks to minimise the physical 
limitations imposed by corporeality.

Marx’s analysis ([1867] 2014) of human alienation is not limited to the 
Manuscripts and is unfolded in Capital in the exposition of a humanistic 
study of the Political Economy. It is possible to see that the examination 
of alienation commences the investigation of the capitalist system in the 
“commodity” category. Through studying the separation of the human 
subject and the products of labour related to this concept (Marx, [1867] 
2014, p. 41), the analysis delves into the changes experienced by human 
nature5 and the process of labour in a social environment where the con-
cept of “exchange value” takes precedence over “use value.”

Notably, the human condition is in a relationship of subordination and 
alienation, ultimately expressed in the price of labour power in the market. 
This reduction of life to a quantitative manifestation means that the value 
of a person’s creative and productive activity is measured solely by the 
exchange value assigned to their labour power. The simplification of life to 
a commodity and its subordination to capital accumulation highlights the 
fundamental flaws of the capitalist system, as it fails to value life beyond its 
ability to generate profit.

Marx showed that capitalism undermines human life by disrupting the 
subject’s metabolism with nature, questioning the survival of individuals, 
and denying the ontological and teleological possibility of human realisa-
tion. Marx’s investigations into the role of commodities reveal that the 
subject (transformed into a commodity) alienates their teleological quali-
ties, which are expressed in the execution of concrete labour and, in the 
capitalist production process constitute the part of the commodity known 
as use value (Marx, [1867] 2014, p. 52). On the other hand, the 

4 H+ is the symbol that has been disseminated by the Humanity+ platform and refers to the 
human condition that subjects will acquire through the advances provided by technoscien-
tific commodities. Cfr. https://humanityplus.org

5 Byron’s studies (2016, p. 375) demonstrate that Marx’s investigation into human nature 
and alienation are interdependent and complementary concepts. Therefore, in Capital, 
when exploring the transformations of human nature associated with capitalism, Marx also 
delves into examining alienation.
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ontological potentialities of labour are also utilised by the system, as the 
faculty of abstract labour is used to form the exchange value incorporated 
into each commodity (Marx, [1867] 2014, p. 61). Thus, the effects of 
capitalist production lead to a loss of the subject’s “humanity” (Marx, 
[1867] 2014, p. 107), assuming that their existence is restricted to the 
development imposed by market forces.

The transhumanist project presents a contradiction, as its philosophical 
underpinnings consider it a continuation of humanism. Marx ([1932] 
1974, pp. 118–119) revealed that in Ricardian economics, an epistemic 
“truth” valid within the current capitalist legality existed. However, this 
“truth” lacked humanity, and to denounce it for its inhumanity, one 
needed to resort to a humanist argument (beyond the political economy 
and capitalism) proposed by philosophy. However, the philosophical roots 
of the transhumanist project falsely depict capitalism as having a fetishistic 
appearance of “humanity,” in which the intensification of the phenomena 
of alienation and objectification of human beings and nature is perceived 
as a degree of attainment of greater freedom. Rather than dismantling the 
notion of “commodity” in the social and human panorama, the transhu-
manist project can increase the risks in vital progress, exacerbating the 
subject’s vulnerability.

The assertions regarding the interaction between individuals as objects, 
the estrangement, and social division caused by alienated labour are 
expressed in the thesis on commodity fetishism in Capital. This proposal 
delves into the humanist denunciation of labour alienation outlined in the 
Manuscripts. It presents the functioning of the market based on the fact 
that individuals and commodities relate to each other equally as “things.” 
Marx explains that the commodity has a very complex character. He asso-
ciates the “fetishistic” characteristic, derived from the religious panorama, 
in which products of the human head appear as independent figures 
endowed with a life of their own and demonstrate the ability to relate with 
one another and human subjects. Marx uses this analogy and suggests that 
something similar happens with the products elaborated by workers in 
capitalism (Marx, [1867] 2014, p. 73). Marx states that, in the capitalist 
system where alienated labour produces commodities, social relations 
between private labourers emerge not as direct social relations between 
persons, but as relations between things. Capitalism is a reification system 
that aims to transform facets of human life into commodities. This notion 
expresses the purposes of transhumanism, completely identifies it with the 
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capitalist processes of alienation, and denounces the false idea of freedom 
that its defenders try to spread.

According to Fitzsimons 2016, p. 56), Marx views fetishism as a type 
of consciousness that emerges from the private character of labour and 
plays a crucial role in constructing the commodity. The value category in 
Marx’s analysis is not solely a “form of social relation” but also an “exter-
nalised and objectified form of consciousness” employed by commodity 
producers to organise social production. Hence, if humans were to forsake 
their bodies and transform them into machines completely, they would 
objectify the values that underpin capitalist reproduction, notably the util-
itarian values that the economic theory promotes in its algorithmic per-
ception of human beings (Mirowski, 2002).

Marx explains that the benefits achieved through the development of 
technology and science within capitalism are contradictory for human 
beings. This thesis is demonstrated through the “general law of capitalist 
accumulation” and “the tendency of the rate of profit to fall.” Capitalism 
is characterised by enriching an increasingly smaller number of individuals 
who own the means of production and proletarianising a large mass of 
individuals who only own their labour power. As technological develop-
ment escalates through more significant investment in constant capital 
(intending to enhance their possibilities of competing in the market and 
amplifying their relative surplus value), this dynamic acquires a self- 
destructive for the subject because it drives the social reproduction of an 
abstract object (capital) and denies social and human development. This 
objective involves society as a whole, to the point that the direction of 
public policies in capitalism is predominantly aimed at maintaining a high 
rate of profit (and trying to recover it in times of crisis), even at the cost of 
social degradation and human alienation.

The concept of alienation is particularly significant when analysing the 
material conditions of the contemporary technological world because the 
“availability sought by technological reason transforms the way individuals 
perceive the world, leading them towards a way of life focused specifically 
on pragmatic goals” (Linares, 2008, p. 382). This emphasis on availability 
intensifies that “human beings are continually reduced to available objects” 
(Linares, 2008, p. 382). The rationality of technology and science drives 
“decision-making that increasingly prioritises immediate economic, politi-
cal, and military concerns, often at the expense of social and environmen-
tal costs” (Linares, 2008, p. 382).
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Anders’ proposal does not advocate for a technological determinism of 
capitalism over human beings. Instead, both Anders and Marx highlight 
the objective situations that can be transformed through human action. As 
such, the dominant economic thought’s promotion of utilitarian values is 
questionable. It is also problematic that some Marxist schools do not 
denounce human commodification, which restricts human beings to 
merely documenting the logic of capitalist accumulation and accepting 
technoscientific commodities’ fetishistic reality instead of striving to 
transform it.

5.2  the utilitaRian Value oF teChnosCientiFiC 
Commodities: subsumption eFFiCienCy and Rationality

Marx’s unpublished Chapter VI (in Volume I of Capital), titled “Results 
of the Direct Production Process,” offers a unique perspective on the cru-
cial role that technique, science, and their inherent rationality play in the 
dynamics of capitalist accumulation. In this chapter, Marx delves into the 
process of subsuming labour under capital, which inevitably leads to the 
field of “ontology” as there is a “methodological interest in presenting 
labour in its essential and abstract form” (Palacios, 2019, p. 135). As a 
result, the epistemic explanation of the human subject’s alienation process 
is tied to the historical gestation of the alienating relationship between 
labour and capital (Palacios, 2019, p. 135).

Marx organised the subsumption of labour under capital into two the-
matical moments in Capital. The first moment is “the process of formal 
subsumption of labour under capital,” and the second is “the process of 
real subsumption of labour under capital.” While the concept of alienation 
serves as a thread of argumentation in the relationship between labour and 
capital, it also reveals more sophisticated categories of study resulting from 
the reflexive analysis of capitalism.

The emergence of capitalism precedes the establishment of new social 
relations, as the separation of the individual from their means of produc-
tion leads to a transformation in the concept of labour and as a result, its 
main objective—“the reproduction of life.” According to Marx, “the capi-
talist begins by taking labour power … as it is found on the market, and … 
as it existed in a period when there were no capitalists.” In the unpub-
lished Chapter VI of Capital, this process is referred to as the formal sub-
sumption of labour under capital (Marx, [1969] 1971, p. 54). This 
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particular phase is distinguished by the fact that the process of labour 
becomes subservient to capital, with the capitalist assuming the role of its 
director and supervisor (Marx, [1969] 1971, p. 54). This means that the 
process of labour, as it existed under the feudal system, is transformed to 
fit the requirements of capitalist reproduction, which prioritises the attain-
ment of absolute surplus value over the reproduction of human life. 
Consequently, the focus shifts from meeting human needs to producing 
more commodities.

Marx describes how the bourgeoisie deliberately aimed to revolutionise 
and fully integrate the labour process into a specifically capitalist model. 
These actions fundamentally transformed the labour process, ultimately 
leading to the Industrial Revolution. Marx argues that the “real subordi-
nation of labour to capital” marks labour and means of the production 
revolution. This fact implies that a technical revolution process arises, 
which widens the possibilities of surplus value acquisition, leading to the 
emergence of relative surplus value within the productive forces. This new 
surplus value approach relies on the ability to create a larger quantity of 
commodities through technological progress. At this point, a connection 
starts to establish between technological activity and the dynamics of capi-
talist accumulation. The technological rationality of capitalism is chiefly 
based on the capacity to continuously revolutionise the labour process via 
innovation in the means of production and the general conditions of capi-
talist reproduction. Consequently, all human needs are turned into 
commodities.

The Industrial Revolution gave rise to a set of requirements in capitalist 
competition, all related to increasing relative surplus value through tech-
nological innovations. As the productive forces advanced, the sphere of 
capitalist production underwent significant modifications, resulting in the 
growth of commodities produced by the most cutting-edge capitalists, 
who gained a competitive race in the market. The consequences of this 
technological race were primarily reflected in the tendency towards 
monopolies that characterise capitalism, marked by capital concentration 
and centralisation processes, with repercussions on social polarisation and 
the pursuit of relative surplus value. Although innovations originate in the 
scientific field, their development is not solely motivated by the capitalist 
dialectic. Instead, an indirect influence is characterised by technological 
advances from science to production, driven by the need to boost capital-
ist productivity. This dynamic shapes how technical rationality, derived 
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from scientific research, becomes integrated into the investment decisions 
of the capitalist system.

During the twentieth century, the crisis of 1929 represented a reformu-
lation of the liberal accumulation pattern. From this crisis, guidelines for 
state intervention were gradually established. By the 1950s, the outcome 
of the new international economic order generated after the two world 
wars allowed the United States to emerge as the hegemonic power of the 
capitalist system worldwide. These events are identified explicitly with the 
breakdown of the liberal accumulation pattern and the beginning of the 
Fordist-Keynesian model, which brought a set of rethinking about new 
ways of holding hegemony worldwide.

In the interventionist phase of the State, the emergence of megascience 
marked a significant turning point that illustrated the new degree of sub-
sumption of social reality to capitalism.6 This development signified that 
capital was exploiting scientific activity more directly and paved the way 
for patterns that shaped the international socioeconomic landscape in the 
years to come. It is worth noting that this phenomenon was predomi-
nantly happening in the United States, indicating its rising power in the 
global arena. These activities highlighted state intervention as a crucial 
factor in the capitalist system’s operation, ushering in a new level of sub-
sumption of social reality.

According to Javier Echeverría (2003, p. 26), megascience refers to an 
activity that took place in the United States within the realm of militarised 
physics–mathematics under four projects: the Lawrence Berkeley National 
Laboratory (formerly known as the Berkeley Radiation Laboratory), the 
M.I.T. Radiation Laboratory, the ENIAC project (the Electronic 
Numerical Integrator and Computer) of the Moore School of Pennsylvania, 
and above all, the Manhattan Project (Los Alamos). These initiatives, as 
Echeverría explains, led to the production of the first atomic bombs. The 
significance of state funding in driving technoscience is underscored in the 
race that established the United States as a political, economic, and mili-
tary power. This investment was more significant than in some European 
countries, such as Germany and Great Britain, which directed their 
resources towards reconstruction programmes (Echeverría, 2003, p. 26).

6 According to Diéguez (2017, p. 109), the term “megascience” refers to how scientific 
research has evolved to require the use of expensive and sophisticated technology, the 
involvement of large research teams, and the acquisition of significant financial resources for 
its successful execution.
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During the post-war period, the interventionist policy became increas-
ingly evident. The parameters of system reproduction were established, as 
well as the renewed ways social reality is subsumed to the logic of accumu-
lation. Javier Echeverría (2003, p. 27) explains that “the new organisa-
tional structure of megascience during the post-war period” was created 
“using significant public funds,” mainly in the United States, gradually 
leading that country to become a global hegemonic power. This pattern 
of state investment and intervention extends as a model of economic 
development in capitalist countries and in the “actually existing social-
ism,” turning scientific and technological development into an instrument 
of power (Echeverría, 2003, p. 27).

During this period, there was tension in the international economic and 
political arena due to the competition between the United States and the 
USSR. This rivalry was sustained by the production and development of 
scientific and technological devices, as they were seen as crucial for achiev-
ing global dominance. As Javier Echeverría (2003, p. 27) points out, the 
competition for space exploration was a prominent field for this conten-
tion, and it exemplifies the development of megascience. In this new aspect 
of capitalist social reality, science shifted from seeking knowledge to 
directly pursuing capitalist profitability, primarily supported by state 
investment (Echeverría, 2003, p. 28).

The funding during the 1940s and 1950s was mainly driven by the 
State for military purposes, remaining “stable until the mid-1960s, reach-
ing its peak under the Kennedy administration” (Echeverría, 2003, p. 63). 
The decline of this policy coincided with the failure of the Vietnam War 
and the dissatisfaction of American society with science, combined with 
the deterioration of the state intervention model that significantly reduced 
the budget invested in such projects (Echeverría, 2003, p. 63).

During Reagan’s presidency, a fresh approach to capitalist accumula-
tion emerged, emphasising reduced state intervention and free market 
promotion. As Javier Echeverría noted, this new neoliberal model fostered 
a “new social agreement for science” which gave rise to “technoscience” 
that entailed more subsumption of capitalist social reality (Echeverría, 
2003, p. 63). The scientific activity became directly linked to the dynamics 
of capitalism, revealing a hitherto unknown potential for accumulation 
within the system. There was a rapid increase in private funding for 
research and development (R&D) as a result of the liberalisation of patent 
law and a new fiscal policy that allowed for a 25% tax credit on private 
R&D investments (Echeverría, 2003, p. 63). The political priority changed 
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towards technological development and the private sector was seen as the 
driving force behind it (Echeverría, 2003, p. 63).

Knowledge has been increasingly commodified, detached from its cre-
ators through the application of patents and the formation of new techno-
scientific firms (Echeverría, 2003, p. 64). This commodification has been 
subjected to the interests of capitalist accumulation, which has impreg-
nated scientific dynamics, effectively transforming significant parts of its 
pursuits into technoscience. The perception that knowledge creates value, 
combined with its gathering, generates a mechanism that seeks to control 
humanity by reducing it to a mere commodity, perpetuating the alienating 
effects previously described. It can be explained by Marx’s concept of 
commodity fetishism, where the denunciation of Feuerbach and the role 
of religious imagery that originated from human consciousness ultimately 
took over the lives of those it was created. Marx’s insight reveals a pattern 
in the capitalist system where false theoretical foundations are generated 
that ultimately act as a tool to subjugate human beings in favour of capital-
ist reproduction. As a result, technoscience, which produces commodities 
for capitalist accumulation, operates under “economic values of profitabil-
ity” based on “the exploitation of patents, industrial secrecy, and competi-
tiveness” and “not solely on the epistemic values” (Echeverría, 2003, p. 68).

The concept that “knowledge generates values” (inherently), the activ-
ity of technoscience, and the prevailing rationality in the technological 
realm have resulted in a complex array of possibilities for the transforma-
tion and domination of nature. Jorge Linares clarifies that this technologi-
cal field is distinguished as a “unitary totality,” or rather, a “system of 
systems” that manifests as a “novel artificial environment,” within an 
“internal dynamic concerning external factors” (Linares, 2018, p. 27). 
Thus, the technological world is a system that exists within the capitalist 
system itself, having its dynamics and sharing, as a result of subsuming 
social reality, utilitarian values of profitability, efficiency, and innovation 
based on technoscientific (pragmatic-instrumental) rationality.

The capability of technology and technoscience to transform the world 
is accompanied by their potential to provide a new approach to under-
standing and orienting oneself in it. Capitalism exploits “the incessant 
pursuit of greater operational efficiency” while simultaneously providing 
consumers and producers with “a system of artefacts” that can efficiently 
guide them towards their utilitarian objective of obtaining capitalist profit-
ability (Linares, 2008, p. 381). In other words, the constant introduction 
of utilitarian values in society leads to the production, consumption, and 
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use of technoscientific commodities that serve the purpose of efficiency 
itself. Achieving efficiency is human beings’ objective through producing 
technoscientific goods.

Jorge Linares argues that this “effectiveness” tends to manifest itself 
under a “technological imperative,” which dictates “do everything that is 
technologically possible” (Linares, 2008, p. 382). This approach restricts 
the possibilities of human liberation, assuming that the production and 
consumption of commodities are the only options for individuals (Linares, 
2008, p. 382). As a result, technoscientific human beings, operating 
within the capitalist system, entrust the system with the belief that “what 
is currently unfeasible will be achieved in the future through technological 
progress” and will be obtainable in the form of “commodities,” regardless 
of the effects on the vital conditions of existence, “justifying” this behav-
iour “for immediate pragmatic purposes and benefits” (Linares, 2008, 
p. 382).

The current state of technoscientific activity has strengthened the utili-
tarian values historically promoted by capitalism and amplified its negative 
effects on both society and the environment. The consequences have 
become more complex due to increased social alienation, the dominance 
of the technological world, and the “Promethean gap” promoted by the 
system. The “era of bio-artifactuality” is characterised by “the new and 
powerful technical capacity to transmute living matter, as well as to intro-
duce significant changes in social representations and theoretical concep-
tions of living beings, and human nature itself” (Linares, 2018, p. 87). It 
reflects an “aspiration of technoscientific self-propulsion” of being seeking 
to redesign the human species (Linares, 2018, p. 87) for capitalist profit-
ability, which is championed by the values of utilitarianism and 
transhumanism.

5.3  ConClusions

Economic thought has dedicated much time and effort to justify a mecha-
nistic stance on humans and nature. The mechanisation hypothesis has 
resulted in the endorsement of situations where human beings dominate 
and exploit nature and each other. Given the current state of technological 
progress in implants, chips, and antennas that offer objectively transhu-
manist capabilities to human beings, it is essential to reconsider the role 
that economics has played in establishing the ethical framework for a 
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situation that is untenable if we do not take into account the utilitarian 
principle of maximising benefits.

The conflict between instrumentalisation and the pursuit of virtue has 
occurred in economic thought since its inception. The utilitarian princi-
ples of transhumanism highlight this dilemma, as contemporary capitalist 
reality and the economic theory that underpins it have pushed for an 
instrumentalist approach that aligns with the abstract foundations of the 
theory, particularly in human behaviour. The subjective nature of eco-
nomic theory is not accidental and acknowledges its aim to shape the 
subject and their reality.

Transhumanism can be seen as a modern version of Hume’s defence of 
suicide, where leaving the physical body is inconsequential as long as plea-
sure is maximised and pain is minimised, regardless of the subject’s inabil-
ity to experience it after death. This comparison between transhumanism 
and suicide highlights the trajectory of economic thought that prioritises 
utilitarian values, resulting in the dissolution of the subject and the aban-
donment of the pursuit of their development. This dilemma also avoids 
addressing the search for virtue and what is desirable for human beings in 
economic thought.

Capitalism promotes the idea that human beings can be treated as com-
modities, which is a falsified reality that is both theoretically and legally 
justified in social fact. Additionally, the system perpetuates different 
mythologies that further reinforce this idea, even to the extent that tech-
noscientific commodities can objectively invade the human body and cre-
ate a divide between those who have access to them and those who do not. 
The reification of the human body raises concerns about the purpose of 
turning not just the workforce but also human existence and experience 
into commodities.

The process of capitalist accumulation and the perception of the formal 
and real subsumption of labour to capital warns about how far the human 
being could go in the search for the maximisation of utility, or in any case, 
responds objectively to the fact that technoscientific commodities have 
invaded the human being in its corporeality. The Marxist denunciation of 
objectification, alienation, and processes of subsumption to capital should 
also not be taken as an object of instrumentalisation, in which the human-
istic argument that denounces an alienating reality is used exclusively for 
the study of capitalist reality without pretending to transform it.
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CHAPTER 6

Energy Efficiency, Productivity 
and the Jevons Paradox

Estrella Trincado Aznar and José María Vindel

6.1  IntroductIon

In 1865, the English economist William Stanley Jevons published The 
Coal Question, posing a much-celebrated paradox on the relationship 
between technological change and well-being. As Jevons literally says: “It 
is wholly a confusion of ideas to suppose that the economical use of fuel is 
equivalent to a diminished consumption. The very contrary is the truth. 
As a rule, new modes of economy will lead to an increase of consumption 
according to a principle recognised in many parallel instances” (Jevons 
1865, 140). Jevons cited the example of the Scottish iron industry, where 
energy efficiency implied a decrease of coal consumption per quantity of 
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iron of more than two-thirds and led to a tenfold growth in total con-
sumption, besides the indirect effect of encouraging other coal consuming 
sectors due to the availability of cheap iron (Trincado et al., 2021).

Jevons witnessed the introduction of the James Watt steam engine that 
boosted the efficiency of previous designs of the steam engine, such as 
Thomas Savery’s or Thomas Newcomen’s engines. Watt’s steam engine 
was widely introduced in different industries, intended to obtain a greater 
thermodynamic efficiency, but it also led to an increase of British con-
sumption of coal. Similarly, the Bessemer process, which reduced the con-
sumption of coal for the creation of industrial quantities of steel, generated 
further increases in the efficiency of other processes and boosted the con-
sumption of steel in a greater variety of industries (Rosenberg, 1989).

This “Jevons paradox” is part of a more general criticism of the author 
to classical economics. According to Jevons (1871), the value of com-
modities is determined, not by the cost of production, but by the marginal 
utility, (the last unit consumed). More precisely, the exchange ratio of two 
commodities is the reciprocal of the ratio of the final degrees of utility of 
the quantities of commodity available for consumption after completing 
the exchange. Utility is the final cause of value, but resources must be 
available and, in the final analysis, value is determined by the Jevons “cat-
ena”: the cost of production determines supply, supply determines the 
final degree of utility and the final degree of utility determines value. Thus, 
when the cost of production declines due to resource efficiency, the mar-
ginal utility of commodities that use the given resource declines, increas-
ing directly the consumption of those commodities and indirectly the 
consumption of other commodities with which they are exchanged. Then, 
scientific progress and resource efficiency is not a good path to the lesser 
use of resources: the declining cost of production will make producers use 
the resource more while consumers increase their consumption. We can-
not leave technology alone without taking into account the economic 
behaviour of the agents. Actually, as coal is a non-renewable energy 
resource, it may be depleted. Demand grows exponentially, while supply is 
limited. Obviously, Jevons underestimated the relevance of coal substi-
tutes such as hydroelectric power, petroleum or renewable resources 
(Clark & Foster, 2001). However, the Jevons paradox is perhaps the most 
widely known paradox in environmental economics (York, 2006).

In this chapter, the Jevons paradox is studied in the context of the 
debate on the limits to Growth. Jevons’ line of thought led to new areas 
in economics that imply that economics cannot be fully split from other 
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sciences, in particular we will talk about the interdisciplinary area of econo-
physics. We will assess the current importance of the Jevons paradox at the 
macroeconomic and microeconomic levels, looking at the relationship 
between economic growth and energy efficiency. Finally, we will comment 
on the energy policies proposed to avoid the rebound effect, with some 
concluding remarks on the evolution of the concept.

6.2  the debate on the LImIts to Growth

With his paradox, Jevons was raising the question of the limits to growth. 
Overpopulation and prosperity would find its limits sooner than was com-
monly understood (as he showed in Fig. 6.1). But this idea was not at all 
strange to economic science. The concept of the stationary state had 
emerged long ago, in the period of the Scottish Enlightenment (Jonsson, 
2013) and went into classical economics in a quite reductive version 
(Hollander, 1992). Actually, Malthus (1798) had given a much pessimistic 
vision of the limits to growth, which led the historian Thomas Carlyle to 
call economics the dismal science in Chartism (Carlyle, 1840) and in 
Occasional Discourse on the Negro Question (Carlyle, 1849). He contrasted 
this to the then-familiar phrase “gay science” used to refer to the art of 
troubadours or literature. At the same time, Carlyle argued in favour of 
reintroducing slavery in order to restore productivity in the West Indies. 
He considered that the individual freedom defended by economists was 
something unrealistic. Mill (1850) was the first to criticize Carlyle’s vision. 
Inequality as assumed in slavery does not solve any problem; on the con-
trary, it raises justice dilemmas that lead to a general disillusion and rage at 
the system. However, Jevons was happy to come back to the original idea 
of a dismal science. And he also showed that inequality was not any solu-
tion for it.

According to Jevons, technological progress increases the rate at which 
the coal deposits of England deplete, and could not solve the stationary 
state problem (Alcott, 2005, 2008). Some engineers pointed out the 
increasing difficulty of obtaining coal and alerted about the possible 
exhaustion of resources; however, Jevons’ idea implies an emancipation 
from engineers’ arguments (Missemer, 2017, 29, 42–44). Jevons based on 
the calculations of the geologist Edward Hull (1861), who assessed the 
stocks of mineral available in the British and Irish subsoil. However, there 
are difficulties of calculating the recoverable reserves of a resource that is 
theoretically finite, something that is discussed in detail in the work by 
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Fig. 6.1 Diagram 
depicted by Jevons to 
represent the 
rebound effect

Jevons’ son, H.S. Jevons (1915). Nonetheless, according to Jevons, tech-
nical progress is the problem, not the solution (Veblen, 1904 stresses the 
opposite idea, being technological institutions the progressive and dynamic 
institutions based on idle curiosity and the instinct of workmanship). 
Besides, Jevons only finds partial solutions of political economy to the 
rebound effect problem: the substitution of coal for other resources, 
something about which Jevons was sceptical in his time. Taxes on coal may 
also be a solution, but they could lead to reprisals from other countries, 
which will go against free trade advantages and worsen the problem 
(Jevons, 1865, 361–362). Solutions, then, had to come in the time after, 
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when the problem became more pressing in the perception of the gen-
eral public.

As shown in Missemer (2017), previous to Jevons, from Petty (1662) 
to Pierre Le Pesant de Boisguilbert (1695), Richard Cantillon (1755) or 
Quesnay (1767), the limits of growth and nature were found in the mean-
ness of agricultural activity. Malthus, dealt with the natural laws due to 
agricultural production as related to demographic growth, stressing the 
problem of food dependence. However, demographic and agricultural 
resources are renewable; but Jevons was talking about non-renewable 
resources. Ricardo makes some allusion to fossil fuel (1817, 46–47, 67), 
and also McCulloch (1830) and Senior (1836) considered the importance 
of the role of coal in economics dynamics. Nevertheless, their energetic 
discourse was optimistic, as there was abundance of the resource within 
the period. Mill (1848, vol 1, 34–35 and vol 2, 257) began to talk about 
scarcity of mineral resources based on the law of decreasing marginal 
returns of agriculture, the same as Say (1828, 115–118) and Cournot 
(1838, 45–46, 1863, 135–136). For Ricardo, the stationary state is a con-
dition in which capitalists have no tendency to increase or decrease out-
put. It implies a falling rate of profit and that development variables remain 
unchanged. Technological advances can delay the coming of the station-
ary state, as they amplify the production possibilities function. However, 
they could temporarily lead to technological unemployment due to 
machines taking the place of workers (Ricardo, 1815, 1817). As the domes-
tic value  of commodities depends on 93% of the labour embodied or, 
more generally, on the cost of production, then lesser costs of production 
imply lesser use of resources. International trade, thanks to comparative 
advantage, allows countries to reduce the costs of production even further.

After Jevons, Marshall stressed the importance of mineral resources as 
they affected prices of the economy as a whole, and the fact that non- 
renewable resources can lead to an increasing curve of costs in the secular 
period. Harold Hotelling (1931) is considered the founder of non- 
renewable resources economics and, in particular, of economics of fossil 
energy (Missemer, 2017). But Hotelling simply trusts the solution to the 
substitution of resources and technical progress. From there, the posses-
sion of domestic coal has been considered one of the main drivers for 
industrialization (Simonin, 1867). Hotelling (1931) studies intergenera-
tional allocation, but he does so as a known amount of resources owned 
by an individual who discounts future royalties. For some time, the Jevons 
paradox was left out from the economic orthodoxy because it raised 
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doubts on industrialization, science and technology when it deals with 
human behaviour.

Actually, the debate turned global with the Club of Rome of the 1960s 
and the publication of The Limits to Growth (Meadows et  al., 1972). 
Kenneth Boulding (1966) and Nicholas Georgescu-Roegen (1971) 
pointed to a general contradiction of the economic process. This contra-
diction cannot be avoided through a better individual arbitrage between 
the present and the future using the rate of interest (Missemer, 2017). As 
Georgescu-Roegen explains, a nation does not discount, it works as if they 
were immortal. The economic process consists of a continual transforma-
tion of low entropy to high entropy, that is to say, materials in compact 
state used in the production and consumption process, and transformed 
into materials in a dissipated state—not exploitable. Besides, not all the 
energy from coal will create work: part of it is wasted and sends out heat 
into the environment. All processes, including recycling, consume energy, 
so they imply ever more dispersion and an increasing entropy, with a 
shortening of the number of years in which the current standards of living 
are sustainable (Martínez Alier & Roca, 2000). This gave renaissance to 
radical ecological economics and degrowth theories (Cosme et al., 2017). 
The increasing need for materials from the subsoil led to an incapacity to 
create an energetic surplus, as was implicit in the produit net of François 
Quesnay. Coal—or oil or gas—is inorganic energy and, when being 
decomposed, disperses along with the materials used in production and 
goes into the atmosphere as pollution (Gallego, 2022, 133).

For Georgescu-Roegen, economic activity is an extension and a com-
plement of man’s biological evolution and wherever there is evolution 
there is the work of the Entropy Law with its irrevocable qualitative 
change. Because of the very nature of exosomatic evolution—instruments 
that are integrated in ourselves as a continuation of biological processes—
the social conflict will last under any regime as long as there is a human 
society. According to Georgescu-Roegen (1986), thermodynamics 
expresses our finitude and it is founded on four laws: first, total energy is 
constant; second, entropy steadily increases; third, the absolute zero of 
temperature cannot be reached; and fourth, and most important, thermo-
dynamic equilibrium is a transitive condition. Matter, as energy, exists in 
two states, available and unavailable, and it dissipates into dust. Some 
authors claim that we can recycle all matter provided sufficient available 
energy is forthcoming, but according to Georgescu-Roegen, the time 
needed and the amount of work and matter exceed all imagination. It is a 
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regress without limit, and we do not have an infinite amount of energy or 
time. Both available energy and available matter are irrevocably degraded 
into unavailable states. There is no salvation even in a steady-state econ-
omy, as defended by Herman Daly (1973). Economics ignore the scarcity 
of natural resources because they think that anything is obtainable if one 
is prepared to invest the necessary capital and labour and equipment.

The much stronger thesis that technological innovations can always do away 
with scarcity of any item (H. Barnett and C. Morse, 1963) has become the 
first article of economic faith of virtually all economists. (Georgescu- 
Roegen, 1986, 11)

These conception is affluent of the paramount conviction of the eco-
nomic profession that economic growth is the gran objective (Harrod, 
1965, 77). Robert Solow (1973, 1974) was the first master on growth to 
talk about these limits, although yet on mechanical grounds and based on 
the indifference of the market to pollution, so that we need to apply the 
“polluter pays” principle. Paul Samuelson finally came to speak of entropy 
in the last edition of Economics (Samuelson, 1980, 747) and asserted that 
“Science can temporarily turn the hourglass over.” But Georgescu-Roegen 
states that thermodynamics is fundamental in science, as Arthur Eddington 
or Albert Einstein affirmed. Technology may be defined as an ensemble (a 
matrix) of feasible recipes such that any non-primary input of any recipe is 
the product of some other recipe. Georgescu-Roegen introduces another 
paradox: although it consists only of feasible recipes, a technology is not 
necessarily “viable.” A viable technology must have the same qualities as 
those characterizing a living organism, which, in addition to performing 
certain specific activities, also maintains its material scaffold (its body) 
intact from one minute to the next. The best economic illustration is Karl 
Marx’s simple reproduction, the stationary state. But a viable technology 
needs a continuous supply of environmental low entropy, converting envi-
ronmental energy into energy and matter at our disposal for other activi-
ties. Only two inventions have represented this crucial technological 
advance (Promethean recipes): the invention of fire and that of the steam 
power. But this has speeded up the depletion of its very support, its spe-
cific fuel, so we are now in a technological crisis. And, Georgescu-Roegen 
says, solar energy is not the solution, as the Promethean recipe has not yet 
happened. First, due to the extremely weak radiation of solar energy reach-
ing the soil and second because we need a disproportionate amount of 
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matter to harness solar energy in some appreciable amount (for new 
insights on the viability concept, see Vindel & Trincado, 2021).

6.3  Jevons and econophysIcs

Jevons stressed in his works the relationship between nature and econom-
ics. This led to an original research programme not fully developed until 
the late twentieth century: the area of econophysics. In particular, Jevons 
also had a “sunspot” theory of business cycles further extended by 
H.L. Moore (Gallegati & Mignacca, 1994) In this case, Jevons sought a 
causal link between economic activity and meteorological conditions and 
in particular an influence of periodic solar activity on agriculture. Solar 
energy is part of a circular economy of nature typical of preindustrial soci-
eties. But Jevons found a correlation between the degree of sunspot activ-
ity and the price of corn. In his book Investigations in Currency and 
Finance (Jevons, 1878), he presents three essays: “The Solar Period and 
the Price of Corn” (1875) where he finds that the prices of the produce of 
agriculture have an eleven-year cycle (the sunspot cycle average length) 
(Jevons, 1909a [1875]). In a second essay “The Periodicity of Commercial 
Crisis and Its Physical Explanation” (1878) with “Postscript” (1882), 
Jevons claims that weather patterns have a strong relationship with busi-
ness activity in basically agrarian societies such as India and Africa, which 
is to say, in arid and semiarid lands (Jevons, 1909b [1878]). The third 
essay entitled “Commercial Crisis and Sun-Spots Part I” (1878) and “Part 
II” (1879) proposes some policies to make the contraction of the business 
cycle smoother (Jevons, 1909c, 1909d [1878, 1979]). Jevons is connect-
ing commercial crisis and cosmic phenomena (Edgeworth et al., 1909). 
The increase in the price of coal will lead to a competition disadvantage to 
Great Britain (Jevons, 1865, 24). If there is no exportation of coal, 
England could not import agricultural products and this will lead to fam-
ines and misery (Marshall, 1878). Jevons stresses the influence of the solar 
cycle on consumer spending and confidence. This random variable, as 
shown in Cass and Shell (1983) or Peart (1991) determines expectations.

William Stanley’s son, H.  Stanley Jevons, continued the work of his 
father on sunspots. Herbert S.  Jevons (1915) criticizes legislation and 
labour unions for trying to keep up wages of miners while the cost of pro-
duction of coal and its price was increasing, then worsening energy depen-
dence. After publishing in 1909 in The Contemporary Review the article 
“Changes at the Sun’s Heat as the Cause of Fluctuations of the Activity of 
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Trade and of Unemployment,” he circulated it in the monograph entitled 
The Sun’s Heat and Trade Activity (H.S. Jevons, 1910, 1933). H.S. Jevons 
admitted that the claim of his father that cycles occur every 10.45 years 
may not be consistent with astronomical data, although some literature in 
the 1930s consider that cycles of 11 or 12 years are true. “Summing up, 
we can say that from a statistical point of view there appears to be a clear 
correlation between the major cycles of non-agricultural business activity 
in the United States and the solar cycle of 11+ years” (Garcia-Mata & 
Shaffner, 1934, p.  26). Even nowadays, Gorbanev (2015) claims he 
has found correlation between the solar activity cycles (as measured by the 
number of sunspots on the sun surface) and the timing of recessions in 
different economies.

This line of research is the foundation of the interdisciplinary research 
field of econophysics, which apply theories and methods originally devel-
oped by physics in order to solve problems in economics. Econophysics 
was, from the very beginning, the application of the principles of physics 
to the study of financial markets, under the hypothesis that the economic 
world behaves like a collection of electrons or a group of water molecules 
that interact with each other. It included uncertainty or stochastic pro-
cesses and nonlinear dynamics working with new tools of statistical physics 
and the recent breakthroughs in understanding chaotic systems (see 
Săvoiu & Sima ̆n, 2013; Mantegna & Stanley, 2001; Vindel & Trincado, 
2010). Econophysics, in this sense, is an interdisciplinary science, not a 
multidisciplinary one: it emerges out of elements of each separate disci-
pline. However, transdisciplinarity suggests a deeper synthesis of 
approaches and ideas from the disciplines involved, and this is the term 
implied in Jevons and the ecological economists for what they are trying 
to develop. Within this line of research, entropy is a central concept. As we 
have previously seen, applying the Second Law of Thermodynamics, the 
replacement of lower entropy energy states with higher entropy ones 
(waste) provides the basis for an alternative view of stochastic price equi-
libria in economics (Rosser, 2016). In this sense, the seminal reference is 
Georgescu-Roegen (1971), who claims that economic process, instead of 
being a mechanical analogue as traditionally represented in mathematical 
economics, is an entropic process. Man struggles for low entropy, and 
economic scarcity is the reflection of the Entropy Law.
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6.4  current Importance of the Jevons paradox

Within the contemporary economics, Kuznets curve predicted that more 
production at lower costs may increase global living standards while 
improving environment (Kurzweil, 2005; Kuznets, 1995). This is shown 
in Fig. 6.2.

However, the happy-ending of this well-being economics is darkened 
by the Jevons paradox. Cheap energy production could mean even in high 
per capita income countries higher levels of consumption of energy and a 
bigger hazard of climate change and environmental degradation. For this 
reason, energy economics has established a long-running debate on the 
nature, causes and consequences of the rebound effect (Greening et al., 
2000; Bauer & Papp, 2009). Improved efficiency intends to reduce the 
amount of the resource needed for a given use, lowering its relative cost, 
but it can also increase the quantity demanded. Additionally, it improves 
real incomes and economic growth, and in so doing it further increases the 
demand for resources. All this implies counteracting (to some extent) the 
use diminution due to improved efficiency. When the effect of the increased 
demand outreaches the lesser cost, and the speed at which resources are 
used increases, we find the Jevons paradox.

Modern economists have re-examined the consumption rebound effect 
from improved energy efficiency (Herring, 1999; Berkhout et al., 2000). 
In the 1980s, a debate started on the ratio between the energy price and 

Fig. 6.2 The environmental Kuznets curve
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energy efficiency (Henly et  al., 1988; Jones, 1993; Khazzoom, 1980). 
Jevons deals with energy depletion concepts recently revisited by writers 
dealing with the peak oil problem. Capital costs of energy services are 
determinant of the variations in energy prices, so energy efficiency may be 
an endogenous variable with opportunity costs (Sorrell & Dimitropoulos, 
2008; Mizobuchi, 2008; Vindel et al., 2021).

The law of demand predicts that, generally speaking, lesser costs (or 
price) of a good or service increase the quantity demanded. In microeco-
nomic terms, the rebound effect is due first to the substitution effect. If 
the cost for travelling is lesser, people will travel more, making the demand 
for fuel increase. This direct rebound effect may offset the initial drop in 
the use of fuel due to increased efficiency. The Jevons paradox happens 
when there is a rebound effect greater than 100%, offsetting the initial 
efficiency gains (Clark & Foster, 2001). However, the size of the direct 
rebound effect depends on the price elasticity of the demand for the good 
(Chan & Gillingham, 2015). As shown in Fig. 6.3, the greater the demand 
elasticity, the greater the rebound effect. In a market under perfect com-
petition and assuming that fuel is the sole input, if the price of fuel is 
constant but there are double efficiency rates, travelling would have halve 
the effective price (consumers can buy twice as much travel). However, 
the assumption of only one type of input is quite unrealistic (labour, 
machinery, etc. must be included), and there are other factors besides 

Fig. 6.3 The effect of the elasticity of the demand on the rebound effect
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input cost that can affect price. These factors make the Jevons paradox less 
likely to occur, reducing the rebound effect.

Second, the rebound effect may be due to the income effect, as lower 
energy prices lead to higher disposable incomes. For example, the money 
saved on motor-fuel consumption may be spent on other goods or services 
that also have energy requirements. There are many types of indirect 
rebound effects, summarized in Sorrell (2009): re-spending and output 
effects, embodied energy effects or energy market and composition effects 
(Thomas & Azevedo, 2013). Microeconomic studies estimate empirically 
price elasticity or substitution and income effects derived from price 
changes (Velthuijsen, 1995; Koopmans, 1997; Koopmans & te Velde, 
2001; Boom, 1998).

There are different methods for calculating the direct and the indirect 
rebound effect, such as risk and vulnerability rebound indicators or energy 
input–output coefficients (Berkhout et al., 2000; Freire-González, 2017), 
which calculate the rebound effect in a range from 0 to 30%. Such esti-
mates are different across countries and across sectors: commercial, indus-
try, residential and transport. Other studies determine a high global 
rebound effect in 2040 on the use of energy (70%) and related emissions 
(90%), with determinants such as induced supply and movement of labour 
among economic activities, and substitution elasticity between energy and 
other goods (Wei & Liu, 2017). Besides, limited evidence comes from 
developing countries, where the rebound effect is assumed to be higher.

The difference between direct or indirect effect is found in the channels 
through which these responses are achieved; (a) substitution of inputs, (b) 
increase in production and (c) macroeconomic growth. The direct 
rebound effect comes from the combination of the first two (a) and (b) 
(Gillingham et al., 2016). In this sense, Liu et al. (2019) carry out a study 
on the direct rebound effect in electricity for the Chinese industry since 
1990. Their estimate holds that (a) it promotes 13.1% and (b) 23.9%, for 
a total of 37% direct rebound effect; attributing (a) to the response of light 
industry and (b) to heavy industry (higher energy consumption). This 
result goes hand in hand with Sorrell et al. (2009) and Rosenberg (1989): 
energy efficiency reduces energy costs, which encourages energy-intensive 
industries to consume more of the resource. These changes almost com-
pletely offset the resource consumption savings caused by the efficiency 
changes.

However, in mature markets such as markets for oil in developed coun-
tries, there is usually a small direct rebound effect, so that increased fuel 
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efficiency reduces resource use ceteris paribus (Gottron 2021). Hertwich 
shows different types of the rebound effect from an industrial ecology 
perspective (Hertwich, 2005). Additionally, the rebound effect has been 
extensively studied in the case of residential energy demand and transpor-
tation (Lin & Liu, 2015; Evans & Schäfer, 2013; Wang & Lu, 2014; 
Schleich et al., 2014; Font Vivanco et al., 2014; Linn, 2016; Chai et al., 
2016; De Borger et al., 2016; Llorca & Jamasb, 2017).

The macroeconomic growth rebound effect is energy overspending, 
which is the difference between the optimal and the actual economic 
growth (Jin & Kim, 2019). Additionally, macroeconomic models simulate 
the effects on consumption behaviour of energy efficiency (Greene, 1992, 
Greening & Greene, 1997, Musters, 1995., Barker et al., 2009). Saunders 
(1992) argues that neoclassical growth theory broadly supports the Jevons 
paradox and that increased energy efficiency usually increases the con-
sumption of energy by two means: first, the use of energy is made rela-
tively cheaper, encouraging its consumption (the above-mentioned direct 
rebound effect, Greening et  al., 2000). Second, real incomes and eco-
nomic growth increase, which implies higher energy use for the whole 
economy. According to Saunders, at the microeconomic level of an indi-
vidual market, although the rebound effect may happen, energy efficiency 
usually reduces energy consumption, causing the rebound effect to be less 
than 100%. Saunders argues that, considering both microeconomic and 
macroeconomic effects, energy efficiency improvements due to techno-
logical progress tend to increase total energy use (Binswanger, 2001; 
Zhang, 2019).

For Jorgenson and Fraumeni (1981), technical change happens at a 
fixed rate and direction, but more complex models suggest that technical 
change has different magnitude and sign between types of capital and sec-
tors and in the course of time (Wing et  al., 2007; Wing, 2008). In 
Jorgenson and Griliches (1967), contrary to usual assumptions, technical 
change has been energy-consuming, increasing energy intensity over time. 
There is a dynamic relationship between technological efficiency, con-
sumption and the use of resources. The savings due to resource efficiency 
are eventually over-run by increases in consumption that draw to a net 
increase in the use of the resource (Freeman et al., 2016).

However, improved fuel efficiency can still be worthwhile although the 
Jevons paradox occurs: it leads to greater production and increased mate-
rial quality of life (Ryan & Campbell, 2012). For example, the improved 
steam engine allowed cheaper transport and contributed to the 
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development of the Industrial Revolution. Even if there was not a reduc-
tion of the total amount of fuel used, there are other benefits associated 
such as the mitigation of price increases and disruptions and shortages in 
the global economy (Hirsch et al., 2006).

6.5  economIc Growth and enerGy effIcIency

As previously commented, there are many studies that show strong cor-
relations between production and energy consumption, but it is unclear 
the extent to which growth in the economic output can be taken as a cause 
of the increased energy consumption, or vice versa. A synergistic relation-
ship between the two seems to underlie, each being the cause of the other 
within a positive feedback mechanism (Ayres & Warr, 2002). Neoclassical 
and “endogenous” growth theory considers that expansion in energy 
inputs does not play a major role in economic growth, due to the fact that 
energy accounts for a small share of total costs in relative terms (Barro & 
Sala-I-Martin, 1995; Denison, 1962; Gullickson & Harper, 1987; Jones, 
2001). The increase in energy inputs results from the combination of 
increased labour and capital, improvement in the quality of inputs and in 
the total factor productivity, which frequently are referred to as “technical 
change.” Ecological economists contest this view and argue that the main 
driver of economic growth over the last two centuries has increased avail-
ability of “high quality” energy inputs (Beaudreau, 1998, 2005; Hall 
et al., 1986). According to ecological economics, energy carriers are dif-
ferent both in their capacity to make useful work (embodied in the ther-
modynamic concept of “exergy”) and in economic productivity—reflected 
by differences in price per kWh (Kaufmann, 1994)

Sorrell finds a synergistic relationship between energy consumption and 
economic growth (Sorrell, 2009). In Ruzzenenti and Basosi (2007), a 
circular feedback process is identified with increasing time lags: a rapid 
response (the direct rebound), a slow mechanism (the indirect rebound) 
and a restructuring process of the overall economic structure in the long- 
term (the general equilibrium effects). In Ayres and Warr (2002), the 
consumption of resources is considered as both a stimulus and a conse-
quence of growth, stressing the existence of a positive feedback cycle 
between the consumer demand, industrial investment and lower unit costs 
and prices for consumers. In Cleveland and Ruth (1998) and Cleveland 
et al. (2000), the aggregate economic growth is shown to offset all efforts 
towards dematerialization.
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Actually, there is little support in history for the claim that increases in 
income lead to declining energy consumption (Richmond & Kaufmann, 
2006; Stern, 2004; Stern & Cleveland, 2004). Historical evolution of 
energy consumption according to different energy sources is displayed in 
Fig. 6.4.

According to the Kaya identity, there are four drivers for the emissions 
across different countries, and over time: GDP per capita, population, 
energy intensity (the energy per unit of GDP) and carbon intensity (CO2 
per unit of energy) over time. However, the increase in GDP was a stron-
ger driving force than the increase in population, as shown in Fig. 6.5.

In Díaz and Puch (2019), economic activity alone (GDP growth) is not 
the variable that explains the increase in CO2 emissions in Europe. What 
explains the increase is economic growth when energy intensity is high 
(Marrero, 2010; Barrera-Santana et al., 2021). Energy intensity is defined 
as the ratio of primary energy consumed over GDP (Wei, Zhou, Zhang, 

Fig. 6.4 World energy consumption outlook 2015 (https://commons.wikime-
dia.org/wiki/File:World_Energy_Consumption_Outlook_2015.svg, accessed on 
8 July 2021)
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Fig. 6.5 Kaya Identity: Drivers of CO2 emissions, world. Source: Maddison 
Project Database, version 2018 (Torrie et al., 2018)

2019). It is sometimes taken as an inverse of the energy efficiency, 
although, as predicted by Jevons, factors that influence energy intensity 
sometimes offset, or even augment, energy efficiency gains, such as GDP 
per capita, real prices or the composition of output (Torrie et al., 2018). 
Therefore, economic activity is important to understand the growth of 
CO2 emissions in economies in which expansions throughout the eco-
nomic cycle are sustained over energy-intensive sectors. Here, two repre-
sentative country patterns have been found: the case of Germany, Belgium, 
France, Holland, Great Britain, Sweden and Switzerland, in which per 
capita CO2 emissions and economic growth have moved in different direc-
tions over the last 40 years. In the literature, this phenomenon is known 
as decoupling. On the contrary, we have the case of Spain, Austria, Greece, 
Italy and Portugal, but also Denmark, Finland and Norway, where the 
synchrony in the movements of GDP per capita and CO2 emissions is 
enormous. So, for them, growth is sustained by intensive energy sectors, 
and there is a trade-off between growth and energetic neutrality (Wei, 
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Liang et al., 2019). Certainly, the two groups of countries might not be at 
the same level of growth in the first place, so path dependence might influ-
ence the relationship of energy and CO2 emissions.

6.6  rebound effect and enerGy poLIcIes

After Rifkin lectures all around Europe (Rifkin, 2000, 2002, 2011, 2019; 
De Graaf, 2021; Wolf et al., 2021), a Green New Deal with worldwide 
environmental policies has been demanded. But to counteract the rebound 
effect, consumption patterns must be accounted for (Bolt et  al., 2018; 
Ehrhardt-Martinez & Laitner, 2008; Ehrhardt-Martinez & Laitner, 
2010). A better feedback and analysis of energy bills, that is, a better 
understanding of the consumption of energy and the costs of actions taken 
at households, can lead to up to 10% savings in the consumption of elec-
tricity for heating in cold climates (Dorner, 2019). Short-term mecha-
nisms that give the appropriate incentives to economic agents to avoid 
trade-off growth-emissions and rebound effects could be introduced. The 
increase in carbon taxes, with adequate counterweights (carbon dividends) 
for those who are in a weaker position to face them, or a regional conver-
gence in energy intensities must be encouraged. In the short term, we 
cannot subtract growth from the most cyclical sectors, which pull the rest 
of the economy. This means that carbon taxes and subsidies on clean tech-
nologies must be cyclical—or countercyclical if we adopt a Schumpeterian 
approach.

Conservation policies that make the cost of use more expensive (such 
as trade barriers or green taxes, or even physical caps like quotas or ration-
ing) are also proposed to control the rebound effect (Wright et al., 2000; 
Freire-González & Puig-Ventosa, 2015; Santarius et  al., 2016). In this 
sense, efficiency gains need to go along conservation policies that maintain 
or increase the cost of use (Westergård, 2018). Higher fuel efficiency will 
not reduce, by itself, the rate of depletion of fossil fuels. For the falling of 
resource use, efficiency gains should go with other policies that limit the 
use of resource (Wackernagel & Rees, 1997).

Other research shows the relationship between consumption and 
resource use. For instance, Owen (2010) explains that the ICTs invested 
in transport have a rebound effect that increases traffic and, possibly, 
energy consumption. In Hilty et  al. (2006), a direct correspondence is 
found between freight transport volumes and national material flow. So, 
sustainable energy policy could rely on government interventions that 
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reduce demand (Wright et al., 2000; Fischer-Kowalski et al., 2008; Amado 
& Sauer, 2012). Environmental economists point out that the use of fuel 
will unavoidably decrease if more efficiency is coupled with an interven-
tion that maintains or increases the cost of fuel use (e.g. a fuel tax) (Laitner 
et  al., 2003). Ecological economists, such as Mathis Wackernagel and 
William Rees, suggest that any cost savings from efficiency gains must be 
taxed away or removed from further economic circulation. They suggest 
that these savings are captured for reinvestment in natural capital rehabili-
tation (Westergård, 2018).

Other researchers comment on government energy efficiency policy as 
a counterbalance for the Jevons Paradox, such as Brookes (1990a, 1990b, 
2000, 2004). More liberal policies of establishing higher emissions stan-
dards could be applied. The volume of tradable CO2 emission rights is 
equivalent to 57% of the emissions, the rest being allocated free of charge 
to companies in sectors at risk of relocation due to carbon leakage. 
Therefore, an increase in the demand for emission rights, derived from a 
higher demand for electricity or industrial production associated with eco-
nomic growth, translates into an increase in the price of electricity, whereas 
the reduction of prices due to an increase in supply also implies an increase 
in the volume of emissions. As the price of electricity is established within 
a marginalist market, an increase in the price of emission rights increases 
the price of electricity consumed. This also means that lower-cost tech-
nologies due to already amortized installations obtain windfall profits to 
which a correction tax could be applied. Besides, emission rights only 
affect the costs of generating electricity from fossil energy sources (coal or 
natural gas), not renewables.

6.7  concLusIons

Economists before Jevons assumed that a net product could emerge from 
the economic system and that the limits of growth should be found in the 
meanness of agricultural activity as related to population. If we solve the 
population problem, and preventive checks are introduced, a growth path 
could be attained and capital accumulation will be beneficent. Malthus 
theory dealt with renewable resources and, although talking about a dis-
mal science, the theory was somewhat optimistic. Technological progress 
can postpone the stationary state. However, Jevons paradox, presented at 
the beginning of the second industrial revolution, talked about non- 
renewable resources and unavoidable limits to industrialization. It 
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emancipated economics from engineering while relating economics to 
physical phenomena—organic versus inorganic materials.

Jevons paradox was stressing a general problem on consumption and 
economic behaviour. The debate turned global with the Club of Rome of 
the 1968s and the publication of The Limits to Growth, when production 
and consumption processes were understood in terms of the energetic 
waste. Capitalism process becomes unsustainable due to the increasing 
need of inorganic materials from the subsoil that go into the atmosphere 
driving death and hell from the subsoil to earth in the surface. Matter 
becomes energetically unavailable. As Georgescu-Roegen says, what seems 
feasible, is not necessarily “viable” for living organisms, until a new 
Promethean recipe happens.

Jevons opened the area of econophysics, which was stressed by his son 
H. Stanley Jevons. This line of research seemed at first a simple summing 
up of some elements taken from each separate discipline, economics and 
physics. However, nowadays, a deeper transdisciplinary synthesis of econo-
physics has been made within ecological economics. Based at first on the 
second Law of Thermodynamics, it still remains to open itself to the ques-
tioning of consumerism and utilitarianism itself. To make the transition to 
climate neutrality irreversible, people and institutions must participate 
into the environmental turn. Hence, the importance of linking energy 
physics with economics and philosophy.

Jevons showed that energy efficiency may lead to an increase in con-
sumption. The resource will be overused, although the last unit consumed 
will have decreasing levels of utility. Then, technological progress does not 
reduce the consumption of inputs; it shortens the relative cost of using a 
resource, which leads to increases in the quantity demanded and in real 
income, and accelerates economic growth, boosting once more the 
increase in the demand for resources. A direct and indirect rebound effect 
may happen, the first being the law of demand for which a decrease in 
price increases the quantity demanded, the second due to the fact that 
money saved on consumption may be spent on other goods and services 
with new energy requirements. Depending on the theoretical background 
used, very different correlations between economic output and energy 
consumption are considered. According to neoclassical and “endogenous” 
growth theory, to have more energy inputs play a relatively minor role in 
economic growth; according to ecological economists, the increased avail-
ability of energy inputs of “high quality” is the main driving force of eco-
nomic growth over the last two centuries. However, these energy carriers 
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have different capacity to perform useful work and economic productivity. 
In general, to counteract the Jevons paradox, it seems necessary to gain a 
better understanding of the behaviour of consumers of energy and the 
costs of actions taken at households. Efficiency gains need to go with con-
servation policies that maintain the same (or higher) cost of use.

Energy efficiency policies try increasingly to counterbalance the Jevons 
paradox. Actually, climate change policies are now going beyond energy 
efficiency. In particular, they avoid carbon intensity to take into account 
other technological processes that may accelerate a transition to low car-
bon economies. Some of these policies are based on the interventionism 
paradigm; others are based on the liberal paradigm, such as the appeal to 
the cooperation of international and national institutions, the promotion 
of digital and knowledge-based economy or the establishment of higher 
emissions standards. As shown in this chapter, more self-regulatory poli-
cies should be implemented for aiming at the well-being of humanity in 
the long run. Then, we could make the most of the greater concern for the 
environment that people and institutions are assuming now.
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CHAPTER 7

Max Weber: Science, Technology 
and Vocation

Alfredo Macías Vázquez

7.1  IntroductIon

In 1917, Weber (2004) was invited to give a lecture at the University of 
Munich. Weber’s intention was to respond to a question of interest to the 
young students: what can make science attractive as a vocation (Beruf). By 
then, science had long ceased to be a way of knowing the divine. Research 
no longer had anything to do with the passionate dedication to solving a 
mystery, which required assuming that the universe had been created by 
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God1 and that knowing nature meant knowing God better. However, at 
the beginning of the twentieth century, science was at the service of the 
rationalization process that dominated Western modernity, giving rise to 
specialization in autonomous disciplines in a totally disenchanted and 
soulless world.

Weber’s lecture probably disappointed his young audience, who was 
critical of scientific specialization and the utilitarian subordination of sci-
ence and the work of academics to capitalist development. Weber admit-
ted that the rationalization process, which was intimately related to 
scientific progress, had caused a separation between science and life, which 
hindered the possibility of addressing scientific work in a unitary and 
humanistic sense. But, unlike the students, Weber thought that the ratio-
nalization process should not be avoided, because it had a meaning that 
went beyond the increasing instrumental rationality resulting from it. For 
the famous lecturer, scientific work continued to be meaningful and was 
still capable of nurturing a vocation. The problem was that the question 
about its meaning should not be formulated in relation to the general 
context of life and the value judgments of the world. Weber considered 
that, in reality, the values present in science formed a subsystem that was 
in competition with other alternative subsystems. In his view, science not 
only derived from some specific set of value judgments, but it was a nor-
mative criterion in itself (Crease, 2019). To use a contemporary example, 
during the recent global pandemic, there were scientists who committed 
themselves to developing a vaccine that would stop the expansion of the 
disease. But there were also other individuals who worked toward the 
same goal by, for instance, taking care of older people who were confined 
in their homes or making homemade masks with the available materials.

In order to understand Weber, it is important to recognize the original-
ity of his thought, particularly the way in which he synthesized and com-
bined historical and anthropological factors in his analysis of the 

1 Since the eighteenth century, natural theology, also known as rational theology or clerical 
naturalism, had been very much in vogue as a reaction to the scientific revolution. It pro-
vided a method for finding evidence of God’s existence without resorting to supernatural 
revelation, and therefore differed from revealed theology, which had been prevalent before, 
and was based on the holy scriptures and on religious experiences. In general, clerical natural-
ism tried to prove God’s existence through the study of nature. God, according to this 
school, manifested himself through the works of his creation. In that sense, the universe 
could only be the work of a supreme being. Scientists like Newton or Boyle, or Malthus 
himself, belonged to that school of thought.
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determinants of the development of the different socioeconomic systems. 
In the same way as nineteenth-century political economy did, Weber natu-
ralized capitalism and used an ontological principle to explain human 
behavior: the pursuit of self-interest through the use of reason2 was, in his 
view, the universal motivation explaining individual actions and, as a result, 
social evolution. However, he did not imply that this ontological principle 
could, by itself, explain the historical specificity of Western capitalism 
(Ingham, 2008). In fact, Weber went so far as to claim that the principle 
manifested itself more clearly in certain Asian societies, where intensely 
lucrative forms of commercial capitalism had been developed. On the con-
trary, the Western singularity was better explained by its capacity to regu-
late those greedy impulses and to integrate formal rationality in the 
calculation of profit, which was systematically reinvested in the firms cre-
ated as autonomous entities, separate from the families and the State. In 
other words, by restraining their immediate pecuniary instinct, people 
could achieve continuous and sustained profitability over time.

This historical outcome was reached through ethical consensus. While 
Marx considered that primitive capital accumulation had a violent origin, 
Weber (2002) believed that the internalization of these norms of eco-
nomic behavior could only be achieved through a shared ethics. More 
specifically, the Protestant ethic, particularly its Calvinist version, served 
this historical function. In other words, it was a cultural and religious form 
which crystalized the new economic system. The paradox lies in that 
Calvinist asceticism, in its eagerness to separate itself from the world, unin-
tentionally ended up giving rise to the economic system that has histori-
cally caused the largest transformation and exerted the largest control over 
the world. From that moment onwards, human life was considered suc-
cessful so far as rational calculation was applied, professional specialization 
increased, scrupulous and tireless work generalized, and hedonistic enjoy-
ment of profit given up. In parallel, this implied the end of the brilliant 
and charismatic authority, and the subordination of the individuals to 
bureaucratic organization. Thus, what started as an ethical choice ended 

2 Similarly to Vico and Comte, Weber thought that rationalization was a basic feature of 
humankind since its origins, which was used to dominate nature. For instance, if there was a 
persistent drought, people prayed to the divinity, asking for rain. But during the scientific 
revolution, things started to change and did so substantially. Traditional practices were mar-
ginalized and rational calculation began to govern most social activities in an inflexi-
ble manner.
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up being imposed as an obligatory fate, an objective and automatic way of 
life, where the individuals found themselves trapped in an iron cage.

How can one live in a world like that? The problem was, basically, that 
the Puritan work ethic implied a constant accumulation of wealth, which 
could lead to the corruption of the individual, always suspected of falling 
back into hedonistic behavior. The only solution was to further incentivize 
the ascetic, methodical behavior, which in turn exhausted the individual’s 
energy, and their ability to draw enthusiasm from new prophecies. In other 
words, the question that really worried Weber was how to live in a pro-
gressively disenchanted world, where humanity was trapped in a mecha-
nistic structure, unable to renovate itself, immersed in cold, listless 
specialization. In Science as a vocation, Weber’s intention (2004) was pre-
cisely to define a specialization that escaped this tragic fate. He wondered 
how one could passionately give oneself to science in a world dominated 
by social automatisms and bureaucratic coldness, where advances in 
knowledge were absolutely temporary, incapable of surviving scientific 
progress and of generating charisma. He also asked himself how to sur-
render to such passion without falling into minority elitism, aristocratism, 
the defense of ultimate and supreme values (Nietzsche, 2013). In addi-
tion, he raised the question about how to devote oneself to the quest for 
scientific truth beyond all technological mediations, and about what type 
of mental and psychic structure could nurture the scholar’s vocation in a 
merciless environment. We will start this chapter by analyzing Weber’s 
response to these questions and will continue by assessing the feasibility of 
his proposition in the contemporary context of the technoscientific revo-
lution. Finally, we will critically discuss Weber’s postulates in relation to 
Marx’s approach.

7.2  ScIence and ValueS

How can we describe a scientific personality when the most passionate 
motivations to undertake scientific research are gone, when all researchers 
are aware that their personal contribution will be overthrown by subse-
quent scientific progress. These are undoubtedly complex questions. In 
fact, in academic environments, it is not uncommon that after overcoming 
the obstacles associated with professional promotion, the teaching and 
researching staff lack the incentive to continue researching and feeling 
passionate about their work. Ascetic behavior, based on order and disci-
pline, certainly fits in well with the methodical life required for scientific 
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activity. Faced, however, with the disappearance of charismatic authority 
in a disenchanted world, Weber wonders which psychic sublime could 
replace it, thus making it possible for the individual to devote themselves 
to science. For Weber, underneath the mechanistic structure, a minimum 
degree of freedom should be preserved in order to allow for passion to 
germinate and facilitate the giving of one’s life to science, without every-
thing being reduced to the rational consideration of the different options.

Lives devoted to science, however passionately, cannot be conceived in 
isolation, nor can they respond to universal or general impositions ema-
nating from a charismatic authority. Such dedication is only possible within 
small scientific communities, built on pluralistic values and voluntary 
bonds between their members. This way of bonding is completely differ-
ent from one based on a monotheistic conception of value as promoted by 
strong and charismatic authorities. In this sense, an academic should be 
humble and admit that the values that support their passion for research 
must not be imposed on anyone else, rather than disregard those who do 
not share their own values. Weber states that every scientific community 
needs to be based on aspirations and values that enable their members to 
be passionate about their research activity in a non-narcissistic way. He 
considers that this is the only way to prevent the iron cage from being defi-
nitely and fully imposed as the only possible source of obedience and dis-
cipline. An ascetic, exacting, methodical, non-narcissistic passion, based 
on total surrender to the cause, is thus necessary.

In this sense, it is important to clarify that, in his advocation for value 
neutrality and a value-free science (Wertfreiheit), Weber did not expect 
scholars to avoid any adherence to values. By supporting the indepen-
dence of science with respect to values, Weber meant to oppose histori-
cism, Marxism and utilitarianism. However, as underlined by Parsons 
(1965), Weber argued that every academic community stands on its own 
subsystem of values, namely, those that are typically associated with sci-
ence: clarity, coherence, conceptual generality and empirical precision. 
According to Weber, science must be value-free in the sense that it does 
not need to sacrifice its own subsystem of values to other, conflicting val-
ues belonging to another social or cultural subsystem. On the other hand, 
Wertfreiheit does not require the researcher to take a stance in a wider 
cultural sense, nor does it imply that their values need to be linked to a 
specific culture, as advocated by historicism.

Obviously, Weber was not naïf. He was perfectly aware that science is 
guided by society’s set of values. But, in his opinion, this fact is not 
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incompatible with science’s fundamental independence. In fact, he devel-
oped a methodological setting that sought to guarantee it (Weber, 2011). 
In reality, Weber was trying to solve another problem, the one caused by 
the spiritual exhaustion of capitalism in an increasingly disenchanted 
world. In this historical context, the academic, as a human being, needs to 
create a vocational bond with science in consonance with the values of the 
scientific community. Only this way will it be possible to respond to the 
double challenge posed by capitalist rationalization, bureaucratization and 
socialization. As mentioned before, it is necessary to preserve a certain 
degree of freedom with respect to the growing mechanistic and bureau-
cratic framework that dominates academic life. In addition, it is important 
to acknowledge that science is not an individual activity but increasingly 
organized from a social point of view, as modern society is.3

In this sense, it is important to keep in mind the historical circum-
stances in which the debate on science and values gained prominence. 
First of all, we must consider that the debate was conditioned by the vicis-
situdes in the development of the principal sciences at the end of the nine-
teenth century. During that period, scientific activity was indeed so intense 
that it shook the whole social structure. The map of academic disciplines 
changed dramatically: some sciences expanded and colonized other disci-
plines, as was the case with Mathematics; others separated from the com-
mon root and became independent, as it happened with Sociology and 
Psychology; others, such as Chemistry or Physics, were reinvented and 
consolidated on new theoretical bases. The method dispute (Methodenstreit) 
was the background against which this process took place. Within the 
context of this controversy, the methodological distinction between natu-
ral and social sciences took shape, and the concept of “value” had a place 
in that distinction. In contrast with previous definitions, that concept was 
now understood as linked to historical and cultural meaning, thus leaving 
the narrow economic realm. In parallel, the process of secularization expe-
rienced by Western societies was fed by scientific progress and the consoli-
dation of new disciplines. The disenchantment of the world and the 
decline of religious spirituality made it necessary to find a new meaning for 
life, which was eventually identified with the idea of progress. This idea 
naturally implied an assessment, a judgment concerning social improve-
ment, a reference to values. The foundation and the content of progress 

3 It is clear that Weber’s reflections greatly influenced subsequent discussions on the phi-
losophy of science (Kuhn, 2012).
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were provided by the scientific and technological advances of that period, 
which generated a climate of intellectual excitement, especially reflected in 
the development of positivism.

However, positivism decisively contributed as well to creating an atmo-
sphere of suspicion, distance and opposition between spirit and nature, 
between feeling and reason. Authors as relevant as Weber or Pareto 
(founding fathers of Sociology who nevertheless considered themselves as 
economists rather than sociologists) conceived the interference of values 
in scientific research as a threat to the progress of knowledge (thus, the 
need for Wertfreiheit). This dichotomous conception led to the objectiv-
ization of social phenomena and transformed their study into actual scien-
tific elaborations (Weber, 2011; Pareto, 1978). Yet, Weber, much like 
Menger (2019), did not fully share this extreme naturalistic monism. Both 
authors realized that it is impossible to separate the social from the natural 
without granting humanity a certain ontological privilege. For instance, in 
his Principles, Menger clearly advocated that the decision to define a 
knowledge of social things as science should be based on values, that is, 
that values should be at the root of the constituent principles of that sci-
ence. From Weber’s perspective, sciences were highly responsible for the 
world’s disenchantment, the death of spirit, the imposition of the iron 
cage. Values are the only irreducible reality allowing us to harbor some 
hope. They have come to occupy the place that archaic religions occupied 
in the past; they represent a return to ancient polytheism. The ancient 
pagan gods were crushed by Christian monotheism, which over time, as 
we already know, derived into an ethical consensus that activated the 
development of Western capitalism (Weber, 2002). But, in reality, those 
gods remained alive as incandescent embers of a poorly extinguished fire. 
As Nietzsche announced (2008), ancient gods always come back. Or, as 
Heidegger claimed, only a god can save us (Sheehan, 1981). Weber 
believed that, despite having been exiled by Christianity, the pagan gods 
have always been there somehow. In Greece, they took the objective form 
of personified myths and sculptures (Eliade, 2020). In our disenchanted 
and rationalized world, they cannot return in those concrete forms, but in 
the abstract form of values, as objective superhuman structures embodied 
in us, as demons pulling the strings of our lives and our passions.

Therefore, in Weber’s view, the disenchantment is not complete. Values 
are necessarily present in the debate on the statute of science, which cannot 
be reduced to knowable facts. Accordingly, sciences cannot be considered 
pure theory, immaculate knowledge. In reality, as the modern philosophy 
of sciences acknowledges, sciences are but another institutional subsystem 
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and research communities are steeped in values (Kuhn, 2012). But this is 
not the problem. The background issue is that these conceptions continue 
to approach the relationship between facts and values from a dichotomous 
point of view. Values are considered mere “guests” at the “party” of scien-
tific progress. They may be accepted at the “party”, but should they get 
“intoxicated” to the point of believing they are more important than they 
actually are, they will be thrown out the back door. As a matter of fact, that 
was what Weber did (2011). He recognized the existence of values and 
acknowledged the fact that the work of scholars is conditioned by certain 
goals. Then, he developed a methodology that enabled the development of 
pure science. This procedure was fully integrated in contemporary scien-
tific methodology: to make value judgments explicit, to get rid of them 
immediately afterward. It is so much taken for granted that we are not even 
capable of tracing back its origin. However, is this methodological approach 
enough? Doesn’t history and the evolution of science show us that the 
dichotomous scheme is insufficient (not to say mistaken) when it comes to 
analyzing the relationship between sciences and values?

7.3  the technoScIentIfIc reVolutIon

Science discovered an uncomfortable truth and called into question the 
religious explanation of the origin of the world, from which the ethics that 
guided the practical behavior of human beings emanated up to that point. 
The development of the empirical sciences decisively fostered the disen-
chantment of the world and configured a modernity that detached itself 
from all religious interpretations and produced a new image of the uni-
verse, while describing the previous one as irrational. This way, nature 
came to be explained by casual laws, after the removal of all purpose- 
oriented connotations from the concept of “causality”, which led to the 
retreat of ethics from the sphere of ultimate and sublime values toward 
that of personal privacy (Weber, 1993). To a large extent, this bifurcation 
set the basis for the dichotomous scheme described at the end of the previ-
ous section. On the one hand, rationality and scientific objectivity were 
applied to the conceptual knowledge of empirical facts, while, on the 
other, ethics were subordinated to subjective evaluations, which do not 
depend on reason. In other words, the process of rationalization that char-
acterizes Western modernity dealt a heavy blow not only to religion, but 
to all critical theories that connected the being with the ought-to-be 
(Lambruschini, 2021). This context became the ideal brooding ground 
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for the proliferation of a plural living practice, where different valuation 
subsystems (economic, politic, aesthetic, scientific, religious, etc.) appeared 
separately, while a mechanistic and automatic framework (in fact, a reno-
vated ethical irrationalism) bound them together. This framework was a 
paradoxical (and non-intentional) outcome of the theoretical rationaliza-
tion of every aspect of social life carried out by science. The more complex 
modernity became, the more those trends were exacerbated, often reach-
ing a tragical dimension.

This disenchanted modernity was therefore built upon an absolute lack 
of meaning at a global level and led to a devastating ethical irrationalism 
that constantly showed how powerless the systems elaborated by philoso-
phers and the particular assessments made by atomized individuals were. 
Modern societies were fragmented and became entrenched in unsolvable 
normative conflicts. In reality, postmodernism is but the zenith of this 
process, the outbreak of an endless Hobbesian war in the normative 
sphere. While the world became progressively disenchanted, the establish-
ment of universal criteria to guide the practical life of people proved unfea-
sible unless the value subsystem of some individuals was sacrificed, in other 
words, unless the particular values of a specific group were imposed on the 
rest. This way, personal privacy became subject to the pressure exerted 
from the various spheres in which human life is developed, each of them 
driven by different and often antagonistic value subsystems (among them, 
the scientific subsystem) vying to govern the practical behavior of indi-
viduals. Weber understood this social dynamic as an ontological fact, as a 
given, and disregarded the elaboration of a critical theory (which the 
Frankfurt School would later on undertake, based on similar categories). 
Weber opted for an absolute polytheism of values (manageable, in princi-
ple, within a tolerant democratic culture), which, as mentioned before, 
was a disenchanted version of the ancient pagan gods (Schluchter, 1985). 
In modernity, however, values emerge as impersonal powers, abstract 
forms, worldviews, which do not naturally emanate from the community 
itself, but among which the individual is compelled to choose, apparently 
on their own free will, as if choosing among competing products in the 
market but actually knowing that choosing a certain set of values implies 
opposing those of their rivals.

The main difference between modernity and traditional societies, or 
archaic religiosity, is that the individual choice of values involves responsi-
bility for its practical implications, as well as for the individual’s own des-
tiny. In this sense, the modern individual can see how the ethics of 
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conviction and the ethics of responsibility are irrevocably combined. 
Nevertheless, to the eyes of the modern individual, the eligible set of val-
ues appears as something objective, as a given, and they tend to adopt 
those values unthinkingly. Therefore, science provides conceptual tools 
that help individuals live an autonomous and rational life, following their 
own beliefs and taking responsibility for their practical consequences 
(Weber, 2004). More specifically, scientific practice enables them to rise 
above their instinctive existence and know beforehand the rational motiva-
tions and practical implications of their actions, which is associated with a 
greater degree of freedom (Mommsen, 1965). But during the process of 
curricular specialization and the subsequent deepening of empirical 
research, the methodical practice of the scholar is increasingly devoid of 
any transcendental meaning, until it becomes a simple activity dominated 
by scientific technology. Thus, the problem does not lie exclusively in the 
need to liberate science from the values of other institutional subsystems 
(Wertfreiheit), but in the fact that scientific activity no longer has any tran-
scendental implications. Weber repeatedly warned of the danger of future 
societies being exclusively dominated by technology (Freund, 1966). 
Philosophy, which used to link advances in knowledge to existential aspira-
tions, is definitely defeated, whereas scientific practice, having more instru-
mental and ephemeral purposes, is triumphantly progressing. Ultimately, 
the technoscientific revolution is but the unavoidable outcome of the 
exacerbation of instrumental rationality in all spheres of social and aca-
demic life.

In other words, despite Weber’s intention to develop a science based on 
vocation, as an unassailable stronghold where a certain degree of freedom 
will be preserved in the face of the relentless expansion of the iron cage, 
scientific practice has actually surrendered to disenchantment. Even if, as 
will now be analyzed, the discourses associated with the new technoscien-
tific revolution tend to highlight the prominence of innovation, creativity 
and entrepreneurship, while they encourage young people to specialize in 
the study of certain disciplines, the rationalization process is in fact advanc-
ing inexorably and bringing academic activity under the automatic mecha-
nism of the iron cage. Weber (2004) was certainly pessimistic with regard 
to the possibility of giving meaning to science. However, he proposed an 
ascetic and self-restrictive conception of scientific vocation as a lesser evil. 
From Weber’s point of view, the activity of a scientist may progress even if 
they forgo pursuing an aim. Obviously, accepting this possibility involves 
admitting the existence of a forward movement, an objective progress, 
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which transcends the individual. Scholars accept with resignation the fact 
that their contribution may later on be surpassed by the work of their col-
leagues, given that the general movement toward progress manifests itself 
with overwhelming objectivity, as an autonomous social force that out-
weighs them. Unlike many of his contemporaries, Weber did not intend to 
avoid rationalization, he tried to find a pragmatic meaning for the scien-
tist’s life within this process. Similarly to Tolstoy, he believed that science 
cannot tell us how we should live. But he did not expect science to respond 
to this fundamental question, which would in fact be impossible due to 
the persistent conflict between value subsystems that cannot be rationally 
explained. Under these circumstances, the individual can only choose 
between one set of values and another, and the academic must give them 
up all in their rationalized professional activity. In Weber’s view, the scien-
tist is neither a prophet nor a political leader.

Considering these limitations, it was foreseeable that technology would 
become autonomous from science. In other words, it was foreseeable that 
the traditional foundations of the theory of knowledge would be ques-
tioned by reality itself, for those foundations were based on the idea that 
technology was but applied science, that is, a mere outcome of scientific 
knowledge. During the last century, we have witnessed the gradual separa-
tion of the dynamics of science from those of technology. In principle, the 
technoscientific revolution has given greater prominence to conception 
(design, engineering, etc.) than to execution in production processes, 
which should apparently rekindle Weber’s hopes. However, it is important 
to avoid drawing any ideological conclusions. In reality, the ethics of 
responsibility cannot be combined with the ethics of conviction anymore, 
insofar as the possibilities of proposing and disposing in the phase of intel-
lectual conception are absolutely separate. For instance, how can a scien-
tist’s sensible behavior matter when technological dynamics have a life of 
their own, when conception is fully subsumed into the mechanical and 
automatic execution of the production process? From the prevalence of 
conception work, it is impossible to infer any kind of emancipation of 
immaterial labor from production itself, not even a relative reconciliation 
between intellectual and manual work (Macías Vázquez, 2017). In fact, it 
is quite the opposite. Since the first industrial revolution, the general 
knowledge accumulated by society has turned against the particular knowl-
edge of the immediate producers through the mechanization process asso-
ciated with large-scale industrialization. With the new technoscientific 
revolution, this process has made a qualitative leap forward with the 
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subsumption of immediate scientific work into the mechanistic framework 
of capitalist modernity. More recently, a similar process has taken place 
among artists and other professionals, such as publicists and designers, who 
do immaterial labor. Numerous professionals, including doctors, lawyers 
and teachers, who until now had enjoyed a special vocational status, are 
now directly subjected to the logic of rationalization and to the iron cage.

Suárez-Villa (2012) analyzed in detail the mechanical rationalization of 
scientific work. In fact, the most important thing in research is not any-
more to discover the truth but to meet the sacrosanct criteria of economic 
profitability. But no matter how much capitalist programming of research 
is implemented, the process is never simple, for it is not easy to maintain a 
creative drive when the main objective is economic profitability. Creating 
is not the same as tightening a screw. Creativity has a fragile and intangible 
nature. It is particularly resistant to standardization or quantification, 
despite the continuous efforts to bureaucratize it (Graeber, 2015). For 
these reasons, stimulating the productivity of a scientific researcher is more 
complex than increasing that of an industrial worker (the industry being a 
field in which various production organization methods, for instance, 
those inspired by Taylorism, have been relatively successful). On the other 
hand, despite the attempt to depict scientists as individuals who work 
alone in their laboratories, the reproduction of scientific creativity is in fact 
supported by networks and relationships within the social context, where 
scientists interact with various actors (Tarde, 1969). The social context is 
also essential as a provider of ideas to the researchers, as well as to increase 
their capacity to imagine, to think differently, to undertake experiments 
and to understand the risk and the uncertainty that belong in the creative 
process. However, the logic of rationalization also operates at that level, in 
a way that reinforces alienated behaviors in relation to what is possible to 
imagine, the variety of ways of thinking that are allowed, the type of exper-
iments that can be conducted or the way that the risk and uncertainty 
associated with those experiments are addressed.

The transformation of talent into economic value is almost always a 
humanly degrading experience. But even when it is not, it is in clear dis-
agreement with the creative effort or the creative practice. Thus, by con-
ditioning the imagination, economic valorization may become the main 
source of alienation for researchers. In order to fight the possible negative 
effects of this type of conditioning on the productivity of scientific work, 
the technoscientific revolution is in urgent need to develop an ideology, to 
build a propaganda apparatus around the valorization of scientific 
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creativity, in order to spread the idea that the economic logic becomes 
more democratic in the new capitalist landscape (Florida, 2002). In this 
sense, it repeatedly reproduces the narrative on entrepreneurship and 
innovation (Schumpeter, 2021). The purpose is to persuade us that we all 
have opportunities to succeed and to participate in the gestation of this 
new society of knowledge and innovation as long as we have new ideas 
that can be applied to production (Hanlon, 2014). However, the harsh 
reality is that only large corporations have the resources required for it and 
are progressively appropriating social creativity in a private and parasitical 
way. In this sense, we are facing the transformation of profit into rent 
(Vercellone, 2008), which fundamentally calls into question the ethical 
sense of business activity as envisaged by Weber (2002). In order to achieve 
their goals, large technocapitalist corporations, such as Apple, Microsoft 
or Google, to mention only a few relevant examples, must steer the 
research process and activity in a particular direction, furthering their 
instrumental rationalization. For that purpose, certain procedures are spe-
cifically configured, including the design of experiments, the test trials, the 
interpretation of results, the development of new phases in the activity or 
the combination with other experiments. Even if it has a damaging effect 
on the overall vision and on the social interactions that drive the research, 
the different phases of the creative activity are increasingly fragmented and 
systematized as part of the process of rationalizing and structuring it. This 
way, scientific work processes are standardized, controlled and made mea-
surable, as if on a Taylorist assembly line in the automobile industry.

Secondly, the creative process needs to be disconnected from its origi-
nal context and alienated from the real flesh-and-blood people who carry 
it out. Given the difficulty to identify the exact contribution of each indi-
vidual to the results of the research, their commercialization may unfold as 
a process completely detached from the new ideas, processes, formulas, 
methods or services. Nowadays, in many activities, the object created has 
been completely deprived of authorship to the benefit of the large techno-
capitalist corporations. Thus, an objectifying fetishism is crudely imposed 
on this field (Marx, 1990), even as reputational rites (prizes, promotions, 
etc.) are presented as the most attractive incentive for researchers. In par-
allel, an attempt is made to introduce fetishist mechanisms in order to 
conceal this process of objectification. For instance, an illusion of control 
over the results of the research on the part of the scholars involved in it is 
generated. For this reason, autonomous initiatives based on multidisci-
plinary research teams are often established, so that the teams can organize 
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themselves and strengthen their creative power. In addition, intrinsic val-
ues, such as altruism and self-esteem, tend to be emphasized (through the 
possibility of gaining prestige and acknowledgment) over extrinsic values, 
which are associated with more traditional tools such as salary rises, pro-
motions or stock options. This way, scientific communities are usually a 
long way off from Weber’s ideals, bonded by corporative narratives, 
offered intrinsic incentives presented as corporative values. Ultimately, the 
purpose is to achieve corporative alienation and appropriation in a way 
that is more acceptable to academics, while it strips them of any capacity 
to make a value choice.

Finally, a permanent state of urgency is imposed on all aspects related 
to time and speed in research activity. On the one hand, an obsessive con-
cern for providing a rapid response to unexpected events is settled in the 
corporative sphere. This has to do with short-term financial pressures and 
the competition between technocapitalist corporations as they struggle to 
develop new globalized innovations. In this sense, failures such as that of 
Nokia are frequently explained as lack of reflexes or slowness in respond-
ing to the strategies of its immediate competitors. To create this obsessive 
environment, a layer of dynamic agents is superimposed on that of the 
researchers and their assistants for the purpose of stimulating and control-
ling their innovation capacity and their rate of performance. On the other 
hand, as a result of the need to compress the time of scientific activity, 
sequential and modular research programs are established, so that differ-
ent lines of research may be developed simultaneously within the same 
field, and the time phases of the different projects may be connected 
according to their provisory results.

In summary, as pointed out by Vincent (2020), scientific work suffers 
during the process of capitalist rationalization, through which it is trans-
formed into a tool for unlimited accumulation of value, cut off from any 
vocational motivation. But it is true that something changes as conception 
work acquires a more relevant role within the context of the current tech-
noscientific revolution. The economic valorization of this type of work 
takes on a more processual nature, given the need to reconcile production 
processes which, from a technical-material point of view, are very hetero-
geneous. Some specific aspects of human intellectual activity, which are 
basic to rationalize the evolution of very complex production systems, are 
nevertheless left aside in this process. In reality, one of the main problems 
in the way capitalism operates during the technoscientific revolution is 
that it requires people to know what they are doing, but only up to a 
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certain point. For the sake of capitalist profitability, the ability to connect 
different pieces of knowledge always ends up being limited. However, a 
production system based on conception work should give more space to 
reflexivity, which ultimately involves stepping back from the abstract, 
impersonal and automatic logic of capitalist rationalization. From the 
point of view of this logic, it does not matter where we are heading to, 
what matters is accumulating value. All knowledge and all communication 
that do not progress in that direction are radically marginalized, even if 
reflexivity within the system is thus notably reduced. Obviously, the dan-
gers underlying these issues are enormous, especially when the technosci-
entific revolution is speeding up.

7.4  crItIcal dIScuSSIon

In his analysis of Western capitalism, Weber showed the limits of a natural-
istic explanation of its historical origins. He argued that despite the exis-
tence of a profit-pursuing motivation in the individual, cultural forms are 
actually capable of curbing and regulate those pecuniary and hedonistic 
instincts, enabling sustained profitability. In his argument, facts and values 
are the undisputable protagonists of ontological dualism. Later on, Weber 
explained, the world becomes disenchanted, while capitalism operates at 
“cruising speed” or, so to speak, “on autopilot”. Ethical values no longer 
have a driving role, they cease to activate the economic mechanisms of 
Western capitalism. Under these circumstances, the world becomes a place 
governed by social automatisms, where values remain hidden, “resisting” 
in small communities (scientific ones, among others) that need vocation, 
conviction and responsibility to preserve their methodical life and cultivate 
their creativity and coherence.

Although, to a large extent, Weber developed his theory on the origins 
of Western capitalism to counteract the influence of Marx’s thinking, in 
reality, both authors reached similar conclusions. Capitalist modernity is 
characterized by the strength of its social automatisms, of its automatic 
(non-coercive) social relationships, but Marx and Weber disagree on the 
historical and categorial nature of the process (Artous, 2006). For Weber, 
hope lies in vocation, in individual responsibility, in values, in the return of 
the pagan gods from the archaic world. In this sense, our era is still deeply 
Weberian: values represent the unassailable sanctuary of the individual, 
which resists undamaged by the avatars of an objectively devastating 
world. Weiis (2015) analyzed how values have played a historically 
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fundamental role in regulating the tension that exists in any capitalist soci-
ety between, on the one hand, the individual’s freedom to buy and sell 
goods (including the labor force) according to their own capacities and 
preferences and, on the other, the non-agency derived from the individu-
al’s dependence on automatic social relationships, the particularities of the 
commercial exchange, and the lack of technoscientific control over the 
general production process. Although in an increasingly ideological sense, 
values reconcile freedom with necessity (some examples include the 
defense of public education, science or the public healthcare system, or the 
fight for the right to housing or quality public transport).4

Marx and Weber could develop more scientific visions of capitalism 
precisely because they went beyond the naturalization of phenomenologi-
cal forms that was typical of the historical school of economics and politi-
cal economy. But there is a substantial difference between the two. Weber 
followed Kant when he argued that the passage from sensitive to scientific 
knowledge is made through a priori conceptual structures. Marx, on the 
contrary, broke away from the philosophy of his time by suggesting that 
the different ways of thinking are a product of the evolution of the mate-
rial conditions. In this sense, Sohn-Rethel’s approach (2010) is relevant, 
for he found that scientific thought is an abstract reflection of the split 
between manual and intellectual work taking place in capitalism as a result 
of the actual subsumption of labor into capital (which, as analyzed before, 
has been exacerbated by the technoscientific revolution). From this point 
of view, thought and science do not emerge autonomously in society. For 
Weber, on the other hand, science is a process separate from materiality, it 
is a legal interpretation. Thus, the causal determinism found in a scientific 
explanation is all the rationality that is possible. In fact, Weber practiced 

4 However, in the current period, which is characterized by a crisis of values as social rela-
tionships (Postone, 1993), values are no longer able to mediate between freedom and non- 
agency for the whole of society, and their vindication is presently limited to the ideology of 
the progressive middle classes. As a result, new forms of normativity, such as pragmatism, 
duty or virtue, have irrupted and are conquering an ever-widening territory. While pragma-
tism drains the collectivity of normative content and serves the competitive individualism of 
the neoliberal period, duty replaces values among the population seeking protection in com-
munity forms with stronger bonds (including the family, the neighborhood or ethnic or 
religious associations), and virtue does the same among the population having enough 
resources to cover their basic needs (in the form of civil movements, volunteerism or envi-
ronmental associations). In brief, the new forms of normativity reflect the evolution of capi-
talism, and the gradual acceptance of the increasing loss of individual freedom and the 
exacerbated absence of agency in the contemporary world.
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empirical sociology. He was satisfied with explaining what happens, as it 
happens. For him, cause–effect relationships are a reconstruction that does 
not question the contingency of individual behavior.

From Marx’s perspective, the individual in capitalism is not free because 
a formal objectivity is imposed on their daily life which forces them to 
behave in a specific way (White, 2013). In other words, they are com-
pelled to produce and relate socially in a way that perpetuates precisely the 
cognitive structures that their conscience is presented with. In this mate-
rial context, the transformational capacity of the intersubjectivity of com-
munity forms is—beyond the reflective capacity of, for instance, scientific 
communities—purely ideological. Weber regarded concepts as mere tools, 
separate from reality. To determine the processes of causality in scientific 
activity, it is only necessary to empirically understand what is being done, 
which is assumed to be an ontological social behavior. Understanding the 
bond between interiority and the world, between ethos and reality is all 
the rational capacity we can develop to rebuild real connections in the 
world through causal interpretation. In this sense, the outcome of an 
action can only be traced back to individual responsibility. For Weber 
(2004), the dimension of individual responsibility cannot be dissolved in a 
context of common normativity and objective ethical values.

Marx’s position was very different, although he apparently reached the 
same conclusions. For Marx, historical evolution has generated a course of 
action that is presented as natural and necessary, although, deep down, it 
is not. In contrast with Weber, Marx considered that the logic of capital-
ism is historically specific, and this is a fundamental difference. The mean-
ing behind action is not false consciousness and is not prevailed over by 
changing mentalities or beliefs or by reinforcing individual responsibility 
as the only way to break out of the “iron cage” (even if provisionally, as 
Weber is content enough to accept). In capitalism, action gives meaning 
to a logic that makes forms present themselves as they do (White, 2013). 
In Weber’s view, the fact that the objective forms of reality and thought 
are imposed on the individual does not relieve them from their responsi-
bility in relation to their actions (Vincent, 1992). As we can see, Weber’s 
was a nominalist and voluntarist conception of science and action. For 
Marx, they are not projections of will, but the outcome of objective condi-
tions. According to him, this is the main thing we should know. The pur-
pose of knowing is not to hold the free individual responsible for their 
actions, but to liberate them from the above-mentioned formal logic 
imposed on their lives.
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Using the technoscientific revolution as reference, we have analyzed 
how combining the ethics of conviction and the ethics of responsibility 
becomes unfeasible as scientific work is subsumed into the logic of capital-
ism. Scientific activity, despite it being performed by community-based 
structures with a well-rooted value system, gets caught up in a logic that 
engulfs it and becomes an easy prey to this fetishistic society. The paradox 
lies in that, the more it incurs in a voluntarist attitude, the more it is over-
come by that logic. As technology becomes autonomous from science, the 
dangers increase, a distrust of all expert systems is developed, and the 
perception that we live in a society of risk is generalized (Beck, 1992). 
Weber provides an illustrated solution, based on intersubjectivity, power-
less in the face of unstoppable objectivation, increasingly fed by the indi-
viduals’ own actions. It is not a question of responsibility, because reaching 
an ethical intersubjective consensus will not modify the general dynamic. 
Ultimately, the purpose of knowing is not to hold the free individual 
responsible for their actions, but to liberate them from the objective forms 
that condition their behavior.
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CHAPTER 8

The Age of Innovation: More Schumpeter 
than Keynes

Manuel Santos Redondo

Today, some sixty years after their deaths, Schumpeter’s star probably 
outshines Keynes’s.

—Robert Solow, 2007

In 1983, on the centenary anniversary of both John Maynard Keynes 
(1883–1946) and Joseph A.  Schumpeter (1883–1950), Forbes ran this 
topic as cover story with a long article from Austrian American manage-
ment expert Peter Drucker (1909–2005):

The centenary of Keynes’ birth is being celebrated with a host of books, 
articles, conferences and speeches. If the centenary of Schumpeter’s birth 
were noticed at all, it would be in a small doctoral seminar. And yet it is 
becoming increasingly clear that it is Schumpeter who will shape the think-
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ing and inform the questions on economic theory and economic policy for 
the rest of this century. (Drucker, 1983)

Drucker and Forbes’ opinion didn’t come out of the blue. And they 
were right, according to scholar citations (Diamond Jr., 2009; Dalton & 
Gaeto, 2022). Times were changing in economic theory, in politics, and 
in international competitiveness. But one could think that, after victories 
of Thatcher in 1979 and Reagan in 1980, it would be the “age of Hayek,” 
or Friedman, or neoliberalism, in economics. But it was Schumpeterian 
innovation and “creative destruction” that was going to be at the very 
center of the scene.

Keynes and Keynesianism had been enthroned by brilliant young econ-
omists all over the world, and in Harvard after 1937 (Tobin, 1988). The 
quarter century after World War II was certainly “the age of Keynes,” both 
in economic theory and policy. During the Great Depression, or at least in 
the first years, most economists believed that the crisis will be over without 
large government intervention, as the crisis of 1920–1921 disappeared 
and gave way to the roaring twenties. Even Roosevelt’s New Deal was 
attacked as socialist. But with the “Keynesian revolution,” it was the oppo-
site. Lesson from the sufferings of the Depression were clear, both to 
Keynesianism and to Chicago monetarists. Keynesian stabilization policy 
was good for the public, the politicians, and the corporations. Those “liq-
uidationists” were in retreat, even with their softened position.

Before explaining what was happening in the 1980s and the rise of 
Schumpeter’s and his “creative destruction” to the superior fame of econ-
omists, let us start from the beginning: the life of Joseph Schumpeter and 
his work on innovation. We will review his biography in the intellectually 
most productive years, until the outbreak of the Great War. Then we will 
discuss the evolution of his ideas on innovation, entrepreneurship, and 
“creative destruction.”

Then we will review what happened in the 1980s to make the last quar-
ter of twentieth century the “Era of Schumpeter.” The rivalry may be, 
initially, with Keynesianism, being in the same side than Hayek and the 
Austrian School. In Macroeconomics and in political and academic influ-
ence, Friedman and the Chicago School were very much the winners 
against Keynesianism, together with Hayek. The fall of the Berlin Wall and 
the collapse of the Soviet Union reinforced the tendency. But together 
with this battle of ideas, American industry faced competition from Japan 
and East Asia, thought technological innovation. And in the 1980s, 
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innovation economics in several schools, some coherent, some loose, 
became the main issue for economist and for economic policy. Their aim 
was to provide an innovation policy, to build an innovation system, with 
an important role for the government which can be considered 
entrepreneur.

8.1  Joseph A. schumpeter (1883–1950)
Josep Alois Schumpeter was born on 1883  in Triesch, near Iglau, in 
Moravia, in the Austro-Hungarian empire (now Trěs ̌t ̌ and Jihlava, in 
Czechia), the son of Josef Alois Kael Schumpeter and Johanna Grüner. 
Iglau had some 27,000 inhabitants and the presence of the Army. Triesch 
was 14 km south, a small town of about 5000 inhabitants. The Schumpeters 
were a prominent family in Triesch, owning and managing for generations 
a large textile factory complex. Both his grandfather and great grandfather 
had been mayors of the town. Johanna’s father and grandfather were doc-
tors at Iglau. Both families were ethnic Germans, while most of Moravians 
were Czech. In 1887, when Josef was a three-year-old, and his mother 25, 
the father died in a hunting accident. The same year Johanna’s father died, 
and in a year, her mother. The young widow decided to move with her 
child to Graz, an attractive city 180 km south of Vienna and well con-
nected by train. There Schumpeter attended a good German-speaking pri-
mary school. When he was 10, Johanna met and married Sigmund von 
Kéler, retired lieutenant field marshal of the Austro-Hungarian army. They 
settled in the capital, and with his stepfather’s connections, Josef joined 
the main elite high school of the Austro-Hungarian empire, the 
Theresianum, known in England as “Austria’s Eaton” (Hülsmann, 2007, 
pp 35–38). It was a boarding school, with some students like Schumpeter 
going home every night. Subjects included law, economics, history, lan-
guages, and also fencing and horse riding. The students were trained to 
administrate the empire. Many of them were aristocrats. All his life, 
Schumpeter would imitate these manners. But don’t get confused: he was 
always a hard-working guy. (See general biographies of Schumpeter: Allen, 
1991; Swedberg, 1991; McCraw, 2010).

In 1901, he left the Theresianum with very good grades and immedi-
ately began studying political economy at the University of Vienna, which 
at the time was only possible as part of a law degree. His teachers were 
Friedrich von Wieser (1851–1926) and Eugen von Philippovich 
(1858–1917). Since 1904, he attended the seminar of Eugen 

8 THE AGE OF INNOVATION: MORE SCHUMPETER THAN KEYNES 



162

Böhm- Bawerk (1851–1914). Böhm-Bawerk had been minister of finance 
on various occasions and was the leading figure of the “abstract” political 
economy, as opposed to German Historical school, led by Gustav 
Schmoller (1838–1917). Schumpeter met there relevant scholars and pol-
iticians: Rudolf Hilferding (1877–1941) Austro-German economist, 
socialist scholar, and finance minister of Germany; Ludwig von Mises 
(1881–1973): Felix Somary (1881–1956), Austrian–Swiss bank manager; 
and Otto Bauer (1881–1938), and Emil Lederer (1882–1939), both 
socialists.

In February 1906, he received his doctorate in Law. In the summer, he 
attended Schmoller’s seminar in Berlin and met every important econo-
mist both in Austria and Germany. Events and achievements were coming 
really fast for young Josef. He spent a year at the London School of 
Economics and at the Universities of Oxford and Cambridge. There he 
met Gladys Ricarde Seaver, the daughter of an officer of the Church of 
England. They married in November 1907, being 24 and 36. The couple 
departed for El Cairo, where Schumpeter worked for an Italian Law firm 
which defended resident foreigners before the “Mixed Court.” There he 
was also involved in practical finances and business and found time to 
write a book for his habilitation for teaching: The Nature and Essence of 
Economic Theory (Schumpeter, 1908/2017). His name appeared as 
“Joseph,” with the English spelling. Schumpeter took side with the 
“abstract” or “theoretical” school of political economy, led by Böhm- 
Bawerk and Wieser, his teachers and mentors in Vienna. After the 
“Methodenstreit” or “method dispute” between Carl Menger and 
Schmoller in 1883, Historical School reigned in Germany, and theoretical 
economy was called “Austrian.” But Schumpeter, instead of keeping the 
bitter tone of the dispute, tried to reconcile both sides (with no success at 
all). The book is an exercise on pure economics, but prepares the scene for 
entrepreneur and change:

My presentation is based on the fundamental differentiation between “stat-
ics” and “dynamics” of the economy, a point that cannot be stressed enough. 
The methods of pure economics today are just good enough for the former. 
“Dynamics” is totally different from “statics,” in their methods and in con-
tent. … We withdraw entrepreneurial profit from our static system. 
(Schumpeter, 1908/2017)
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The couple went back to Austria–Hungary, and young Schumpeter got 
a position at Czernowitz University (now Chernivtsi, Ukraine), capital of 
the historic region of Bukovina, 1000 km east of Vienna. It was a multi-
cultural city with Ukrainians, Romanians, Jews, Germans, and Poles. Apart 
from shocking students and colleagues with his showmanship, he wrote 
there his most important contribution to economics: The Theory of 
Economic development (1911), claiming the central role that economic 
change introduced by entrepreneurs has in economic growth:

By “development,” therefore, we shall understand only such changes in eco-
nomic life as are not forced upon it from without but arise by its own initia-
tive, from within. … the carrying out of new combinations … covers the 
following five cases: (1) The introduction of a new good. (2) The introduc-
tion of a new method of production. (3) The opening of a new market. (4) 
The conquest of a new source of supply of raw materials or half- manufactured 
goods. (5) The carrying out of the new organization of any industry. 
(Quoted from the English edition, 1934)

Schumpeter would work on these ideas throughout his life, in the 
revised editions of this book, and in other works (Brouwer, 2002; S ́ledzik, 
2013; Becker & Knudsen 2002). In the more stylized version of his most 
popular book, Capitalism, Socialism, and Democracy (Schumpeter, 1942):

[This] process of industrial mutation … incessantly revolutionizes the eco-
nomic structure from within, incessantly destroying the old one, incessantly 
creating a new one. This process of Creative Destruction is the essential fact 
about capitalism.

In his 1911 book, the center is the entrepreneur, described as a kind of 
superior man, at least for this function, that through intuition more than 
economic calculation achieved something out of the established economic 
activity. At that time, the aspiration to Nietzschean Übermensch or “above- 
human” was part of the cultural climate of Austria and Germany, and very 
likely came to Schumpeter through Werner Sombart (Santarelli & 
Pesciarelli, 1990; Reinert & Reinert, 2006). In more economic terms, 
innovation came from young, small firms, outsiders, “start-ups” in mod-
ern words. In Schumpeter’s later revised version, innovation came mainly 
from large corporations (Scherer, 1992; Samuelson, 2009).

In October 1911, Schumpeter was appointed full professor at Graz 
University by the ministry, a much more relevant position than Czernowitz. 
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He got it with the strong mentoring of Wieser and Böhm-Bawerk, and 
against the will of most of the faculty, which favored German Historical 
School and opposed any “abstract” economist. At 28, he was the youngest 
full professor in the field of political economy in Austria–Hungary.

In 1913, Schumpeter’s publications and prestige gained him an invita-
tion from Columbia University to spend a year in New York. It was quite 
an honor, and remarkable for his youth. Gladys stayed in London. They 
will never live together again. He was granted an honorary degree by 
Columbia, being 29. And spend seven months, traveling, lecturing, meet-
ing every economist, and leaving a strong impression. When he returned 
to Graz, in April 1914, his career as economics professor was 
outstanding.

But during the next years, everything was going to change, starting 
with the outbreak of the Great War. Schumpeter was 31; unlike Mises, 32, 
and teenager Hayek, he avoided being conscripted, alleging being the 
only professor of Political Economy at Graz. It was a complex situation for 
Austria–Hungary, an even more for an Anglophile Schumpeter, fearing 
both military defeat and domination by Germany. After the war, Austria–
Hungary, with 51 million people and many different ethnic groups, was 
dissolved, and led way to small German-speaking Austria, with 6.5 mil-
lion, and several new independent states. The name was “Republic of 
German Austria,” with plans for eventual unification with Germany that 
Schumpeter publicly opposed. Paradoxically, conservative Schumpeter 
entered politics thanks to his socialist contacts from Böhm-Bawerk’s semi-
nar in Vienna, Rudolf Hilferding, Emil Lederer, and Otto Bauer. He 
joined Germany’s “Socialization Commission,” a board of experts for the 
coal industry, which recommended quasi-nationalizing the industry, with 
his sign. And in March 1919, he was appointed minister of Finance, as 
independent, in the Government of Karl Renner, a coalition of Social 
Democrats and Christian Socialists, with Otto Bauer as a strong man. He 
was forced to resign in October, after facing hostility from everyone due 
to his lack of political skills and for publicly opposing unification with 
Germany. And, last but not least, the task was quite difficult. In the words 
of fellow-Austrian Peter F. Drucker:

…as minister of finance in the newly formed Austrian republic … he, totally 
unsuccessful, tried to stop inflation before it got out of hand. … his mea-
sures were not acceptable in the short term—the very measures that, two 
years later, a non-economist, a politician and professor of moral theology 
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[Ignaz Seipel] did apply to stop the inflation, but only after it had all but 
destroyed Austria’s economy and middle class. (Drucker, 1983)

His life as a professor in Graz was not enough for him after this political 
experience. He then focused on business. In 1921, he got a bank license, 
something customary for former Finance ministers. Instead of selling it, 
he became involved, as president of the Biedermann joint-stock bank. 
Banks were crucial in Schumpeter’s ideas on entrepreneurs; as he put in 
the revised version of his 1911 book: “Talent in economic life ‘rides to 
success on its debts’.” Talent or not, the Vienna stock market crisis of 
1924 ended this venture, and he was forced to resign (Peneder & 
Resch, 2021).

Deciding to resume his academic career, he got a position in Bonn 
University, one of the top ones in Germany, and he took German citizen-
ship. In Bonn, his course on economic theory was a great event. He 
revised his book on innovation and entrepreneurs, and produced a second 
German edition in 1926, and a third in 1931. The English translation 
would appear in 1934, when he was already established at Harvard.

Let us stop in his personal life at this moment. At the end of his political 
and business adventures, he fell in love with and married Anna (“Annie”) 
Reisinger, the daughter of the porter of his mother’s building in Vienna, 
20 years younger than him. They married, without clarifying the situation 
with first wife Gladys, in November 1925, as soon as Schumpeter got the 
position in Bonn. In the summer of 1926, tragedy struck: In June, Johana, 
his mother, died. And in August, Annie, his young wife, died in childbirth, 
being 23 years old. The baby died some hours later. Schumpeter never got 
out of chronic depression after this; we now know reading from his diaries.

In 1927–1928, he came to Harvard for a year as Visiting Professor, and 
repeated his visit in the winter of 1930. This time he returned to Europe 
by way of Japan, where he had many followers, and his lectures there were 
a success. In 1932, he moved to Harvard permanently. In 1939, he pub-
lished his monumental two-volume work on Business Cycles. The book was 
a total failure. In 1942, he published his most successful book, Capitalism, 
Socialism, and Democracy. In these books, and in several articles, innova-
tion and “creative destruction” were at the center, but individual entre-
preneur was diluted. As Samuelson (2009) recalls:

…when first in September 1935 I entered his Harvard Yard graduate class-
room, Schumpeter was still stressing youthful innovators. He then seemed 
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to doubt that a General Electric or a Bell System Laboratory could succeed 
in staying at the frontier of technical and know-how discovery. But later, 
contemporary economic history converted him to the view that the great 
oligopolies of the Fortune 500 corporations deserved most credit for 
 progress in mid-twentieth-century total factor productivity. (Samuelson, 
2009, pp. 76–77)

So, the theory of entrepreneur and innovation that Schumpeter explains 
in 1911 evolves in his subsequent works, from individual entrepreneur to 
the function of the entrepreneur, which can be performed by those embed-
ded in another economic role (capitalist, manager) and even by groups, 
corporations, or countries.

8.2  the Age of schumpeter

But the world had different concerns in the 1930s and the 1940s. 
Schumpeter’s “creative destruction” was not at its best during depression. 
In the 1930s, the Great Depression reduced corporations’ investment in 
R&D to bare bones. In the 1940s, research was state funded and oriented 
to war. Bartz and Winkler (2016) compare the ideas of Schumpeter, about 
the economic crisis being motivated by “creative destruction” and so they 
must go on without large government intervention, with the alternative 
view, that they center in Friedman, that crisis is caused by distortions of 
the financial system and this hampers entrepreneurial activity and, hence, 
the process of creative destruction. They look at German small and 
medium enterprises during the 2009 financial crisis, and the conclusion is 
clear: creative entrepreneurship benefits from stability.

Economist and politicians in the Western world were designing a post-
war order trying to avoid the terrible mistakes of the 1930s. Keynesianism 
was enthroned. American corporations were at the edge of technology and 
innovation, and they didn’t fear competition. Instead of past isolation, 
now American public opinion, corporations, and politicians were ready to 
lead the Western world. Many socialist parties were winning elections; and 
if the Conservatives took over, they didn’t challenge the idea of govern-
ment responsibility for alleviating mass economic distress. Hayek and 
Friedman and the like would work patiently in the battle of ideas, through 
the Mont Pelerin Society and other groups, trying to turn the tide.

So in the last years of Schumpeter’s life, all the fame was for Keynes and 
Keynesianism. He was a respected economist, quite far from the prevalent 
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trend in politics and economics. Most brilliant Schumpeter’s students left 
him for Keynesian ideas. The rivalry had a clear winner. What happened in 
the following decades to bring “the age of Schumpeter”? (Giersch, 1984). 

8.2.1  Technological Progress (Solow). New-Growth Theory. 
Evolutionary Economics

Schumpeter was in favor of modern mathematical economics since his 
earlier works. He was among the founders of the Econometric Society in 
1930. But most of his work was in prose. In the words of Frederic 
M.  Scherer, Schumpeter’s ideas about innovation by small and large 
enterprises

were mere fragments, lacking both conceptual precision and empirical sup-
port … Economists sought to clarify and extend the Schumpeterian conjec-
tures. Their research proceeded along three main lines: theory building, case 
studies, and statistical analysis. (Scherer, 1992, p 763)

And thus, Schumpeter’s ideas, now without Nietzschean tones and 
referred to innovation by firms of different sizes, were developed in the 
field of “industrial organization.”

In the different field of economic growth, Robert Solow (1957) mea-
sured its different components. Schumpeterian distinction of static equi-
librium (or growth through accumulation) and dynamic growth through 
innovation turned, in modern economic language, “segregating shifts of 
the aggregate production function from movements along it.” The 
increase in Total Factor Productivity (TFP) measured the economic prog-
ress. Most of this increase came from technological progress, dubbed 
“residual” by Solow. It was still seen as an exogenous factor, in the “exog-
enous growth model”; but brought it at the center or economists’ work. 
In the 1980s, and the 1990s, technological change was internalized by the 
“endogenous” or “new growth theory” (Hospers, 2005). And, in a way, 
less tied to neoclassical economics, modern “evolutionary economic” 
(Nelson & Winter, 1982; Castellacci, 2007). All of them take inspiration 
from the works of Schumpeter:

The influence of Joseph Schumpeter is so pervasive in our work that it 
requires particular mention here. Indeed, the term ‘neo-Schumpeterian’ 
would be as appropriate a designation for our entire approach as ‘evolution-
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ary’. … evolutionary ideas provide a workable approach to the problem of 
elaborating and formalizing the Schumpeterian view of capitalism as an 
engine of progressive change. (Nelson & Winter, 1982)

As evolutionary economics went on, the link with Schumpeter’s own 
work became more an inspiration than formal similarities. But we can con-
clude with Faberger:

…although there are important differences between Schumpeter’s work and 
some of the more recent contributions, there nevertheless remains a strong 
common core. (Fagerberg, 2003)

Those in the more orthodox neoclassical field also praise Schumpeter. 
Like Scherer, Solow criticizes the lack of conceptual precision and modern 
measurements, but praise his insight:

Schumpeter could claim to have been the progenitor of a torrent of modern 
research that analyzes the dynamics of profit-driven innovation and 
innovation- driven economic growth. (Solow, 2007)

Schumpeter and Keynes focused on different problems. Unemployment 
was seen by Schumpeter as technological unemployment (Boianovsky & 
Trautwein, 2010). Not the best tool to deal with the Great Depression. 
Only after those terrible times, can we understand Solow’s final judgment 
(similar to Hayek, 1994):

It is possible to see Keynesian and Schumpeterian ideas as complementary. 
Keynes is about short-run economic fluctuations brought about by erratic 
variations in the willingness of investors and governments to spend; 
Schumpeter is about the long-run trajectory driven by the erratic march of 
technological progress. This complementarity only became clear later, after 
both men had died, when economic growth became an explicit objective of 
public policy and topic of systematic analysis. (Solow, 2007)

The main difference between Schumpeter’s “vision” and explanation of 
the “creative destruction” that occurred in the past, and today’s innova-
tion economics, is that of time and velocity of changes. In 1942, 
Schumpeter writes about “creative destruction”:
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…we are dealing with a process whose every element takes considerable time 
in revealing its true features and ultimate effects … we must judge its per-
formance over time, as it unfolds through decades or centuries. 
(Schumpeter, 1942)

But innovation in our time takes years or months to be relevant.

8.2.2  Schumpeter and Neoliberalism: The Mont Pelerin Society

Schumpeter, although sometimes paradoxical, was quite conservative in 
politics (Hayek, 1994; Muller, 1997). He was in favor of aristocratic soci-
ety, but with social mobility (at least in the long term) based on aptitude; 
and identify this with capitalism. But this society is doomed, because with 
the routinization of innovation by corporations, there will be no room for 
such a large reward for entrepreneurial aptitude. For young Schumpeter, 
the crucial function of entrepreneurs, which are exceptional individuals, is 
linked to elites, and more particularly to social mobility and the justifica-
tion of differences (Schumpeter, 1950). But in Capitalism, Socialism and 
Democracy (1942), Schumpeter is pessimistic about capitalism, or at least 
about the society he likes. He seems to think, like Berle and Means (1932) 
and Keynes (1926), that the march of history is in favor of corporations 
and some form of socialism. This was part of the professional milieu in the 
United States in the 1930s, in a comparable way with the “over-human” 
in Austria and Germany at the beginning of the century.

Schumpeter calls this tendency “The March into Socialism” (1942, 
1950). But what he calls socialism seems to be the “mixed economy” that 
most of the Western countries had after 1950 (Fagerberg, 2003, 
pp. 133–134). The same idea that Hayek had in mind in the dedication of 
The Road for Serfdom in 1944: “To the socialist of all parties.” In 
Schumpeter’s essay “Capitalism in the Postwar World” (1943/2017), he 
considers that this mixed economy “is capitalism in the oxygen tent—kept 
alive by artificial devices and paralyzed in all those functions that produced 
the success of the past.” For Hayek, Friedman, and most of Mont Pelerin 
members after 1947, mixed economy was an undesirable system worth 
fighting against. In the words of Hayek: “I’m trying to move opinion in a 
certain direction … I’m hoping that I can just divert it moderately. But 
Schumpeter’s attitude was one of complete despair and disillusionment 
over the power of reason” (Hayek, 1994).
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Let us examine the relation between Schumpeter and the “Austrian” 
school and Ordoliberalim. Basically, they both were on the same side, 
against government intervention, during the Great Depression (Klausinger, 
1995). And Schumpeter was acquainted with Walter Eucken, and they 
had mutual respect (Dathe & Hedtke, 2018). But Schumpeter was not 
very relevant for modern “Austrian” school of economics in America, with 
Hayek and Mises, after the war. He was not present in the first meeting of 
the Mont Pelerin Society, in 1947. We know Walter Eucken was not happy 
with Schumpeter’s acceptance of the end of capitalism and the arriving of 
“socialism.” Likely neither Eucken nor Hayek considered Schumpeter a 
candidate, because of his plain affirmation that capitalism was doomed.

In his 1950 address to the American Economic Association, published 
as “The March into Socialism,” Schumpeter includes a paragraph men-
tioning the Mont Pelerin Society, without naming it, as an example of 
pro-capitalist ideas being out of date:

I believe that there is a mountain in Switzerland on which congresses of 
economists have been held which have expressed disapproval of all or most 
of these things. But these anathemata have not even provoked attack.

In the 1958 meeting of the Mont Pelerin Society in Princeton 
University, held for the first time in the United States, Albert Hunold, a 
Swiss businessman, founder and then secretary of the Society, used this 
remark to point out the progress of the pro-market group, and to mock 
Schumpeter: “Was Schumpeter right in his prophecies, and would he have 
said the same if he had been invited to join the group meeting above the 
Lake of Geneva? If we look at the world today … it would be easy … to 
appreciate the enormous change, both in the intellectual field and in 
policy- making, which has since taken place in the Western world, espe-
cially in Germany” (Hunold, 1958). Many considered this as being inel-
egant toward Schumpeter and was one step more in the tensions between 
Hayek and Hunold, that would eventually lead to the preeminence of the 
Chicago School in the Mont Pelerin Society.

Together with Friedman, Hayek was going to be leader of the anti- 
Keynesian. His authority was based on his academic credentials, but also 
in his soft manners and incredible job in keeping together, in the Mont 
Pelerin society, a group of pro-market economists with quite diverse ideas. 
His intellectual work after The Road to serfdom (1944) was focus on poli-
tics, much more than his monetary texts on the 1930s and his work 
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explaining the market as a decentralized mechanism which translate both 
information and incentives to the agents, which got into mainstream eco-
nomics. He got the Nobel Prize in 1974, and became, with Friedman, the 
most visible face of neoliberalism.

The common enemy that galvanized the pro-market intellectuals was 
John K. Galbraith (1908–2006), economist and politician, a good writer, 
but with less academic credentials than those in Mont Pelerin. He consid-
ered Schumpeter a “sophisticated conservative” and claimed that corpora-
tions were now responsible for innovation, quite in line with Schumpeter 
(Audretsch, 2015). Galbraith’s TV show “The age of uncertainty” in 
1973 was going to spark the successful counterattack from Friedman in a 
similar format, but opposite in ideology, with TV series “Free to choose” 
(1980) (Burgin, 2013). The battle of economic ideas became popular as 
well as academic.

In this battle of ideas, not strictly academic, we must turn to the new 
“Austrian” school of economics. Those economists mainly working in the 
United States are more diverse and less academic than one generation 
before. Most of them choose political and popular influence instead of 
academic. The one more related with Schumpeter is Israel Kirzner (born 
in 1930), whose work put the emphasis in the role of the entrepreneur 
(Kirzner, 1999; Boettke et al., 2016). But there are clear differences with 
Schumpeter’s ideas. Kirszner’s entrepreneur is an equilibrating agent. 
Schumpeter’s innovator is clearly a disruptor. The new “Austrian” ideas 
about entrepreneurship are better understood following Brunner and 
Meckling (1977): the relevant model of man, for economists, is the 
“Resourceful, Evaluating, Maximizing Man” (REMM), which includes an 
entrepreneurial component: “Resourcefulness emerges whenever man is 
confronted with new and unfamiliar opportunities, or when man searches 
for ways to modify the constraints and opportunities.”

8.2.3  Supply-Side Economics (and Rhetoric): Libertarian right

Schumpeter was also a hero for supply-side economics, or “Reaganomics” 
or in right-wing American populism. It is a version loosely based on 
Schumpeter; putting emphasis more on becoming rich than in technologi-
cal innovation. This is more relevant as political rhetoric than economic 
theory or policy. As Schumpeter is not very precise, his name and ideas can 
be used for this purpose. Pack (1987) examines the 1981 best seller book 
of George Gilder (b. 1919), Wealth and Poverty, which advocate for 
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supply- side economics and traditional morality, and was quite influential 
in the Reagan times:

For, in apparent innocence from a close reading of Schumpeter’s work, it is 
as if Gilder has taken most every reason why Schumpeter says that capitalism 
cannot survive, and turned them around to show why capitalism can and 
must survive. (Pack, 1987)

This connection with supply-side economics and Austrian School of 
Economics has some importance in the academic field of economics, but 
much more in politics and mass media. Most Austrian scholars choose to 
write out of academic journals (Boettke et al., 2016):

Many young scholars in the 21st century first encountered the Austrian 
school of economics not in a classroom lecture or an assigned reading by an 
economics professor, but through Google … For better or worse, the future 
of Austrian economics was monogamously wedded to political libertarian-
ism. (Boettke et al., 2016)

At this level of rhetoric or popular ideas on capitalism, we can put writer 
Ayn Rand, the pen name of Alice O’Connor (1905–1982), author of the 
novel Atlas Shrugged, published in 1957. The novel is a dystopia in which 
productive businessmen are burdened with taxes and regulation, and they 
rebel and build a new capitalist society. Literary reviews were negative, but 
it became a best seller and has maintained its popularity. It has been praised 
by modern Austrian economists and the libertarian right in United States 
(Boettke, 2005).

But there is one part of this “entrepreneurship rhetoric” that has a role 
in implementing an active policy to promote entrepreneurship. This may 
be linked to innovation, as was the case with Japan’s MITI. But in western 
countries, most of the times, these policies are related with fighting unem-
ployment, and entrepreneurship is loosely defined, or defined as self- 
employment. The results of these policies are not clear in terms of job 
generation, even less in promoting innovation:

We debate the motivation for and effectiveness of public policies to encour-
age individuals to become entrepreneurs. … mostly generate one-employee 
businesses with low-growth intentions and a lack of interest in innovating. 
(Acs et al., 2016)
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8.2.4  American Business in the 1980s: More Finance than Tech. 
Japan’s “Miracle”

The change in the interest of the economist may be in part due to an 
endogenous intellectual shift, but another part is a change in economic 
problems. The oil crisis was a shock for western economies. But it affected 
even more the American economy and society, confronted with the fact 
that Japan and Germany, which were far more dependent on oil than 
USA, were leading technological innovation and menacing American 
competitiveness. In 1989, Mitsubishi bought the majority stake of the 
company owning the Rockefeller Center of New York, and Sony bought 
Columbia pictures. This shocked American society, made front pages in 
the news and was present in popular culture, too.

Years before, in 1980, in an academic article, Robert H Hayes (b. 1936) 
and William J.  Abernathy (1933–1983) explained what was happening 
and blamed no less than the American system of management:

During the past several years, American business has experienced a marked 
deterioration of competitive vigor … in many high-technology as well as 
mature industries America has lost its leadership position. … By its very 
nature, innovative design is, as Joseph Schumpeter observed a long time 
ago, initially destructive of capital—whether in the form of labor skills, man-
agement systems, technological processes, or capital equipment. … 
Conditioned by a market-driven strategy and held closely to account by a 
“results now” ROI-oriented [Return on Investment] control system, 
American managers have increasingly refused to take the chance on innova-
tive product-market development. (Hayes & Abernathy, 1980)

Almost half a century after the publication, Robert Hayes reflected 
about the article and its huge impact:

Until the late 1970s, the United States tended to regard itself as the exem-
plar of modern management. … In the 1970s, a series of shocks—including 
oil crises, high inflation, and the substantial inroads of imported products in 
major markets such as textiles, toys, and steel—began to shake America’s 
complacency. Since those industries tended to be low-tech or environmen-
tally unattractive or both, foreign companies’ success in those markets was 
generally not seen as evidence of a serious decline in overall U.S. … In the 
1980s … it became clear that inroads made by foreign companies into an 
increasing array of critical, higher technology industries—including 
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 automobiles, machine tools, and consumer electronics—constituted a seri-
ous threat to domestic industries. (Hayes, 2007)

Japan’s achievements, with impressive economic growth and competi-
tiveness through technological and organizational innovation, are the 
other side of the decline of American industry, so conspicuous after the oil 
crisis. Japan prospered during the years of the long postwar boom 
(1954–1970), and economic growth continued until the 1990s. In some 
respects, Japan’s strategy has been distinctly Schumpeterian, with both the 
state and some companies being the disruptive innovator—the part of 
destruction happening mainly in America. In the late 1940s, there was an 
intense debate over Japanese development strategy: with low labor costs, 
low-technology industries were an obvious choice. Instead, MITI, which 
advocated emphasis on high-technology industries. Japanese growth is a 
case of government intervention in the process of technological innova-
tion, with at least temporary industrial leadership by the state (Scherer, 
1992; Ebner, 2009). Schumpeter’s ideas on innovation, in its later ver-
sion, in which the entrepreneurial function may correspond to groups and 
to the government, seem to fit here. The innovation system relies on the 
coordination between public and private sectors. Schumpeter had many 
followers in Japan, since his time in Bonn, his visit to Japan in 1931; his 
third wife, Elizabeth Boody, was an expert on Japanese economy. 
Altogether, it is not a surprise that Japan’s “miracle” is considered 
Schumpeterian.

8.3  conclusion

Schumpeter considered technological and organizational innovation the 
main force of economic progress. Writing in 1911, being 28 years old, he 
made his main contribution to economics, and completed and revised 
these ideas throughout his life. Innovation and “Creative destruction” are 
crucial to economic growth and the rise in the standard of living. He kept 
the essential of this idea, but emphasis changed from individual entrepre-
neurs to big business or even states. In his time, unemployment and 
Depression were at the center of the stage. For this problem, he was in the 
conservative, “liquidationist” side that was run over both by Keynesian 
revolution and by the Chicago school. But his insights on technological 
and organizational innovation were fruitful. Technological and organiza-
tional innovation soon proved the key for economic growth and 
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competitiveness in modern economy. And plenty of economists, both 
working within the neoclassical framework or trying to substitute it, got 
inspired by Schumpeter’s work and developed it in several ways. Because 
of his work on innovation and “creative destruction,” and because this is 
the main feature of the world in which we live, it is not an exaggeration to 
say that the last quarter of the twentieth century was the age of Schumpeter.
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CHAPTER 9

The Crisis of the Neoclassical Framework 
and the Schumpeterian Echo in the Current 

Paradigm of the Economic Analysis 
of Technological Change

Antonio García Sánchez, Luis Palma Martos, 
and Ignacio Martínez Fernández

9.1  IntroductIon

When raising the need to review the attention that economic analysis has 
paid to issues related to innovation and technological change, it is neces-
sary to address it with a double objective; on the one hand, the degree of 
exogeneity that has been attributed to the consideration of technological 
change (especially in the neoclassical approach), which would avoid the 
need to explain it from the economic model and would justify its merely 
tangential consideration; and on the other, to present how the 
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consideration of this variable has evolved in terms of effects on the com-
petitiveness of companies, productive sectors and economic systems, as 
well as on the potential for growth and economic development of coun-
tries and regions.

This reflection must start with Adam Smith, both because of the con-
sensus that considers him the father of economic science, and because of 
Marx’s vision that it is after the industrial revolution that the conscious 
application of knowledge on a large scale to productive activity occurs, 
thus generating important changes in economic activity and in the growth 
rates of the territories. In the words of Motta and Moreno (2020), classi-
cal economists were the first to consider the economic impact of techno-
logical change, with increases in productivity being the main effect and the 
division of labour being the facilitating element. This economist vision of 
technological change associated with gains in productivity and/or genera-
tion of new products forms the central axis of the works of Rosenberg 
(1982, 1994) and Stoneman (1983), the latter especially concerned with 
the process and the effects of the diffusion or generalization of technologi-
cal change to the economy.

Despite being a matter dealt with from Classical Economics, economic 
thought relegated the analysis of technological change’s exogenous ele-
ment to the system in determining the supply functions, either from the 
micro or macroeconomic perspective. It was not until the second half of 
the twentieth century that Solow (1956, 1957) and Abramovitz (1956) 
“stumbled” upon the impact of technological change while estimating the 
sources of growth and found that more than half of the measured growth 
was due to different elements from the accumulation of capital and the 
human factor, that economic analysis turned once again to technological 
change, the element (“residue”) to which this unexplained growth was 
attributed.

After this introduction, the rest of the work will be dedicated to analys-
ing the four main paths from which economic analysis has approached the 
study of technological change (Antonelli, 2008). In Sect. 9.2, the approach 
based on the classical legacies of Adam Smith and Karl Marx will be 
addressed, focusing on the analysis of the determinants of the size of the 
“residue” and its regional and national differences, giving an important 
role to knowledge and its accumulation in capital goods, as well as the 
main criticisms of the neoclassical model. Section 9.3 refers to the approach 
based on the Schumpeterian legacy, which highlights the role of competi-
tive processes, which condition the creation of knowledge, technology 
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and innovations and determine the possibilities of growth and income 
redistribution. Section 9.4 focuses the attention on the evolutionary mod-
els and the systemic approach to innovation and knowledge (evolutionary 
approach and biological suggestions based on the Marshallian legacy in 
terms of Antonelli (2008). Finally, in Sect. 9.5, some reflections on cul-
tural elements, creativity and innovation, which fit within what Antonelli 
(2008) called the Arrowian legacy are presented, since it pays special 
attention to the role of knowledge. We finish with the conclusions section, 
which to a large extent will highlight the existence of a kind of “cross fer-
tilization” in the most recent approaches.

9.2  the early analysIs of InnovatIon In classIcal 
economIcs and the Path to the crItIcIsm 

of the neoclassIcal Growth theory

9.2.1  The Early Analysis of Innovation in Classical Economics

The radical changes brought to society during the Industrial Revolution 
and the birth of Political Economy as a discipline in the last third of the 
eighteenth century implied not only the transfer of resources and popula-
tion from the activities in agriculture to industry but also radical changes 
related to the concepts of production, distribution and factors of produc-
tion itself. It is in this aspect where another of the fundamental changes for 
the interpretation of production growth will take place, when the impact 
of innovation, which was already established as a catalyst for improving 
productivity in agricultural activities throughout the British agrarian tran-
sition, also leaked into the economic analysis of the Classical School.

Adam Smith in his Wealth of Nations, by highlighting the importance 
of philosophers or men of speculation, was incipiently recognizing the 
importance of what today we would call R&D activities, while pointing 
out the effects of mechanization on specialization and the division of 
labour in terms of productivity gains and the flow of constant improve-
ments, finding in Book I a discussion of what today is identified as the 
sources and consequences of technical advance (Nelson & Winter, 1982). 
In this way, he would identify the two central elements to consider techni-
cal progress as an economic activity: (1) it is carried out to obtain advan-
tage; (2) requires prior mobilization/investment of resources.
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For Thomas Malthus and David Ricardo, although it is true that both 
are interested in the impact of technical change, this is interpreted as an 
exogenous factor and indirectly through the substitutability between 
machinery and the work factor that derives from technological improve-
ment. Along these same lines, Ricardo ([1817] 2001; On Machinery) ana-
lysed the effects of the incorporation of capital goods (mechanization) on 
growth and income distribution, raised the possibility of asymmetric 
effects derived from the introduction of machinery in the production pro-
cess, its orientation towards saving scarce production factors and the 
potential conflict between labour and capital (machinery), in what today 
we could call technological unemployment. John Stuart Mill, following 
Ricardo’s thesis relative to the tendency of the economies to the stationary 
state, would incorporate the technical change in his analysis, but in this 
case, as a source of temporary disturbance of the path of growth.

It will be necessary to wait until Karl Marx and “Capital” to find an 
interpretation of technical progress as continuous and evolving, which 
returns to the essence of Smith’s approach. For Marx, the progressive 
mechanization of production is a fundamental tendency of the system to 
achieve improvements in labour productivity, necessary for the self- 
expansion of the system (Shaikh, 1978), being explained by the pressure 
of competition in the market and not by private ownership of production 
and capital (Elster, 1992). This was a novel and fact to the activity that 
emerged from the industrial revolution, the conscious application of sci-
ence to productive activities as a mechanism to respond to problems and 
needs of said activity (Rosenberg, 1974, 1976). As a result, the division of 
labour is constantly affected in a process of constant evolution and adapta-
tion to the evolution of mechanization requirements, which makes tech-
nological change, its cyclical components and its effects on unemployment 
(industrial reserve army) in a component of the cumulative, evolutionary 
and dynamic process of development of the forces of production (Neffa, 
2000; Ricoy, 2003).

However, the immediately subsequent evolution of economic thought 
relegated the analysis of technological change to an element exogenous to 
the economic system, in the determination of supply functions, either 
from the micro or macroeconomic perspective. It was not until the second 
half of the twentieth century that Solow (1956) and Abramovitz (1956) 
“stumbled” upon the residual when estimating the sources of growth and 
found that more than half of the measured growth was due to different 
elements. After the accumulation of capital and the human factor, 
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economic analysis turned to look again at technological change, the ele-
ment (“residue”) to which this unexplained growth was attributed.

From then on, this approach focused on issues such as introducing 
technological change into an aggregate production function, how to mea-
sure capital and its different components more efficiently, and even refin-
ing the Solow and Abramovitz result to reduce the weight of the “residual,” 
by expanding the range of explanatory variables, such as human capital 
(Mankiw et al., 1992). In any case, in a review of growth estimates for dif-
ferent countries and periods, by including the effects of human capital and 
R&D capital, Kyriakou (2002) finds that the “residual” effect of techno-
logical change was above 35%, with differences associated with geographi-
cal and temporal elements and with between 10% and 15% resulting from 
investment in R&D. From Kaldor’s (1957) approach, a Technical Progress 
Function would have to be estimated, which would help to explain the 
relationship between the growth rates of per capita production and per 
capita capital, which implies the existence of two sources of economic 
growth: capital accumulation and technological progress, although there 
are limits to the capacity for capital accumulation and therefore to the rate 
of technical progress and the possibilities of economic growth.

The “Cambridge Controversies” initiated an intense debate over the 
foundations of Economic Growth Theory by confronting the capital the-
ory of the economists attached to the neoclassical-Keynesian synthesis 
with its critics (Cohen & Harcourt, 2003) in a discussion focused on 
endogeneity problems to measure capital, the implications of using a 
dynamic or static framework and the heterogeneous or homogeneous 
nature of capital. Nevertheless, the criticism to the neoclassical growth 
paradigm will keep being central for decades until a new wave of criticism 
was elevated, its usefulness started to fade decades later due to its inade-
quacy to explain the lack of convergence for the modern economy

9.2.2  Criticisms During the “Cambridge Controversies”

The criticisms that unleash the debate by Joan Robinson are oriented 
towards the social implications of the relationships between the compo-
nents of the economic mechanisms in the accumulation process, high-
lighting the fact that the productivity of capital and the efficiency of 
investment only have sense when they impact the objective living condi-
tions of the population. In other words, the interest is not only in the 
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“technical” part of the economic categories but also in their social 
counterparts.

In her 1953 paper, Joan Robinson connected the measurement prob-
lems of neoclassical capital theory with the methodological problem 
underlying the conception of dynamic analysis as a series of static equilib-
rium. The problem of endogeneity derives from the very dual nature of 
capital, as reflected in Pasinetti and Scazzieri (1990, p. 144):

“Capital” can be conceived of in two fundamentally different ways: (i) … as 
a “free” fund of resources, which can be switched from one use to another, 
without any significant difficulty: this is what may be called the “financial” 
conception of capital; (ii) … as a set of productive factors that are embod-
ied in the production process as it is carried out in a particular productive 
establischment: this is what can be called the “technical” conception 
of capital.

The generalization in the use of the financial conception of capital 
would thus provoke scenarios of “reswitching” of capital techniques and 
“reverse capital deepening” due to Wicksell effects,1 both phenomena 
undermining the static equilibrium framework.

In Lazzarini (2011, pp. 39–52) “reswitching” will appear as the possi-
bility that a production technique initially considered more capital- 
intensive, chosen for a given interest rate, is in turn also chosen for another 
range of interest rates. This would break the monotonous relationship 
between interest rates and factor intensity in production techniques. The 
“reverse capital deepening” would represent the possibility of a direct rela-
tionship between interest rates and the demand for capital, based on the 
heterogeneity of capital goods,2 the central element of Lazzarini’s analysis. 
These inconsistencies in the neoclassical theory of capital would lay the 
foundations for the criticism of Garegnani (1970) coming to question the 
validity of the marginalist theory to explain income distribution.

1 In Joan Robinson (1953), we can find the exposition of Wicksell effects divided in Price 
Wicksell Effects, defined as changes in relative prices corresponding to a change in income 
distribution (with fixed technology); and Real Wicksell Effects, as changes in relative prices 
corresponding to a change in income distribution also with technical changes.

2 This idea was early presented by Hayek in Investment that raises the demand for capital 
(1937), under the assumption that each kind of the heterogeneous capital goods present 
their own interest rates.
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9.2.3  Criticisms Over Convergence

In his review of the empirical studies on convergence, De Long (1988) 
would open the door to various factors that would explain the lack of con-
vergence in the levels of well-being of the different economies, especially 
since 1870. Among these factors, the most notable are the characteristics 
of the political system, cultural factors such as religion and, finally, the 
technological assimilation capacity of countries. This last factor would 
facilitate the inclusion of knowledge and technology in the theoretical 
framework of growth theory.

Mankiw et al. (1992) suggest the usefulness of studying the accumula-
tion of knowledge as an element that would make it possible to close the 
unexplained gap of the exogenous technological component of growth. 
According to these authors, although it is true that the relationship 
between the savings rate and population growth proposed by the Solow 
model (1956) makes it possible to predict the trend of economic growth, 
the magnitudes of said growth could not be adequately predicted. These 
findings, together with those of Barro and Sala-i-Martin (1992), will lead 
to the development of the concept of “conditional convergence,” empha-
sizing that the neoclassical model of growth “did not imply that all coun-
tries would reach the same level of income growth per capita income. 
Instead, what it implies is that countries would reach their respective 
steady states. Therefore, when looking for convergence in a cross-country 
study, it is necessary to control for differences in the steady states of differ-
ent countries” (Islam, 1995, p. 1131).

9.3  economIc Growth drIven by InnovatIon 
and technoloGIcal chanGe

Faced with the neoclassical model based on comparative statics, the 
Schumpeterian conception of the economy is dynamic, and innovation 
plays a central role in the economic process and in the generation of 
growth, and the distribution of income. From this perspective, any point 
of equilibrium that might appear would be unstable and dynamic; being 
this instability and dynamism determined by innovation. In this sense, the 
Schumpeterian approach is a critique of the neoclassical orthodox vision 
based on equilibrium and comparative statics.

It is necessary to highlight the relevance of innovation and its endoge-
nous character (at least when talking about the process of “creative 
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accumulation,” although the initial approach was exogenous in the pro-
cess of “creative destruction”) to the economic system, the result of the 
performance of the entrepreneur, the crucial agent, who can detect the 
opportunities associated with an invention or a new application of existing 
knowledge before others. In this sense, recognizing the important distinc-
tion between invention and innovation is paramount, inventions being a 
kind of “raw material” for the innovative entrepreneur, and the depen-
dence on institutional elements, especially market structures. This distinc-
tion is in line with the vision of Rae (1834), for whom the generation of 
wealth depends on the emergence of new investment opportunities (rein-
vestment and capital accumulation) derived from the invention; note the 
similarity to the role of the Schumpeterian innovative entrepreneur in 
identifying and materializing such (re)investment opportunities. In other 
words, for Rae (1834), innovation is the key element in economic devel-
opment, while capital accumulation is a consequence and not a cause of 
innovation; also note the similarity between this idea and the evolution of 
the model of creative destruction to that of creative accumulation in the 
Schumpeterian vision.

However, as Rosenberg (1976) highlighted, two crucial elements were 
left out of the Schumpeterian analysis: on the one hand, the limitations on 
the supply of knowledge (inventions), which generally operates as a restric-
tion of technological supply in society in which employers must play their 
role; on the other, the important continuous and incremental nature of 
innovation as opposed to the vision of discontinuous innovation, both in 
the process of creative destruction and in that of creative accumulation. In 
other words, Schumpeter does not consider those minor innovations that 
do not immediately generate new products or productive sectors, but that 
do generate an accumulation of innovation and absorption capacity on the 
part of the companies and that will be decisive for a better future perfor-
mance of the system of innovation (Freeman, 1974, 1982).

Heertje (2006, pp.  75–112) proposes to analyse the Schumpeterian 
model of innovation in terms of a disruption with respect to the stationary 
state. This analysis starts from a situation of stagnation, in terms of pro-
ductivity and business benefits. At this point the Schumpeterian entrepre-
neur comes into play “discovering” a new way of combining technology 
and the resources at his disposal, thus generating profits and eco-
nomic growth.

This phase of creative explosion is characterized by a first comer’s type 
structure, so that innovation would generate initial benefits, diluting these 
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as innovation spills over to other companies and industry. Once the initial 
momentum was lost, stagnation would return.

Thus, the innovation model could be identified with the technological 
gap model proposed by Posner (1961) and later developed by Hufbauer 
(1966), in which competitive advantages in international trade are due to 
a time lag in the innovation process, between the different countries. So 
the country that innovates first enjoys a privileged position in trade until 
its new technology trickles down to other countries.

Vernon (1979) analyses it in terms of the company’s economy when 
considering its product life cycle. Also starting from an advantage based 
on the technological difference, Vernon disaggregates the growth phase 
into birth, maturity and standardization. Distinguishing these by the 
growth rate of profits and sales, and the relative importance of production 
factors.

It is vitally important to understand how Schumpeter focuses the inno-
vation process, and therefore growth, on the offer, thus distancing himself 
from the idea that new products and processes arise from a previously 
unidentified demand.

9.3.1  Schumpeter: From Exogenous to Endogenous Innovation

When studying the concept of innovation in Schumpeter’s work, some 
precision is needed because, throughout his life, this concept will be modi-
fied to such an extent that we can speak of two different models, model I 
exposed in The Theory of Economic Development (Schumpeter, 1912); and 
model II presented in Capitalism, Socialism and Democracy 
(Schumpeter, 1942).

Model I, represented in Fig. 9.1, starts from a conception of innovation 
exogenous to companies and existing market structures (that is for the 
whole system). In such conditions, a select group of entrepreneurs3 capa-
ble of appreciating the potential of these exogenous innovations assume 
the risk of incorporating them into production. Thus, the market’s mecha-
nisms would come into operation, so that those entrepreneurs succeeding 
in incorporating innovations would generate a situation of temporary 
monopoly based on technology and thus will obtain extraordinary benefits.

The dynamics of this model I has certain similarities with Marxist inter-
pretation of innovation. Since, for Marx, an innovation would mean a 

3 Who would play the entrepreneur’s role in its full sense.
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temporary deviation from the stationary state, for Schumpeter it would 
represent a deviation, also temporary, in the market structure from perfect 
competition to monopoly.

Three decades later, the model II (summarized in Fig.  9.2) would 
incorporate the technology as an endogenous element of production. This 
change, in appearance contradictory in Schumpeter’s vision, can be easily 
attributed to the author’s own experience regarding the role of large com-
panies in the innovative process. Since the birth of large companies as a 
differentiated economic actor during the last decades of the nineteenth 
century, the business class began to internalize the need to innovate as a 
growth engine. In this way, just as the Second Industrial Revolution and 
the new forms of work organization brought about the creation of human 
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resources departments in companies, the need for innovation prompted 
the creation of R&D departments.

As shown in Fig. 9.2, it will be the companies’ R&D departments that 
can give applicability to the scientific–technical discoveries that are pro-
duced exogenously. The dynamics of the process once these innovations 
are incorporated will not be very different from that presented in model I, 
although now the temporary monopoly arising from the innovation may 
tend to be extended over time given the positive feedback occurring 
between the results of the successful innovations and increased invest-
ments in R&D. The essential difference between Schumpeter’s models I 
and II lies in the incorporation of endogenous scientific and technical 
activities carried out by large companies.

9.3.2  Schmookler and the Demand-Induced Innovation

Faced with the Schumpeterian vision of innovation as a process mainly 
arising from supply, Jakob Schmookler was the great promoter of the 
demand-pull hypothesis. In this approach, consumers, through changes in 
their demand functions, would generate a market signal about the prod-
ucts that could best satisfy their needs. The entrepreneurs would initially 
take a reactive role since the initial effects of the motivation behind a 
change in demand are, however, not specific. Schmookler’s approach is 
summarized in Fig. 9.3.

However, only those entrepreneurs capable of correctly identifying 
these changes as a demand for specific goods that best meet consumers’ 
needs will reap extraordinary benefits. Thus, Schmookler would suggest 
that demand tends to generate its own supply (Schmookler, 1965).

This vision certainly has suggestive elements about the role of demand 
through the market as an attraction mechanism for business decisions. As 
can be seen in Fig. 9.3, the success different companies face to the new 
demand will be determined by competition between their production 
techniques. Schmookler would identify the incentive for the search and 
application of an invention in a competitive industry through two ele-
ments: (1) the correlation between the elasticity of demand and alternative 
supply in the absence of innovation; and (2) the volume of demand. 
Furthermore, he opens the door to a specific analysis of research and 
development activities as a differential branch of business behaviour, a 
function that would later be included in the development of the Theory of 
Endogenous Growth.
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Fig. 9.3 A schematic summary of Schmookler’s model. (Source: Palma Martos, 
1989, p. 98)

9.4  Growth, technoloGy and InnovatIon 
In the current aPProach

In the process of “cross fertilization” developed through the coexistence 
and debate between the different approaches, we can point out that the 
main characteristics of the current approach (those prevailing after debate) 
are related with the systemic approach of innovation and with the endog-
enous consideration of the generation of knowledge and its application to 
innovation. Thus, one of the effects of the diffusion of technological 
change (Stoneman, 1983) to the innovation system (Freeman,  1974, 
1982, 1995) as a whole would be improvements in productivity that 
would translate into economic growth above the expected from factors 
accumulation. Thus, an endogenous character to growth arises, allowing 
more refined estimates of growth components or determinants, including 
the effect of the accumulation of human capital (Romer, 1994; Sala-i- 
Martin et al., 2004) and R&D capital (Kyriakou, 2002; Romer, 1994); 
nevertheless, the main share of growth is explained by innovation and 
technological change, and investment in R&D, even discounting the 
effect of the accumulation of human capital and capital in R&D (Kyriakou, 
2002). However, from the distinction based on the radical or incremental 
nature of innovation or technological advances (Freeman & Pérez, 1988), 
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the growth associated with productivity can be understood as a result of 
incremental changes (whose cumulative effect is captured by estimates of 
the effects of technical progress in the long term), while radicals can also 
generate a reconfiguration of the economic system, which is not differen-
tially identified by such estimates.

Considering that innovation has a systemic nature, which may differ 
across countries and regions, means moving away from the orthodox neo-
classical approach to deep into the heterodox analysis of historicism (both 
the German and British schools) and institutionalism (Archibugi & 
Michie, 1998; Lundvall, 1992). Additionally, understanding that there is 
an important endogenous component in the generation of knowledge, 
innovation and growth, means moving away from orthodox neoclassical 
growth models à la Solow (Solow, 1956, 1967, 1994), which maintain the 
exogenous vision of technological change, analysed on an aggregate scale, 
and address growth as a phenomenon of discontinuous change between 
equilibrium, in which the role of innovation and technological change is 
to explain the (“residual”) part of growth, estimated from the aggregate 
production function, that cannot be explained by the change in the accu-
mulation of capital and labour factors. Thus we are moving from an exog-
enous consideration of innovation and technological change to an 
endogenous perception, already pointed out by Schumpeter (1942) when 
he defined the model of creative accumulation in what it has come to be 
called (Freeman et al., 1982) the Type 2 model, to differentiate it from 
creative destruction (Type 1 model).This endogenous approach allows us 
to address issues abandoned by neoclassical analysis, including the effects 
of competitive rivalry and market structures, the complexity of techno-
logical change and its disruptive and destabilizing effects, the complex 
interactions between sources and factors of growth, and the role played by 
institutions in the performance of economic activities (Nelson, 1997). 
Furthermore, it provides answers to the criticisms made to the logical 
consistency of neoclassical models, discussed above when addressing the 
so-called Cambridge Controversy.

9.4.1  The Theory of Endogenous Growth 
and Knowledge Generation

The New Theory of Growth or Theory of Endogenous Growth emerged 
last century in the late 1980s and the early 1990s, to respond to the limita-
tions of the Neoclassical Growth theory. That research were focused on to 
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incorporate into neoclassical models mechanisms to overcome the limita-
tions pointed out by heterodox approaches, especially to incorporate tech-
nological change as an endogenous element to the economic process 
(Aghion & Howitt, 1990; Grossman & Helpman, 1991; Romer, 1990). 
Thus, the economic literature referring to these models as “endogenous 
growth models.” In general, these models respond to the criticisms 
pointed out by Nelson (1997) regarding the partial appropriability of 
technological knowledge, the incentive effects derived from non- 
competitive market structures, the positive returns of R&D expenses and 
the Side effects on old technologies (obsolescence and loss of competitive-
ness of technologies, companies, sectors and economies). However, they 
do not address issues related to innovation trajectories and uncertainty in 
that process (Nelson, 1997).

Cortright (2001) characterizes the Endogenous Growth Theory by 
two main elements: (a) his vision of technological progress as an indirect 
effect of economic activity; and (b) the existence of increasing returns in 
knowledge and technology that drive the growth process. This view of the 
role of technology and knowledge is rupturist with Solow’s (1956, 1967) 
neoclassical growth model, where the potential growth of an economy was 
determined by the saving rate or the per capita stock of capital; leaving 
technology as an exogenous variable to explain the divergence of the 
growth rate between countries with similar savings rates. But it also sup-
poses a break with the vision initially pointed out by Adam Smith, for 
whom technological change was the result of the division of labour in the 
process of firms seeking for individual benefit, which through the phe-
nomenon of accumulation and reinvestment of capital constituted the key 
factor in the increase in productivity observed during the Industrial 
Revolution (Smith, 1776, p. 112).

The new interpretation of the implications from the human capital 
framework was consolidated around two “types” of the endogenous 
growth models, based on whether the accumulation process of human 
capital is driven by a process of learning by doing or by direct investment 
in the “creation of new knowledge.”

• Learning models. In Romer (1986, 1990, 1994) can be found a pro-
duction function AK with spillovers of knowledge in production. 
The model can be written as: Y = AKαL1 − ακη; where κ are the spill-
over effects of capital investment; and η measures the sensitivity of 
the economy to these spill-over effects.
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Lucas (1988) presents a similar model, but in this case, it is the per 
capita capital ratio of the economy that would be the origin of the 
spillovers of knowledge in the economy, instead of being the level of 
the stock of capital.

• Increases in the stock of knowledge. The key idea behind this genera-
tion of endogenous growth models lies in defining a growth path for 
knowledge and technological level, in analogy with the accumulation 
of physical capital. Romer (1990) presents a model of three sectors 
where labour is distributed between the production of technological 
knowledge and the production of consumer goods; differentiating 
the production of the R&D sector as a production factor additional 
to the classical production factors.
Benhabib and Perli (1994) present a variant of the Lucas-Uzawa 
model under the same premise of knowledge accumulation, but 
understanding human capital as a complementary factor to the 
labour factor, which increases its productivity; and focused on the 
time invested to increase human capital.

9.4.2  Nelson and Winter: The Evolutionary Approach 
to Innovation

When we jointly consider the systemic nature of innovation and the endo-
geneity of technological change, going beyond endogenous growth mod-
els is needed. The relationships between patterns of technological change 
and growth patterns must be addressed in the context of interactions 
between agents with different capacities for innovation and absorption–
imitation. That is, by analysing the interrelationships and competition 
processes, essentially asymmetrical, between components of a markedly 
heterogeneous group. As response, Nelson and Winter (1982) propose an 
evolutionary approach in which companies make not only productive 
decisions, but also technological ones. Firms search for knowledge and 
existing production techniques, or they generate them within the com-
pany, and make decisions about technology incorporation based on expec-
tations (subject to error and uncertainty) about the rate of return between 
different technologies. As a result, an evolutionary process of selection 
arises, both on production techniques and on companies, whose survival 
and pre-eminence (face both, to existing competitors as well as to poten-
tial incumbents) depend on the efficient selection of technology under 
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conditions of uncertainty. It is this evolutionary character with a dynamic 
and stochastic component that gives this approach its name.

Among the advantages of evolutionary models, their ability to explain 
both time series and the microeconomic aspect of technical change stands 
out. In this sense, both the differences between companies and the imbal-
ance in the system appear as essential aspects of economic growth com-
manded by technical change. The relevance or inertial effect of historical 
elements (path dependence) in the body of knowledge and practices con-
stituting the existing technological and knowledge stock, as well as in the 
processes of mastery (knowledge capitalization) and progress (increase in 
the stock of knowledge) and its application to economic activity, become 
the critical factors of technological change and thus determinants to this 
evolutionary process (Nelson & Winter, 1982).

9.4.3  Freeman and the Systemic Approach of Innovation

Despite the important contribution, evolutionary models do not suffi-
ciently address the issues inherent to the legal and institutional framework 
and the historical context in which evolutionary processes take place, 
under different conditions in different temporal and geographical con-
texts. The possibility (in terms of capacity and probability) of introducing 
an innovation in the market is mediated by many conditions that do not 
depend only on firms and that are closely related to the levels of develop-
ment of the country or region in which they operate, establishing an indis-
soluble relationship between the micro and macro aspects in innovation 
processes (Natera, 2022): the availability of qualified workers (which in 
turn depends on the quality, extension and intensity of the educational 
system), access to the necessary inputs (linked to the degree of openness 
of the economy), administrative and bureaucratic limitations (related to 
the institutional maturity) and the existence of a sufficiently large market 
for products (which is related both to country’s income levels and distri-
bution of income and wealth, as well as to competitiveness and access to 
international markets).

This set of interactions, relationships and interdependencies generated 
a new approach (Edquist, 1997, 2001, 2004; Freeman,  1974, 1987, 
1995, 2002; Lundvall, 1992; Nelson, 1993) that analysed the innovation 
process from a systemic and holistic perspective, structured by three key 
elements (Pérez, 1996; Soete et al., 2010): (1) the existence of agents, 
institutions and organizations, public and private, that interact with each 
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other with different frequency and with different objectives (the system); 
(2) the identification, use, generation and dissemination of knowledge, its 
applications and technological and organizational (innovation) improve-
ments; and (3) contextualization in a specific geographical (national, 
regional or local) area (subsequently extended to sectorial approach by 
Malerba, 2005, 2008), which also includes an evolutionary and dynamic 
component.

In this sense, the current concept of Innovation System, referring both 
to geographical or sectoral approaches, is the result of a complex process 
of “cross fertilization” between contributions, whose origin is usually 
established in the ideas of List (1841) on the existence of a National 
System of Political Economy (Lundvall, 1992; Erbes & Suárez, 
2020,  Suárez & Erbes, 2021), in which there are also elements of the 
historical schools (German and British), the institutionalism, the Marxist 
vision of the relationship between technological change and economic sys-
tems, the Marshallian perception of the institutional context as a deter-
mining factor of economic activity, the Schumpeterian analysis of the 
innovative process as a determinant of economic development, and the 
crucial role of interactions in the process of creating and diffusing knowl-
edge and technology, giving rise to a prolix approach in literature in which 
Freeman, Lundvall, Nelson and Edquist occupy a central place.4

When addressing the relationship between National Innovation Systems 
and development, we must be aware that, although the approach was not 
born as a theory of development, it offers tools to understand both, devel-
opment processes (impacts of economic growth on the standard of living 
of the society to which the system refers) and the differences between 
systems (countries, regions, or sectors) and its determinants. Compared 
with the aforementioned limitations of the orthodox approaches to growth 
(whether exogenous or endogenous), the systemic approach has the 
advantage of considering the role of capacities (technological or innova-
tive, absorptive, and social) and other dimensions, such as market struc-
tures and institutions, to understand development as an improvement in 
the level and living conditions of society in the Myrdalian sense (Johnson 

4 For an interesting and recent synthesis of the process of generating the concept of 
Innovation System and the development of the powerful methodological tool it provides for 
economic analysis and policy design, including a differential analysis from the perspectives of 
central economies and peripheral countries (especially those in Latin America), see Erbes and 
Suárez (2020).
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et al., 2003). At the same time, this entails considering innovation as a 
multidimensional problem and context dependent, so that different domi-
nant drivers of innovation may coexist according to different contexts 
(Hong et al., 2012).

When considering technological capabilities, the systemic approach to 
innovation refers to three elements (innovative, absorptive and social 
capacities), that complement and interact with each other and with the 
other components of the system as market structures, institutions, and 
other non-market elements (Lall, 1992). Thus, technological and innova-
tive capacities refer to the potential of companies (Bell & Pavitt, 1995; 
Patel & Pavitt, 1997) and of countries (Archibugi et al., 2009; Castellacci, 
2011; Fagerberg & Verspagen, 2007) or sectors (Malerba, 2005, 2008) to 
generate new knowledge or new applications of existing knowledge, which 
are transformed into innovations and technological change; Absorptive 
capacities are associated with the potential to incorporate to the produc-
tion process innovations, knowledge and their applications, even if they 
have been generated outside the system; Social capacities have to do with 
cultural factors, the social consideration of entrepreneurs and innovators, 
risk aversion, entrepreneurial spirit, etc. (Kim, 1997; Lall, 1992). In other 
words, every country, region or sector will evolve following a certain tra-
jectory as a consequence of the combination and interaction of economic, 
technological and sociopolitical aspects that will generate different pat-
terns of innovation and development profiles (Castellacci & Natera, 2016; 
Natera, 2016; Dutrénit et al., 2019, 2011).

The generation of capacities is closely related to the patterns and vol-
umes of investment in human and physical capital and the technological 
and innovative effort, and can be understood as the capacity of firms 
(micro) and of the whole set of economic agents (macro) to develop an 
effective use of knowledge (scientific, technological and of general pur-
pose) for its application in the productive process and transform it into 
innovations, in a process in which investment strategies play an important 
role (Bell & Pavitt, 1995; Lall, 1992; Patel & Pavitt, 1997).

Jointly with this potential, the systemic approach has certain limita-
tions, mainly derived from the scarce attention paid to sociopolitical fac-
tors (power relations, trust in institutions and their efficiency…), generally 
addressed as a conditioning factor, sometimes even exogenous (Natera, 
2022), but with a lower degree of importance than technoeconomic fac-
tors (Pérez, 1983). As a result, a limit arises in the capacity of systemic 
approach to analyse and formulate recommendations to enhance the 
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so-called social capacities that determine the system adaptative capacity to 
changes in knowledge patterns and converge towards higher levels of 
development (Abramovitz, 1986), or to identify what type of institutions 
favour the functioning of the system of innovation and enhance the results 
of the other capacities (Cozzens & Sutz, 2014; Von Tunzelmann, 2003).

9.5  conclusIons

The importance and effects of technological change on the economic sys-
tem, including its endogenous character, were early perceived by econo-
mists of the classical-Marxist approach. In general terms, they focused on 
their effects on productivity and labour specialization and the effects of 
capital accumulation.

However, in the marginalist-neoclassical approach, the attention paid 
to this topic was scarce and it was not reconsidered until the estimates on 
the determinants of growth in the mid-twentieth century found that two 
thirds could not be explained by growth factors and were attributed to a 
“residual” factor, which was identified with technological change.

The response inside the neoclassical approach focused on incorporating 
technological change as an (exogenous) source of growth, along with 
capital accumulation, and refining the elements of the aggregate growth 
function to include, among other variables, the accumulation of human 
capital and technological capital (R&D). The main controversy within this 
neoclassical approach was related to the distinction between financial capi-
tal and technical-productive capital and the incorporated nature of tech-
nology in the replacement of technical-productive capital and the effects 
of the interest rate on the choice of heterogeneous techniques with differ-
ent capital intensity. Despite this, the residual component was still around 
35% of growth.

Outside of the orthodox neoclassical approach, the Schumpeterian 
vision stood out in the first place, proposing a dynamic vision of the econ-
omy based on the central role of innovation and the entrepreneur. This 
supposes a supply side approach and a pioneering consideration of the 
endogenous nature of innovation and technological change (which consti-
tutes an essential source of change and instability, generating dynamism) 
and moves away from neoclassical analysis based on comparative statics 
and the search for equilibrium. In this way it is possible to explain growth 
and competitiveness (both in micro and macroeconomic perspective) on 
the basis of innovation. This is compatible with the interpretation of the 
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origin of competitive advantages as result of innovation, as well as with 
explaining growth and development differentials on as a consequence of 
technological gaps.

The current approach is the result of the interaction between different 
researches lines developed in the last decades of the twentieth century. 
Based on endogenous growth models, innovation and technical change 
were integrated into the functioning of economic activity highlighting 
their ability to generate increasing returns (due to improvements in knowl-
edge and technology) that drive the process of growth. On the other 
hand, evolutionary models seek to take into account the existing relation-
ships between growth patterns and technological change patterns, which 
are developed in a context of interactions between agents, with different 
capacities for innovation and absorption–imitation, who make both pro-
ductive and technological decisions. To do this, they pay attention to the 
asymmetries in the interrelationships and processes in non-competitive 
market structures and to the heterogeneity of agents and institutions 
involved in the innovation process. From this perspective, a selection pro-
cess is developed between productive techniques and between companies, 
whose survival and pre-eminence generates an evolutionary process, both 
in the firms’ characteristics and in the predominant technologies.

The endogenous-evolutionary approach is complemented by the sys-
temic approach, which allows addressing issues inherent to the legal and 
institutional framework, the context in which endogenous decisions are 
made, and the evolutionary processes that take place; thus, it is possible to 
address the relationship between micro and macro aspects in innovation 
processes. The systemic approach is structured around three essential ele-
ments: the system (agents, institutions and organizations, public and pri-
vate, that interact with each other with different frequency and with 
different objectives), innovation (identification, use, generation and diffu-
sion of knowledge, its applications and technological and organizational 
improvements) and the scope (geographic—national, regional or local—
and/or sectorial contextualization), while also including an evolutionary 
and dynamic component. The differences between systems and their 
results (innovative, growth, competitive, or of any other nature) are largely 
explained on the basis of differences in terms of capacities (technological 
and innovative, absorptive and social).

In summary, the current focus in the economic analysis of innovation 
and technological change is the result of a complex conceptual and meth-
odological “distillation” process, which considers innovation as 
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endogenous to the economic system, which generate an evolutionary path 
in innovation and growth, having effects on the whole system. As a result, 
Innovation Systems constitute a powerful tool, with theoretical robust-
ness, to explain differential dynamics in development paths identify the 
determinants of these differences, promote the benchmarked practices 
and strategies of existing system and design policies to correct inefficien-
cies or weakness when detected.

However, certain limitations arise, mainly derived from lower attention 
paid to sociopolitical factors (power relations, trust in institutions and 
their efficiency…), generally considered as an exogenous conditioning fac-
tor, while the main attention is paid to techno–economic factors. 
Therefore, there remains significant room for improvement via reinforcing 
attention to sociopolitical aspects, so that the systemic approach gains the 
capacity to analyse and make recommendations to enhance the so-called 
“social capacities” or to identify which institutions promote the function-
ing of the innovation system and enhance the results of the other capacities.
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CHAPTER 10

On the Capital Controversies as a Choice 
of Paradigms

Ramiro E. Álvarez and Jose A. Pérez-Montiel

10.1  IntroductIon

The question of income (and wealth) distribution is currently attracting 
increasing interest in both the political and academic spheres, chiefly 
(although not exclusively) in the wake of the publication in 2014 of Capital 
in the Twenty-First Century, by Thomas Piketty. However, the discussion is 
framed as a contrast between predictions and empirical observation, rather 
than in terms of the formal logical consistency of the conventional eco-
nomic approach (otherwise known as neoclassical or marginalist approach). 
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In this respect, the recent debate has not re- addressed the controversies 
surrounding the neoclassical theory of distribution, or more specifically, 
the controversies regarding the notion of “Capital”, which were at their 
height during the post-war period (1953–1976). Existing literature refers 
to these discussions as the Capital Controversies or the Cambridge-
Cambridge Controversies (hereinafter CCCs).1 We think it is important to 
re-visit these post-war controversies, as any analysis that focuses on a con-
trast between neoclassical predictions and observation necessarily disre-
gards the concessions made by the marginalist tradition itself as a 
consequence of the debate in the 1960s and 1970s.

In this chapter, we shall be analysing how the CCCs arose and evolved, 
as well as how they apparently came to an end in the 1960s and have now 
been forgotten (and in fact are completely absent from books on the his-
tory of economic thought). To this end, our research makes use of Thomas 
S. Kuhn’s characterisation of the history of scientific thought. Over the 
course of this chapter, we shall be looking to lay out the existing argu-
ments regarding the theory of capital, in order to present the debate as a 
real choice between paradigms. We shall see how answers to the question 
of why the CCCs did not lead to a Scientific Revolution that would bring 
about the demise of the neoclassical hegemony fall outside the logical rigour 
of the competing theories and reflect the inherent circularity of the com-
munication between paradigms (Kuhn, 1995 [1962]). In order to fully 
understand the direction taken by the debate, we shall briefly introduce 
the origins of the neoclassical theory of capital before examining in depth 
the CCCs that took place between 1953 and 1976.

The CCCs will be presented following the dynamics set out by Kuhn 
(1995 [1962]), in other words, Normal Science–Extraordinary Science–
Normal Science, while distinguishing two stages in the debate, as was done 
by various authors (Mirowski, 1989; Garegnani, 2012; Lazzarini, 2013). 
For this purpose, we shall introduce the phenomena of re-switching and 

1 We speak of the Cambridge-Cambridge Controversies (Harcourt, 1969) because the 
debate was led by economists from Cambridge in the USA (specifically from the Massachusetts 
Institute of Technology, MIT) and from Cambridge in the United Kingdom. The econo-
mists from MIT (mainly P. Samuelson, R. Solow, D. Levhari, C. Ferguson, and M. Blaug) 
defended the marginalist paradigm, while the critical side was represented by economists 
such as J. Robinson, P. Sraffa, L. Pasinetti and N. Kaldor. It is nevertheless true that some 
economists from Cambridge UK also stood in favour of the neoclassical side, namely, 
F. Hahn and C. Bliss, and that critical economists, such as P. Garegnani, worked at both MIT 
and Cambridge UK.

 R. E. ÁLVAREZ AND J. A. PÉREZ-MONTIEL



209

reverse capital deepening as anomalies that cannot easily be assimilated into 
the marginalist paradigm, before looking at a stage where their (partial) 
assimilation entailed the flexibilisation of some of the commitments 
around which the neoclassical normal research was structured. In this sec-
ond phase of the discussion, we shall examine the worsening problems of 
communication between the two sides of the controversy, which eventu-
ally bogged down the discussion. Finally, we shall briefly present our main 
conclusions.

10.2  the notIon of capItal In Value terms. 
from the theory of surplus to factor supply 

and demand curVes

The neoclassical theory of capital originated as an extension of the 
Malthusian Theory of rent to other remunerations, namely, wages and 
profit rate (Pasinetti, 2000, p. 389). Such an extension represented a revo-
lutionary departure from the traditional theory introduced by physiocrats 
and further developed by classical theorists, particularly Ricardo (1815, 
1817) and Marx (1871), which centred on the notion of social surplus 
appropriated by those who control the production process (capitalists) 
once the reproduction of consumption goods and capital goods has been 
ensured. This approach, known as the Classical Surplus Approach and syn-
thesised in Ricardo (1815, 1817), favoured logical rigour and attracted 
criticism as well as acceptance.

With the fervour of the Industrial Revolution, the accumulation of 
capital became the centre of attention of Political Economy theorists, put-
ting an end to the identification of land as the main source of wealth. The 
Marginalist Revolution thereby involved, firstly, applying the differential 
calculus toolbox of the Ricardian theory (where it was applied only to the 
product of land) to the theory of human behaviour (diminishing marginal 
utility) before extending it to all means of production (labour and repro-
ducible means of production or capital goods). Yet it is important to con-
sider that, just as the Malthusian Theory2 of rent involved the variability of 

2 Following on from Dobb (1973), it can be stated that the work of T.R. Malthus, An 
Inquiry into Rent, had a profound influence on the formulation of the Ricardian Theory of 
Distribution. With the Malthusian Theory of Rent, which focuses on the notion of diminish-
ing returns related to the decreasing labour productivity brought on by intense agricultural 
production, Ricardo managed to define rent as a surplus.
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labour input per unit of land (with a view to addressing the decreasing 
productivity of land), extending it to capital goods requires variability of 
the proportion of capital per worker.

However, the alternative methods of production differ more by the 
kinds of capital goods used than by the proportion to labour in which each 
of them is employed; in other words, the presence of physically heteroge-
neous capital makes an extension of the theory difficult. The neoclassical 
theory found that the individual behaviour of savers (who maintain theirs 
savings in terms of money) provided not only the necessary malleability of 
capital but also the possibility of making the capital endowment compati-
ble with the variability of the physical specification of capital goods 
required by the condition of the uniformity of the profit rate, the latter 
being an intrinsic condition of the long period method (hereinafter, LPM) 
shared both by classical and neoclassical theorists in the first half of the 
twentieth century (Kurz & Salvadori, 2003).3 This reflects the implica-
tions entailed by the generalisation of the Malthusian theory of rent to the 
remuneration of other productive factors, such as capital goods, given that 
uniformity of returns for their productive services can be attained only 
when the physical composition of the capital goods endowment is fully 
adjusted to the production techniques adopted in normal positions. 
However, an endowment that is considered to be fixed can only adjust 
fluidly if it is conceived in the same terms used by Walras for savers, that is, 
by expressing capital goods in value terms.

In summary, we can already assert that expressing capital goods in 
terms of value seeks to satisfy the homogenisation required by the exten-
sion of the Malthusian theory of rent, but essentially it is aimed at obtain-
ing the malleability necessary to ensure a uniform rate of return for a fixed 
capital endowment in value terms (for the purposes of correspondence 
between theory and observation).

The question of how to define the factor capital within the theory had 
already begun to monopolise the attention of the main neoclassical theo-
rists in the nineteenth century. Böhm-Bawerk (1891) tried to measure 
capital as an “average production period”, a unit of measurement that was 
intended to be independent of prices and return rates. However, this 
required certain assumptions that were particularly problematic for the 
marginalist theory. According to Garegnani (1990), ascertaining this time 

3 In this respect, the contribution of León Walras, of which we will speak below, was fun-
damental (Dvoskin & Lazzarini, 2013).
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element required interest to be calculated through simple rather than 
compound capitalisation, which is incompatible with the principle of profit 
maximisation on which free competition is based. On the other hand, and 
even more problematically, the existence of more than one original factor 
means that the reduction to dated quantities of labour derives an average 
production period which depends on rate of wages and rent, rather than 
solely on the technical information associated with the different quantities 
of labour employed over different periods of time. This therefore raises a 
problem of circular logic, whereby an unknown variable needs to be ascer-
tained to construct the data from which that very variable must be 
determined.

On the other hand, Wicksell (1934 [1901]), unsatisfied with the solu-
tion provided by Böhm-Bawerk (1891)—as it does not consider com-
pound interest and accepts only one factor other than labour—conceived 
capital as a single magnitude in value terms, asserting that the only com-
mon feature of physically different capital goods is that they can be 
expressed in monetary terms.4 Wicksell thus suggested treating physically 
heterogeneous capital goods as a factor expressed in value terms and as 
homogeneous as land or labour (of the same quality), bypassing (or at 
least appearing to, as we shall see below) the difficulties of Böhm-Bawerk’s 
approach described above.

The Neoclassical Theory was consolidated in Clark’s work (1899), who 
uses competition between factors and companies to ensure the full employ-
ment of productive factors as a result of the possibility of substituting 
those factors. Therefore, the return rate of each “factor”, as well as being 
equivalent to the production added by the last unit of factor introduced in 
the production process (the marginal product), is a mere reflection of its 
relative scarcity (a result known as the “Neoclassical Parable”).

The neoclassical theory of distribution was founded on the idea of sub-
stitution between factors in order to minimise the cost of production, 
deriving negative and monotonic relationships between remunerations 
and the incentives for increasing the factor proportions. Consequently, by 
using the known data (factor endowments, preferences and technology), 

4 “Capital includes the raw materials (…) and other commodities which must be saved-up. 
This, of course, is the commonly accepted sense of the term. [A]ll [different capital goods] have 
only one quality in common, namely, that they represent certain quantities of exchangeable value 
so that they may be regarded as a single sum of value, a certain amount of the medium of 
exchange, money” (Wicksell, 1934 [1901], pp. 144–145).
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the theory can determine the unknown variables (wages, rent, interest 
rate, prices) through demand and supply functions. This constituted the 
foundation of the “capital demand curve” which lays the ground for treat-
ing the different factors of production symmetrically.5

It is nevertheless clear that treating reproducible means of production 
as “capital”, that is, as a homogeneous magnitude in value terms, poses a 
logical problem given that, in contrast to the available amount (or endow-
ment) of existing land or labour, we cannot use data that depends on the 
variables (the prices of capital goods) that have yet to be ascertained from 
that very data. This issue will constitute a central theme of the CCCs.

10.3  the fIrst phase of the cccs (1953–1970): 
the re-swItchIng as an AnomAly 

for the margInalIst approach

The post-war years did not bring any paradigmatic stability to the field of 
Political Economy. The marginalist theory, which had managed to defend 
itself from the critique in Keynes (1936) after the Neoclassical Synthesis, 
was still far from the unanimous consensus about its capacity to explain 
phenomena (anomalies in terms of Kuhn), such as the unequal exchange 
between economic systems, persistent underdevelopment or deflation. In 
this section, we shall describe the scientific community’s growing aware-
ness of the existence of an anomaly, namely, the re-switching. This can be 
described as the possibility of yielding a result regarding the choice of 
techniques that contradicts the neoclassical factor substitution mecha-
nism, thereby potentially generating a paradigmatic crisis.

According to Dobb (1973), Piero Sraffa’s 1951 edition of Work and 
Correspondence of David Ricardo offered an interpretation of Ricardo’s 
work, which was different from that of the neoclassical school in the early 
twentieth century at the hands of Alfred Marshall. In line with Kuhn’s 

5 The substitution mechanism that underlies the construction of decreasing demand func-
tion relationships between the rate of profit (or interest) and the capital-labour ratio does not 
operate only in the case of changes of technique but also where a single technique is applied 
to the production of heterogeneous consumer goods. In this case, which is known as an 
indirect substitution mechanism, goods are distinguished according to the relative propor-
tion of productive factors in the method of production of the consumer good. Distributive 
changes therefore tend to be associated with changes in the relative costs and, consequently, 
with the quantities demanded by consumers, which changes the demand for factors of pro-
duction (Petri, 2021).
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image of science, Sraffa (1951) disputed the assimilation of the classical 
tradition by the neoclassical theory, offering a new version both of the 
theory of profit (i.e. as a residual determined by institutional factors) and 
of the Ricardian search for an invariable measure of value. In terms of 
Kuhn, the proliferation of different versions of one theory is a very com-
mon symptom of a crisis in the dominant paradigm (Kuhn, 1995 [1962], 
p. 156). The resurgence of a new vision of Ricardo’s theory may have laid 
the ground for the consideration of phenomena that had been forgotten 
by the neoclassical paradigm. Kuhn’s epistemological approach can help 
us understand the subsequent criticism of some neoclassical theoretical 
elements by Joan Robinson, Nicholas Kaldor and Richard Hahn, such as 
the Aggregate Production Function (APF).

Robinson (1953–1954) reprised the contributions of Wicksell (1934 
[1901]) to criticise the notion of “capital” as a factor of production, as 
well as the continuous nature that technology acquires in an APF. The 
Cambridge economist thus moved towards identifying a circular logic in 
the neoclassical analysis, by pointing out that the expression of “capital” is 
dependent upon prices that are themselves dependent upon the rate of 
profit or interest (an unknown variable to be determined by the theory). 
This takes us to the process of reaching awareness of the anomaly, or emer-
gence of scientific discoveries, which are addressed in Chapter VI of Kuhn 
(1995 [1962]). However, following on from Garegnani (1970a) and 
Lazzarini (2011), the scope of Robinson’s critique is limited to her objec-
tions to the notion of “equilibrium” which is encompassed (as we shall see 
below) in the LPM.

In short, the arguments in defence of the neoclassical side (Solow, 
1955–1956; Champernowne, 1953–1954; and Samuelson, 1962, 
amongst others) exposed the partiality of this first criticism when they 
pointed out that the problems of aggregation are not limited to “capital” 
but rather common to all factors of production. This seems to reveal a lack 
of understanding of the logical differences between capital aggregation 
and aggregations of other factors of production (labour and land): while 
the latter take place in physical terms, the aggregation of heterogeneous 
capital goods occurs in terms of value.

The work of Piero Sraffa, Production of Commodities by Means of 
Commodities, published in 1960, constituted a dividing line in the critical 
discussion, even though the demonstration of the anomalies that threat-
ened the generality of the derivation of monotonic decreasing capital 
demand curves was secondary to the true purpose of the work, which 

10 ON THE CAPITAL CONTROVERSIES AS A CHOICE OF PARADIGMS 



214

consisted in a critique of the neoclassical theory by reviving the classical 
surplus approach. While for Kuhn, the discovery commences with the aware-
ness of anomaly, that is, with the recognition that nature has somehow vio-
lated the paradigm-induced expectations that govern normal science (1996 
[1962], p. 52), Sraffa (1960) could be presented as a contribution associ-
ated with the discovery of the re-switching. In this respect, the subheading 
by Sraffa (1960), Prelude to a Critique of Economic Theory, is a good reflec-
tion of the true aim of the piece: to lay the foundation for a new paradigm, 
closer to the classical approach that had been dethroned by the extension 
of the Malthusian theory of rent to the determination of the interest rate 
and wages.

In his work, Sraffa shows that changes in a distributive variable (for 
instance, a drop in real wages in the face of a sudden increase in the labour 
endowment) can entail the adoption of a new production technique in 
which the value of the capital goods per worker can be greater than, smaller 
than or equal to that observed in the previous technique. These phenom-
ena occur because production techniques differ in their ratios of each capi-
tal good to labour, and therefore choosing the optimal technique (that 
which minimises production costs) depends on the prices of those (capital) 
goods, which themselves vary according to the changes in the distributive 
variables (Petri, 2021. This result, which was also fully presented in 
Pasinetti (1969) and Garegnani (1970a), implies that there is not a univo-
cal relationship between changes in distribution and changes in the “factor 
intensity” of the different production techniques. Furthermore, there 
could be an inverse or direct relationship between the demand for capital 
in value terms and the rate of profit (or interest rate), which means we 
could end up with multiple equilibria or extreme values of distributive 
variables such as wages or interest rates equal to zero (Petri, 2021, Vol. I, 
p. 134).

The exceptionality of the monotonic relationship between the interest 
rate and the value of capital goods per worker can be demonstrated 
through what was called reduction to dated quantities of labour. This 
means specifying the prices as the sum of a vertical series of production 
stages spread backwards over time, where each stage of production is 
made up of the sum of the labour input and of the commodities that make 
up the means of production. In turn, these commodities are the product 
of a previous stage, each with its labour input having its attached date in 
the vertical series. (Dobb, 1973, p. 253). Thus,
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The result is that the relative price of two products may move, with the fall of 
wages, in the opposite direction to what we might have expected on the basis of 
their respective ‘proportions’; besides, the prices of their respective means of pro-
duction may move in such a way as to reverse the order of the two products, as to 
higher and lower proportions (…). (Sraffa, 1960, p. 15)

Breaking the monotony of the relationship between the interest rate 
and the value of capital goods per worker means recognising the depen-
dence of the choice of “capital-intensive” techniques on the distributive 
variables. This implies that the demand for “capital” (in value terms) can 
experience both downward and upward slopes with respect to interest 
rate, tearing down the stability and uniqueness of the equilibria upon 
which the neoclassical theory of distribution rested (Lazzarini, 2011, 
p. 132). In short, distribution cannot be explained through factor supply 
and demand curves because the different production techniques that form 
those curves depend on distribution.

Sraffa’s critique not only adopted the arguments presented by Robinson 
(1953–1954) but also redirected the debate towards the founding prin-
ciples of the neoclassical theory: the possibility of deriving “demand” 
curves of factors of production. In fact, Lazzarini (2013) does not con-
sider the APF to be an essential element of the neoclassical paradigm; 
instead, it was conceived for the purpose of empirically testing the theory 
of growth. The re-switching thereby becomes a type of anomaly that “(…)
clearly calls into question explicit and fundamental generalizations of the 
paradigm” (Kuhn, 1995 [1962], p. 82).

The seismic shift brought on by Sraffa’s work forced the scientific com-
munity which had subscribed to the neoclassical theory to reconsider 
some of its reactions to the debate up to that point, which had been based 
on the defence of the methods of aggregation of production factors. 
Contributions such as that of Levhari (1965) radically changed the direc-
tion of the neoclassical rhetoric by asserting that the re-switching occurs at 
the level of individual industries, without affecting the derivation of capital 
demand curves for the economy as a whole. Thus, Levhari seems to be 
unaware that such a phenomenon originates in the logical inconsistencies 
of the factor substitution principle.

It is possible that this unawareness resulted from the difficulties inher-
ent in the arguments emanating from both sides of the debate. Taking 
into account that “debates over theories-choice cannot be cast in a form that 
fully resemble logical or mathematical proof” (Kuhn, 1995 [1962], p. 199), 
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communication between the two sides was not entirely impossible and, in 
the case of the CCCs, the Symposium of December 1966, organised by 
the Quarterly Journal of Economics, enabled the establishment of basic 
premises on which to base the discussion. In this respect, the Symposium 
can be understood in Kuhnean terms as a facilitator and opportunity for 
comparison between different paradigmatic theories. In the words of 
Pasinetti: “The ‘Symposium’ contributors were well aware of the theoretical 
implications of these findings (this refers to re-switching), which are devas-
tating for the neoclassical theory of income distribution, since they deprive of 
any general applicability that the relationship (…) between the price of the 
‘factor’ capital and the corresponding quantity (…)” (Pasinetti, 
2000, p 406).

The consequences of the Symposium were devastating for the neoclas-
sical theory. For example, Paul Samuelson came to recognise the universal 
invalidity of the parables of Jevons, Böhm-Bawerk, Wicksell and other neo-
classical authors. Further proof of the crisis faced by the neoclassical para-
digm lay in the declarations of Charles Ferguson, for whom being able to 
make any statement at all about the relationship between production and 
competitive markets of factors and final goods constituted a matter of faith 
(Ferguson, 1969). This is in line with the image of science put forward by 
Kuhn. In the Epilogue of 1969, reacting against the criticism aimed at 
Kuhn (1995 [1962]), the author delved deeper into the concept of para-
digm by associating it with the disciplinary matrix, recognising the values 
shared by the scientific community as components that are specific to it. 
The importance of these shared values “emerges when the members of a 
particular community must identify crisis or, later, choose between, incom-
patible ways of practicing their discipline” (Kuhn, 1995 [1962], 
pp. 184–185). Nevertheless, Kuhn recognised that values (simplicity, con-
sistency and plausibility) of the chosen theory vary in their applicability, 
which may be determined by the behaviour of a particular group.

During this first phase of the CCCs, neoclassical economists varied con-
siderably in their appraisal of the results achieved in the Symposium of 
1966. Paul Samuelson is the most emblematic example of this, given that, 
before that date, he had tried to confine the re-switching as a very specific 
deviation from the Clark Parable (the surrogate production function), 
while subsequently accepting that the existence of the phenomenon 
threatened the generality of the neoclassical paradigm. After 1966, how-
ever, Samuelson would refer to the CCCs as a mere “headache” or as a 
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“pathology” that does nothing more than reflect the “healthy physiology” 
of the neoclassical apparatus (Samuelson, 1966).

This setback on the neoclassical side was a circumstance considered in 
the image of science put forward by Kuhn. Although Kuhn recognised 
that “(…) Faced with an admittedly fundamental anomaly in theory, the 
scientist’s first effort will often be to isolate it more precisely and to give it 
structure” (Kuhn, 1995 [1962], p.  179), the reluctance to discard all 
crisis- ridden paradigmatic commitments was a fundamental issue. Cohen 
and Harcourt (2003) asserted that there were two main neoclassical 
responses for that situation. The first consisted in questioning the empiri-
cal probability of the results of the re-switching; this was the case, for 
instance, of Ferguson (1969) and Blaug (1975).6 The second consisted in 
redirecting the debate towards intertemporal general equilibrium models 
with disaggregated capital endowment, which were considered immune to 
“Hahn’s logical objections”. This leads us to the second phase of the CCCs.

10.4  the second phase of the cccs (1971–1976): 
abandonIng lexIcal homology

In this section, we shall present the communication difficulties of the 
CCCs that arose in the 1970s as a result of different taxonomic structures 
(Kuhn, 1983) associated with the central issues of each theory’s rhetoric. 
We shall conclude that the answers of the neoclassical side in the 1970s 
brought problems of incommensurability to the debate, which ended up 
miring the communication that had characterised the first phase of the 
controversies in 1953–1970.7

6 It is important to stress that this strategy has recently gained new impetus from some 
contributions, such as D’Ippolito (1987) and Potestio (2010). The replies to this argument 
are presented in Ciccone (1996), Petri (2011) and Dvoskin & Petri (2017).

7 The Symposium Commensurability, Comparability, Communicability of 1982, organised 
by the Philosophy of Science Association, introduced the notion of incommensurability to 
the debate. In Kuhn (1983), the author analyses in greater detail what he considers to be one 
of the main omissions of Kuhn (1195 [1962]): the few references to language change as a 
mutation associated with the emergence of anomalies that alter some part of the language 
(Kuhn, 1983, pp. 682–683). With this, he could not avoid a certain amount of overlap with 
the notion of scientific revolution, and he tried to temper his assertions about incommensu-
rability between successive paradigms, as well as differentiate the tasks of interpreting and 
translating theories.
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The element that characterised the first period of the CCC was the 
neoclassical consideration of capital as a homogeneous magnitude (simi-
larly to land or labour), but expressed in value terms, where that factor was 
susceptible to adopting endogenously the specific form of physically het-
erogeneous capital goods required by the cost-minimising technique and 
was able to guarantee a rate of interest (or profit) that was uniform in the 
prices of those goods and that would clear the savings-investment market. 
In the second phase of the discussion (1971–1976), however, the neoclas-
sical approach was defended by specifying capital as a vector of endow-
ments of the collection of physically heterogeneous capital goods rather 
than as a magnitude expressed in value terms.

The origin of this second way of treating the factor capital (and its 
endowment) can be found in the work of León Walras, who also high-
lighted that, in the savings-investment market, investors demand capital 
goods in terms of a single commodity, expressed in value, which he called 
perpetual net income (Walras, 1954 [1926], p. 274). However, specifying 
a vector of given quantities of capital goods clearly does not sit well with 
the reproducible nature of these goods. This treatment would avoid the 
circular logic of assuming a given quantity expressed in value. In this sense, 
we can say that there is a duality in Walras’s treatment of capital: while, on 
the one hand, it considers capital as a single commodity demanded by 
investors, on the other, it recognises the need to take as datum a vector of 
given quantities of capital goods rather than homogeneous and aggre-
gated capital goods expressed in value terms (Garegnani, 1990).

In the second phase of the CCCs, the neoclassical side returned whole-
heartedly to treating capital endowment as a vector of capital goods just as 
Walras had done towards the end of the nineteenth century, dissatisfied 
with the treatment of capital endowment in value terms. However, as we 
shall explain below, this has important implications in the determination 
of the rate of interest (or profit) associated with the supply price of those 
goods, with profound methodological and epistemological 
consequences.

In the 1970s, the neoclassical side thus questioned the results of the 
critical side (re-switching and its consequences) in terms that were radi-
cally different from those formulated from the mid-1950s, giving greater 
prominence to so-called neo-Walrasian economists. In particular, the criti-
cism by Bliss (1970) of the results produced by Garegnani (1970a) was 
based on the non-inclusion of expectations and future expected prices in 
the system of equations from which phenomena such as re-switching can 
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be derived.8 However, the notion that Garegnani and other critical authors 
had been challenging was one of capital conceived in terms of a magnitude 
homogenised by the aggregation in value terms of capital goods. This 
notion was compatible with the derivation of persistent equilibrium prices, 
that is, long-period prices capable of yielding a uniform rate of return, 
with no incentives for variation over time and, therefore, with no reason 
to include price expectations different from equilibrium prices. In this 
respect, Bliss’s reply to Garegnani reflects a rift in the notion of equilib-
rium, where Bliss uses the short-period equilibrium of neo-Walrasian anal-
ysis as equivalent to the gravitational centres of LPM on which Garegnani 
and the neoclassical theory had (up to that point) framed their 
discussions.

In summary, the neo-Walrasian intervention reveals that Bliss’s critique 
of Garegnani (1970a) limited itself to terms that were different from those 
that had been accepted by all those who had participated in the first phase 
of the debate. The untranslatability of terms such as normal prices of LPM 
(characteristic of the classical tradition but also of the marginalists who 
had endorsed and defended the Neoclassical Parables until 1970) and tem-
porary or intertemporal equilibrium (specific to the neo-Walrasian tradi-
tion) constituted an insurmountable obstacle to communication and was 
the main element that determined the result of the CCCs. Bliss’s transla-
tion of Garegnani, and of the terms in which the debate had been pre-
sented up to that point, generated the confusion that would engulf the 
CCCs in the 1970s. To deal with this, Garegnani (1976, 1990, 2012) had 
to resort back to John R. Hicks’s interpretation of Walras’s work in Value 
and Capital of 1939.

As exposed above, Walras was a central character in the process of 
extension of the Malthusian theory of rent to the determination of the rate 
of interest and wages, as he put forward the notion of capital as a single 
commodity in what he called “perpetual net income”. However, he did 
not take into consideration the incompatibility between that treatment 
and the inclusion of a vector of given quantities of physically heteroge-
neous capital goods in his systems of equations of general equilibrium. On 
this basis, the system of equations is logically consistent only if the 

8 Bliss argues that one of the most striking conclusions in Garegnani (the possible non-
existence of equilibrium in the savings-investment market due to reverse capital deepening) 
is contradictory to the results produced by Debreu, who included the same conditions used 
by Garegnani but showed the existence of equilibrium (Lazzarini, 2013, p. 138).
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condition of uniformity of the profit rate is eliminated (in other words by 
determining different rates of return on the capital goods supply prices) 
and, with it, the condition of stability of the resulting equilibrium.9

In short, the possible existence of equilibrium in the savings-investment 
market, which Walras had managed to free from the inconsistency into 
which had fallen Böhm-Bawerk, Wicksell and Clark, entailed the transfor-
mation of the notion of long-period equilibrium which the classical and 
neoclassical theorists had linked to the idea of a gravitational centre. This 
change was introduced for the first time by Hicks in 1939, in his work 
Value and Capital, and was later adopted by other economists inspired by 
Walras. We can say that Hicks (1939) is an interpretative work, where 
Hicks himself puts forward innovative concepts such as short-period or 
temporary equilibrium when re-reading and re-visiting the work of Walras, 
having found it impossible to find any reference to these in the neoclassical 
“mother” language, which was based on treating capital as a homoge-
neous magnitude expressed in value terms with prices and quantities of 
capital goods that adapt to yield a uniform rate of return.

Garegnani (2012) characterises Value and Capital as being central to 
the discussions that Hicks had with D. H. Robertson during the 1930s on 
the principle of factor substitution. At that time, “[b]oth authors stressed the 
necessity that ‘capital’ endowment be allowed to change form in order to give 
rise to marginal products and, more generally, to sufficient substitutability 
between factors” (Garegnani, 2012, p. 1424). So the temporal element in 
the notion of temporary equilibrium enabled Hicks to comply with the 
“malleability” of physical capital goods endowment required by the mar-
ginal analysis.

Whereas Walras did specify the condition of uniformity of the rate of 
return in his system of equations, this condition was completely absent 

9 In fact, Walras (1954 [1926]) attempts to make the theory of distribution based on factor 
supply and demand compatible with the derivation of normal positions by introducing an 
auction mechanism in the market of capital goods that would enable the uniformity of profit 
rates on the supply prices of those goods. However, Garegnani (1976, 1990)  and Petri 
(2021), among other contributions, show that this attempt was unsuccessful because it 
required potential adjustments in the set of capital goods available, while these are determi-
nants of prices, quantities and distributive variables obtained previously. In other words, the 
Walrasian treatment of capital introduces impersistence among the determinants of the neo-
classical theory (see Petri, 2021, Vol. I, p. 628), which is at the very root of Hicks’s (1939) 
short-period equilibrium and the need for intertemporal equilibrium’s unrealistic assump-
tions (such as Arrow & Debreu, 1951).
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from the system of general equilibrium in Hicks (1939). This reflects the 
interpretative character of Hicks (1939) and its divergence from the 
notion of stationary-state equilibrium prices which had framed the works 
of neoclassical economists such as Walras, Wicksell and Clark, as well as 
Samuelson himself.

It is worth mentioning that in the 1930s, the neoclassical community 
did not accept the proposals of Hicks. For a start, it was quickly under-
stood that abandoning the LPM would affect the explanatory power of 
the very nature of temporary equilibrium, where the forces governing 
these positions had to be persistent enough to prevent accidental forces 
from altering the resulting equilibrium. Secondly, the implications of 
including unobservable variables (expected prices) in the set of indepen-
dent variables made the theory run the risk of rendering the equilibrium 
undefined. This argument was recognised by Hicks himself.

When looking at these discussions, it is impossible not to draw parallels 
with the image of science and choice of paradigms proposed by Kuhn 
(1995 [1962]):

And all crises close in one of three ways. Sometimes normal science ultimately 
proves able to handle the crisis-provoking problem despite the despair of those 
who have seen it as the end of an existing paradigm. On other occasions, the 
problem resists even apparently radical new approaches. Then scientists may 
conclude that no solution will be forthcoming in the present state of their field. 
The problem is labelled and set aside for a future generation with more devel-
oped tools. Or (…) a crisis may end with the emergence of a new candidate for 
paradigm and with the ensuing battle over its acceptance. (Kuhn, T. 1995 
[1962], pp. 175–176)

The debates of the 1930s reflected the crisis surrounding the funda-
mental notions of the theory of distribution based on factor supply and 
demand. The crisis-provoking problems resisted attempts at assimilation 
by radical approaches such as those laid out in Hicks (1939). But that did 
not mean that those approaches would not resurface at a later and more 
advanced stage of the discussion:

It was (…) the emergence two decades later of the striking phenomena of 
reswitching of techniques and reverse capital deepening (…) that rendered 
finally untenable the notion of capital as a single factor at the level of pure 
theory and opened the way to the treatment of capital on Walrasian lines with 
the associated necessary reformulations of the concepts of equilibrium. 
(Garegnani, 2012, p. 1425)
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This explains the almost three-decade delay in the recognition of the argu-
ments presented in Value and Capital, as the phenomenon of re-switching 
first had to emerge before authors were ready to re-formulate the general 
equilibrium models of the neoclassical paradigm in neo-Walrasian terms.

In conclusion, the neo-Walrasian school of thought, which originated 
in Hicks (1939), reprised Walras’s approach in Elements of Pure Economics 
of taking as datum the endowment as a vector of physical capital goods, 
and readily accepted the resulting non-uniformity of profit rates.10 The 
variables that are determined in these models are therefore not conceived 
in terms of long-period positions, but rather constitute temporary equilib-
ria that shift towards an intertemporal equilibrium provided that condi-
tions of equality are incorporated between effective prices and expected 
prices from an initial moment, by offering an instantaneous mechanism of 
tâtonnement rather than a time-consuming mechanism that tends towards 
full employment. Garegnani (2012) identified this as the great paradox of 
the Hicksian approach that explicitly incorporates the assumption that the 
economy is always in equilibrium.

The circular logic present in the discussion between neo-Walrasians and 
the critical side was not resolved with Garegnani’s response to Bliss (1970). 
Garegnani (1970b) believed that Bliss had resorted to a short-period 
approach in order to circumvent the uncomfortable inconsistencies result-
ing from his use of “capital”, exposed through his long-period analysis. 
Garegnani (1970b) did not yet put forward the methodological and epis-
temological commitments required by the change in the notion of equi-
librium forming the basis of neo-Walrasian analysis. The untranslatability 
of the central premises of each theory may help explain the silence of the 
neoclassical side, where consensus was reached regarding the assimilation 
of re-switching to the theory of distribution based on short-period equi-
librium models.

We can therefore assert that there was an absence of what Kuhn (1983) 
referred to as homology of lexical structure between Garegnani (1970a) and 
Bliss (1970): the normal positions derived by Garegnani (and intrinsic to 
LPM) could not be translated into Bliss’s temporary or intertemporal equi-
libria. These incompatibilities led to a divergence in the way each theory 

10 As is explained in the works of Garegnani (2012) and Lazzarini (2013), the neoclassical 
theory evaded a well-known and accepted problem during the first phase of the controversy: 
a uniform rate of return in the supply prices of capital goods cannot generally be determined 
in a framework of general equilibrium with Walrasian capital.
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described the world, since “(…) language is private, and communication 
ceases until one party acquires the language of the other” (Kuhn, 1983, p. 69).

The positioning of Walras’s work at the centre of the disputes, displac-
ing the traditional theorists of capital (von Böhm-Bawerk, Wicksell and 
Clark), is apparent not only in Bliss’s counter-arguments, but also in the 
interventions of von Weizsäcker and of Stiglitz. Hahn (1982), on the 
other hand, is seen as the most representative and memorable synthesis of 
the answers obtained by the critical side, given that from the start of his 
article, he makes it clear that he intends to assimilate Sraffa (1960) into the 
intertemporal general equilibrium model.

In The neo-Ricardians, Hahn did not hesitate to recognise the logical 
inconsistencies of the Clark-Ramsey parable, while setting out his argu-
ments from the modern perspective of Walras’s work. The neo-Walrasian 
models consisted in presenting the pure exchange framework in intertem-
poral terms: “(…) no causal relation could ever be asserted, since all the 
solutions emerge from a system of simultaneous equations” (Pasinetti, 2000, 
p. 411). In this way, according to Hahn, Sraffa (1960) was merely a special 
case of that analysis, where the proportions of heterogeneous capital goods 
given in the initial situation are exactly those that ensure a uniform profit 
rate. The work of Sraffa turned out to be singular that any criticism to the 
principle of factor substitution based on his contributions would be mean-
ingless and, consequently, would not merit a reply:

There is no doubt that neoclassical economics as in macroeconomics simple mod-
els are used in order to obtain definite answers and that simple models will not 
survive logical scrutiny (…) But unless one wishes to claim that aggregation is 
essential if a theory is to be called neoclassical, so that Arrow-Debreu for 
instance are not neoclassical, none of this has any bearing in the main issue of 
this lecture. Sraffians performed a service in showing how neoclassical argu-
ments can be used to show neoclassical aggregation parables to be in logical 
difficulties. But that cannot help with a critique of marginal theory. (Hahn, 
1982, p. 373)

The broad consensus around the strength of the neoclassical paradigm 
in its neo-Walrasian version outweighed the limits imposed by the redefi-
nition led by Bliss (1970). This highlights the success achieved by Hahn 
(1982) through his highly persuasive discourse. His call to ignore the neo- 
Ricardians resulted, firstly, in the omission of re-switching from textbooks 
and, subsequently, in the rehabilitation of the notions in which the 
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Symposium had identified problems (for example, aggregate production 
function).11

We can thereby conclude that, by refuting its arguments, the critical 
side forced the neoclassical paradigm to accept increasingly extreme solu-
tions, such as the proposal of Hicks (1939). At that stage of the contro-
versy, the neoclassical paradigm, seeking to assimilate the anomaly, 
abandoned the methodological commitment of deriving causal models 
through the analysis of normal positions, to such an extent that the critical 
side no longer recognised its opponent and the language of the discussion 
became private. The communication difficulties during the second phase 
of the CCCs revolved around the different taxonomic structures associ-
ated with the terminology that was central to the rhetoric of each theory.

In the words of Kuhn,

To the extent, as significant as it is incomplete, that two scientific schools dis-
agree about what is a problem and what a solution, they will inevitably talk 
through each other when debating the relative merits of their respective para-
digms. In the partially circular arguments that regularly result, each para-
digm will be shown to satisfy more or less the criteria that it dictates for itself 
and to fall short of a few of those dedicated to its opponent.

Subsequent works presenting the advances made by Garegnani (1976), 
such as Garegnani (1990, 2008, 2009, 2012), and by Petri (1978, 2003, 
2021), sought to analyse the work of Walras and appeared to resolve the 
circular logic which had bogged down the CCCs, by trying to shed light 
on the neo-Walrasian reformulation of the theory of distribution based on 
the factor substitution principle. So, faced with the confusion generated 
by the change of meaning in the notion of equilibrium, the relentless 
search for the origins of the taxonomic structures of the neo-Walrasian 
language, in which the factor substitution principle was being re-written, 

11 In Epilogue: 1969, Thomas S. Kuhn scrutinises the notion of paradigm in two ways. 
With respect to its general character, he asserts that it refers to the notion of a disciplinary 
matrix, whilst in its more specific character, the epistemologist addresses the central and most 
novel aspect of the elements previously developed: Shared Examples. In essence, these 
embody the puzzle-solving methods employed for a new problem faced by researchers in the 
course of their normal research. The Aggregate Production Function, whose theoretical basis 
became infused with inconsistencies, today nevertheless still constitutes one of the symbolic 
generalisations of the neoclassical paradigm that is most used in introductory textbooks on 
macro and micro-economics, in the teaching of “economic” problem-resolution.
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is what makes these works’ real translation endeavours capable of relaunch-
ing the discussion and the resulting Scientific Revolution.

It is therefore important to highlight the radical difference between the 
strategy of authors such as Pierangelo Garegnani and Fabio Petri and that 
of other critical theorists, such as Robinson  (1974). These authors, by 
exposing the role played by the quantity of “capital” in the neoclassical 
theory, delved into the origins of neo-Walrasian language, in what consti-
tuted a real historian’s work (Kuhn, 1983). Faced with the untranslatability 
of terms such as temporary equilibria and intertemporal equilibrium, 
Garegnani and Petri enabled communication to take place between oppos-
ing theories through the interpretation and learning of the language 
shaped through Hicks (1939). The importance of this lies in that “upon 
that expansion of attention depends an understanding, not only of transla-
tion and its limitations, but also of conceptual change” (Kuhn, 1983, 
p. 683). So while Harcourt and Robinson reacted to the circularity by 
exacerbating the differences in the scientific language, works such as 
Garegnani’s (2012) can be viewed as the Rosetta Stone that translated the 
meaning and intensity of the central terms of the neoclassical rhetoric 
(reformulated by neo-Walrasians), thereby helping to crack open the cir-
cularity that had prevented the paradigmatic substitution advocated by the 
critical side.

10.5  fInal comments

This chronological presentation of the arguments put forward in the con-
troversies surrounding the theory of capital allows us to characterise this 
debate as a real choice between incompatible paths within the scientific 
community. In this way, similarly to political revolutions, as it was stated 
by the image of science proposed by Thomas S. Kuhn, the choice of para-
digm brought about by the discovery of the re-switching was not deter-
mined by consensus-based and unanimous criteria of confirmation or 
rejection favouring logical correlation between successive theories.

In line with Kuhn (1995 [1962]), the resistance to paradigmatic change 
played an extremely relevant role in the confinement and broadening of 
the anomaly (the re-switching); and it is through this lens that we can 
understand the strategies that sought to diminish the relevance of it. By 
refuting its arguments (Pasinetti, 1969; Garegnani, 1970a), the critical 
side forced the neoclassical paradigm to accept increasingly radical solu-
tions, even when these had not found a good reception at the time of 
being proposed prior to the CCCs, such as the proposal in Hicks (1939).
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At that stage, the neoclassical paradigm, seeking to assimilate the criti-
cisms of the marginalist theory of capital, abandoned the methodological 
commitment of deriving causal models through the analysis of normal or 
long-period positions, to such an extent that the critical side no longer 
recognised its scientific opponent and the language of the discussion 
became private. So, faced with the confusion generated by the change of 
meaning in the notion of equilibrium, the relentless search for the origins 
of the taxonomic structures of the neo-Walrasian language, in which the 
factor substitution principle and the theory of capital were being re- 
written, is what makes the contributions of Garegnani (1976, 1990, 2008, 
2012) and Petri (1978, 2003, 2021) real works of translation capable of 
relaunching the discussion and the resulting Scientific Revolution.
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CHAPTER 11

Technology and the Labour Market: 
Technological Unemployment  

as a Historical Debate

Elena Gallego Abaroa

11.1  IntroductIon

Technological unemployment has been an externality since the early eigh-
teenth century. The modernisation of production methods has generated 
intensive stages of labour being replaced by capital as a factor of produc-
tion, and the schools of thought have debated adjustments to the labour 
market based on the assumptions that form the foundations of each doc-
trine. Classical capitalist orthodoxy, and its neoclassical heirs, have assumed 
the hypothesis of price and wage flexibility that tends to balance markets 
over time, within the framework of Say’s Law. From the Keynesian per-
spective, prices and wages are rigid downwards; in this case, if there is an 
economic recession, economies do not return to the path of growth 
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because unemployment becomes persistent and incentives for invest-
ment weaken.

In addition, the impact of technological innovation on production 
opened another debate on its treatment as a variable. For Solow, techno-
logical innovation was an exogenous variable that affected the production 
function, while for Schumpeter it was endogenous to the evolutionary 
process of industrial capitalism. In both cases, technological progress had 
repercussions on the capital–labour combination, generating 
unemployment.

This chapter reflects on the consequences of technological unemploy-
ment in twenty-first-century capitalism, in a framework of greater equilib-
rium in the distribution of income.

11.2  StartIng PoInt

11.2.1  David Ricardo and the Machinery Question

The classical economists who lived through the Industrial Revolution ana-
lysed the changes in the production system and the extension of the mar-
kets, using their publications to create the theoretical content of Political 
Economy. The first reference to technological unemployment appeared in 
chapter XXXI of the third edition of David Ricardo’s On the Principles of 
Political Economy and Taxation, in 1821.

As is well known, groups of artisan workers, among them the Luddites 
of the nineteenth century in Great Britain, were against the introduction 
of machinery because of the unemployment it would generate. Their 
grievances were initially focused on the activities of textile producers, and 
in the heat of the debate Ricardo wrote: “I am convinced, that the substi-
tution of machinery for human labour, is often very injurious to the inter-
ests of the class of labour” (Ricardo, 2003 [1821], p. 314). In his opinion, 
and in the short term, the decrease in the demand for labour impoverished 
workers. In Ricardian terminology, the argument was based on the 
inequality between net income (annual profit of capitalists and landown-
ers) and gross income, which also included circulating capital (to pay the 
workers). Logically, when machinery replaced labour, the wage fund was 
reduced and workers would be paid less or, alternatively, there would be 
fewer employed workers who would have been replaced by the machinery, 
“the demand for labour would diminish, and the commodities necessary 
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to the support of labour would not be produced in the same abundance” 
(Ricardo, 2003 [1821], p. 317).

Underlying the explanatory Marxist theory of the reserve army of labour 
was the same Ricardian argument: unemployment was generated during 
the mechanisation of the production process, as can be seen in Das 
Kapital, volume I, chapter XV, sections 3, 4, 5 and 6 (Schumpeter, 1968, 
p. 64). Marx distinguished three forms of unemployment: floating, latent 
and stagnant. The floating form was technological unemployment moving 
from one industrial job to another, the latent form was agricultural unem-
ployment, which migrated to the cities, and the stagnant form was the 
misery of the population, a necessary condition for the development of 
capitalist wealth (Braverman, 1983, pp. 328 and 329).

In the second part of chapter XXXI of Ricardo´s Principles, the two 
offsetting arguments for technological unemployment were introduced. 
First, the saving in wages reduced the circulating capital and would be 
transformed into accumulated capital for new investments, which would 
provide new jobs with the consequent expansion of the demand for labour. 
Secondly, foreign competition forced the generation of investment in 
machinery to lower costs by reducing the labour factor in production pro-
cesses (Ricardo, 2003 [1821], pp. 320–321). In conclusion, technological 
unemployment was generated in the short term, but in the medium and 
long terms, it was offset by new jobs in other productive activities and the 
expansion of foreign trade.

11.2.2  What Economic Theory Says About 
Technological Unemployment

Institutional development paved the way for two drivers of prosperity, 
namely, technology and education. In the sixteenth century, William Lee, 
a local priest from Calverton (England), had his stocking knitting machines 
ready and travelled to London to apply to Queen Elizabeth I for a patent 
to expand textile production, but he was met with a resounding royal 
refusal. The Queen considered it ruinous to deprive her subjects of 
employment and turn them into beggars. The fear of the creative destruc-
tion of technological progress had begun. The Queen was concerned that 
the population displaced from their jobs might threaten her political 
power and turn against her. It is a historical pattern for innovation to gen-
erate resistance, not only from displaced workers but also from economic 
elites and governments (Acemoglu & Robinson, 2014, pp. 219–221).
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For Robert Solow, in Technical Change and Aggregate Production 
Function, technology was an exogenous variable. In his research, he esti-
mated an aggregate production function for the United States, during the 
period 1909–49, and innovation was the residual factor that explained 
87.5% of the increases in productivity over the period (Solow, 1957, 
p. 320). For Joseph Schumpeter, in the Theory of Economic Development 
from 1911, capitalism was treated as a dynamic evolving process, where 
technological innovation represented a third factor of production, an 
endogenous variable in the model, whose variations generated capital 
gains with an impact on dynamic cyclical growth processes. This mutation 
was carried out by innovative entrepreneurs who were altering perfect 
competition, directing it towards monopolistic markets (Schumpeter, 
1944, pp. 103 and 217).

In Schumpeter´s Theory of creative destruction included in Capitalism, 
Socialism and Democracy from 1942, monopolistic competition can be 
more efficient than perfect competition in driving the innovative process 
of the economic cycle, and producing greater job creation than job 
destruction, with a net positive effect (Boianovsky and Trautwein, 2010, 
p. 260).

Macroeconomics evolved during the twentieth century from multiple 
perspectives and over decades characterised by deep crises and world wars. 
Theoretical developments took shape within the different schools of 
thought, with a dominant orthodoxy that can be grouped, broadly speak-
ing, into the heirs of classical thought and the heirs of Keynesian thought. 
The former assumes the argument of flexibility of prices and wages and the 
latter assumes that they are rigid. As a result, the heirs of classical thought 
expect that, in the face of crises and recessions, the markets will adjust 
prices and wages and return to the path of economic growth following 
Say´s Law. The heirs of the main Keynesian streams contemplate historical 
periods with persistent unemployment, which paralyses a part of the pro-
ductive sector, because the private sector is not sufficient to restart the 
drive for aggregate economic growth, so this must be offset with fiscal, 
monetary and income public policies.

The fact that macroeconomics has developed through successive con-
tributions that are added intermittently to the general compendium of 
models makes it difficult to understand them, given that the starting 
assumptions in the behaviour of the variables are not homogenous and 
depend on who has made the contribution. For example, the classical heirs 
think in terms of real wages and the Keynesian ones in terms of monetary 
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wages, and economic growth behaves differently if constant, adaptive or 
rational expectations are assumed. In addition, it all depends on whether 
Say’s Law works or not, or if the Quantity Theory of Money always 
explains inflation, or what part of the Animal Spirits each economic doc-
trine accepts.

In traditional macroeconomics text books, the labour market is linked 
to the market for goods and services, and everything is so aggregate that 
it is difficult to understand the individual behaviour of work, or grouped 
by profession, because they are all intermingled. We also have statistical 
data, such as total population, active, employed, unemployed, full employ-
ment, equilibrium wage, frictional unemployment, structural unemploy-
ment, efficiency wage, implicit contracts, internal and external workers, 
legal regulations, unions and business organisations (McConnell et  al., 
2007, pp. 511–519). We can talk about trends in the variables in a general 
way, but it is impossible to make specific predictions and some questions 
are difficult to answer, for example, does the labour market explain the 
equilibrium salary of a country well? Is that salary representative? Why is 
the interprofessional minimum wage treated as if it were an efficiency 
wage? Should we assume that if wages go up, profits go down in all sec-
tors? What effects can technological unemployment have on economic 
sectors? What effects does technological unemployment have on the 
skilled population or on the unskilled?

From economic theory, technological unemployment continues to be 
explained in the way Ricardo established: a process of change that is reab-
sorbed over time, either in other production facilities or through reskilling 
of the workforce. It continues to generate mistrust, as is currently the case 
with robotics and its possible effects on jobs. And new questions arise: 
Can technological unemployment be explained without considering its 
effects on the other social dimensions, such as the possibility of reducing 
working hours if there are improvements in productivity? Is it possible to 
propose the payment of a basic wage income because of the robotisation 
of work?

Let´s think about the effects that an increase in the minimum interpro-
fessional wage has on the economy of a country. Orthodoxy says that the 
increase in wages increases the cost of production and will be passed on to 
prices, losing external competitiveness and reducing the demand for 
employment. However, if the effects derived from job stability and secu-
rity are also included, consumer demand may increase, meaning that 
aggregate demand can expand, which will drive more production. 
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Regarding this debate, David Card, a US Labour Economics scholar and 
Nobel Prize winner in 2021, in his work Do Minimal Wages Reduce 
Employment, A Case Study of California 1987–89? used his data to show 
that increases in the minimum wage did not reduce employment (Card, 
1992, p. 54).

To move towards modern capitalism, we can go back to two reflections 
by John Stuart Mill. The first refers to the support for union demands to 
recognise their bargaining power to increase subsistence wages, in this 
case by expanding the Wage Fund. The second, by admitting the coming 
together of interests between workers and capitalists, where capital gains 
have a sufficient margin to establish efficiency wages (Gallego, 2009, 
pp. 61, 62).

11.3  the technologIcal unemPloyment to come

The impact of new technologies, especially robotics as machines designed 
to automatically carry out tasks to replace traditional labour, is a current 
fact. The unemployment of professionals who will not be needed for pro-
ductive tasks as they will be replaced by artificial intelligence is looming, 
for example, in production lines with robotic arms, object recognition 
machinery, information processors, robots, air and sea navigation assis-
tants and driving motor vehicles, and the management of all kinds of ser-
vices, such as financial, tourist, security, etc.

There are four ways of thinking about the labour impact of the new 
technologies:

• Substitution automation (dominant approach, in which machines 
drive workers into unemployment, technological unemployment is 
guaranteed)

• Pragmatic approach (digitalisation and robotisation will generate 
and destroy jobs in a labour framework of different jobs, technologi-
cal unemployment uncertain)

• Integration automation (digital work through requalification of 
employees, technological unemployment uncertain)

• Multiple automation (digitalisation and robotisation is a priority for 
the new working conditions, profound transformation of the labour 
market with qualified jobs)
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Substitution automation is the most pessimistic option and assumes 
that the destruction of jobs will not be offset by job creation in new occu-
pations. The pragmatic approach is the most optimistic because it assumes 
that the loss of jobs could be offset by the new professions in demand, the 
supply of jobs normally expanding with digital advances. Integration auto-
mation is the second derivative of the pragmatic approach and opts to 
strengthen the digitalisation and robotics process. Here a debate opens up 
about the consequences for the demand for employment of different 
groups of workers: the highly qualified, the semi-qualified and the unqual-
ified. Multiple automation comes from research in computer science with 
real experiences in artificial intelligence, for example, from platforms like 
Google or Amazon, which manage markets for digital goods and services 
with the processed information from the customers themselves, but which 
still hide great dependence on low-skilled and poorly paid human labour 
(Lahera, 2020, pp. 3–10).

Robotisation has spent decades advancing in multiple areas, with exam-
ples such as Tesla, Nintendo, Microsoft and PrimeSense. Some companies 
and sectors are ready for the imminent development of the industry. 
Compared to the past, where historically textile production was one of the 
most automated in countries like the United States, labour has already 
been replaced by machinery and there is a low labour/capital ratio. It 
must be remembered that this process is not only due to the substitution 
of labour for capital, but also to the fact that textile manufacturing has 
been moving towards countries with very low wages, such as China, India 
and Mexico, and this opens another reflection derived from the previous 
one: What will robotisation mean for the countries that have developed 
their international competition on the basis of low wages? How will a 
robotisation process affect China?

Robotisation is normally focused on the manufacturing industry, but it 
has many other ramifications in areas such as services and agriculture. In 
the West, the services sector accounts for a large proportion of active 
workers, as in the case of Spain with the financial and tourism sectors. For 
example, in the United States, there are already fast-food establishments 
that have automated the production of hamburgers, which, if it became 
widespread, could mean a sharp drop in employment for low skilled work-
ers. And the same is happening in the retail sector, given the increase in 
internet sales which has already altered the physical presence of sellers to 
one involving other professions for the storage and distribution of prod-
ucts, with an army of poorly paid workers, on many occasions appearing 
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falsely to be self-employed to lower the labour costs of large companies. 
Similarly, self-service machines are replacing jobs in shopping centres, as is 
access to financial services through ATMs or Internet banking.

This widespread process of automation leads us to robotics in the cloud, 
where a centralised computing system provides and updates the intelli-
gence of mobile robots, through a process similar to updating mobile 
phones. Since 2010, Google has been running a system called Googles, 
for robots with cameras, which through photographs can recognise the 
objects they come across, generating a centralised database that is continu-
ously updated so that the devices can record the objects found.

In the case of agriculture, the use of machinery to harvest fruit and 
vegetables is already common. In Spain, machines have been used for years 
to harvest grapes and olives, and this can be extended to nurseries and 
greenhouses to replace the staff responsible for looking after the plants. In 
Japan, there is a robot that can pick strawberries based on changes in their 
colouration. In Australia, the University of Sydney’s Robotics Institute has 
developed devices that take samples of the land surrounding each plant to 
then inject the specific quantities of fertilisers and water they need at all 
times, with the consequent reduction in costs and chemical fertilisers, 
which will benefit aquifers (Ford, 2016, pp. 19–38).

11.4  Some ProPoSalS for dealIng wIth It

Making economic predictions is complicated, even more so for the case at 
hand, as it means interpreting the impact of new technologies on the 
demand for and supply of employment. Economic orthodoxy accepts the 
pragmatic approach with some unpredictable changes in what will happen, 
more so if one considers the extent of globalisation and the differences 
between developed and emerging countries. This is hard to predict. The 
question is whether the consequences of technological unemployment can 
influence the capitalist ethics of the twenty-first century and determine 
active policies, public and private, to offset it. For example, it is already 
possible to imagine, due to this being introduced by some companies, a 
reduction in working hours to four working days per week, with no pay 
reduction.

Facing a near future characterised by continuous technological changes, 
with direct repercussions on production and employment, we can reflect 
on the dynamics of some reforms and ask questions such as: How can we 
deal with the wave of automation? What will be the impact on developed 
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economies? How could it affect China and the emerging countries? The 
answers will differ depending on whether they come from a public or pri-
vate perspective, and depending on the country that introduces the new 
technologies.

Technological unemployment is reabsorbed over time, but the main 
question is: How long is that time? Growing technological unemployment 
implies social punishment that could be mitigated with macroeconomic 
labour strategies. Continuous training is required to reskill in the area of 
digital work, appropriate for the times ahead, and it may be necessary to 
establish policies to maintain some jobs. For example, in the year 2022, a 
pool of older clients inexperienced in digital banking management 
appeared in Spain, which required the extension of personalised ser-
vices hours.

From another perspective, in relation to consumer rights, it is interest-
ing to recall the reflections of Shoshana Zuboff in her book The Age of 
Surveillance Capitalism, in the final chapter of which she talks about the 
loss of reciprocity of information that economic agents have when they 
interact in markets. Zuboff reminds us that Smith spoke of an atomistic 
market and Hayek of a mercantile democracy, which assumed information 
was distributed equally among all economic agents. These assumptions 
have disappeared with the new technologies of Internet purchases, which 
allow large companies such as Google, Amazon, Apple and Meta to collect 
data and consumer purchase histories to manage the information. Then, 
the transparency of the market disappears, and the suppliers become oli-
gopolies with the consequences that have for controlling prices and 
increasing the profits of companies, to the detriment of consumers. 
Another derivative is the comparison between good and bad information 
on social networks, indistinguishable for new technologies and that con-
fuses people’s decisions. The objective of information transparency should 
be prioritised in modern societies (Zuboff, 2018, pp. 657–693).

The possibility of earning a universal basic income, as Piketty proposes 
in Le Capital au XXI Siècle, is justified by the inequality of capitalist eco-
nomic systems, and could be offset with political decisions on progressive 
tax reforms for global capital, with national compensatory incomes and 
investment in education, within the framework of a participatory and cir-
cular economy where private property and the profits of capitalism must 
be balanced with the rights of workers and consumers (Piketty, 2013, 
pp. 15–16, 835–839).
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Hayek’s economic pragmatism led him to develop arguments in favour 
of a universal basic income, to provide a safety net for the public and pre-
serve individual freedom of action, thus avoiding the interprofessional 
minimum wage and other social assistance, while reducing spending on 
the welfare state because a basic income is expected to entail lower admin-
istrative management costs (Hayek, 1977, pp. 54–55).

There are two main problems for a state planning a basic wage: incen-
tives to work and funding the wages. Economic orthodoxy considers that 
universal income coverage creates a disincentive to work and thus slows 
down the drive for productivity. In this case, it would be necessary to per-
form research for each population to compensate for this, for example, 
linking those earnings with an obligation to take part in continuous job 
training, especially focused on sectors with the greatest demand for work; 
and stimulate entrepreneurship, since having a guaranteed income can 
encourage people to complement it with small businesses. The funding of 
a basic income must reflect the budget of each country, linked to the tax 
structure on its income and the coverage of public spending it has. 
Transparency in the management and operation of each country is crucial 
to avoid having high margins from underground economies, and that 
depends on the ethical levels of each society. Avoiding political and social 
corruption and having a good legal system that quickly and fairly manages 
any disputes that arise is crucial in moving towards richer and more egali-
tarian societies (Ford, 2016, pp. 240–255).

Another outstanding issue in this debate of ideas is to say what the 
macroeconomic growth objectives of countries are or should be, these 
normally being associated with increased employment and national wealth. 
How do you measure the progress of a society? To deliberate on this ques-
tion, we can return to John Stuart Mill and his idea of the stationary state. 
In chapter VI of the fourth book of the Principles of Economics, titled Of 
the Stationary State, in which he discusses progress in society, the main 
question is what we mean by progress and why we assume there will be a 
confrontation between capital and labour. As Mill says, one cannot look at 
the stationary state of capital and wealth with the disgust that the old school 
did. “I am not charmed with the ideal of life held out by those who think 
that the normal state of human beings is that of struggling to get on; that 
the trampling, crushing, elbowing, and treading on each other’s heels, 
which form the existing type of social life, are the most desirable lot of 
human kind, or anything but the disagreeable symptoms of one of the 
phases of industrial progress. … But the best state for human nature is that 
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in which, while no one is poor, no one desires to be richer, nor has any 
reason to fear being thrust back, by the efforts of others to push them-
selves forward.” In the words of Mill, “industrial improvements would 
produce their legitimate effect, that of abridging labour” (Mill, 1871, 
pp. 641–643).

In short, Western economies with high average income levels and 
strong administrative organisation and institutional development can face 
and resolve the challenges of twenty-first-century capitalism in a more 
egalitarian way.

11.5  concluSIonS

This chapter reviews the historical question of technological unemploy-
ment as a problem. The orthodox solution of time solving everything with 
market adjustments and incentives through price and wage flexibility does 
not seem to be the best, due to the enormous social cost of hardship that 
entails for workers. Likewise, it cannot be solved by increasing public 
spending on traditional social protection policies offering partial coverage. 
These are not questioned in this work, because they help to improve the 
standard of living of the most disadvantaged people, but they do not solve 
the unemployment issue.

Debates on technological unemployment are focussed on the new 
challenges for western societies in the twenty-first century. The capitalist 
system in its evolution must limit a growing process of inequality that 
favours nobody. The following reflections are proposed for discussion:

 a. Technological unemployment is a reality that must be tackled.
 b. Measures can be taken in both the private sector and the pub-

lic sector.
 c. Measures taken by the private sector can help to reduce current 

working hours, with the consequent greater availability of 
leisure time.

 d. Policies can be implemented to maintain jobs to offer greater per-
sonal service to certain segments of the population.

 e. It is necessary to complement macroeconomic growth targets with 
other objectives for a greater balance in the distribution of income, 
to broaden the purchasing power of the most precarious labour sec-
tors, which could increase aggregate demand and with this, corpo-
rate profits.
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 f. On-the-job training aimed at digital training is necessary and must 
be permanent.

 g. There is the possibility of proposing a universal basic income as a 
macroeconomic objective.
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CHAPTER 12

Humanity Is Facing Its Sustainability: Will 
Technological Progress Make the Future 

Unsustainable?

Javier Arribas Cámara 

12.1  IntroductIon

One of the most significant challenges facing humanity today is to achieve 
sustainable development, that is, development that meets the needs of the 
present without compromising the ability of future generations to meet 
their own needs. To achieve this, a holistic approach is needed that consid-
ers the interaction between the economy, the environment, and society 
and how these elements interact.

In this sense, technology can play a pivotal role in the quest for sustain-
ability. Technology can be used to address the environmental and social 
challenges we face and to create a more sustainable and equitable future 
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for all. However, more than technology, sustainability is needed to be 
achieved—an integrated approach that includes sustainable policies, regu-
lations, and business practices is required.

This chapter addresses how digitalisation and technological develop-
ments can impact the sustainability of our planet, both positively and neg-
atively. As the demand for energy and resources increases, it is essential to 
consider how technology can be part of the solution while mitigating its 
inherent risks.

We will discuss how advances in artificial intelligence and computing 
face physical and energy constraints, leading scientists to look to biology 
for inspiration to design more efficient and sustainable computing sys-
tems. Finally, we will examine the growing concern over data centres’ 
energy consumption and carbon footprint, exploring innovative solutions, 
such as installing data centres in space to take advantage of low tempera-
tures and reduce energy consumption.

On the other hand, we will discuss how the rapid accumulation of 
e-waste represents an urgent challenge in terms of sustainability and how 
innovators are tackling the problem by transforming waste into revenue 
streams by extracting precious minerals.

Finally, we will address the need for policies and regulations at national 
and international levels that promote sustainability and equity in the digi-
tal age. This includes monitoring and analysing the energy evolution of 
ICT and digitisation, incorporating environmental regulatory responsi-
bilities in the digital sector, and ensuring that the Global South is included 
in the digitisation process.

In this chapter, we aim to provide a comprehensive and balanced view 
of how technology and digitalisation can be both a driving force for sus-
tainability and a challenge to overcome. By addressing the dilemmas and 
opportunities presented by technological progress, we seek to provide a 
sound basis for debate and informed decision-making in the quest for a 
sustainable future for humanity.

12.2  A BrIef BIBlIogrAphIc revIew

To better understand the complex relationship between technology and 
sustainability, it is essential to examine various key texts. One such text is 
The Limits to Growth (1972) published by the Club of Rome, a group of 
political and social science experts, and written by Donella Meadows, 
Dennis Meadows, Jørgen Randers, and William W. Behrens III. The book 
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studies the limits of long-term economic and population growth in a finite 
world and uses mathematical models to predict the future of global 
growth. The book concludes that continued economic and population 
growth, as practised then, would lead to a collapse in the twenty-first cen-
tury due to natural resource scarcity and environmental pollution. The 
study emphasised the need for long-term planning and a shift towards a 
more sustainable approach to development. The Limits to Growth signifi-
cantly impacted public awareness and environmental and economic policy. 
It was highly controversial at the time, but it also inspired many to take 
action to address environmental challenges and promote sustainability. 
The report further discussed the limits to growth and the need to balance 
economic growth with environmental protection.

Subsequently, in 1973, another reference text was published, Small Is 
Beautiful: A Study of Economics as if People Mattered (Schumacher, 1973). 
In the book, Schumacher argues that modern economics and its focus on 
economic growth at any cost are damaging society and the environment. 
Instead, Schumacher argues for a more humane and sustainable economic 
approach, focusing on basic human needs and environmental protection. 
He proposes an economy based on “intermediate technology” and the 
“economy of enough.” This idea refers to simple technologies adapted to 
the needs and resources of local communities, which can improve the 
quality of life without harming the environment. Intermediate technology 
is an alternative approach to modern, large-scale technology that is often 
costly, inappropriate to local needs, and causes adverse environmental 
impacts. An example of an intermediate technology could be a low-cost, 
energy-efficient irrigation system for local farmers that allows them to 
improve crop production without relying on fossil fuels and without sig-
nificant environmental impacts.

On the other hand, the “economy of enough” is an economic philoso-
phy that focuses on meeting basic human needs rather than encouraging 
overconsumption and waste. In this perspective, steady economic growth 
is not necessarily desirable if it does not translate into a real improvement 
in people’s quality of life. Rather than measuring economic success by the 
rate of GDP growth, the economics of enough proposes an assessment of 
the human and environmental well-being of communities and using 
broader and more meaningful indicators to measure economic success. 
This economic philosophy suggests that a sustainable economy should be 
focused on meeting human needs and protecting the environment rather 
than maximising economic growth.
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One such text is the Brundtland Report of the World Commission on 
Environment and Development, Our Common Future (Brundtland, 
1987). This report sets out the widely accepted definition of sustainable 
development and examines the interactions between the economy, the 
environment, and society. The Our Common Future report was published 
in 1987 by the United Nations World Commission on Environment and 
Development, also known as the Brundtland Commission, after its chair, 
former Norwegian Prime Minister Gro Harlem Brundtland.

The report defines sustainable development as “meeting the needs of 
the present without compromising the ability of future generations to 
meet their own needs.” The report recognises the interdependence 
between the economy, the environment, and society, and stresses interna-
tional cooperation’s importance in addressing global challenges. The 
report highlights the importance of citizen participation and the role of 
businesses and governments in promoting sustainable development.

Natural Capitalism: Creating the Next Industrial Revolution was pub-
lished at the turn of the century (Hawken et al., 2000). The book pro-
poses a new industrial development model based on natural resource 
conservation and sustainable use. The authors argue that the current eco-
nomic system, based on the exploitation of natural resources and short- 
term profit maximisation, is unsustainable and has led to an environmental 
and social crisis. Instead, they propose a new way of thinking about the 
economy that recognises the value of natural resources and treats them as 
“natural capital.”

The book explores several examples of companies and organisations 
that have adopted sustainable practices, reduced costs, increased efficiency, 
and improved their employees’ and local communities’ quality of life. The 
authors also propose several strategies for achieving a sustainable econ-
omy, including adopting more efficient technologies, redefining economic 
metrics, and encouraging innovation and collaboration.

Another introductory text is Cradle to Cradle (2002) by William 
McDonough, and Michael Braungart proposes a sustainable design and 
production model that considers a product’s entire life cycle, from its cre-
ation to its disposal. Through this text, one can understand how technol-
ogy can help to create more sustainable systems and close material cycles.

The Triple Bottom Line: How Today’s Best-Run Companies Are Achieving 
Economic, Social and Environmental Success—and How You Can Too 
(2006) was published by authors Andrew Savitz and Karl Weber. This 
book introduces the concept of the “triple bottom line” (TBL), which 
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refers to the idea that companies should measure their success not only in 
terms of economic profit but also in terms of social and environmental 
impact. The authors argue that companies adopting a triple bottom line 
approach can improve their long-term profitability and create value for 
their shareholders, employees, and society. The book includes several 
examples of companies that have adopted the TBL approach, including 
Patagonia, Nike, Starbucks, and Unilever. In addition, it explores how 
these companies have integrated sustainability into their business strategies.

The book The Fourth Industrial Revolution (2016) by Klaus Schwab 
describes a new era in human history, characterised by the convergence of 
digital, physical, and biological technologies fundamentally transforming 
how we live, work, and relate to each other. Schwab describes how emerg-
ing technologies such as artificial intelligence, robotics, the Internet of 
things, biotechnology, and 3D printing radically change the nature of 
work, the economy, and society. Rather than simply continuing the third 
industrial revolution based on electronics and information technology, the 
fourth industrial revolution represents a qualitative shift in how technolo-
gies are integrated into everyday life.

According to Schwab, the implications of the fourth industrial revolu-
tion are enormous. Its impact will be felt in all aspects of life, from how we 
work and communicate to how we interact with the natural world. The 
book looks at the opportunities and challenges these new technologies 
present and offers a vision of how society can adapt and make the most of 
the fourth industrial revolution.

Schwab highlights the need for greater collaboration between the pub-
lic and private sectors and the importance of developing effective policies 
and regulations to guide the use of these technologies ethically and 
responsibly. He also focuses on the importance of education and skills 
development to prepare people for the new economy and the need to 
build a robust digital and physical infrastructure to support the new era of 
technology.

Although these texts address sustainability and technological progress 
from different perspectives and at different points in history, they share 
some common ideas. First, they all recognise the importance of a holistic 
approach considering the interdependence between the economy, envi-
ronment, and society. Secondly, many of these texts propose solutions 
based on innovation and design, either through creating more sustainable 
products and services or through implementing circular production mod-
els. Finally, many of these texts advocate a change in the way we evaluate 

12 HUMANITY IS FACING ITS SUSTAINABILITY: WILL TECHNOLOGICAL… 



246

business success, including social and environmental considerations into 
the equation. In this context, the book Natural Capitalism also addresses 
the need for a more sustainable economy, arguing that environmental pro-
tection and efficiency in using natural resources are not only necessary 
from an ethical point of view but also to ensure long-term business success.

In addition, Cradle to Cradle and The Upcycle (2013) offer an innova-
tive approach to sustainable design, arguing that eliminating the concept 
of waste is essential to creating a more sustainable future. Instead of the 
traditional “cradle to grave” of linear production, the authors propose a 
circular economy in which materials and products are designed to be con-
tinually reused and recycled.

Finally, The Triple Bottom Line offers a business perspective that recog-
nises the need to address financial success and the business’s social and 
environmental impact.

These texts have contributed to raising awareness of the importance of 
addressing today’s environmental and social challenges and promoting 
innovative and practical solutions. Some of them have had a significant 
impact on government policy and decision-making, as well as on business 
strategy and innovation.

However, there are also criticisms and limitations to the applicability 
and effectiveness of some of these proposals. For example, some may be 
seen as utopian or idealistic, while others may be considered too focused 
on the market and economic profit. In addition, there may be challenges 
in implementing some of these solutions due to the political and economic 
complexities involved.

These texts offer a broad and varied view of addressing today’s sustain-
ability and technological progress challenges. It is important to note that 
each can be seen as one element of a broader set of solutions and approaches 
to achieving a sustainable and prosperous future. Combining these per-
spectives and adopting an interdisciplinary and collaborative approach 
may be the key to addressing these challenges effectively and sustainably in 
the long term. The Limits to Growth was one of the first texts to highlight 
the physical limits of the planet and the need to address environmental 
challenges. However, some critics have argued that the catastrophic pre-
dictions presented have not come true. The text ignored the possibility of 
technological advances and changes in human behaviour that could reduce 
the ecological footprint.

Nevertheless, Small Is Beautiful is an influential text that promotes the 
idea that the economy should be designed to meet human needs and not 
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just to maximise production and consumption. However, some critics 
have argued that the ideas presented in the text are too utopian and do not 
consider the practical limitations of the real world. If we look at Our 
Common Future, it is a seminal text that introduced the concept of sus-
tainable development to the world. Its focus on balancing economic, 
social, and environmental objectives has been widely adopted. However, 
some critics have argued that the text does not offer concrete solutions 
and that its focus on international collaboration and cooperation may 
need to be revised.

Natural Capitalism presents an ambitious vision of an economy that 
values natural resources and efficiency in their use. Its ideas have been 
widely adopted in business policy and practice. However, some critics have 
argued that its focus on efficiency and technological innovation may not 
fully address broader social and environmental challenges. Cradle to 
Cradle and The Upcycle are innovative texts that present a radically differ-
ent approach to sustainable design. Many business leaders and govern-
ments have adopted their focus on waste disposal and the circular economy. 
However, some critics have argued that more than focusing on resource 
efficiency may be required to address broader environmental problems.

Finally, The Triple Bottom Line presents a business approach that values 
financial success and companies’ social and environmental impact. It has 
been widely adopted in business practice and sustainability reporting. 
However, some critics have argued that more than the approach may be 
required to address the broader structural challenges of the global 
economy.

12.3  dIgItAlIsAtIon And ecologIcAl trAnsItIon: 
lImIts And chAllenges to A green future

Digitalisation has been seen as an ally of sustainability in several ways. 
Firstly, insofar as it helps to dematerialise and decarbonise the economy, 
encouraging a shift from products to services, which also opens a whole 
new field of economic development. On the other hand, digitisation helps 
to have more and better information, thus enabling more efficient admin-
istration in many fields, from logistics management to optimisation of the 
energy system, including, for example, mobility or the development of 
so-called smart cities. Digitalisation is also a critical factor in innovation, 
especially through cooperative mechanisms such as collective intelligence 
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and open experimentation, which are essential for further progress in sus-
tainability. Therefore, it is unsurprising that digital and green have been 
seen as allies. According to the International Energy Agency, digitalisation 
already consumes 3% of global primary energy and 7% of electricity, is 
responsible for between 2% and 4% of global greenhouse gas emissions, 
that is, twice the emissions of air transport. If nothing is done, digital 
technologies in the EU are estimated to account for 40% of greenhouse 
gas emissions and 10% of electricity consumption by 2030.

On the other hand, over the last 50 years, energy consumption associ-
ated with information and communication technologies (ICT) has been 
growing steadily, proving Jevons’ paradox right (a study published in the 
Journal of Physics D. Applied Physics suggests that the widespread use of 
more efficient lighting technologies, such as LEDs, could increase energy 
consumption tenfold and double lighting-related energy expenditure by 
2030): Applied Physics suggests that the widespread use of more efficient 
lighting technologies, such as LEDs, could increase light consumption 
tenfold and double lighting-related energy expenditure by 2030. This 
trend is due to the “rebound effect,” whereby the cost reduction of a 
more efficient technology leads to higher consumption of the same tech-
nology. Researchers at Sandia National Laboratories estimate this could 
happen in the most extreme scenario, where solid-state lighting (SSL) 
technology is fully deployed, and energy prices remain stable. However, 
this trend could be broken once saturation of demand for artificial light is 
reached (Tsao et al., 2010). The study shows that efficiency gains often 
lead simultaneously to increased emissions. In this case, energy savings 
achieved through technological improvements in devices are offset by 
increased use of ICT.

In addition, there is the use of materials associated with digital devices, 
which requires minerals, some of them rare earths, which are scarce and 
difficult to extract, and which are at the root of numerous conflicts, some 
even armed, in developing countries (The 17 chemical elements known as 
rare earth are essential for the functioning of a wide variety of products, 
including computers, mobile phones, electric cars, lighting systems, and 
fibre optics). China accounts for 80% of the global production of these 
minerals, giving it an advantage in the technology and trade war with the 
United States. Although these elements are not scarce, they are difficult to 
find in sufficient concentrations to be extracted profitably. The extraction 
process can have environmental and health consequences and generate 
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toxic waste that pollutes air, water, and soil (National Minerals Information 
Center, 2022).

The United States has only one operational mine in California, while 
China has 37% of the world’s reserves of these minerals and 85% of the 
processing capacity (National Minerals Information Center, 2022). These 
challenges have their distinct characteristics in the so-called global south. 
According to the International Energy Agency, 70% of future energy 
demand will come from non-OECD states by 2040, so developing coun-
tries will also be central to this issue. The global south must not be left 
behind in joining digitalisation, and it must do so with the same ecological 
transition criteria adapted to its socio-economic reality. Here, too, the 
ecological transition must be just (Monge, 2022).

Digitalisation and decarbonisation are two interrelated and comple-
mentary processes. Digitalisation can contribute to decarbonisation in sev-
eral ways. First, digitisation can improve the energy efficiency of production 
processes and services, which reduces energy consumption and, thus 
greenhouse gas emissions. Secondly, digitisation can facilitate the produc-
tion and storage of renewable energy, contributing to decarbonisation. In 
addition, digitisation can help reduce the need for physical transport and 
promote telecommuting, which reduces greenhouse gas emissions from 
transport. Although digitisation can contribute to the decarbonisation of 
the economy, it is essential to bear in mind that it is not a magic bullet. 
Digitalisation should be seen as another tool to address climate change 
and should be implemented responsibly and sustainably. It is necessary to 
ensure that digitisation does not create new problems, such as excessive 
energy consumption or the generation of e-waste, and that equitable 
access to technology is promoted. Furthermore, it is essential to bear in 
mind that decarbonisation cannot be achieved through digitisation alone 
but requires a combination of measures, including reducing fossil energy 
consumption, implementing policies and regulations to reduce emissions, 
and transitioning to an economy based on renewable energy sources.

A recent study published by BBVA Research suggests that digitalisation 
is favouring the reduction of CO2 emissions in highly digitalised econo-
mies, such as those of the Persian Gulf, the United States, and European 
countries. In the medium and long terms, it should encourage decarboni-
sation in economies with lower levels of digitisation, such as Latin America 
and Africa. The study points to an inverted U-shaped relationship between 
digitisation and CO2 emissions per capita, identifying thresholds or mini-
mum levels of digitisation above which emissions generated by economic 

12 HUMANITY IS FACING ITS SUSTAINABILITY: WILL TECHNOLOGICAL… 



250

activity begin to fall. According to this analysis, the direct marginal effect 
of digitisation on emissions is limited compared to that of other variables 
such as GDP per capita. However, once the threshold is reached, it can 
lead to a reduction in per capita emissions of up to 10% in fully digitised 
economies. However, the total effect is higher, with a maximum per capita 
emissions reduction of close to 45%. It also includes indirect impacts such 
as gains from higher energy efficiency and increased use of renewables. 
The study points to an inverted U-shaped relationship between digitisa-
tion and CO2 emissions per capita, identifying thresholds or minimum 
levels of digitisation above which emissions generated by economic activ-
ity start to fall. According to this analysis, the direct marginal effect of 
digitisation on emissions is limited compared to that of other variables 
such as GDP per capita. However, once the threshold is reached, it can 
reduce per capita emissions by up to 10% in fully digitised economies. 
However, the total effect is higher, with a maximum per capita emissions 
reduction of close to 45%. It also includes indirect impacts such as gains 
from higher energy efficiency and increased use of renewables. The esti-
mated digitisation thresholds for the direct and indirect effects were 
exceeded in 2020 by 60% and 70% of the countries analysed (Barrutiabengoa 
& Más Rodríguez, 2022).

Thales Alenia Space has been selected by the European Commission to 
study the feasibility of the ASCEND programme, which aims to install 
data centres in orbit to solve the problem of high energy consumption and 
pollution generated by terrestrial data centres. Sammy Zoghlami, vice 
president of Nutanix, points out that data centres in Europe, the Middle 
East, and Africa consume more than 90 terawatts per hour annually and 
generate emissions equivalent to about 5.9 million vehicles (Zoghlami, 
2022). Companies like Google Cloud and Amazon are turning to carbon- 
free energy sources like photovoltaic farms and solar panels to reduce their 
carbon footprint. Thales Alenia Space, in charge of studying the feasibility 
of the ASCEND programme, plans to install data centres in orbit in the 
first half of the next decade due to the exponential increase in computing 
and its high energy consumption and pollution. Yves Durand, the com-
pany’s chief technology officer, points out that initiatives like Google’s are 
not enough to reduce the carbon footprint and that data centres in space 
seem a good alternative. To build such extensive facilities in space, Thales 
Alenia Space has joined a large consortium of space infrastructure special-
ists, including Carbone 4, VITO, Orange, CloudFerro, Hewlett Packard 
Enterprise, ArianeGroup, DLR, Airbus Defence and Space, and Thales 
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Alenia Space. Yves Durand, chief technology officer at Thales Alenia 
Space, says that most data centres in Europe use highly carbonised sources, 
and infrastructures are large energy consumers, which means that the 
global energy consumption of these centres is growing every year. In addi-
tion, the growing use of electric cars or hydrogen production will add 
even more to energy demand more to energy demand (Limón, 2022).

According to Durand’s calculations, by 2050, we will not be able to 
meet all our energy needs at the current growth rate in demand, so taking 
data centres into space seems like a good alternative. The first big chal-
lenge is to build a sufficiently large facility in space. Therefore, a large 
consortium of leading space infrastructure specialists has been set up. 
Cooling is a significant part of a data centre’s energy use and can account 
for more than 50% of some installations. Temperatures in Earth’s orbits 
can reach −180 °C in the shade, saving cooling energy and avoiding huge 
consumption.

One of the significant challenges is radiation, which affects both the 
physical components of the system and the computation. However, 
Durand points out that there is already much experience with satellite 
constellations for telecommunications. The growing energy demands of 
data centres and their carbon footprint are driving the development of 
new solutions. A consortium led by Thales Alenia Space is studying the 
feasibility of installing data centres in space to take advantage of low tem-
peratures and save energy on cooling. This item, in some cases, accounts 
for more than 50% of a data centre’s energy consumption. In addition, 
such data centres in space could be a vital tool in future space exploration, 
enabling data collection, storage, and analysis. Applications that could 
benefit from these new centres include neural network computing, finan-
cial centres, and quantum computing. Although there are challenges to 
overcome, such as the construction of such extensive facilities in space and 
radiation, there is already previous experience with telecommunications 
satellite constellations, and the International Space Station has AI-enabled 
in-space computing systems. Using existing and emerging space technolo-
gies can help achieve global sustainability and accelerate decarbonisation 
in ten years. According to a report by Globant’s Sustainable Business 
Studio for Inmarsat, full adoption of available systems would enable an 
11.5% reduction in global emissions by 2030. Emissions savings are 2.5% 
and would add 9% from adding new uses. Elena Morettini, the report’s 
lead scientist, stresses that the potential CO2 emission reductions from 
satellite technologies are immense and that a lack of investment stands in 
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the way of tremendous sustainability success. Using satellite data can allow 
for significant optimisation of transport routes and greater efficiency in 
detecting methane emissions (Morettini, 2022).

On the other hand, artificial intelligence was developed guided by sci-
entific geopolitics and industrial competition. Physical and energy limits 
constrain the technology’s progress, including chip miniaturisation, glo-
balised production, and data centre energy consumption. These problems 
limit the ability of algorithms and AI to continue to improve at the rate 
they have in the past. The current computing model is facing several hur-
dles, including the  impossibility to further reduce chip size, the depen-
dence on a few countries to manufacture the most advanced chips, and the 
consumption projected to increase to 13% by 2030. This has led scientists 
to look to biology for inspiration to reduce power consumption in com-
puting. The current trend is to increase the algorithm’s size to achieve 
“artificial superintelligence,” but it is unclear that this can be achieved due 
to the energy limit. To make progress, scientists propose to look back to 
biology and design intimately related hardware and software, using ana-
logue computing and neuromorphic chips that mimic the brain’s architec-
ture and can process continuous signals. Although such systems are costly 
and risky to develop, several analogue neuromorphic computers are 
already in operation and have demonstrated their ability to learn to com-
pose music (IMEC) (Contera, 2023).

However, this innovation has a downside: as electronics encroach on 
everything, e-waste accumulates at an unprecedented rate. It is already the 
fastest-growing waste stream in the world and now accounts for up to 70% 
of the toxic waste in landfills in the United States. Approaches taken so far, 
while well-intentioned, have not addressed the magnitude of the problem. 
In the United States, the recycling rate of electronics remains stubbornly 
low. Attempts to pass e-waste regulations through Congress have failed. 
Initiatives to reduce waste, such as fair phones with easily upgradeable 
components, sound promising but have not been adopted on a large scale.

Only 17.4% of e-waste is recycled worldwide; by 2030 the total amount 
of waste will reach 74  million—currently 56  million tonnes (UNITAR 
United Nations Institute for Training and Research, 2023).

To make a difference, a new group of innovators has resorted to a 
remarkably different approach: transforming a waste stream into a reve-
nue stream.

E-waste is often rich in precious minerals like gold, silver, platinum, and 
copper. The individual amounts may be small, but the total adds up 
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quickly. For example, the gold in the world’s e-waste is estimated to equal 
up to 11% of the total amount of metal mined annually.

Technologies to extract these metals from waste have existed for a long 
time but are highly inefficient and costly. With decreasing quantities of 
precious metals used in electronic devices, it is increasingly difficult for 
large-scale processors, such as smelters, to recover the total value. For 
example, a considerable percentage of the gold in e-waste sent to smelters 
is never recovered. In addition, dozens of rare earth elements are present 
in today’s smartphones, such as dysprosium and neodymium, which are 
tough metals to find and are limited to a few deposits worldwide. The 
small amounts of these minerals inside a phone resist easy recovery and 
often do not justify the extraction price.

Scientists have developed carbon nanotube technology to filter out 
deficient concentrations of rare earth elements. A team of researchers has 
developed a process to recover the minerals used to make an iPhone using 
underwater sound waves, as these technologies become more widespread, 
extraction costs decrease, making recycling and extraction of metals a 
profitable opportunity for companies. Instead of paying collectors to recy-
cle our old devices, we will see companies compete to collect them.

Instead of keeping our old phones in a drawer or throwing them away, 
we can dispose of them in the appropriate bin every week for proper col-
lection. At the same time, new technologies enable the extraction of pre-
cious minerals in small quantities, allowing metals to be recovered from 
e-waste more cost-effectively.

In addition to incentives for customers to recycle, manufacturers are 
also making changes to their production processes to reduce the e-waste 
stream. As the recovery of metals (and even non-metals) becomes more 
accessible, more manufacturers are expected to adopt closed-loop pro-
cesses. Instead of extracting materials from the earth, they will “mine” 
their end-of-life products for materials. It is already much more efficient to 
extract a tonne of gold from old circuit boards than it is to extract it from 
the ground (Holgate, 2018).

Extracting just ten grams of gold requires the displacement of almost 
five tonnes of soil and releases multiple toxic compounds into the air and 
groundwater. Therefore, extracting gold directly from e-waste containing 
a significant amount of this metal could be a more sustainable solution, as 
two-thirds of the planet’s gold has already been extracted. Moreover, 
extracting one tonne of minerals from the earth yields only 30 grams of 
gold, whereas one tonne of e-waste can yield up to 300 grams. Therefore, 
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mining operations should occur in scrap yards and recycling centres, rather 
than in ecologically sensitive areas and ancestral lands. However, trans-
forming e-waste into gold still presents challenges, as some technologies 
are costly and inefficient. In addition, the recycling process must be car-
ried out correctly and in a controlled environment to avoid negative envi-
ronmental consequences (Holgate, 2018).

Digitalisation and decarbonisation are two critical elements of the 
global agenda that have not yet been adequately addressed at either the 
G20 or the COP level. Addressing this problem requires national and 
global measures, both in terms of measurement and awareness-raising 
among users, citizens, companies, and public administrations, with regula-
tions that do not strangle the development possibilities of the Global 
South. In this regard, some proposals are to establish a centre to measure 
and analyse the energy evolution of both ICTs and digitalisation. Second, 
the new governance should incorporate environmental regulatory respon-
sibilities for the digital sector. Third, recognise and respond to the gap in 
global investment in renewable energy and low-carbon technologies. 
Fourth, propose that the G20 recognise the carbon footprint of digitalisa-
tion. By 2040, non-OECD countries will account for 70% of energy con-
sumption; the Global South will be central to this issue and must not be 
left behind in digitisation (Chiarella et al., 2022).

12.4  conclusIons

The growing demand for technology and the rapid obsolescence of elec-
tronic devices generate large amounts of e-waste, which poses significant 
environmental and economic challenges. On the one hand, the positive 
points of digitalisation are mentioned, such as the dematerialisation of the 
economy, efficient administration, service development, and innovation. 
On the other hand, the adverse effects are discussed, such as the increase 
in greenhouse gas emissions and energy consumption associated with 
information and communication technologies, the use of materials associ-
ated with digital devices, and the need for a just ecological transition 
adapted to the socio-economic reality of developing countries.

In addition, Thales Alenia Space’s ASCEND project is presented, which 
aims to install data centres in orbit to solve the problem of the high energy 
expenditure and pollution generated by terrestrial data centres. While this 
could be an attractive solution, the project also faces several challenges, 
such as the construction of such extensive facilities in space and the 
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radiation that affects both the physical components of the system and the 
computation.

In terms of challenges, the need for a just ecological transition adapted 
to the socio-economic reality of developing countries is highlighted, as 
well as the extraction of minerals and metals from the earth, an energy- 
and resource-intensive process causing severe environmental and social 
impacts. Regarding constraints, the energy consumption associated with 
information and communication technologies is mentioned, which has 
increased over the last 50 years and can offset the energy savings achieved 
through technological improvements in devices.

Digitalisation can be an ally of sustainability but can also negatively 
affect the environment and social justice. It is essential to consider these 
adverse effects and work to minimise them while taking advantage of the 
benefits of digitalisation to move towards sustainability.

The green transition to digitisation must be fair and adapted to the 
socio-economic reality of developing countries to avoid aggravating the 
technological gap and environmental impact. The proposal to install data 
centres in orbit is an innovative solution that could reduce the energy 
expenditure and pollution associated with terrestrial data centres. This 
project faces technical challenges but could also be an essential tool for 
future space exploration and storing large amounts of data.

Further research and development of sustainable technological solu-
tions, such as nanotubes, is needed to minimise the need for scarce materi-
als and reduce the environmental impact of resource extraction. In 
addition, it is essential to work on reducing the energy consumption asso-
ciated with information and communication technologies and on the 
proper management of e-waste to prevent it from becoming an additional 
source of pollution.

Digitalisation and sustainability are closely linked and must be addressed 
together to move towards a fairer and more sustainable future.
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CHAPTER 13

Why Inventions Fail to Become Innovation? 
Some Examples from Spain and Italy

Juan Francisco Galán

13.1  IntroductIon

In Spain and Italy there are many examples of great inventions that have 
not become innovations and, therefore, have not contributed to economic 
development as it has happened in other countries.

This chapter takes some of these examples as a starting point and, 
focusing on the second half of the nineteenth century, reviews some of the 
factors that hinder or even prevent innovation.

We think that this historical analysis of how inventions become innova-
tions can shed a lot of light on the debate currently taking place in Spain, 
in Europe and in the rest of the industrialized world, about the best poli-
cies that should be applied to promote innovation and, therefore, increase 
the productivity of our economies.

Moreover, the article states that, on many occasions, one of the main 
difficulties lies in the fact that the involved economic agents do not 
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understand properly the very concept of innovation and that this misun-
derstanding does not appear usually on the list of factors that drive or 
hinder innovation. See as an example the recent publication The Art of 
Innovation (Echeverría, 2017).

Regarding the historical period chosen, we think it is interesting because 
the Spain of the Restoration already had quite favourable conditions for 
innovation: enough stability, both political and social; a liberal legal system 
suitable for productive activities; an appropriate legislation on industrial 
property (Patent Law of 1878, much improved over the previous one), in 
addition to new and modern educational and research institutions, which 
had spread scientific and technical training (Saiz González, 1999, 
pp.  329–348). On the other hand, conditions in Italy after unification 
(1871) are quite similar to those in Spain.

The reviewed cases are grouped into three categories: in the first one, 
the new results are not even received by society; in the second, the indus-
try does not react, despite being aware of the “scientific” results; finally, 
the third would include the inventions that do produce innovation, but 
only for a short period of time, before being abandoned.

The chapter concludes with the case of Isaac Peral’s submarine and 
gives it more space considering that it is one of the best examples of a great 
invention that neither became an innovation nor contributed to economic 
development. It is also shown that, although the reasons for the failure of 
the submarine were various, one of the most important was purely con-
ceptual: the confusion between discoveries, inventions and innovations.

13.2  Great InventIons that dId not Produce 
any InnovatIon

13.2.1  Spain and Italy in the Second Half 
of the Nineteenth Century

Until the 1870s, the political situation in the two countries was very 
unstable. Spain lives in 1868 a revolution, “La Gloriosa,” which begins 
the revolutionary six-year period. The subsequent Restoration, led by 
Cánovas Del Castillo, was on the way of recovering political normality 
when in the year 1885 the death of the king, Alfonso XII, generated once 
again some uncertainty.
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As for Italy, the years 1859–61 constitute the decisive stage of its unifi-
cation, most of the time through armed conflicts. The process culminated 
in the annexation of Veneto, in 1866, and the papal territories, in 1870. 
Only then begins a time of peace and stability more suitable for economic 
progress.

In the midst of this complex political situation, Spain and Italy experi-
enced during the second half of the nineteenth century a growing process 
of industrialization, process that was very heterogeneous, with great dis-
parities between the different regions, especially between the north and 
the south.

Regarding innovation, the two countries had patent laws since the 
beginning of the century, although it is during this period when they are 
updated and modernized, greatly expanding the possibilities of registra-
tion and exploitation of inventions (Saiz González, 1999, p. 334).

Three examples of inventions of the time that did not lead to innova-
tion are described below. The first of them had no impact at all, while the 
second and the third had little and, most of all, were only temporary.

13.2.2  Vicenzo Tiberio and Antibiotics

Vincenzo Tiberio discovered and investigated the antibiotic effects of 
some moulds, including penicillin, in the years 1894 and 1895, that is, 
34 years before Alexander Fleming.

Vicenzo was a doctor and while destined in Naples he observed that a 
water tank produced more ailments in humans when it was perfectly clean 
than when it was covered with mould, so he decided to investigate the 
matter, going so far as to carry out complete tests, both in the laboratory 
and in real life and concluding that the moulds contained substances con-
trary to the growth of pathogenic bacteria (“i funghi presenti sul bordo 
del pozzo—svolgevano un’azione che si dimostrava contraria alla crescita 
dei batteri patogeni”) (Di Chiero, 2017, pp. 243–258).

His results were published (and forgotten) in January 1895, in the arti-
cle: “Sugli estratti di alcune muffe,” included in the magazine Annali 
d’igiene sperimentale, V (1895), pp. 91–103.

It was not until 1946, the year after Alexander Fleming received the 
Nobel Prize, that Giuseppe Pezzi, also a doctor and a soldier like Tiberius, 
found the original results and released them to the world in an article 
published in the Annali di medicina navale e coloniale” (Pezzi, 1946, 
pp. 251–266).
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13.2.3  Giovanni Caselli and the Pantelegraph

Giovanni Caselli’s pantelegraph, predecessor of the fax, was a machine 
that in 1857 was capable of sending images over a long distance with very 
high quality, achieving, for example, that the autograph signature of 
Giacomo Rossini adorned one of his music sheets almost instantly.

But the invention failed to be applied in its homeland, Tuscany (Italy), 
probably because the necessary means to manufacture and start up the 
device did not exist there, at that time, nor were there enough potential 
customers to allow its commercial exploitation.

Therefore, Giovanni Caselli immigrated to France, the country where 
his invention was manufactured, perfected and even triumphed for ten 
years, from 1860 to 1870, thanks mainly to the impulse of Napoleon III 
and his administration, who made it the official device for his telegraphic 
communications.

Caselli patented his pantelegraph in 1861 in Paris and in 1863 in the 
United States, but sending images was too expensive, as was the mainte-
nance of the devices, so at the end of the Franco-Prussian war, the inven-
tion first fell into disuse and then into oblivion, while its inventor returned 
to his homeland, Tuscany.

13.2.4  Alessandro Cruto and the Incandescent Light Bulb

Alessandro Cruto invented a process for making a filament that produced 
a better incandescent light bulb than Edison’s, with a whiter and more 
efficient light, barely five months after the great American inventor, in the 
year 1880.

The invention was well received and Alessandro turned his laboratory 
into a small light bulb factory. He even ventured to find partners to build 
a larger factory, in which he managed to produce up to 1000 units per 
month, in Alpignano, close to Turin. But in a short time, his relationship 
with the factory management became a source of discussion and he 
decided to return to his inventions, leaving the industry. The factory was 
finally acquired by Philips in 1927.
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13.3  an examPle In WhIch the concePt 
of InnovatIon Was not Well understood

13.3.1  The Context

In this section, we analyse the case of Isaac Peral’s submarine in greater 
depth. In September 1885, following the crisis of the Caroline Islands 
with Germany, Isaac Peral addressed Admiral Manuel de la Pezuela y 
Lobo, Minister of the Navy, informing him about his “submarine torpedo 
boat” project and the possibility of building a submarine capable of repel-
ling or discouraging a much superior naval force, in the following terms:

In these last days I have invented, and I have made all the necessary calcula-
tions for the construction of a submarine torpedo boat, that can carry inside, 
without any danger, the men necessary for its handling, without the slight-
est trace of the ship appearing on the surface of the water during its maneu-
vers. One or two of these ships would be enough to destroy a powerful 
squadron with total impunity in a very short time ….1

Minister Pezuela requests a report from the San Fernando Astronomical 
Observatory, which responds as follows: “This Centre believes that the 
project does not have a single vulnerable point. Scientifically, the problem 
is solved by him” (Pérez, 1935).

Pezuela consults with the head of government, Cánovas del Castillo, 
who does not show enthusiasm for the project. Even so, the Minister 
assigns Isaac Peral the necessary support from the Carraca Shipyard, a 
military centre for the construction and repair of ships in San Fernando 
(Cádiz), along with the ridiculous amount of 5000 pesetas, to start 
the works.

The death of Alfonso XII and the change of Minister stopped the proj-
ect for a while until the determined support of the regent queen, María 
Cristina, obtains in April 1887 the disposition for the construction of the 
submarine, under the Squad Law of January 1887, by Rodríguez Arias. 
Thanks to this decree, Isaac Peral has the means to travel around Europe 
and acquire all the necessary components.

1 PERAL, ISAAC Manifiesto de Isaac Peral. El Matute, Número extraordinario, Madrid, 
21 febrero de 1891.
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13.3.2  The Construction of the Peral Submarine

The submarine is built at La Carraca under the direction of Isaac Peral, 
who continues with his work as a professor at the Academy for the 
Expansion of Navy Studies.

On September 8, 1888, the submarine was launched in the Bay of 
Cádiz, in the presence of a large audience that received the submarine with 
great enthusiasm.

Among its many innovations the most important are the following ones:

• Electric propulsion system: It is the first electrically driven ship in his-
tory. Previous attempts, like Monturiol’s, used a steam- based engine.

• Immersion system, which allowed to navigate at a depth of 10 metres.
• Underwater navigation system: Isaac Peral designs and manufactures 

an electric gyroscope capable of setting a course and reaching exactly 
the proposed place.

• Periscope, thanks to which the target can be visualized without going 
to the surface, that is, without putting the ship at sight.

• Torpedo launch system, which makes fires without water entering the 
ship’s hull.

13.3.3  First Report and Opinion of the Superior Council 
of the Navy

The official tests are carried out from January 1889, supervised by a 
Technical Board, whose president is the Captain General of Cádiz and 
despite the fact that according to the scientist they are not the most con-
venient or appropriate (there is an excess of surface tests, when the main 
contribution was underwater navigation), it is stated that the experience 
“was perfect and complete” (Peral, 1891).

They also consider that El Peral provides a solution to the general prob-
lem of “Applying submarine ships to military art” (Peral, 1891) and it is 
requested to carry out tests with larger ships.

Although the results of the first tests are mostly positive, the Superior 
Council of the Navy issues an unfavourable Opinion, stating that “the 
submersible electric torpedo boat… Does not meet the conditions that its 
author promised,” proposing that he present new plans and direct a new 
project “understanding that said plans, the project in general and the 
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execution of the works must be examined, approved and inspected by the 
Authorities” (Ministerio & Peral, 1890, p. 509).

Isaac Peral replies that in order to accept the proposal he needs to 
reserve: “the most complete freedom of action in the scientific part,” he 
also requires that “the execution of all the works of the project…” be car-
ried out under his exclusive direction.

The Council’s response is forceful and surprising: “The Peral subma-
rine is not the product of new principles discovered by its author, but 
rather an application of those already known, and a more or less ingenious 
use of means that the current state of science and technology industry has 
made available to Peral” (Peral, 1891).

It is also stated in this opinion that the submarine on the surface “gov-
erns badly,” quoting tests previous in a month to the official ones. He also 
devotes a lot of space to describe and highlight what is being done abroad 
in the same field, saying that El Peral is not superior, when it seems that it 
really was, as well as previous.

13.3.4  Isaac Peral’s Defence

We collect below some of the arguments that Isaac Peral uses in his 
defence:

• According to Isaac Peral, there are numerous bureaucratic obstacles, 
as well as a lack of resources, which make the task extremely difficult. 
Let’s not forget that in his case, the project took almost two years to 
be approved and endowed, from 1885 to 1887. As it also takes 
another two to be executed and tested, what was really innovative in 
1885 was quite known in 1990, there were already similar subma-
rines in Europe. It even seems that some of these submarines had 
elements suspiciously similar to those of the Peral one.

• Regarding the imperfections of the submarine, Isaac Peral clearly 
says that it is only a first prototype, a test ship, which will of course 
have to be perfected, something that his superiors do not seem to 
understand. It seems that they are not aware that an innovation 
needs time and tests to be perfected.

Peral says: “I don’t think I have to make a big effort to highlight the 
lightness of a Minister and a Council of the Navy who decide to withdraw 
their confidence from an inventor because the first test of his invention 
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does not turn out to be the utmost perfection.” and also: “I want those 
gentlemen to point me to a single invention that has come out from the 
first test… as practical as the first one of my submarine” (Peral, 1891).

Regarding the behaviour of the submarine on the surface, Isaac Peral 
says literally: “I did not make my ship to be judged as a floating boat… 
The question that was going to be discussed with this ship was its qualities 
as a submarine and on this matter the test of June 7, according to the 
report of the Technical Board, was perfect and complete.” Peral ends by 
saying: “Let’s put together, then, now in one boat, the well-known condi-
tions for good stability afloat with the problems satisfactorily resolved in 
El Peral.” And he adds: “If they accuse me of little experience in the con-
struction of submarines, neither they nor anyone in the world have it” 
(Peral, 1891).

One of the main arguments that Isaac Peral presents, very prudently, is 
that the Superior Council of the Navy may not have understood him, 
according to him because its members do not have enough knowledge to 
judge his contributions. But not because they lack capacity, but because, 
as he affirms, men in general do not keep their knowledge up-to-date, 
only specialists in each subject do. For example: “By wanting to remove 
novelty from the applications that I have made of electrical energy, the 
Navy Council commits a scientific inaccuracy….”

Isaac Peral distinguishes between the members of the Technical Board, 
in which he assures there are highly qualified people, and the writers of the 
Council Opinion, affirming: “On the other hand, for the Opinion they 
put to judge those who do not know or understand” (Peral, 1891).

13.3.5  The Contribution of Echegaray. The Conceptual Debate: 
Discoveries and Inventions

José Echegaray, who knows the submarine project in depth, began to pub-
lish on November 26, 1890, in the Heraldo de Madrid newspaper, a series 
of articles in defence of Isaac Peral in which all the concepts associated 
with inventions and innovations are explicitly formulated. The first one 
starts like this:

The opponents of the famous sailor, or at least of his famous ship, affirm that 
the supposed invention is not an invention, nor a novelty, nor a discovery, 
nor anything other than a kind of compilation, on board of a steel hull, of 
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several devices, inventions and systems as well known as vulgar, and tired of 
running for books, pamphlets and monographs. (Echegaray, 1891)

Echegaray, in addition to comparing one by one the existing subma-
rines with El Peral and concluding that they are not similar at all, dedicates 
an entire article to discuss the concept of invention, distinguishing it from 
discovery and clearly stating that the submarine meets all the necessary 
requirements to be one of the first and refuting all the arguments of the 
Opinion issued by the Superior Council of the Navy.

As an example, Echegaray says that the immersion system devised by 
Isaac Peral is very simple and then asks: “But because it is very simple, 
does it lose its merit and its character of invention?” (Echegaray, 1891).

13.3.6  The Likely Political Issue

Much has been written and talked about a possible political issue in the 
case of the Peral submarine, but I believe that it was not a major factor, 
since the lack of support for the project was constant on the part of all 
governments, both those of Cánovas del Castillo and those of his oppo-
nent, Sagasta.

To see an example, it seems that Cánovas’s reaction when the Minister 
of the Navy, Admiral Pezuela, spoke to him about the submarine for the 
first time was simply a scorn gesture: “Oh! A Quixote who has lost his 
mind reading Jules Verne’s novel!” (Pérez, 1935, p. 34). Even after the 
tests of the depth apparatus, carried out with total satisfaction, Cánovas 
del Castillo does not believe that Isaac Peral can successfully complete the 
project, showing a “mental incapacity to believe that the Spanish genius 
could do something useful outside of arts and letters” (Pérez, 1935, p. 52).

It has also been said that the candidacy of Isaac to the Parliament for El 
Puerto de Santa María was a problem, since the son of the then Minister 
of the Navy, Beránger, was also a candidate. But these elections were held 
in 1890, when the submarine project was already finished and the political 
persecution of the engineer had begun. In fact, it seems that the candidacy 
was presented by Isaac Peral’s friends and supporters, initially without his 
consent, to provide him with some protection and shelter from the gen-
eral offensive that surrounded him.

Much has also been written about possible corruption in the high levels 
of the Ministry of the Navy, but there is no evidence to confirm this 
hypothesis. It does seem true that part of the technical secrets of the 
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invention were revealed in the Ministry itself and that they even end up 
being published in the Gazette, but there is no proof that it was done 
for money.

13.3.7  On This Thread (Personal Thoughts)

The case of Isaac Peral’s submarine shows a total lack of innovative per-
spective, as can be seen clearly when reading that the Opinion denies that 
there was any invention, novelty, merit and so on because all the compo-
nents were already invented.

It seems clear that to make up the Board that issues the first report, 
people of the Navy with great knowledge and practical experience are 
summoned, including men of well-known scientific reputation, both in 
Spain and abroad. In the Opinion issued, scientific reason prevails and that 
is why the submarine passes the tests with flying colours. It is even recom-
mended that more and bigger ships be built.

It is when the project reaches the higher spheres (the political ones) 
that it twists and I really believe that, among other reasons, it is due to a 
lack of knowledge of what invention and innovation really is.

It is true that the electric engine already existed, but applied to naviga-
tion was indeed an important innovation. There were also torpedoes, yes, 
but the system designed and built by Isaac Peral was an important novelty 
and could have been incorporated into other ships, as in fact it was done 
later (even today the system used by submarines to launch torpedoes is 
quite the same).

So were the more specific instruments, such as the periscope, which was 
a truly innovative instrument, even if it did not bring new optical princi-
ples, or the underwater navigation system that could have been used on 
many other ships, especially in adverse sea conditions.

Another point in which it is evident that the concepts are not clear is 
when it is stated that “there are already very expert officers who know how 
to do what he did and taught to do” (Ministerio & Peral, 1890).

Also, the fact that the plans and technical details of the project were 
shown to third parties in the Ministry of the Navy indicates a lack of 
knowledge of the importance of the innovations introduced in it by Isaac 
Peral and of how necessary it was to keep them secret, at least until the 
completion of the submarine.

It is very sad that they force him to deliver all the components so that 
he cannot make another submarine somewhere else, but it’s almost worse 
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that they don’t do anything. They even send it to scrap! It seems more like 
a punishment, this depriving him of the means to carry out his ideas for 
not submitting to the marked path.

But even here it is shown that they do not understand well the matter: 
the key was in the designs and discoveries and, had he wanted, Isaac Peral 
could have easily built another submarine.

13.4  conclusIon

It seems quite clear that the transition from invention to innovation, to 
produce economic development, is not easy; there are many impediments 
that can hinder that path.

In this chapter, some of them have been reviewed, highlighting the 
conceptual aspect: ignorance of the true meaning of innovation. Let us 
remember that Isaac Peral himself affirms, prudently, that the Superior 
Council of the Navy may not have understood him.

There is one last element that we would like to contribute and it is that 
inventors themselves are very conscious of the difficulties of making an 
invention successful, as can be deduced from the fact that most of the 
great Italian inventors of the nineteenth and twentieth centuries have also 
tried to obtain patent rights in the United States. This is detailed in the 
very interesting book by Vittorio Marchis: 150 (anni di) invenzioni ital-
iane (Marchis, 2011), which collects 150 patents made by Italian inven-
tors in the United States Patent Office, from the mid-nineteenth century 
to the present years.

It is quite likely that the same inventors were much aware that an inven-
tion patented in the United States was more likely to become an innova-
tion and therefore provide them with much more benefits than the same 
patent in the then Kingdom of Italy.
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CHAPTER 14

Conclusion

Estrella Trincado Aznar and Fernando López Castellano

In this volume, a link has been established between Science, technology, 
and innovation in the history of economic thought. Innovation depends 
on our flexibility to change. And change is law of nature, but institutions 
also give us safe harbour. They address to a common reality and give sense 
to the common world, which allows ourselves to be carried away by 
the flow.

The book begins with an opening chapter where Thomas Baumert 
studies the etymology of the word innovation. The word was originally 
used with a negative connotation of subversive change, and it was not 
until after Shakespeare’s death that the term started to be used in a posi-
tive sense. Baumert questions the point that innovation is systematic. By 
definition, and based on classical economists, it is much more 

E. Trincado Aznar (*) 
Department of Applied Economics, Structure and History,  
Complutense University of Madrid, Madrid, Spain
e-mail: etrincad@ucm.es 

F. López Castellano 
Department of Applied Economics, University of Granada, Granada, Spain
e-mail: flopezc@ugr.es

© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2023
E. Trincado Aznar, F. López Castellano (eds.), Science, Technology 
and Innovation in the History of Economic Thought, Palgrave Studies 
in the History of Economic Thought, 
https://doi.org/10.1007/978-3-031-40139-8_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-40139-8_14&domain=pdf
mailto:etrincad@ucm.es
mailto:flopezc@ugr.es
https://doi.org/10.1007/978-3-031-40139-8_14


272

spontaneous, unpredictable and, hence, non-systematic than is usually 
considered. A survey done has shown that 72% of the ideas that led to an 
innovation came from workers not dedicated to R&D; 20% from people 
(non- scientists) outside the firm; and only 8% of the ideas were due to 
formal researchers.

In Chap. 3, we trace the emergence of the concept of innovation into 
the Scottish Enlightenment. Then, a Darwinian evolutionary concept of 
innovation was available, based on competition between species. According 
to Hume, capitalism makes human psychology evolve into a love of profit. 
Innovation goes hand in hand with the concept of the rate of interest, as 
credit transfers the possibilities and capacities of action from the accumula-
tors by abstinence to the creators and transformers of reality. However, the 
personality of those two characters is different; in some way, they are even 
opposite. Besides, love of profit leads to private and public debt; the excess 
of public debt will lead to the collapse of civilization. Then, a wise magis-
trate should only introduce gentle innovations within the old constitution 
and its pillars so that learning through trial and error occurs naturally. 
Adam Smith, however, introduced another concept of innovation. For 
Smith, people are led permanently by a universal, continual, and uninter-
rupted effort to better their own condition. Division of labour makes 
workers try to imagine how they could save their own labour using a 
mechanical device. Smith introduced the problem of knowledge and 
learning abilities for the development of technology, fundamental pillars 
of the current concept of innovation. For Smith, the only means of pro-
moting inventions is by creating an intellectual property right for a reason-
able time, without which they would be discouraged. Adam Smith’s vision 
is present in recent studies such as those by Collier, Mazzucato and Mayer, 
for whom the generation of innovations is a collective process, which 
probably must be reflected in payment and governance. However, accord-
ing to Smith, non-payment of loans can create resentment and serfdom, 
which makes it advisable to set maximum legal interest rate. This is a non- 
individualistic understanding of innovation, also posed by John Rae. 
However, Rae had in a much broader concept than Adam Smith, as inno-
vation implies for him the expansion of capacities, an idea that has entered 
into recent developments of the Institutional Political Economy. 
Institutional innovation rejects the concept of equilibrium in favour of 
that of the process. It shows that the market and the state are nothing 
more than different sides of the same coin, where limitations and skills are 
intertwined, contrasting Robbins’ idea of scarcity. Rae tried to put together 
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a knowledge-based theory of growth, that is, an endogenous growth 
model. Invention arises from science and necessity. He proposed a multi- 
ethnic environment similar to the global village as some type of inequality 
seems to be necessary to drive the desire to change: it could be the desire 
of profit within competition, it could be the cultural difference which 
make us find a reason to seek brotherhood with the otherness, or it could 
be the simple Smithian predisposition to persuade the others, which 
implies some knowledge bias between different people. A last concept of 
innovation which emerged in the late eighteenth century was the utilitar-
ian one, defended by Jeremy Bentham. He promoted the encouragement 
of entrepreneurs who operate in new production and distribution areas, 
with high risk. Although uncertainty may increase, society as a whole 
remains intact because others will try to avoid making the same mistakes 
and innovations will expand throughout the economic system, whatever 
the fate of their original promoters.

All these concepts of innovation evolve within the historical and insti-
tutional paradigm into a quasi-random evolutionism. American institu-
tionalism is an appealing paradigm to give sense to the relationship 
between science, technology and innovation. Industry is a progressive 
force; but businessmen may be an institution inhibitory of change. The 
former depends on science, instinct of workmanship and idle curiosity, on 
the pursuing of knowledge for its own sake. The second are moved by 
emulation and self-preservation. Veblen criticizes the relationship between 
entrepreneurs and the government, which protected their interests at the 
expense of the public. Schumpeter, actually, put into place all these factors 
of innovation as an engine driving economic development and is for him 
the main cause of cyclical fluctuations. In the early 1980s, Nelson and 
Winter vindicated Schumpeterian thought and explained competition 
within an innovative environment as a change in routines through the 
integration of incremental innovations. This evolutionary and essentially 
qualitative approach places a lot of weight on institutions. Developmental 
neo-institutionalism goes further, even stressing, as McCloskey does, that 
innovation is the essential character of the Industrial Revolution; not capi-
talism, but Innovism, which was a long-standing phenomenon. This 
implies not only accumulation of ideas but also letting these ideas flow, 
thus freeing the mind from them. Mind is outside the flow. In this sense, 
Institutionalist Political Economy (IPE) is stressed in the chapter, as it 
suggests a more systematic and general explanation of institutional change. 
Institutions are more than restrictions; they are “constitutive”, because 
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they inculcate certain values. They are “enabling” instruments. Innovation 
is a fundamental element of economic development that implies certain 
routines, capabilities and replication, permanently raising the living stan-
dards of an increasing number of people over time.

In Chap. 4, Pablo José Martinez Rojo goes from Scottish Enlightenment 
to the seminal ideas of Friedrich List on National Innovation Systems. List 
stressed the need for a coordinated effort between the state, the private 
sector, and the academia. National Innovation System, more than a con-
cept, has become a research method that helps to explain the degree of 
development and the state of national production systems, their history, 
and evolution. National innovation systems are interconnected institu-
tions to create, store, and transfer the knowledge, skills, and artefacts 
which define new technologies. This chapter makes an original contribu-
tion by studying Charles Babbage’s (1791–1871) and Johann Heinrich 
Von Thünen’s (1783–1850) theories of innovation, the first linking the 
production system and education to R&D system, the second as a pioneer 
of localization economics, key to the very concept of the National 
Innovation System.

List emphasized the importance of the development of national institu-
tions that favour the accumulation of what he called Mental Capital. The 
state has a key role to play in creating an environment that encourages 
innovation by providing funding for research and development, protect-
ing intellectual property rights, and promoting the diffusion of new tech-
nologies and ideas. Industry is an autonomous productive power that 
allows the continuous improvement of labour and capital, something that 
delves into the importance of time and space. Charles Babbage, however, 
stressed the potential negative effects of manufacturing and the need for 
social and economic policies to address these issues. He invented the so- 
called Analytical Engine, a precedent of modern computing. This was an 
innovative failure, as the technical pretension was more advanced than the 
available means of the time to make it possible. Babbage then began to 
understand the importance of institutions that facilitate the application of 
inventions, along with production and marketing. Innovation is not the 
result of individual genius or inspiration, but rather the product of a col-
laborative process involving a network of people, organizations, and insti-
tutions. Johann Heinrich von Thünen, in addition to defining the first 
aspects of the economy of location, is also primary reference in the defini-
tion of the figure of the entrepreneur, much later adopted by Knight and 
Schumpeter. His ideas have been revived and even reinvented by the 
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so- called new economic geographers, particularly Paul Krugman and 
Porter’s cluster approach. He elaborated a theory on the mechanics of 
industrial agglomeration and the formation of urban centres. The theo-
retical foundations of the importance of this spatial framework and the 
existence of externalities were also postulated by neoclassical economists 
afterwards, such as Marshall, and later revisited by the literature on the 
new growth theory of Romer.

In Chap. 5, Baruc Jiménez Contreras deals with the transhumanist 
movement, an emergence of the cyborg culture  that tries to transfer 
human consciousness into a machine as its goal. Transhumanism disre-
gards the conditions of domination and inequality, and shares with post-
modernity its specific common goals, such as the need for change, the 
acceptance of multiple “identities”, and the opposition to a fixed and uni-
versal human nature. The ultimate goal of transhumanists is the separation 
between the human body and consciousness. The body is conceived as a 
degrading burden. Therefore, transhumanism represents a contemporary 
vision of utilitarian values in which Hume’s advocacy of suicide obtains a 
new solution: abandoning the human bodily experience (life itself) 
through a set of technoscientific goods. Consequently, all human needs 
are turned into commodities and the new organizational structure of 
mega-science may be made an instrument of global power.

In Chap. 6, Estrella Trincado and José María Vindel stress the impor-
tance of the “Jevons paradox” to address the limits of innovation. Even in 
the marginalist paradigm, scientific progress and resource efficiency is not 
a good path to the lesser use of resources. When cost of production 
declines due to resource efficiency, marginal utility of commodities that 
use the given resource declines, directly increasing the consumption of 
those commodities and indirectly increasing the consumption of other 
commodities with which they are exchanged. Then, we cannot discuss 
technology without also considering the economic behaviour of agents. 
Technical progress is the problem, not the solution. Thus, the importance 
of encouraging interdisciplinarity, as in the area of econophysics, or to go 
even further, making a deeper synthesis through transdisciplinarity.

Jevons, talking about a non-renewable energy resource, was beginning 
the debate on the limits to growth. The debate was elevated to a global 
scale with the Club of Rome in the 1960s and the publication of the 
famous Meadows report. The chapter stresses the contribution by 
Georgescu-Roegen. Along with the increase in population, exploitable 
materials tend to transform into materials in a dissipated state—not 
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exploitable. Thus, it implies ever more dispersion and increasing entropy, 
with a shortening of the number of years for which the current standards 
of living are sustainable. Even if it entirely consists of feasible recipes, a 
technology is not necessarily “viable”, as a viable technology must have 
the same qualities as those of a living organism, which, in addition to per-
forming certain specific activities, also maintains its material scaffold (its 
body) intact from one minute to the next.

In Chap. 7, Alfredo Macías Vázquez continues with the sociological 
view of Max Weber at the beginning of the twentieth century. Weber 
pointed out that research no longer had anything to do with the passion-
ate dedication to solving a mystery, which required assuming that the uni-
verse had been created by God and that knowing nature meant knowing 
God better. Rationalization process that has dominated Western moder-
nity gives rise to specialization in autonomous disciplines, but in a totally 
disenchanted and soulless world. Values in science form a subsystem that 
is in competition with other alternative subsystems. Calvinist asceticism, in 
its eagerness to separate itself from the world, unintentionally ended up 
giving rise to the economic system that has historically caused the largest 
transformation and exerted the largest control over the world. In parallel, 
this implied the end of the brilliant and charismatic authority, and the 
subordination of the individuals to bureaucratic organization, where the 
individuals found themselves trapped in an iron cage. For Weber, under-
neath the mechanistic structure, a minimum degree of freedom should be 
preserved in order to allow for passion to germinate and facilitate the giv-
ing of one’s life to science, without everything being reduced to the ratio-
nal consideration of the different options. Opposed to historicism, 
Marxism, and utilitarianism, the disenchantment of the world can only be 
surpassed through values which represent a return to ancient polytheism. 
But the problem does not lie exclusively in the need to liberate science 
from the values of other institutional subsystems, but in the fact that sci-
entific activity no longer has any transcendental implications. Weber 
repeatedly warned of the danger of future societies being exclusively dom-
inated by technology.

In Chap. 8, Manuel Santos Redondo reviews what happened to make 
the last quarter of the twentieth century the “Era of Schumpeter”. North 
American competition coming from Japan and East Asia led to the impor-
tance of technological innovation. In the Methodenstreit, Schumpeter took 
sides with the “abstract” school of political economy—the so-called 
Austrian school of political economy—but he tried to reconcile both the 
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abstract and the historical, not without difficulty. He went from consider-
ing in 1911 the entrepreneur as a kind of superior man to talking about 
the entrepreneur as a function, which can be performed by those embed-
ded in another economic function and even by groups, corporations, or 
countries. However, social mobility based on aptitude is doomed, because 
with the routinization of innovation by corporations, there will be no 
room for such a large reward for entrepreneurial aptitude. Santos goes 
then to examine the relationship between Schumpeter and the “Austrian” 
school of economics and also with Ordoliberalism.

In Chap. 9, Antonio García Sánchez, Luis Palma Martos, and Ignacio 
Martínez Fernández show that, in the marginalist-neoclassical approach, 
the attention paid to innovation was scarce as it was attributed to a “resid-
ual” factor. The response to the neoclassical growth model at the end of 
the twentieth century came from its treatment of two increasingly relevant 
variables, human capital and technology. In the “Cambridge Controversies” 
on capital, “reswitching” broke the monotonous relationship between 
interest rates and factor intensity in production techniques. If we analyse 
the Schumpeterian model of innovation in terms of a disruption with 
respect to the stationary state, innovation model could be identified with 
the technological gap. Incorporating technology as an endogenous ele-
ment of production, and demand-pull innovation, makes the picture more 
complete. Theory of Endogenous Growth considers technological prog-
ress as an indirect effect of economic activity; and increasing returns in 
knowledge and technology drive the growth process, including innovative 
capacities, absorptive capacities, and social capacities. The main contro-
versy within this neoclassical approach was related to the distinction 
between financial capital and technical-productive capital; besides the 
incorporated nature of technology in the replacement of technical- 
productive capital and the effects of the interest rate on the choice of 
heterogeneous techniques with different capital intensity. Despite this, the 
residual component was still around 35% of growth.

In Chap. 10, Ramiro E. Álvarez and Jose A.  Pérez-Montiel discuss 
income (and wealth) distribution that has attracted so much attention 
from 2014 after the publication of the works by Thomas Piketty. However, 
they do it, not as Piketty who contrasts predictions and empirical observa-
tion, but in terms of the formal logical consistency of the conventional 
economic approach. They consider that the phenomena of re-switching 
and reverse capital deepening was anomaly in a Kuhnean sense that could 
not easily be assimilated into the conventional approach of neoclassical 
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normal research. Neoclassical theory makes a generalization of the 
Malthusian theory of rent to the remuneration of other productive factors, 
such as capital goods, or the Böhm-Bawerk measure of capital as an “aver-
age production period”. Then, it is incompatible with the principle of 
profit maximization on which free competition is based. Wicksell thus sug-
gested treating physically heterogeneous capital goods as a factor expressed 
in value terms, being as homogeneous as land or labour; but Robinson 
criticized the notion of “capital” as a factor of production, as well as the 
continuous nature of technology. Neoclassical expression of “capital” is 
dependent upon prices that depend upon the rate of profit or interest (an 
unknown variable to be determined by the theory). The work of Piero 
Sraffa discovered the re-switching and Pasinetti and Garegnani pointed out 
that there is no univocal relationship between changes in distribution and 
changes in the “factor intensity” of the different production techniques. 
In short, distribution cannot be explained through factor supply and 
demand curves because the different production techniques that form 
those curves depend on distribution.

In Chap. 11, Elena Gallego explores the main debates on technological 
unemployment along time. Having as a starting point David Ricardo’s 
reference of technological unemployment in the third edition of Principles 
of Political Economy and Taxation of 1821, successive models have intro-
duced different assumptions. The debate of the classical economics with 
current authors allows us to expand the possible future scenarios and 
search for alternative solutions. The orthodox solution solves the problem 
using market incentives and assuming price and wage flexibility; however, 
debates on technological unemployment in the twenty-first century con-
sider that measures can be taken from both private and public sectors, 
such as cutting working hours, digital training, or universal basic income 
as a macroeconomic objective.

In Chap. 12, Javier Arribas Cámara talks about innovation that allows 
us to meet basic human needs rather than encouraging over-consumption 
and waste. In particular, digitalization is an ally of sustainability in several 
ways. Firstly, insofar as it helps to dematerialize and decarbonize the econ-
omy, encouraging a shift from products to services. Digitalization is also a 
critical factor in innovation, especially if promoted  through cooperative 
mechanisms such as collective intelligence. Although digitalization also 
has CO2 emissions, some studies point to an inverted U-shaped relation-
ship between digitization and CO2 emissions per capita. Once the thresh-
old is reached, it can lead to a reduction in per capita emissions of up to 
10% in fully digitized economies. To reduce the carbon footprint and 
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energy consumption, data centres in space seem a good alternative and can 
help achieve global sustainability and accelerate decarbonization in 
ten years.

In Chap. 13, Juan Francisco Galán shows that lack of innovation is not 
the same as a lack of invention. Innovation depends on understanding and 
on institutional embedding, so it cannot be systematized. Converting 
invention into innovation, that is, into economic development, is not an 
easy task. This is evident in Mediterranean countries, such as Spain and 
Italy. Study cases of different inventions, such as Vicenzo Tiberio inven-
tion of antibiotics, Giovanni Caselli invention of the pantelegraph, or 
Alessandro Cruto invention of the incandescent light bulb, show that 
inventions are finally abandoned for several reasons. And an important 
reason for abandonment of them is the misunderstanding and ignorance 
of the concept of innovation. In this sense, although adaptive conclusions 
(trial and error methods) could have been drawn from the fact that inno-
vation is not easy to systematize, something that could be detrimental to 
the need for theory of innovation, this theory and its diffusion is found to 
be pivotal. The case of the submarine invented by Isaac Peral in Spain 
demonstrates the importance of understanding and making people under-
stand the concept of innovation. Thus, the Spanish liberal legal system 
favoured industrial property through the Spanish Patent Law of 1878, but 
it did not allow a true innovation to be put into practice because it was 
met with a not rigorous Council, contemptuous of novelty. As Peral him-
self said, the problem was that “They had left the judgment to those who 
do not know or understand anything about the topic”. Thus, the impor-
tance of understanding the concept of innovation, as this volume has tried 
to do looking at the different theories of economic thought.
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