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Abstract. A recommender system is a software tool designed to sup-
port users to filter out useless options within a multitude of choices
and provide them with the best possible ones. Group recommender sys-
tems have emerged as an important trend in recommendation since they
recommend social items that are enjoyed by more than one individual,
such as TV programs and travel packages, that are typically consumed
in groups. Although algorithm selection in recommender systems is a
research problem covered to some extent by the research community in
which individuals’ information is aggregated, this contribution is focused
on the automatic selection of the most appropriate aggregation function
in group recommendation. Specifically, a general framework that identi-
fies group characteristics to be matched with the most appropriate aggre-
gation function is presented. This approach is implemented by using a
fuzzy decision tree classifier, in a content-based group recommendation
approach. The development of an experimental protocol illustrates the
advantage of the new proposal in relation to its corresponding baselines.

Keywords: group recommendation · fuzzy decision tree · preference
aggregation

1 Introduction

The use of Recommender systems (RSs) is essential in online environments
that concentrate on suggesting to users the items that most closely align with
their preferences and requirements, given the overload of possible options in the
product search space. Due to their functional principles, RSs have been exten-
sively applied across a wide range of domains, including electronic commerce,
e-learning, e-health, and e-tourism [14,20].

RSs have traditionally been employed to suggest items to individual users.
Nonetheless, in recent times, different types of items, known as social items, that
are often consumed by groups have emerged within recommendation contexts.
Examples of such items include movies and tourist routes [7]. Recommending
this kind of item entails an additional effort compared to individual recommen-
dations, as preferences must be managed at both the individual and group level.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
S. Massanet et al. (Eds.): EUSFLAT 2023/AGOP 2023, LNCS 14069, pp. 149–160, 2023.
https://doi.org/10.1007/978-3-031-39965-7_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-39965-7_13&domain=pdf
http://orcid.org/0000-0001-9759-261X
http://orcid.org/0000-0002-1736-8915
http://orcid.org/0000-0003-4245-8813
https://doi.org/10.1007/978-3-031-39965-7_13


150 R. Yera et al.

This necessity has sparked the growth of Group Recommender Systems (GRSs)
[7] as a separate research branch in the field of RSs.

Primarily, GRSs concentrate on processing the data linked to the members of
a group. Such processing can be achieved by utilizing recommendation aggrega-
tion [8], where individual recommendations are initially calculated for each group
member, and then combined via a recommendation aggregation method. Alter-
natively, a preference aggregation approach can also be employed [8], wherein
a pseudo-user is generated that globally represents the group’s preferences, and
this pseudo-user profile is employed to compute the group recommendation. In
both paradigms, aggregation is crucial in the recommendation process. Several
authors such as De Pessemier et al. [8] have then incorporated different aggre-
gation schemes such as Average (Avg), Least Misery (LM) or Most Pleasure
(MP).

The current contribution concerns the automatic selection of the aggregation
methods in group recommendation. The automatic selection of the most appro-
priate recommendation algorithm considering the nature of the data has been
explored with some extent by the research community [6,17]. However, unlike
to these research works focused on algorithm selection, our current contribu-
tion is focused on the selection of a suitable aggregator for the recommendation
method. In addition, in contrast to the previous approaches centered on individ-
uals, it is focused on group recommendation. Finally, we explore the use of fuzzy
classification trees for managing the uncertainty associated to this scenario [21].

In this way, the current contribution aims at providing the following novelties:

– Developing a global methodology for performing an automatic selection of
the aggregation function in group recommendation, based on the nature of
the underlying group.

– The development of a working scenario for the application of the global
methodology in a content-based group recommendation scenario.

– The execution of a experimental protocol for evaluating the impact of the
proposed methodology in the working scenario.

The paper is structured as follows. Section 2 presents a background with an
overview of the knowledge related to the proposal presentation, including group
recommender systems, and automatic algorithm selection in recommender sys-
tems. Section 3 presents a general framework for automatic selection of aggre-
gation functions in GRS. Section 4 illustrates a specific implementation of such
framework, considering a fuzzy decision tree classifier and a content-based group
recommendation approach. Section 5 evaluates such implementation, comparing
it with associated baselines. Section 6 concludes the paper.

2 Preliminaries

The necessary background is provided here for the proposal discussion, focused
on group recommendation and algorithm selection in RS.
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2.1 Group Recommender Systems

RSs are AI-based systems used to provide users with the information that best fit
their preferences and needs in overloaded search spaces [1]. The more spread tax-
onomy for identifying recommender systems, groups them into three main cat-
egories: 1) content-based recommender systems, 2) collaborative filtering-based
recommender systems, and 3) hybrid recommender systems.

Herein, GRSs [8] have appeared as an emerging paradigm for scenarios in
which recommended items are usually enjoyed by groups of users. Movies, touris-
tic routes, or TV programs, are key examples of such kind of scenarios [14].

To perform item recommendations in such contexts by the content-based [16]
or the collaborative filtering paradigm [8], the literature has identified two main
recommendation techniques:

– Rating aggregation: The rating aggregation approach is based on the creation
of a pseudo-user profile that represents the group’s preferences [7,8]. This
profile then receives the recommendation, using individual recommendation
algorithms, as if it were a typical individual profile.
To construct pseudo-user profiles, several aggregation strategies are com-
monly used, as described in [8]. Three of the most frequently used strategies
include: 1) Average, which involves building the pseudo-user profile based on
the average rating given by each member of the group for the corresponding
item; 2) Least Misery, which involves building the pseudo-user profile based
on the lowest rating given by any member of the group for the corresponding
item; and 3) Most Pleasure, which involves building the pseudo-user profile
based on the highest rating given by any member of the group for the corre-
sponding item. These aggregation strategies are used to combine the ratings
provided by individual members of the group to form a single profile that
represents the group’s preferences.

– Recommendation aggregation: This approach aggregates individual recom-
mendations of each member of the group, to obtain the group’s recommen-
dation [8].
In this scenario, the final stage of aggregation is based on the individual pre-
dictions made for each member of the group. There are three commonly used
aggregation schemes for this purpose, as described in [8]. The first scheme is
the Average approach, which involves calculating the group’s prediction for a
particular item as the average of the predicted ratings made by each individ-
ual user in the group for the same item. The second scheme is Least Misery,
which determines the group’s rating as the minimum of the predicted rat-
ings made by each individual user. The third scheme is Most Pleasure, which
determines the group’s rating as the maximum of the predicted ratings made
by each individual user. It is important to note that while these aggregation
schemes are similar to the rating aggregation scheme, they have a different
meaning in this context.

The current research work is focused on proposing a framework for facil-
itating the automatic selection of the aggregation measures, taking as base
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the content-based group recommender system approach (CB-GRS) [16]. In this
way, while the previous works focused on content-based group recommendation
[13,16] incorporate the aggregation approaches based on a pre-defined viewpoint,
the aim of our proposal is the automatic identification of the most appropriate
aggregation approach tailored to the current group features.

2.2 Automatic Algorithm Selection in Recommender Systems

The automatic selection of the most suitable recommendation algorithm, based
on the nature of the data, has been explored by the research community to some
extent.

In an initial study, the problem of selecting the most appropriate Collaborative
Filtering (CF) algorithm was explored by representing the data as a graph rather
than a rating matrix [12]. The study derived metafeatures that are dependent
on the graph to choose among nearest neighbor (NN) algorithms. Additionally,
the selection process utilized a rules-based model that leveraged domain-specific
knowledge.

Subsequent studies investigated the rating matrix by utilizing statistical
and/or information-theoretical metafeatures to choose between nearest neigh-
bor (NN) and matrix factorization (MF) algorithms [2]. In these studies, the
task was approached as a regression problem, with the objective of improving
the Root Mean Square Error (RMSE) performance.

A different technique, which involved a decision tree regression model, was
later proposed to address the problem [9]. This method examined the connection
between user ratings and neighborhood data, as well as the anticipated error in
the recommendations provided by a nearest neighbor (NN) algorithm. Unlike
previous approaches, this method concentrated on characterizing metafeatures
for individual users instead of the entire dataset.

Furthermore, Cunha et al. [6] conducted an empirical study on algorithm
selection for collaborative filtering, considering statistical features of the RS
dataset and their impact on the performance of different CF approaches. More
recently, Polatidis et al. [17] proposed a methodology for recommender system
algorithm selection using a machine learning classifier, which indicated that tree-
based approaches such as Decision Tree and Random Forest perform well and
provide accurate and precise results.

Unlike previous works, our proposal focuses on selecting a specific aggrega-
tion operator of the recommendation method, rather than the algorithm as a
whole. Moreover, it is focused on group recommendation, rather than individual
recommendation as in previous studies.

3 A General Framework for Automatic Selection
of the Aggregation Measure

A methodology for performing the automatic selection of the aggregation func-
tions in group recommendation is presented here. Figure 1 depicts this method-
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Fig. 1. General methodology for automatic selection of the aggregation function in
GRS.

ology, which is composed of offline and online stages, and comprises the following
steps:

1. Group’s features characterization: It is focused on exploring groups’ pref-
erences values for extracting features that could be relevant for characterizing
groups. Such features could be directly obtained from such values (e.g. rat-
ing averages, amount of ratings, the higher rating value), or depending of
intermediate calculation such as the groups’ member correlation values.

2. Performance evaluation of the GRS aggregation functions: It explores
the performance of a selected GRS method, for each specific group and con-
sidering different aggregation functions. Here, the goal is to identify for each
mentioned group, the aggregation function that performs best. As mentioned
in Sect. 2, some of the aggregation measures usually considered in GRS are
Average, Least Misery, and Most pleasure [8]. Here it is important to point
out that in the next future it will be explored further power means and OWA
operators at this stage [5]; however it is necessary to characterize better their
behavior in the GRS context, before their use a part of an automatic selection
strategy.

3. Supervised classifier training: It trains a supervised classifier for linking
the features identified at Step 1, with the best aggregation functions identified
at Step 2. This approach assummes the hypothesis that the performance of
each aggregation function depends on the value of some group’s features.
Even though, these three stages have a low computational cost, they can be
also executed in an offline phase, previously to the real-time recommendation
generation process.

4. Identification of the most appropriate aggregation function: This
step represents the online phase of the procedure. It is focused on the use
of the classifier trained in the previous step, for identifying the most appro-
priate aggregation function that will be used for the active group, in the
recommendation generation process.

The presented methodology can be implemented in different GRS and super-
vised classifiers scenarios, exploiting the benefits at each specific case. The fol-
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lowing section will explore it, considering a content-based group recommendation
approach and a fuzzy decision tree-based classifier.

4 Automatic Selection of the Aggregation Function
in Content-Based Group Recommendation

This section illustrates the implementation of the methodology presented in the
previous section, in a content-based group recommendation scenarios [16]

Group’s Features Characterization: This step characterizes groups by using
features with a clear semantic meaning, to facilitate the understanding of the
classification procedure that will be used in the following steps.

The following group features are used:

– The minimum Pearson’s correlation coefficient value between any pair of
group members (M) (Eq. 1).

M(G) = min corr(u, v), ∀u, v ∈ G (1)

– The amount of ratings linked to the group (A) (Eq. 2). |Ru| is the number of
preferences of user u.

A(G) =
∑

u∈G

|Ru| (2)

– The amount of items that have been co-evaluated by all the current group
users (C) (Eq. 3).

C(G) = |Ic|, where Ic = {i : ∀u∈Grui ∈ R} (3)

– The rating average of the group (AV), formalized through Eqs. 4–5.

AV (G) =

∑
rui∈R rui

|R| (4)

R = ∪u∈GRu (5)

The selection of these features is based on previous work that raises the
relevance of such information in the GRS context [4,8].

In the next step of the procedure, it will be assumed that the features are
normalized into the interval [0, 1].

Performance Evaluation of the GRS Aggregation Functions: This step
will use the hybrid CB-GRS approach recently presented by Pérez-Almaguer et
al. [16], and that comprises the following components, not detailed here due to
space reasons:

1. A content-based item and user profiling stage, facilitating the use of the app-
roach in cold-start scenarios.
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2. The use of a weighting scheme for calculating the user-item matching values.
3. The addition of a virtual user profile to the group for boosting clear tendencies

across the member’s preferences.
4. The possibility of using the average or minimum aggregation, for aggregating

the individual predicted preferences into the group preferences.

This method is executed over the groups considered across the whole process,
using both the average and minimum aggregation approaches (Step 4). Taking
into account a performance metric (in this case Precision [10]), the aggregation
approach that performed best is stored for each group, using it as the class in
the next supervised classifier building.

Supervised Classifier Training. Here we introduce the procedure to build
the fuzzy decision tree, using the group features identified before.

Here the group G is represented by a membership value to the fuzzy set
D, which is initially 1 for all the groups. In this context, G is identified
through the corresponding values of the four attributes considered previously
(Ai ∈ {M,A,C,AV }), as well as the value of the corresponding class (Ck ∈
{Average,Minimum}). DCk is a fuzzy subset of D, being μDCk (G) = μD(G)
whether G class is Ck, and μDCk (G) = 0 in other case. |DCk | is the cardinality
of the fuzzy set DCk . [19].

For sake of simplicity, the numerical attribute Ai is featured by using three
triangular fuzzy sets low, medium, and high (Fig. 2). Table 1 illustrates the
group profiling process according to this viewpoint.

Table 1. Group profiling using the fuzzy sets low, medium, and high.

g1 (µM,low(g1),µM,medium(g1),µM,high(g1),µA,low(g1),µA,medium(g1),µA,high(g1),
µC,low(g1),µC,medium(g1),µC,high(g1),µAV,low(g1),µAV,medium(g1),µAV,high(g1))

g2 (µM,low(g2),µM,medium(g2),µM,high(g2),µA,low(g2),µA,medium(g2),µA,high(g2),
µC,low(g2),µC,medium(g2),µC,high(g2),µAV,low(g2),µAV,medium(g2),µAV,high(g2))

...

The approach for the fuzzy decision tree induction comprises then the sub-
sequent steps:

1. Construct a root node, as a fuzzy set D having the groups with 1 as mem-
bership value.

2. If a candidate node t with a fuzzy set of data D verifies that |DCk |
|D| ≥ θr, being

Ck ∈ {Average,Minimum}; or |D| ≤ θn; or that all the features have been
already analyzed, then the current node is a leaf, and its weight for each Ck

is |DCk |. θr and θn are thresholds which values are empirically determined.
3. Otherwise, the new decision node is constructed as follows, by selecting the

attribute that maximizes the information gain G(Ai,D). Therefore, for each
attribute Ai ∈ {M,A,C,AV } not considered before, calculate the information
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Fig. 2. Membership functions

gain G(Ai,D) (Eqs. 6–9) and select the attribute Amax that maximizes it:
G(Ai,D) = I(D) − E(Ai,D) where,

I(D) = −
n∑

k=1

(pk ∗ log2pk) (6)

E(Ai,D) =
m∑

j=1

(pij ∗ I(DAi,j)) (7)

pk =
|DCk |
|D| (8)

pij =
|DAi,j |∑m
l=1 |DAi,l|

(9)

Here I(D) at Eq. (6) is the total entropy of certain dataset D, while E(Ai,D)
at Eq. (7) is the fuzzy classification entropy of the attribute Ai. pk is the rela-
tive frequency of the class Ck in the dataset, and pij is the relative frequency
of all objects within the branch associated to the corresponding linguistic
label j and attribute Ai, into each class. DAi,j is the fuzzy subset which
membership is represented by the linguistic term j ∈ {low,medium, high}
linked to the group attribute Ai ∈ {M,A,C,AV }.

4. Once Amax is chosen, the current D is divided into three fuzzy subsets
DAmax,low

, DAmax,medium
, and DAmax,high

, each subset for each linguistic label
that characterizes such attribute. The membership value of each group g to
DAmax,j (j ∈ {low,medium, high}), is then the product of the membership
value of g to D, and the value μAmax,j

(g) associated to Amax in D.
5. Generate new nodes t1, t2, t3 for fuzzy subsets DAmax,low

,DAmax,medium
,

and DAmax,high
, labelling with each corresponding linguistic term j ∈

{low,medium, high}, to each edge that connect them with D.
6. For each fuzzy subset DAmax,low

,DAmax,medium
,DAmax,high

, repeat recursively
this algorithm from step 2.

This induced fuzzy decision tree is used in the online phase of the proposal,
for identifying the best aggregation function associated to a specific group.
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Identification of the Most Appropriate Aggregation Function: The
induced fuzzy decision tree is used for building classification rules, associated
to each branch, with the format:

Rule R = If Ai1 is j1 and ... and If Ain is jn then Class = Ck with weight Wk

(10)

Here Ai1 ∈ {M,A,C,AV }, j1 ∈ {low,medium, high}, and Ck ∈
{Average,Minimum}. The rule weight Wk is the sum of the membership of
all objects of class k, at the associated leaf.

For a group g, the classification is performed as:

1. Matching degree: The following equation obtains the activation degree of the
left part of the rule, for the current group:

μR(g) = T (μAi1,j1(g), μAi2,j2(g), ..., μAin,jn
(g)) (11)

where μAi,j
(g) is the membership degree of the value of the Ai ∈

{M,A,C,AV } attribute for group g with the fuzzy set associated to the
same attribute Ai and the linguistic term j ∈ {low,medium, high}. T is a
T-norm [15].

2. Association degree: The association degree of g with each rule R, considering
the class k is calculated as:

bRk(g) = T (μR(g),Wk) (12)

T is a T-norm [15].
3. Confidence degree: At last, the confidence degree of each class, for a specific

group g, is reached through the aggregation of the association degrees linked
to all the analyzed rules. This final calculation is used through the use of a
T-conorm T ∗ [15]:.

confk(g) = T ∗(b1k(g), b2k(g), b3k(g), ..., bRk(g)) (13)

The classification process assigns then to the group g, the class k that obtains
the higher association degree.

5 Experiments

This section is focused on the evaluation of the approach discussed previously.

5.1 Experimental Protocol

This evaluation will use the following databases, previously employed in related
works [16]:

– Movielens 100K, with 943 users, 1682 movies, and 100000 preferences in
the interval [1, 5] [11].



158 R. Yera et al.

– HetRec, containing heterogeneous information, with 2213 users, 10197
movies, and 855K+ ratings. The ratings are also in the range [1, 5] [3].

This evaluation process will be guided by the Precision metric (Eq. 14), fre-
quently used in the RS evaluation [13]. For sake of space other evaluation criteria
were not included here, but will be considered in the future research.

Precision =
|recommended items ∩ preferred items|

|recommended items| (14)

Here it is used a preference threshold rui ≥ 4, that is a usual criteria for this
parameter [18].

We use the subsequent stages for performing the evaluation [4,10]:

1. Train and test sets are created following the random procedure commonly
used in previous works [4,10].

2. We build user groups of different sizes, and the groups creation process is
executed considering users with common preferences.

3. The method presented across the current paper is developed, for choosing the
suitable aggregation scheme for each group.

4. For each group, we apply the CB-GRS approach proposed by Pérez-Almaguer
et al. [16], using the selected aggregation function in each case.

5. The top n recommendation performance is measured with the Precision, by
matching the recommendation output with the preferences in the test set. At
last, the average precision is calculated for all the groups.

5.2 Results

Using the previous protocol, the proposal is evaluated with θr = 0.9 and θn =
0.01 as parameters. This means that the fuzzy decision tree induction is stopped
if the relative frequency of a certain class exceeds 0.9, or if the current node
cardinality is less than 0.01. The used group size were 4 (Movielens) and 3
(HetRec), and several sizes of the recommendation sets were considered (see
Table 2).

This evaluation considers as baseline the hybrid proposal presented at [16],
considering both Average and the Minimum approaches (avg and min, in
Table 2), which are the state-of-art existing approaches that will be compared
with the current proposal. In the context of the experimental steps presented
in the previous section, Step 3 is omitted for the baseline evaluation. This step
introduces the execution of the procedure discussed across this paper (dyn, in
Table 2).

The results demonstrate that for both datasets, the proposal effectively iden-
tifies the optimal aggregation scheme to be used in a hybrid CB-GRS. This is
evidenced by its significant outperformance of two baselines that consistently
employ average and minimum aggregation.
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Table 2. Performance of the proposal, in relation to previous works. Precision metric.

Dataset top N 1 2 3 4 5 10

Movielens avg (baseline) 0.5787 0.5844 0.5788 0.5684 0.5740 0.5681
Movielens min (baseline) 0.5813 0.5725 0.5829 0.5841 0.5845 0.5754
Movielens dyn 0.6025 0.5806 0.5879 0.5844 0.5855 0.5760
HetRec avg (baseline) 0.5050 0.5075 0.5039 0.5000 0.5013 0.4957
HetRec min (baseline) 0.5700 0.5483 0.5417 0.5358 0.5297 0.5080
HetRec dyn 0.5817 0.5483 0.5422 0.5363 0.5299 0.5083

6 Conclusions

The automatic selection of the aggregation functions in GRS presented in this
contribution has been initially implemented over the content-based group rec-
ommendation context, but it can also be applied to other group recommender
systems. It aims to provide an automatic building of the recommendation system,
which can lead to an improvement in recommendation accuracy. It is worthy to
mention that most of the proposed approach can be executed offline, facilitating
its deployment in recommender context with a high volume of information.

Our future work includes the exploration of new features as well as feature
extraction algorithms to enrich the group profiling process. In addition, other
classifiers such as deep learning-based, will be studied for the selection of the
suitable aggregation approach.
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