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Preface

It is with great pleasure that we introduce the proceedings of DEXA2023workshops: the
7th International Workshop on Cyber-Security and Functional Safety in Cyber-Physical
Systems (IWCFS 2023) and the 3rd International Workshop on AI System Engineering:
Math,Modelling andSoftware (AISys 2023). Theseworkshops serve as a global platform
for researchers, engineers, and practitioners to explore the intricate realm of AI system
engineering, with a specific focus on the essential aspects of mathematics, modelling,
software development, cyber-security, and functional safety in the context of cyber-
physical systems.

In recent years, the rapid advancement of artificial intelligence has permeated virtual-
ly every aspect of our lives, revolutionized industries and transformed thewaywe interact
with the world. From autonomous vehicles and smart manufacturing to healthcare sys-
tems and smart cities, the integration of AI into cyber-physical systems has enabled
unprecedented levels of efficiency, innovation, and automation. However, it also brings
forth new challenges and complexities that demand rigorous engineering practices to
ensure the reliability, security, and safety of these systems.

The papers featured in this volume represent the cutting-edge research, insights,
and innovations shared during the conference. They cover a wide range of topics,
including mathematical foundations for AI, modelling techniques, software engineering
methodologies, cyber-security considerations, and functional safety approaches in the
development and deployment of AI systems within the realm of cyber-physical systems.

Each paper included in this compilation has undergone a rigorous, at least 3 reviewers
per submission in a single-blind review process, ensuring the highest standards of quality
and relevance to the conference theme. The expertise and dedication of the authors,
combined with the invaluable feedback from the program committee, have contributed
to the depth and breadth of knowledge presented in this volume. Out of 20 submissions,
7 were accepted as full papers and 3 were accepted as short papers.

We would like to extend our sincere appreciation to all the authors for their valuable
contributions to this collection. Their tireless efforts and pioneering research have signif-
icantly advanced the field of AI system engineering, bringing us closer to the realization
of safe, secure, and reliable AI-driven cyber-physical systems. We would also like to
express our gratitude to the program committee members for their expertise, rigor, and
dedication in evaluating and selecting the papers.

Furthermore, we want to extend our appreciation to the conference organizers, spon-
sors, and participants for their unwavering support and enthusiastic engagement. It is
through their collective efforts that these workshops have become a thriving platform
for knowledge exchange, interdisciplinary collaboration, and innovation in the field of
AI system engineering.

As you explore the pages of these proceedings, we hope that you find inspiration
in the pioneering research, novel methodologies, and insightful discussions presented
here. Whether you are a researcher, an engineer, a practitioner, or a policy-maker, we



vi Preface

believe that the wealth of knowledge shared within this volume will not only expand
your understanding but also inspire you to embrace the challenges and opportunities that
lie ahead in AI system engineering for cyber-physical systems.

Finally, we would like to express our heartfelt appreciation to the entire community.
It is your collective dedication, expertise, and commitment to advancing the field of AI
system engineering that made this event a resounding success.

August 2023 Gabriele Kotsis
A. Min Tjoa
Ismail Khalil

Bernhard Moser
Atif Mashkoor

Johannes Sametinger
Maqbool Khan
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DSD: The Data Source Description
Vocabulary

Lisa Ehrlinger2(B) , Johannes Schrott1,2(B) , and Wolfram Wöß1

1 Johannes Kepler University Linz, Linz, Austria
{johannes.schrott,wolfram.woess}@jku.at

2 Software Competence Center Hagenberg GmbH, Hagenberg, Austria
{lisa.ehrlinger,johannes.schrott}@scch.at

Abstract. Training machine learning models, especially in producing
enterprises with numerous information systems having different data
structures, requires efficient data access. Hence, standardized descrip-
tions of data sources and their data structures are a fundamental require-
ment. We therefore introduce version 4.0 of the Data Source Description
Vocabulary (DSD), which represents a data source in a standardized form
using an ontology. We present several real-world applications where the
DSD vocabulary has been applied in recent years to demonstrate its rele-
vance. An evaluation against the FAIR principles highlights the scientific
quality and potential for reuse of the DSD vocabulary.

Keywords: Data source representation · FAIR · Vocabulary · Ontology

1 Introduction

Training machine learning (ML) models [8], integration of heterogeneous data
sources [5], or data quality measurement [3,4] are exemplary tasks that involve
more than one data source in an organization. To merge these data sources, a
standardized description of the data sources and their data structures is required.
Data Source Description Vocabulary (DSD)1 version 4.0, which enables the
standardized representation of data sources and their internal structure inde-
pendently of the original type of source (e.g., database management system,
comma-separated values (CSV) files).

We delimit DSD from related research in Sect. 2 and describe the details
of the vocabulary in Sect. 3. Sect. 4 highlights the relevance of DSD by outlin-
ing its applications in practice. The vocabulary is evaluated against the FAIR
(Findability, Accessibility, Interoperability, and Reuse [12]) principles in Sect. 5.

2 Related Work

The idea of developing a standardized representation for data sources of differ-
ent types is not new. Atzeni et al. [1] present a metamodel that can represent
1 Available online: IRI: https://w3id.org/dsd; DOI: https://doi.org/10.5281/zenodo.

7773861.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
G. Kotsis et al. (Eds.): DEXA 2023 Workshops, CCIS 1872, pp. 3–10, 2023.
https://doi.org/10.1007/978-3-031-39689-2_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-39689-2_1&domain=pdf
http://orcid.org/0000-0001-5313-0368
http://orcid.org/0000-0003-2689-0876
https://w3id.org/dsd
https://doi.org/10.5281/zenodo.7773861
https://doi.org/10.5281/zenodo.7773861
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(amongst others) relational data models, Entity-Relationship models, and object-
oriented models. Candel et al. [2] propose “U-Schema”, a unified metamodel that
is based on the Eclipse Modeling Framework (EMF)2 and supports the most-
widely used NoSQL systems, as well as MySQL. The DSD vocabulary is different
from such metamodels since it is based on the Ontology Language (OWL)3 for
building ontologies that represent data sources.

The following OWL-based vocabularies for describing the metadata of data
sources [13] have been recommended by the World WideWeb Consortium (W3C):

– the Data Catalog Vocabulary (DCAT)4, which provides terms for describing
so-called “data sets” (i.e., data sources) and services to catalog them, and

– the Vocabulary of Interlinked Datasets (VoID)5, which is specifically tailored
to describe metadata of Resource Description Framework (RDF) data sets.

In contrast to DSD, both vocabularies do not cover the structure inside a data
source. There are also some vocabularies that support the representation of the
internal structure of a data source, like CSV on the Web (CSVW)6 that allows
describing the structure of CSV files, or the RDF Data Cube Vocabulary7 that
is suitable for multidimensional data. All of these vocabularies are dedicated to
a specific data source type, while DSD is data source type independent. The
Semantic Data Dictionary (SDD) has a similar objective as DSD, but only sup-
ports tabular data in its current state (Extensible Markup Language (XML) is
planned in the future) [10].

Despite the same acronym, the DSD vocabulary is also different from the
DSD Schema Language [9], which is an XML schema language with higher
expressiveness than the XML document type declaration (DTD)8 or XML
Schema (XSD)9.

In summary, there is no other OWL-based vocabulary than DSD that can
represent data sources, independently of their type and internal structure.

3 The Data Source Description Vocabulary (DSD)

Originally, Ehrlinger and Wöß published DSD in 2015 [5]. The vocabulary is
based on OWL, RDF, and RDF Schema. The core idea of DSD is to provide
a terminology for representing the structure of data sources independently of
their type [5]. It can be used to represent different types of data sources (e.g.,
relational or graph databases, document stores) and their (internal) semantics.

Based on our experience in data modeling (Entity-Relationship (ER) models,
Unified Modeling Language (UML), and ontologies) and on requirements raised
2 https://www.eclipse.org/modeling/emf/.
3 https://www.w3.org/TR/owl2-overview/.
4 http://www.w3.org/ns/dcat#.
5 http://rdfs.org/ns/void#.
6 http://www.w3.org/ns/csvw#.
7 http://purl.org/linked-data/cube#.
8 https://www.w3.org/TR/REC-xml/#dt-doctype.
9 https://www.w3.org/TR/xmlschema-0/.

https://www.eclipse.org/modeling/emf/
https://www.w3.org/TR/owl2-overview/
http://www.w3.org/ns/dcat#
http://rdfs.org/ns/void#
http://www.w3.org/ns/csvw#
http://purl.org/linked-data/cube#
https://www.w3.org/TR/REC-xml/#dt-doctype
https://www.w3.org/TR/xmlschema-0/
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Fig. 1. OWL classes and OWL object properties in the DSD vocabulary

by company partners (cf. applications of DSD in Sect. 4), we defined a set of
terms (i.e., OWL classes, object properties, and data properties) for describing
data sources. Figure 1 illustrates the classes and object properties defined in
DSD. For simplicity, inverse object properties are not shown. An inverse object
property in OWL is a relationship between two classes where the direction of
the relationship is reversed. We distinguish between “essential” classes, which
are necessary for describing a data source using DSD, and “optional” classes,
which provide additional non-necessary features. Below, we describe each class,
in order of importance.

Essentials

– Data Source. A generic class for representing data sources. Example: A
dsd:DataSource can represent structured data such as relational databases,
semi-structured data like XML files, or NoSQL databases such as graph
databases or wide-column stores.

– Concept. A representation of a structural part of a data source. Example:
A dsd:Concept can represent a table or a view of a relational database or a
class in object-oriented structures.

– Attribute. A dsd:Attribute describes a property of a dsd:Concept. DSD
also provides OWL data properties to define certain attribute characteristics,
such as, nullable or unique. Example: If a dsd:Concept represents a relational
table, its attributes correspond to the columns.

– Association. A dsd:Association describes a relationship between two
instances of dsd:Concept. There are three disjoint dsd:Association sub-
classes for aggregation, inheritance, and reference associations. For further
details and also for object properties of the subclasses, we refer to [5].

Optionals

– Schema. Instances of dsd:Schema create an optional hierarchy level between
data sources (instances of dsd:DataSource) and concepts (instances of
dsd:Concept). Schemas allow the grouping of concepts and are commonly
used in enterprise databases.
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– Data Source Type. This class provides instances of the most common data
source types, which can be assigned to instance of dsd:DataSource.

– Primary Key and Foreign Key. Instances of these two classes are assigned
to a dsd:Association or dsd:Concept and consist of one or more instances
of dsd:Attribute (i.e., can be composite keys).

4 Use Cases and Applications of DSD

In recent years, DSD has been used in various applications. This section discusses
three areas where DSD can be useful for both researchers and practitioners.

Schema Matching and Schema Similarity. A key advantage of DSD is to make
data sources and their schemas comparable. Thus, in [6], DSD was used to gen-
erate homogeneous representations of data source schemas, which could then be
compared directly. The similarity of these schemas (i.e., their degree of overlap)
was used as input for a metric to assess the schema quality [6].

Metadata Management. The implementation of a corporate metadata manage-
ment system (e.g., a data catalog) requires comparability of data source schemas
from different types. For that purpose, we employed DSD to represent different
data sources in a producing company [11]. In this project, DSD was the basis to
describe data sources and their internal structure, which can then be annotated
with different kinds of metadata, e.g., access security metadata or the assignment
of data responsibility roles.

Data Quality. In real-world scenarios, data quality assessment should be car-
ried out on multiple (heterogeneous) data sources. Thus, the data quality tools
QuaIIe [4] and DQ-MeeRKat [3], which aim to be data source type indepen-
dent, implement connectors10 that map the original schema of a data source to
a DSD representation (see Table 1 in [5]). After calculating different data quality
metrics, the measurement results can be annotated to these representations.

5 Evaluation Against the FAIR Principles

The FAIR principles define a measurable set of guidelines to assess the FAIRness
of a data asset [12] and are therefore well suited to evaluate the quality (i.e., find-
ability, accessibility, interoperability, and reuse) of DSD. We conducted a two-
fold evaluation: (1) an automated evaluation using FOOPS!11 in Sect. 5.1 and
(2) a manual evaluation with the FAIR principles published online in Sect. 5.2.

10 See the “connectors” Java package in https://github.com/lisehr/dq-meerkat.
11 https://w3id.org/foops/.

https://github.com/lisehr/dq-meerkat
https://w3id.org/foops/
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5.1 Automatic Evaluation

For the automatic evaluation, we used the tool FOOPS! (Ontology Pitfall Scan-
ner for FAIR) [7]. FOOPS! determines FAIRness by checking if Internationalized
Resource Identifiers (IRIs) are resolvable and permanent, and if certain OWL
properties (e.g., author, publication date, provenance information) are present.

In the automatic evaluation, DSD achieves a FAIRness score of 88%. FOOPS!
does not assess DSD to be fully FAIR since it does not recognize some specific
metadata. As an example, information on authors and contributors of DSD is
included as instances of foaf:Person, but FOOPS! expects the presence of
literal values.

5.2 Manual Evaluation

For each FAIR principle12, we manually assessed and justified if it is fulfilled by
DSD, as shown in detail in Table 1. Overall, we consider DSD to be fully FAIR.

Table 1. Manual evaluation against the FAIR Principles.

FAIR principle Fulfillment Justification

Findable

F1. (Meta)data are assigned a
globally unique and persistent
identifier.

� The base IRI of DSD is https://w3id.
org/dsd, which is unique and a
persistent identifier.

F2. Data are described with rich
metadata (defined by R1 below)

� See detailed principles R1.1-1.3.

F3. Metadata clearly and explicitly
include the identifier of the data they
describe

� The metadata of the vocabulary is
annotated using RDF. Data (=
subject) is annotated with specific (=
predicate) metadata (= object).

F4. (Meta)data are registered or
indexed in a searchable resource

� DSD is indexed in Linked Open
Vocabularies (LOV)a.

Accessible

A1. (Meta)data are retrievable by
their identifier using a standardised
communications protocol

� The vocabulary is available online
(see Footnote 1) and can be retrieved
using the HTTPS protocol.

A1.1 The protocol is open, free,
and universally implementable

� HTTPS fulfills all these criteria.

A1.2 The protocol allows for an
authentication and authorisation
procedure, where necessary

� HTTPS allows, e.g., basic-auth. In
the case of DSD, no authentication
and authorization are needed.

(continued)

12 The FAIR principles and the corresponding descriptions in the leftmost column of
Table 1 are directly taken from the GO-FAIR website (https://www.go-fair.org/fair-
principles/).

https://w3id.org/dsd
https://w3id.org/dsd
https://www.go-fair.org/fair-principles/
https://www.go-fair.org/fair-principles/
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Table 1. (continued)

FAIR principle Fulfillment Justification

A2. Metadata are accessible, even
when the data are no longer available

� DSD has a DOI and is indexed in
LOVa as well as prefix.ccb.
Furthermore, a GitHub repositoryc

exists.

Interoperable

I1. (Meta)data use a formal,
accessible, shared, and broadly
applicable language for knowledge
representation

� DSD is available online in Turtled

syntax.

I2. (Meta)data use vocabularies that
follow FAIR principles

� DSD is based on RDF and OWL. It
does not import any other
vocabularies.

I3. (Meta)data include qualified
references to other (meta)data

� The metadata of DSD is encoded
using RDF, thus all references are
qualified.

Reusable

R1. (Meta)data are richly described
with a plurality of accurate and
relevant attributes

� See detailed principles R1.1-1.3

R1.1. (Meta)data are released with
a clear and accessible data usage
license

� DSD is licensed under the GNU
Lesser General Public Licens
(LGPL)e.

R1.2. (Meta)data are associated
with detailed provenance

� Provenance information is provided
via DSDs GitHub repositoryc. To
maintain a clear scope of the
vocabulary, we do not include
provenance information directly in
the vocabulary.

R1.3. (Meta)data meet
domain-relevant community
standards

� The vocabulary uses RDF and OWL.
Metadata information of the
vocabulary is encoded with terms
that are recommended as
“best-practice” by FOOPS! and
PyLODEf .

a https://lov.linkeddata.es/dataset/lov/
b https://prefix.cc/
c https://github.com/FAW-JKU/dsd-vocabulary
d https://www.w3.org/TR/2014/REC-turtle-20140225/
e https://www.gnu.org/licenses/old-licenses/lgpl-2.1.html
f https://github.com/RDFLib/pyLODE

6 Conclusion and Outlook on Future Work

Although the focus of DSD is on the description of data sources, previous versions
contained, e.g., a class Stakeholder, which was used for modelling people and
their permissions to data sources. In the newest version 4.0, we removed all
capabilities that do not support the core idea of DSD and suggest the reuse and

https://lov.linkeddata.es/dataset/lov/
https://prefix.cc/
https://github.com/FAW-JKU/dsd-vocabulary
https://www.w3.org/TR/2014/REC-turtle-20140225/
https://www.gnu.org/licenses/old-licenses/lgpl-2.1.html
https://github.com/RDFLib/pyLODE
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combination with other vocabularies to annotate different kinds of metadata to
a data source. An example is the Data Quality Vocabulary (DQV)13, which
is specifically designed to represent data quality metadata. DSD 4.0 is the first
version that includes a rich set of metadata as well as a permanent identifier, and
thus fulfills the FAIR principles. Due to intensively using DSD in data quality
tools (cf. [3,4]), we will further investigate the integration of DSD with DQV in
our ongoing research. At this point, we would like to encourage other research
groups to investigate the integration of additional vocabularies for annotating
metadata to DSD data sources, e.g., security or provenance metadata.
All links in this publication were last visited on June 1, 2023.
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Abstract. As large language models (LLMs) revolutionize natural lan-
guage processing tasks, it remains uncertain whether the text they gener-
ate can be perceived as innovative by human readers. This question holds
significant implications for innovation management, where the generation
of novel ideas from extensive text corpora is crucial. In this study, we
conduct an empirical evaluation of 2170 generated idea texts, containing
product and service ideas in current trends for specific companies, focus-
ing on three key metrics: innovativeness, context, and text quality. Our
findings show that, while not universally applicable, a substantial number
of LLM-generated ideas exhibit a degree of innovativeness. Remarkably,
only 97 texts within the entire corpus were identified as highly innova-
tive. Moving forward, an automated evaluation and filtering system to
assess innovativeness could greatly support innovation management by
facilitating the pre-selection of generated ideas.

Keywords: Artificial Intelligence · Decision Support · Large Language
Models · Data Quality

1 Introduction

We examine the perception of innovativeness in texts generated by Large Lan-
guage Models (LLMs) among a human audience. To address this question, we
perform an empirical evaluation on a comprehensive set of 2170 texts generated
specifically for innovation management. Our evaluation focuses on assessing the
degree of innovativeness, the contextual relevance of the innovations proposed,
and the extent to which the generated texts resemble human-written content.

It is widely recognized that Large Language Models (LLMs) lack thought
or reasoning capabilities and can be likened to “Stochastic Parrots” [2]. These
models rely on predicting the next words in a sequence based on vast corpora
of data, without true comprehension. However, recent advancements have inte-
grated LLMs with online source access, enabling them to retrieve information [9].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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The integration of next word prediction with real-time data access has shown
promising results in simulating novelty within various domains. This approach
has been particularly valuable in innovation management, facilitating data anal-
ysis and idea generation [3]. Furthermore, it has proven effective in expanding,
combining, and explaining novel ideas through creative processes [8].

Previous research has delved into the novelty of texts generated by LLMs,
with a specific focus on programming exercise generation [16]. Although an
empirical evaluation was not conducted, the study aimed to determine if the gen-
erated texts could be found on the internet. Remarkably, the findings revealed
that 81.8% of all generated examples were deemed novel. While novelty does
not directly imply innovativeness, these results indicate the ability of LLMs to
produce new information. In smaller models such as GPT-2, instances of text
duplication may occur, diminishing novelty and innovation [13].

Our objective is to determine the true innovativeness of texts generated by
LLMs. Our evaluation encompassed a diverse range of domains, including new
ideas, products, improvements, and novel customer service areas for a total of
31 companies. We aim to answer the following questions:

– Perception of Innovativeness: We explore whether ideas generated by LLMs
are perceived as truly innovative by human evaluators. This investigation
delves into the subjective assessment of the generated texts in terms of their
novelty and creativity.

– Contextual Relevance: We examine the degree to which the generated ideas
align with the context of the specific company they were generated for. This
analysis assesses the appropriateness of the ideas in relation to the company’s
industry, objectives, and current trends.

– Human-Like Text Quality: We evaluate the text quality of LLM-generated
passages and investigate whether they can convincingly pass as human-
written content. This assessment takes into account factors such as coherence,
grammar, and overall fluency.

2 Background

LLMs are large models trained on general data to solve a wide range of Natural
Language Processing (NLP) tasks. In order to perform the desired task, a prompt
is given to the LLM [14]. Examples for LLMs are GPT3 [4], which was used to
generate the text corpus, BLOOM [17] and PaLM [5]. LLMs are able to achieve
state-of-the-art results on various NLP tasks, including text generation [15].

When evaluating the innovativeness of texts generated by LLMs, it is crucial
to recognize the specific task to which the text corpus was applied: ideation in
the domain of innovation management. After the trend scouting phase, ideation
is used to generate and subsequently filter ideas based on their potential. This
stage serves as a foundation for further evaluation and analysis, allowing more
promising ideas to be explored while discarding less viable ones [6].

The primary concept underlying the text corpus employed in our research
was to leverage Language Models (LLMs) for analyzing extensive collections
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of data and generating fresh ideas. This approach aimed to provide innovation
managers with one concise paragraph of text per idea that serve as valuable
starting points. Manual sifting through such corpora would pose a significant
challenge for humans; however, the utilization of LLMs holds promising potential
for enhancing innovation management [7].

In our case the trends were mined from news articles, scientific publications
from conferences and journals as well as arXiv documents. The trends were
mined via topic modelling [10], of the title and abstract of each article.

We employed GPT-3, to create an idea that may be usable by a business to
expand on their current portfolio, or to create new products or services. Our aim
was to harness the capabilities of GPT-3 to generate ideas that businesses could
potentially utilize to expand their existing portfolio or develop new products and
services. The paramount goal of these generated ideas was to appear genuinely
innovative to the readers. Additionally, the business provided us with a specific
context to determine the innovation potential of the ideas. Furthermore, the LLM
was equipped with knowledge of a specific trend, backed by relevant articles, to
enhance its understanding of the current market landscape.

3 Methods

We present the experiment design, which involved conducting an empirical anal-
ysis of 2170 texts generated by GPT-3. Each of these texts corresponded to a
unique idea generated based on a current industry trend for a specific company.
To assess the quality and effectiveness of these ideas, we enlisted a group of 11
reviewers who evaluated text across 3 key metrics:innovative, context, and text.
Each text underwent evaluation by 3 out of 11 reviewers to ensure a comprehen-
sive and robust assessment process.

We selected 31 Austrian companies representing various industries, such as
IT, Law or Energy. For each of these companies, we identified 10 current indus-
try trends for which ideas were to be generated. Subsequently, we generated 7
distinct ideas for each of the identified trends. This results in a total of 2170 texts
(31 companies x 10 trends x 7 ideas). This comprehensive approach ensured a
diverse and extensive text corpus for our analysis.

For each of the 31 companies, a profile was created which has the following
information, which is also presented in Table 1:

name of the company. The actual names of the companies were replaced with
single words that broadly represent their core industry, ensuring anonymity
throughout the work.

website of the company. Provided to the reviewers and not GPT-3, to assess if
the generated text is fitting the context of the company.

keywords consisting of 5 keywords (e.g. “food”) or keyword phrases (e.g. “food
science”), representing the core industrial areas or products.

description summarizing a company was provided to the reviewers and GPT-3.
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Table 1. Example profile of the company Food from which reviewers can assess the
context of the idea.

Data Example

name Food

website https://www.example-food.com/

keywords food science, food processing, fruit, starch, sugar

description Food is an Austrian company which produces a wide range of
industrial products for the processing sector. In its business segments,
Fruit, Starch and Sugar, Food supplies local producers and large
international players, particularly those in the food processing industry

For each of the trends, a description (see Table 2) was formulated and was
made available to GPT-3. Similarly, the reviewers had access to this description
to assess the alignment of the generated idea texts with both the trend and the
company’s context. The trends were extracted from a collection of articles, and
the trend titles and keywords were derived from the entire set of articles. The
trend description incorporated the titles and summaries of the top 10 articles
pertaining to that specific trend.

To ensure the integrity and quality of the generated text and maintain consis-
tency in the evaluation process, certain information from the articles was inten-
tionally excluded. This includes the source or news outlet and the full text of the
articles. Both GPT-3 and the reviewers were provided with short summaries of
the articles. By providing only summaries of the articles to GPT-3, the potential
issue of verbatim copy-pasting from the articles was mitigated, which has been
identified as a challenge in text generation using Language Models (LLMs) [13].
The trend descriptions included the following details:

title of the trend
keywords of the trend, mined from the entire article set available for a trend.
The reviewers were presented with the top 5 words.
articles comprising summaries of the top 10 articles. Each article consisted of
the following information:

title short title of the article.
description containing a short summary of the article.

The corpus of 2170 texts, derived from the company and trend descriptions,
underwent analysis by a total of 11 reviewers. Each text was evaluated by 3
reviewers, who assigned individual scores for the following metrics. All metrics
were assessed on a scale of 0 to 5:

innovative 0 indicates a lack of any innovative elements and may come across
as generic or unoriginal. 5 suggests a novel and highly specific idea.

context 0 signifies that the text fails to align with either the trend or the
company’s context. 5 fits well within the given trend and the company.

text 0 implies that the text exhibits clear faults or incoherence, 5 is easily
readable, and could convincingly pass as human-written.

https://www.example-food.com/
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Table 2. Example description of a trend for company Food. The articles 3-10 are not
shown.

Data Example

title Plant-based sugar substitute

keywords fruit quality, sugar content, ingredients, nutritional, fruit weight

article 1
title

Chocolate food product

article 1
summary

A chocolate food product that is low in fat, dairy free, soy and lecithin
free, free of added sugar or ingredients that increase sugar content,
substantially starch-free, Isomaltooligosaccharide-free,
oligosaccharide-free, maltitol-free, sorbitol-free, xylitol-free, erythritol-free,
and isomalt-free. The chocolate food product may comprise: a cocoa
butter, an unsweetened cocoa powder, a glycerin, a coconut cream, an
almond milk, a pectin, a salt, a monk fruit blend, and a coconut flour.

article 2
title

Agent for increasing sugar content in fruit

article 2
summary

Provided is a compound and composition capable of increasing a sugar
content in a fruit by a simple method, without being restricted by a
cultivation area of a plant or a climatic environment. The agent for
increasing a sugar content in a fruit of a plant comprises a compound
represented by the formula MX as an active ingredient, wherein M
represents alkali metal ion or alkaline earth metal ion, and X represents
carbonate ion, hydrogen carbonate ion, acetate ion, citrate ion, succinate
ion, phosphate ion, hydrogen phosphate ion, or pyrophosphate ion

The setup involved a systematic process for evaluating the texts. A reviewer
selected a company and was provided with the company profile, outlined in
Table 1. The reviewer received the 10 trends associated with the company, and
was required to read through all 10 short summary articles for each trend (see
Table 2). The generated ideas for a particular company were presented to the
reviewer, organized by trend. The reviewer was then tasked with ranking each
idea based on the metrics of innovative, context and text. Reviewers had the
flexibility to adjust their scores during the evaluation of a single company. Once
the evaluation for a company was completed, scores were finalized and could no
longer be modified.

A reviewer was assigned to review all trends for a company. This approach
enabled an accurate analysis of ideas in terms of their context, since all ideas for
a company were considered collectively. This setup may raise concerns about the
diversity of reviewers’ perspectives for a single company, potentially impacting
the validity of the experiment. We conducted an analysis of the average scores
assigned by our reviewers, as depicted in Fig. 1. The graphic illustrates that none
of the reviewers produced outlier scores. Although the ranges of scores for all
categories are relatively wide, the metric of “innovation” exhibited the lowest
range of quartiles. Based on this observation, we conclude that the assignment
of reviewers to companies had minimal influence on the overall results.
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Fig. 1. Box plot of the average
value that each reviewer assigned
for the metrics.

Table 3. Average metric scores for all 70 ideas
per company.

Innovativeness Context Text

Average 2.64 3.94 3.81

Food 3.35 3.73 3.99

Automation 3.21 3.67 3.94

Hospitality 2.85 4.20 4.08

Non-profit 2.98 3.93 3.98

Spacecraft 3.19 3.95 4.02

Chemicals 2.49 4.20 3.86

IT 2.29 4.37 3.83

Law 2.34 4.14 3.88

Banking 1.77 3.58 3.47

Engineering 2.67 4.34 4.18

Legal 2.86 4.30 3.84

Education 2.82 3.57 3.62

Firearms 2.52 4.28 3.94

Laser 2.77 4.23 3.95

Nuclear 2.63 3.58 3.81

Recruitment 2.78 4.09 4.14

Entertainment 2.18 3.46 3.48

Healthcare 2.05 4.28 4.21

Social 2.43 3.63 3.49

Pharmaceuticals 2.44 3.74 3.32

Hospital 2.56 3.73 3.89

Media 2.44 4.14 3.93

Forestry 3.06 4.06 4.13

Sports 1.90 4.09 3.78

Dating 2.76 3.52 3.61

Software 2.44 3.81 3.54

Logistics 2.91 4.04 3.74

Insurance 2.61 3.55 3.50

Energy 2.77 4.14 3.73

Steel 2.90 4.03 3.82

Furniture 2.81 3.60 3.48

4 Results

We conducted an analysis of the ideas based on their average review scores per
company, as presented in Table 3. The results show that the innovativeness is
almost exactly the average, but the context and text quality generated via LLMs
is rather high.
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Table 4. Best and worst ranked innovative ideas.

Least innovative idea in Firearms - Trend: Purpose-driven Marketing : using
the power of purpose to drive marketing decisions and strategies. Through this
approach, companies can create a strong bond with their customers by
understanding what motivates them and creating unique experiences that will
meet those needs. The goal is to use purpose-driven marketing to build loyalty,
trust and engagement with customers

Most innovative idea in Firearms - Trend: Distributed Ledger : creating a
blockchain-based system that will enable users to securely store, track and
transfer ownership of firearms. The Distributed Ledger technology created by
Firearms is aimed at creating an immutable record of firearm transactions in
order to improve safety and security for all involved parties. This new system will
give law enforcement agencies the ability to trace weapons across their entire
lifecycle, from production to purchase, sale, transport and storage. Additionally,
it will provide real-time access to this data so that they can quickly identify
suspicious activities or potential illegal activities related to firearms

Perception of Innovativeness: Was ranked the least high of all metrics. With
an average score of 2.64 for all ideas, it suggests that the generated ideas fell in
the middle range between not being innovative at all and being highly innovative.
Certain industries or sectors, such as Banking and Sports, may inherently pose
challenges in terms of generating innovative ideas. Banking is an established
sector with limited scope for innovation, it is not surprising to observe lower
scores. The sports industry is known for its continuous innovation, making it
more difficult to identify ideas that have not already been explored.

Table 4 presents a selection of exemplary ideas, representing both the most
promising and least innovative concepts overall. While several ideas received the
same average score, we have chosen a single representative for each category. The
least innovative idea related to Firearms (score of 0) is clearly lacking innovation,
as it fails to offer any substantial new concept. In contrast, the notion of utilizing
blockchain technology for weapons tracing stands out as a genuinely innovative
proposal (score of 4.6). This idea not only highlights the potential applications
of the technology, but also elucidates the resulting advantages it can yield.

The most innovative idea concerning Firearms was perceived as innovative
by our reviewers. However, it is not entirely novel. Lokre et al. [12] describe
a gun tracking system using blockchain technology in detail, and so do other
publications [1,18]. Despite this, the idea itself was still perceived as novel.

A total of 7 ideas stood out as highly innovative, receiving an average score
surpassing 4.5. Additionally, 97 ideas garnered a score of 4 or higher, making up
approximately 4.47% of the corpus. Conversely, only 49 ideas were ranked with
an innovativeness below 1, and a mere 3 ideas ranked below 0.5. Considering the
average score of 2.64 across all ideas, it is evident that while Language Models
(LLMs) like ours are not yet capable of true innovation, some ideas can be
perceived as innovative by human readers who may not necessarily be domain
experts. This was demonstrated in the case of the Firearms example.
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Table 5. Best and worst fitting ideas in context.

Least contextual idea in Banking - Trend: Innovation transfer : to create a
new type of venture capital fund. This fund would focus on investing in
innovative companies with the goal of transferring their technology and
knowledge to other markets or sectors. The fund could be structured as an
equity-based investment, debt financing, convertible notes, or any combination
thereof. The fund would provide capital for early stage startups and established
businesses that are working on cutting edge technologies that can be transferred
to different markets and industries. Through this transfer of knowledge and
technology, these businesses can gain access to larger customer bases and expand
their reach into new areas of business opportunity

Most context-fitting idea in Energy - Trend: Energy planning as a school
subject : Introducing energy planning as a school subject. The goal of this project
would be to educate the next generation on energy efficiency, renewable energy
sources and their importance in our daily lives. This project would involve
creating lesson plans for teachers around the topics of electricity, sustainability,
hydropower, renewable energies and other related topics. Energy could provide
resources such as technical information about their activities or experts from
different areas to help create these lesson plans

Contextual Relevance: The context of the ideas received the highest average
score of all 3 metrics, with a rating of 3.94. No company received a significantly
negative score in this regard. This finding aligns with the known capabilities of
LLMs, as they are designed to learn from and adapt to the provided context,
enabling them to generate appropriate responses [20]. Research has shown that
instructions on how to answer play a vital role in ensuring contextually faithful
responses from LLMs [21,22]. Ideas ranked lower in terms of context, primarily
focused on either the company for which the idea was intended or the specific
trend the idea addressed, while neglecting the other aspect.

One of the ideas that ranked low in terms of context (see Table 5), pertains
to the banking sector. Although the idea was generated within the context of
Innovation Transfer, it primarily revolves around the concept of establishing
a venture capital fund. While this idea is still relevant to the banking sector,
it is more focused on investment funding rather than innovation transfer. In
comparison, other ideas in the same sector proposed the creation of an innovation
lab or a collaboration platform with universities, which align more closely with
the intended context.

On the other hand, the most contextual idea, was specifically generated
within the context of Energy planning as a school subject. This idea seamlessly
integrates with the given context as it addresses the development of a lesson
plan. Moreover, it aligns with the company’s focus on providing sustainable
energy solutions to its customers, further enhancing its contextual relevance.

Impressively, none of the ideas received a context ranking below 1. The poor-
est performing ideas obtained a ranking of 1.66. Out of the entire text corpus,
a substantial 61.9% (1343 ideas) received a ranking of 4 or higher in terms of
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Table 6. Best and worst text generated by the LLM.

Idea with bad text ranking in Insurance - Trend: Cybersecurity : a
comprehensive Cybersecurity solution that provides cutting-edge technology and
services to protect businesses from cyber threats. The solution consists of four
main components: 1) Security Awareness Training: This component helps
organizations understand the risks associated with cyber threats and how to
mitigate them. It also provides employees with training on best practices for safe
online behavior, such as secure password management, secure data storage, and
application security

Idea with good text ranking in Healthcare - Trend: Care home for seniors:
One concrete development that could raise sales numbers for Healthcare is the
implementation of innovative technologies such as virtual reality (VR) and
augmented reality (AR) to provide seniors with a more immersive care
experience. VR and AR can be used to create interactive environments, allowing
caregivers to provide better care while also providing seniors with an engaging
way to stay connected with their families, friends, and activities outside of their
homes. Additionally, these technologies can help reduce anxiety levels among
elderly residents by creating calming visualizations or simulations

context. Furthermore, among these highly contextually relevant ideas, 354 ideas
achieved a score of 4.5 or higher and were recognized as exceptionally relevant
to the context for which the ideas were generated. This highlights the overall
success in maintaining contextual coherence within the generated ideas.

Human-Like Text Quality: The evaluation of text quality yielded a slightly
lower average score of 3.81 compared to the context ranking. No company
received a low ranking in this aspect. Common shortcomings in the generated
ideas included the lack of complete sentences at the beginning or end of the text.
Worse-ranked ideas often exhibited more severe flaws, such as abruptly ending
in the middle of a sentence or containing single-item lists, which compromised
the overall cohesiveness of the text.

One of the worst ranked ideas with a value of 1.66 was identified in Insurance
(see Table 6). The text starts with a lowercase character. The idea comprises
four components, but only one of them is explained. While this limitation can
be attributed to the token constraints during text generation, it clearly indicates
that the text was generated rather than authored by a human.

One of several ideas ranked the maximum of 5 in text, is from Healthcare.
The text exhibits grammatical correctness, introduces, and subsequently employs
these abbreviations. The idea reads as a complete thought, without abruptly
stopping in the middle of an explanation. This level of coherence and fluency
further emphasizes the high-quality nature of the idea text.

Similarly to the context metric, it is notable that no ideas received a ranking
below 1 in terms of text quality. 1343 ideas were ranked 4 or higher on average,
indicating a generally good quality of generated text. 360 ideas (16.5%) received
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a score of 4.5 or higher, slightly more than in the context metric. This finding
aligns with the advancements in language models, as it is becoming increasingly
challenging to detect differences between human-generated and LLM-generated
texts [19].

5 Conclusion and Outlook

Our analysis of 2170 texts generated by an LLM conclusively shows that an
LLM is capable of most often generating text that is perceived as human equiv-
alent, mostly fits a given context, and is capable of producing ideas that are only
sometimes perceived innovative. These findings highlight the strengths and limi-
tations of LLMs, showcasing their proficiency in mimicking human-like text while
presenting the need for further advancements in generating innovative ideas.

Perception of Innovativeness: The study findings indicate that approxi-
mately 97 ideas, accounting for around 4.5% of the entire text corpus, were
deemed highly innovative by human reviewers. Conversely, only 49 ideas were
ranked as generic or lacking innovativeness. Considering the context of innova-
tion management and the reduced effort required for an innovation manager to
review and evaluate paragraph-long ideas, this level of innovativeness demon-
strated by the LLM justifies its use case.

Contextual Relevance: A majority of 1343 ideas, or 61.9% of the total, were
ranked as fitting the context, encompassing both the company and the trend
for which the ideas were generated. Interestingly, in some instances, the LLM
overlooked either the context of the given company or the context of the trend,
resulting in lower scores. No idea was completely mismatched with the provided
context.

Human-Like Text Quality: The evaluation revealed that 61.9% of the entire
text corpus received rankings indicative of human-like text quality, with no text
being deemed completely faulty. This outcome aligns with expectations, as LLMs
have demonstrated their ability to generate text that closely resembles human-
written content.

Our study on the innovativeness of LLM-generated texts within a given con-
text has provided conclusive insights. However, it is important to note that there
are still many aspects to consider when evaluating LLMs. Existing benchmark
frameworks like the Holistic Evaluation of Language Model (HELM) Bench-
mark [11] encompass various metrics relevant metrics such as fairness and toxi-
city, but they may not cover task-specific metrics such as innovativeness, which
is highly relevant in innovation management.

In the field of innovation management, there is still much work to be done.
One potential avenue is exploring unsupervised methods for guiding the idea
space using LLMs to conduct idea ranking, similar to the process undertaken
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by our human reviewers. This approach could enable the automatic ranking or
filtering of ideas based on their scores, thereby enhancing the presentation of
novel ideas to human innovation managers.
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Abstract. Predicting user locations on social media platforms like Twitter is a
challenging task with numerous applications in marketing, politics, and disaster
response. This paper introduces LocBERT, a fine-tuned BERT model designed
to accurately predict the locations of Twitter users based on their conversations.
Our experiments focus on the “StateElecTweets” dataset, comprising 1.6 million
labeled tweets associated with state locations within the United States. The results
demonstrate that LocBERT outperforms traditional machine learningmodels such
as SVM and Naive Bayesian, achieving an accuracy of 0.988 and an F1-score of
0.987. The study contributes to predicting the location of users in election-related
tweets, enabling a better understanding of campaign demographics and assisting
political stakeholders in refining their strategies. The findings of this research
hold significant implications for various domains and highlight the effectiveness
of LocBERT in accurately predicting user locations on social media platforms.

Keywords: Social Media · Transformers · Location ·Machine Learning

1 Introduction

Social media usage has exploded over the past decade, with 4.76 billion people using
social media platforms worldwide in January 2023 [1]. This represents a staggering
59.4% of the global population. The advent of social media platforms, particularly Twit-
ter, has revolutionized the way we access information and communicate with each other.
During elections, these platforms play a pivotal role as primary sources for gathering
insights and understanding public sentiment [2–4]. The ability to study and analyze
election predictions on social media has emerged as a critical aspect for researchers,
politicians, and decision-makers in their quest to comprehend the pulse of the people.
Analyzing election campaigns at the state and regional level has become increasingly cru-
cial, as it enables a deeper understanding of the electorate’s preferences and sentiments
[5].
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Predicting election outcomes at the state or regional level using social media data
can provide valuable insights into the dynamics of election campaigns [6]. However,
accurately identifying the location of Twitter users during campaigns poses a significant
challenge due to the lack of location information provided by a considerable number of
users. To address this challenge and gain a better understanding of the political land-
scape, we draw inspiration from successful applications of BERTmodels [12] in various
domains. These include advancements in patent classification [7], scientific text anal-
ysis with SciBERT [8], financial text processing using FinBERT [9], French language
tasks with CamemBERT [10], and disease and treatment-named entity recognition in
Arabic biomedical texts with ABioNER [11]. Additionally, we leverage the versatility of
BERT models and introduce LocBERT, which is fine-tuned on a vast dataset of 1.6 mil-
lion election-related tweets, each labelled with the corresponding state’s location in the
United States. By harnessing the complexity of language models, LocBERT enhances
prediction capabilities and enables accurate identification of the location associated with
Twitter users in election-related tweets.

This study encompasses two primary contributions. First, we present the “state-
ElecTweets dataset,” comprising 1.6 million tweets, where each tweet is associated with
the user’s location at the state level within the United States. This dataset serves as a
valuable resource for researchers and practitioners interested in studying election-related
discourse on Twitter. Second, we introduce LocBERT, a fine-tuned BERT model that
specializes in predicting the locations of Twitter users within election-related tweets.

The implications of this study extend beyond academic research. Policymakers,
politicians, and decision-makers can leverage the insights obtained from LocBERT to
gain a deeper understanding of public sentiment and tailor their strategies accordingly.
By harnessing the power of social media data, this work has the potential to influ-
ence political campaigns and policy decisions, ultimately leading to more informed and
effective political engagement.

The subsequent sections of this paper are structured as follows: Sect. 2 presents a
comprehensive review of the relevant literature in the field. In Sect. 3, we provide an
overview of our dataset and describe the methodology employed for training and fine-
tuning LocBERT. The experimental setup and results are presented in Sect. 4, where
we discuss and analyze the outcomes. Finally, we conclude this study in the concluding
section, summarizing the key findings and their implications.

2 Related Work

Several studies have addressed the problem of location prediction for Twitter users and
tweets. Chong & Lim, [13] proposed a learning-to-rank framework that incorporated
contextual information such as tweet posting time and user location history, improving
the accuracy of venue ranking. In a similar vein, Flatow et al. [14] utilized n-gram
location distributions to identify the location of non-geotagged social media content,
considering the trade-off between accuracy and coverage across platforms and devices.

To estimate tweet locations, Priedhorsky et al. [15] introduced a scalable, content-
based approach based on Gaussian mixture models. Their approach demonstrated reli-
able and well-calibrated estimates, emphasizing the importance of toponyms and lan-
guages with a small geographic footprint. Additionally, Miura et al. [16] proposed a
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geolocation prediction model using a complex neural network, outperforming previous
ensemble approaches and capturing the statistical characteristics of the datasets.

In addition to predicting tweet locations, researchers have explored predicting Twit-
ter users’ home locations. Chang et al. [17] compared probability models and proposed
unsupervised methods to remove noisy data, achieving comparable results to state-of-
the-art methods. Similarly, Mahmud et al. [18] presented an algorithm that incorpo-
rated statistical and heuristic classifiers, achieving improved accuracy by analyzing user
movement patterns and leveraging a geographic gazetteer dictionary.

Furthermore, several studies have investigated city-level geolocation prediction sys-
tems. Han et al. [19] implemented a stacking approach combining tweet text and user-
declared metadata, achieving higher accuracy compared to benchmark methods. Their
study highlighted the impact of temporal factors on model generalization and discussed
potential applications of the system. Al Hasan Haldar et al. [20] addressed location
prediction from implicit information in social networks and evaluated eight prediction
models across real-world datasets, providing valuable insights into the strengths and lim-
itations of these models, contributing to a better understanding of the location prediction
problem.

Specifically in the context of Indonesian tweets, Simanjuntak et al. [21] utilized
machine learning approaches such as LSTM and BERT to predict tweet locations.
By combining user information and aggregated tweet content, their proposed model
achieved superior accuracy compared to baseline models.

Though these studies have made significant contributions to the field of location
prediction for Twitter users and tweets.However, there is still a need for region/state-level
location prediction. In our study, we present LocBERT, a novel approach that fine-tunes
BERT on a dataset of 1.61 million tweets with user location information provided as
states of the USA. By incorporating user-related features and tweet content, the model
utilizes the power of BERT to accurately predict the state location of Twitter users.
This targeted approach allows for valuable insights into user demographics, regional
preferences, and engagement related to elections. LocBERT contributes to the field by
addressing the specific challenge of state-level prediction in the context of Twitter data.

3 Predicting User Location

In this section, we will present an overview of our dataset, “StateElectTweets,” and
outline the methodology used for our LocBERT model.

3.1 Data

We collected tweets using the Twitter Search API for our dataset. Our dataset comprises
tweets related to theDemocratic andRepublican parties, identified through hashtags such
as #Republican, #GOP, #Democratic, and #TheDemocrats. These tweets were collected
from December 2019 to November 2020. Additionally, we gathered tweets mention-
ing Joe Biden and Donald Trump using hashtags like #realdonaldtrump, #Trump2020,
#JoeBiden, and #Biden2020. This subset of tweets was collected from July 2020 to
November 2020.
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Twitter offers users the option to provide location information while tweeting, either
as precise geo-location or general location details in their user profile. Precise geo-
location provides specific latitude and longitude coordinates, while general location
includes information like country, state, or city. Accessing this information can be done
through the Twitter API, using fields such as “geo” or “coordinates.” However, since
June 18, 2019, Twitter has limited access to precise coordinates and instead provides
more generalized location data such as country, region, and city.

For our dataset, we only used tweets that provided user location information. We
discarded tweets that did not include location information. Our “Supp-Loc dataset”
contains 3,432,379 tweets with user location information. Among these tweets, 317,454
users provided their location as the United States, including mentions of USA, America,
or US. Furthermore, 1,610,694 tweets mentioned specific state names within the USA,
such as NY, New York, Florida, California, or CA. The remaining 1,503,601 tweets
mentioned locations outside of the USA, such as Canada, Spain, and others.

Fig. 1. States (USA) dictionary

In this study, we utilized the “StateElecTweets” dataset, which is a subset of the
larger “Supp-Loc dataset. The StateElecTweets dataset comprises 1,610,694 tweets that
specifically mention locations within the United States. To associate each tweet with a
particular U.S. state, we employed a dictionary that matched the state names with the
users’ mentioned locations. For instance, if a user stated their location as “NY, USA”
or “New York,” both would be categorized under the state of New York after applying
the states-dictionary. The mapping of states to their corresponding names is illustrated
in Fig. 1.

3.2 LocBERT

In this study, we proposed “LocBERT” – location prediction BERT-based model. We
used our StateElecTweets, which contains tweets from the states only. To train our
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LocBERT model, we include user ID, user screen name, user name, user location, state,
and text as features in our training data. The number of states in our dataset is imbal-
anced. To address the imbalanced dataset in this study, we utilized the SMOTE (Syn-
thetic Minority Over-sampling Technique) method. SMOTE helps balance the number
of instances for each state in our dataset by generating synthetic samples for the minority
class states. By doing so, we ensure that our LocBERTmodel receives adequate training
data for every state, allowing for accurate predictions across all states. Before training
our LocBERT, we needed to pre-process the data to prepare it for use with a BERT-based
model. We pre-processed the data to ensure that it was in a format suitable for our task.
First, we performed several text pre-processing steps. We then tokenized the text of each
tweet using the BERT tokenizer, which splits the text into a sequence of word pieces.
We took a BERT model and fine-tuned it using the Hugging Face Transformers library.
Figure 2 shows the fine-tuning process of our LocBERT model. The following is our
approach for LocBERT.

Let X1, X2,…, Xn be the input batch of n tweets,
Where X = (text, user name, user screen name, user id, user location, state) be the

input to the model.
Where the state is the state name of USA assigned after applying the state-dictionary.
Let Y1, Y2,…, Yn be their corresponding labels, where each Yi is a set of unique

integer values representing the “state” for the ith example in the batch.
We pass batchX through the pre-trainedBERTmodel to obtain the outputH, which is

a sequence of hidden states for each example in the batch. We apply a pooling operation
on H to obtain a fixed-sized representation C of the input X for each example in the
batch.

We add a classification layer on top of C, which is a fully-connected layer with n
neurons (where n is the number of unique location labels, which is 51). Let W be the
weight matrix of the classification layer, and b be the bias vector.

We compute the output O for each example in the batch as:

Oi = exp(WiCi + bi)�i exp
(
WjCi + bj

)
(1)

where i is the index of the example in the batch,Wi is the ith row of the weight matrixW,
bj is the ith element of the bias vector b, and

∑
j exp(Wjci + bj) is the sum of exponential

scores for all possible labels j. The softmax function ensures that the output probabilities
sum to 1, and that the highest probability corresponds to the most likely label. In other
words, the softmax function assigns a probability to each state, indicating the likelihood
that the user belongs to that state.

We define the loss function L for the batch as the mean cross-entropy loss between
O and Y:

L = −(1/n) �i�jiyijlog
(
Oij

)
(2)

where yij is the jth element of the one-hot encoded vector of Yi for the ith example in the
batch, and Oij is the jth element of the output vector Oi for the ith example in the batch.

We optimize the model byminimizing L using the AdamWoptimizer with a learning
rate of 5e-5. This optimizer updates the model’s weights based on the gradient of the
loss function, which measures the difference between the predicted and actual labels.
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During training, we use mini-batch gradient descent with a batch size of 32, and
train the model for a total of 10 epochs.

Finally, we evaluate the performance of our model on the test set of tweets and
location labels.Weuse severalmetrics to assess the accuracy of our predictions, including
accuracy, precision, recall, and F1-score. We also perform a qualitative analysis of the
model’s predictions, examining a sample of tweets and their corresponding predicted
locations to gain insight into the model’s strengths and weaknesses.

Fig. 2. Overview of LocBERT

4 Experimental Results and Discussion

The experiments were conducted on an NVIDIA Titan XP GPU with 12GB VRAM and
a system equipped with 128GB of RAM. The performance evaluation of LocBERT was
carried out using different metrics including accuracy, precision, recall, and F1-score.

We trained LocBERT, SVM, and Naïve Bayesian (NB) models on our “State-
ElecTweets” dataset to predict the state of Twitter users. LocBERT is a language model
that was fine-tuned specifically for this task. The LocBERTmodel was trained using two
different approaches:

1. LocBERT_without_location
2. LocBERT_with_location

The LocBERT model was fine-tuned for 10 epochs, utilizing the AdamW optimizer
with a batch size of 32 and a learning rate of 5e-5. The dataset was split into a training
set (80%) and a testing set (20%) to train and evaluate the models, respectively. The first
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model, “LocBERT_without_location”, consists of features; user ID, user name, user
screen name, text, and state. We exclude “user location” feature from our dataset to
observe the performance of LocBERT. As some tweets still contain information that can
assist the language model in predicting the location. For example, a tweet from a user
named “NYC Sights Sounds” would indicate a location in NewYork. Figure 3 shows the
evaluation metrics for the “LocBERT_without_location” model. Although the overall
performance of the model is not so well the figure indicates that the performance of the
model improved gradually over the epochs. The accuracy increased from 0.166 at the
beginning of training to 0.3158 after the 10th epoch, indicating that the model is able
to correctly predict the states with increasing accuracy as it is trained on more. Simi-
larly, precision and recall both showed improvement over the training steps. Precision
increased from 0.26 to 0.51, indicating that the model is making fewer false positive pre-
dictions as it is fine-tuned. Recall increased from 0.07 to 0.23, indicating that the model
is identifying more true positives as it is trained on more data. The F1 score, which is a
harmonic mean of precision and recall, also increased from 0.09 to 0.30, indicating that
the model’s ability to balance between precision and recall improved over the epochs.

0
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Fig. 3. Evaluation metrics | LocBERT without user_location

In contrast, the second version of the LocBERT model, called
“LocBERT_with_location”, included the “user location” feature in addition to the other
features such as user ID, user name, user screen name, text, and state. The inclusion
of this feature is for the evaluation of the model’s performance and analysis of the
impact of the “user location” feature. Figure 4 depicts the evaluation metrics for the
“LocBERT_with_location” model. Interestingly, this model achieved much higher per-
formance scores as compared to “LocBERT_without_location”, with accuracy scores
ranging from 0.9503 to 0.9879. We chose the model with 0.9879 accuracy (See Table 1),
considering that the model correctly predicted the class of approximately 98.79% of the
tweets in the dataset. During training, the precision score for it ranged from 0.9516 to
0.988004, andwechose themodel’s best performance,where theprecisionwas0.988804,
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indicating that out of all the tweets predicted as belonging to a certain class, 98.80%were
actually in that class. The recall score for this model was 0.987693 at its best, which
indicates that out of all the tweets in a certain class, 98.77% were correctly identified by
the model. Finally, the F1-score for this model was 0.987846.
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Fig. 4. Evaluation metrics | LocBERT with user_location

Table 1. Evaluation Metrics for LocBERT, SVM, and NB

Models Accuracy F1-Score

SVM-with user_loc 0.421 0.35

Naïve Bayesian-with user_loc 0.395 0.379

LocBERT-without user_loc 0.3158 0.298

LocBERT-with user_loc 0.988 0.987

Furthermore, we trained Support Vector Machines (SVM) and Naïve Bayesian (NB)
models and compared our model’s results with them.We trained these models by includ-
ing “user location”. Table 1 shows the accuracy and F1 score of LocBERT along with
SVM and NB. For SVM, we observed an accuracy of 0.421 and an F1-score of 0.35.
Similarly, NB, trained with user location, achieved an accuracy of 0.395 and an F1-score
of 0.379. These results show that the “LocBERT_with_location” model outperformed
other models including “LocBERT_without_location” by a wide margin. This suggests
that including user location information in training improves performance. It is hard to
predict the state just from the user ID, user name, and text.
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5 Conclusion

In this study, we presented LocBERT, a fine-tuned BERT model designed to predict the
locations of Twitter users based on their conversations. Our experiments on the state-
ElecTweets dataset, comprising 1.6million tweets labeledwith corresponding state loca-
tions within the United States, demonstrated the effectiveness of LocBERT in accurately
identifying user locations. The evaluation metrics highlighted the strong performance
of LocBERT, particularly when incorporating the “user location” feature in the training
process. Our results outperformed other models, including SVM and Naïve Bayesian,
emphasizing the importance of user location information for accurate prediction.

However, despite the promising results, our study has certain limitations. Firstly, our
focus was limited to the United States, and the effectiveness of LocBERT in predicting
user locations in other countries remains unexplored. Secondly, this study focused on
comparing LocBERTwith traditional machine learning models, such as SVM andNaïve
Bayesian, and did not include a comparison with other deep learning models like LSTM.
Including a comprehensive analysis of various deep learning architectures could provide
further insights into the performance and suitability of different models for location
prediction.

Future work should aim to expand the geographical scope of LocBERT by incor-
porating datasets from different countries, enabling the prediction of user locations on
a global scale. Moreover, enhancing LocBERT’s capabilities to handle incomplete or
missing location information would be a valuable direction for further research. This
could involve leveraging external geospatial data or exploring advanced natural language
processing techniques to extract contextual cues that indicate user locations.

Furthermore, extending LocBERT beyond election-related tweets to other domains
of interest, such as public opinion analysis or sentiment classification, could provide
valuable insights into various socio-political contexts. By broadening its application,
LocBERT has the potential to contribute to a deeper understanding of user behaviour
and sentiment across different topics and domains.

References

1. “Global Social Media Statistics — DataReportal – Global Digital Insights.” https://datarepor
tal.com/social-media-users. Accessed 26 Feb 2023

2. Santos, J.S., Bernardini, F., Paes, A.: A survey on the use of data and opinion mining in social
media to political electoral outcomes prediction. Soc. Netw. Anal. Min. 11(1), 1–39 (2021).
https://doi.org/10.1007/s13278-021-00813-4

3. Khan, A., et al.: Predicting politician’s supporters’ network on twitter using social network
analysis and semantic analysis. Sci. Program. 2020, 1–17 (2020). https://doi.org/10.1155/
2020/9353120

4. Chauhan, P., Sharma,N., Sikka,G.: The emergence of socialmedia data and sentiment analysis
in election prediction. J. Ambient. Intell. Humaniz. Comput. 12(2), 2601–2627 (2020). https://
doi.org/10.1007/s12652-020-02423-y

5. Khan, A., et al.: Election prediction on twitter: a systematic mapping study. Complexity 2021,
1–27 (2021). https://doi.org/10.1155/2021/5565434

https://datareportal.com/social-media-users
https://doi.org/10.1007/s13278-021-00813-4
https://doi.org/10.1155/2020/9353120
https://doi.org/10.1007/s12652-020-02423-y
https://doi.org/10.1155/2021/5565434


32 A. Khan et al.

6. Heredia, B., Prusa, J.D., Khoshgoftaar, T.M.: Location-based twitter sentiment analysis for
predicting theU.S. 2016 presidential election. In: Proceedings of the 31st International Florida
Artificial Intelligence Research Society Conference, FLAIRS 2018, vol. 2009, pp. 265–270
(2018)

7. Lee, J.S., Hsiang, J.: Patent classification by fine-tuning BERT language model (2020)
8. Beltagy, I., Lo, K., Cohan, A.: SCIBERT: a pretrained language model for scientific text. In:

EMNLP-IJCNLP 2019 - 2019 Conference on Empirical Methods in Natural Language Pro-
cessing and 9th International Joint Conference on Natural Language Processing, Proceedings
of the Conference, pp. 3615–3620 (2019). https://doi.org/10.18653/v1/d19-1371

9. Huang, A.H., Wang, H., Yang, Y.: FinBERT: a large language model for extracting infor-
mation from financial text*. Contemp. Account. Res. (2022). https://doi.org/10.1111/1911-
3846.12832

10. Martin, L., et al.: CamemBERT: a Tasty french language model, pp. 7203–7219 (2020).
https://doi.org/10.18653/v1/2020.acl-main.645

11. Boudjellal, N., et al.: ABioNER: a BERT-based model for arabic biomedical named-entity
recognition. Complexity 2021, 1–6 (2021). https://doi.org/10.1155/2021/6633213

12. Devlin, J., Chang, M.W., Lee, K., Toutanova, K.: BERT: pre-training of deep bidirectional
transformers for language understanding. In: NAACL HLT 2019 - 2019 Conference North
North American Chapter of the Association for Computational Linguistics: Human Language
Technologies - Proceedings Conference, vol. 1, pp. 4171–4186 (2019)

13. Chong,W.H., Lim, E.P.: Exploiting contextual information for fine-grained tweet geolocation.
In: Proceedings of the 11th International Conference onWeb andSocialMedia, ICWSM2017,
pp. 488–491 (2017). https://doi.org/10.1609/icwsm.v11i1.14909

14. Flatow, D., Naaman, M., Xie, K.E., Volkovich, Y., Kanza, Y.: On the accuracy of hyper-
local geotagging of social media content. In: WSDM 2015 - Proceedings of the 8th ACM
International Conference on Web Search and Data Mining, pp. 127–136 (2015). https://doi.
org/10.1145/2684822.2685296

15. Priedhorsky, R., Culotta, A., Del Valle, S.Y.: Inferring the origin locations of tweets with
quantitative confidence. In: Proceedings of the ACM Conference on Computer Supported
CooperativeWork, CSCW, pp. 1523–1536 (2014). https://doi.org/10.1145/2531602.2531607

16. Miura, Y., Taniguchi, T., Taniguchi, M., Ohkuma, T.: Unifying text, metadata, and user
network representations with a neural network for geolocation prediction. In: ACL 2017
- 55th Annual Meeting of the Association for Computational Linguistics, Proceedings of the
Conference (Long Papers), vol. 1, pp. 1260–1272 (2017).https://doi.org/10.18653/v1/P17-
1116

17. Chang, H.W., Lee, D., Eltaher, M., Lee, J.: Phillies tweeting from philly? Predicting twitter
user locations with spatial word usage. In: Proceedings of the 2012 IEEE/ACM International
Conference onAdvances in Social Networks Analysis andMining, ASONAM2012, pp. 111–
118 (2012). https://doi.org/10.1109/ASONAM.2012.29

18. Mahmud, J., Nichols, J., Drews, C.: Home location identification of twitter users. ACMTrans.
Intell. Syst. Technol. 5(3) (2014). https://doi.org/10.1145/2528548

19. Han, B., Cook, P., Baldwin, T.: A stacking-based approach to Twitter user geolocation predic-
tion. In: Proceedings of theAnnualMeeting of theAssociation for Computational Linguistics,
vol. 2013-Augus, pp. 7–12 (2013)

20. Al Hasan Haldar, N., Li, J., Reynolds, M., Sellis, T., Yu, J.X.: Location prediction in large-
scale social networks: an in-depth benchmarking study. VLDB J. 28(5), 623–648 (2019).
https://doi.org/10.1007/s00778-019-00553-0

21. Simanjuntak, L.F., Mahendra, R., Yulianti, E.: We know you are living in bali: location
prediction of twitter users using BERT languagemodel. Big Data Cogn. Comput. 6(3) (2022).
https://doi.org/10.3390/bdcc6030077

https://doi.org/10.18653/v1/d19-1371
https://doi.org/10.1111/1911-3846.12832
https://doi.org/10.18653/v1/2020.acl-main.645
https://doi.org/10.1155/2021/6633213
https://doi.org/10.1609/icwsm.v11i1.14909
https://doi.org/10.1145/2684822.2685296
https://doi.org/10.1145/2531602.2531607
https://doi.org/10.18653/v1/P17-1116
https://doi.org/10.1109/ASONAM.2012.29
https://doi.org/10.1145/2528548
https://doi.org/10.1007/s00778-019-00553-0
https://doi.org/10.3390/bdcc6030077


Measuring Overhead Costs of Federated
Learning Systems by Eavesdropping

Rainer Meindl1(B) and Bernhard A. Moser1,2

1 Software Competence Center Hagenberg (SCCH), Softwarepark 32a,
4232 Hagenberg, Austria

{rainer.meindl,bernhard.moser}@scch.at
2 Institute of Signal Processing, Johannes Kepler University of Linz, Linz, Austria

bernhard.moser@jku.at

Abstract. This paper addresses the issue of communication overhead
costs of federated learning including transmission bandwidth and syn-
chronisation efforts. These costs typically consist of locally observable
costs on executing components, but there are also hidden costs that can
only be measured from a system-wide perspective. The goal is to provide
insight into these hidden costs, measure them and identify strategies for
reducing them. We propose an approach to tackle the hidden costs by
establishing a methodology consisting of an eavesdropping concept and
an evaluation strategy. This way we obtain a refined analysis of directly
observable costs contrasting hidden costs, which is underpinned by exper-
iments based on a 40-client-spanning federated learning system and the
FEMNIST dataset.

Keywords: Federated Learning · Optimisation · Privacy-Preserving ·
Transparency

1 Introduction

Federated learning is a distributed machine learning approach that enables the
training of a model on decentralized data. This approach has gained popularity
recently due to its ability to handle sensitive data while maintaining privacy and
security [3,12]. However, the overhead cost of federated learning is an important
consideration, as it involves the transmission of large amounts of data over a
network, as well as the time spent synchronizing the clients [6]. In this paper, we
explore the cost of federated learning, including the directly observable cost in
terms of bytes generated, as well as hidden costs, such as bytes transmitted over
a network. Our goal is to provide a comprehensive understanding of the overhead
cost of federated learning and to identify potential strategies for reducing this
cost. This includes the definition of this overhead cost, how and where we can
measure it, the influence of the measurement towards the system and finally, the
scalability of this approach to large-scale federated learning systems.
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The paper is structured as follows. First, we provide a comprehensive
overview of the related work in Sect. 2, highlighting key contributions and limita-
tions of previous research. In Sect. 3 we present the methodology and techniques
used in our study. We also discuss the rationale behind our design choices and
how they contribute to achieving our research goal. Section 4 provides details
about a reference implementation, including used libraries, hardware specifi-
cations, software infrastructure, data sets, etc. We discuss the challenges we
encountered during our implementation and application of the novel framework
in Sect. 5. It is followed by the results in Sect. 6. We conclude with Sect. 7 in
which we highlight the potential areas for future research, including possible
extensions of the framework.

2 Related Work

Many studies have focused on optimizing the performance of federated learning
algorithms to minimize computational and communication costs [6]. One key
challenge in federated learning is the cost of implementing the approach in soft-
ware [11–13]. For example, a study by [7] developed a system called Federated
Averaging (FedAvg) that reduced the communication cost of federated learning
by using stochastic gradient descent (SGD) to aggregate updates from clients.
Similarly, a study by [10] developed a system called MOCHA that used model
compression techniques to reduce the computational cost of federated learning.

[8] propose a framework for deep learning at the edge. It aims to optimize
deep learning on low-energy edge devices by architecture awareness, considering
the target inference platform and introducing security and adaptiveness very
early in its design. In another study, [9], this framework has been optimized for
a cnn use case. The design of this framework is generic enough to also measure
the amount of data transferred between the components, although the authors
do not specifically mention it. We aim to provide such a mechanism to allow
further evaluation of such frameworks, which should also allow us to further
explain power consumption on edge devices.

Despite these efforts to optimize the cost and enhance the security of feder-
ated, and other machine learning, potential concerns still need to be addressed.
For example, studies by [11,13] demonstrated that an eavesdropper could infer
private data by analyzing client updates in a federated learning system. The
authors showed that this attack was particularly effective when the clients had
limited resources, such as memory. This highlights the effectiveness of an eaves-
dropper, allowing us to inspect (unencrypted) information during system execu-
tion.

These scientific works provide great additions to the field of federated learn-
ing, security and privacy-preserving machine learning, but none of them provides
hard facts on how to measure security or extra overhead incurred by security
measures. We aim to provide such a method, as well as a reference implementa-
tion to evaluate such overhead costs in the area of federated learning.
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3 Design

In this section, we describe the design of our federated learning system and
discuss the communication between clients and servers. We then introduce the
design additions necessary to measure and visualize the overhead cost of feder-
ated learning step by step.

Our system consists of a central server and multiple clients, each with access
to local data. An overview of the fundamental idea can be seen in Fig. 1. The goal
is to train a global model using the local data on each client without the need
to transfer the data to the server. We adopt the Federated Averaging algorithm
proposed in [7] implemented in flwr (Federated Learning frameWoRk) [1].

We aim to detect observable costs, which include the bytes generated by each
client and the time spent by each client waiting for the central server, as well as
the hidden cost, which includes the time spent outside of each client by external
influences, such as the network transmission, or the network topology.

Fig. 1. Design overview of the suggested federated learning system, introducing the
eavesdropper. Red marks the generation of hidden costs, green the observable costs.
(Color figure online)

Each client initializes their local model, registers to the federated learning
server, and starts training the first epochs, instead of synchronizing it before-
hand with the federated learning server. They then continue individually training
the model using its local data, which already generates bytes and thus directly
observable cost, as seen in Fig. 1, item 1. Each client then sends the updated
model parameters back to the server [3]. The server aggregates the updated
model parameters from all clients using Federated Averaging [7] and broadcasts
the updated model to all clients. This process continues for several rounds until
the model converges. The difference in cost between item 1 and item 2 is that
inside the clients any cost can be measured. Outside of the clients, in item 2, no
client can perceive the generated cost.
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The clients track the locally incurred overhead cost of the federated learning
training themselves. These values include but are not limited to the size of the
learning result that is to be sent to the server in bytes, the time spent calculating
the size of the learning result bytes, and the time spent waiting for this client
to be selected for the next training, i.e. the time spent synchronising. This local
reflection cannot be seen as absolutes. For example, the learning result size in
bytes in a network is just the payload of a message protocol, which itself creates
other overhead. The time spent on calculating the byte size of the learning result
again takes time to determine. Thus, the local overhead costs only provide an
inaccurate picture of the overhead, which needs to be sharpened by another,
external component.

We connect the clients to the server using GRPC [2] since this allows us
to keep the components connected throughout the training rounds. Thus, the
server can on the fly decide which clients to select for further training rounds
and see failed or disconnected clients. But by using such a direct connection
we cannot extract any meta-information about the communication, such as the
actual number of transmitted bytes, or the time taken for these bytes to be
received by one communication partner. To mitigate this problem we introduce
the eavesdropper, as seen in Fig. 1, item 3.

An eavesdropper is a software component that acts like a network proxy. It
is part of the communication network and can access the raw information trans-
mitted from and to clients, i.e. it can listen to, or eavesdrop on, the messages
transferred between the network clients. The basic premise is similar to the net-
work security concept of a man in the middle (mitm) attack [5]. We introduce
the eavesdropper as a central network component in the network. As the com-
munication between federated learning client and server is based on the clients
sending messages to the server and the server just responding, the eavesdropper
just needs to be aware of how to reach the server and intercept all messages for it.
By intercepting these messages we can, in addition to collecting the actual num-
ber of bytes being transferred over the network, including any protocol overhead
like HTTP-Headers, also pinpoint the time when a message enters and leaves
the network.

4 Reference Implementation

In this section, we propose a reference implementation of our federated learning
system in a Kubernetes cluster environment. First, we describe the standard
federated learning environment used in state-of-the-art applications, then we
introduce the additions necessary to measure the overhead cost. Kubernetes
is an open-source platform that automates the deployment, scaling, and man-
agement of containerized applications. Our federated learning system leverages
Kubernetes to provide a scalable, fault-tolerant, and easily deployable solution
for distributed machine learning.
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Fig. 2. Detailed overview based on our software environment. Node and pod assign-
ments have been chosen arbitrarily and may differ during test runs.

Our system architecture, as seen in Fig. 2, consists of a central server and
multiple nodes, where each node runs Kubernetes pods hosting clients. Note
that Fig. 2 does not show the full cluster environment for brevity and clarity.
The clients contain a containerized version of our federated learning algorithm
and their local training data.

Our federated learning system also utilizes an Nginx proxy as an eavesdropper
that listens to all communication between clients and the central server pod. The
Nginx proxy is extended using Lua scripts for enhanced logging capabilities. It
acts as a reverse proxy that sits between the clients and the central server pod.
All client requests are routed through the Nginx proxy to the server pod, and all
server responses are routed back through the proxy to the clients. By intercepting
and analyzing this traffic, we can gain insights into the behaviour of the system
and identify potential issues that may arise. For example, we can log the headers
and payloads of requests and responses and track metrics such as request and
response times. This way, we can gain a deeper understanding of how much
overhead is generated in the network as a whole.

This reference implementation of a federated learning system in a Kubernetes
cluster provides a scalable, fault-tolerant, and easily deployable solution for dis-
tributed machine learning. The use of Kubernetes StatefulSets, Jobs, Services
and ConfigMaps enables us to manage the deployment, scaling, and configuration
of our system effectively. The combination of the Nginx proxy and Lua scripts
as an eavesdropper, along with Kubernetes for hosting, provides an efficient and
scalable solution for monitoring and analyzing the traffic in our federated learn-
ing system. This allows us to not just monitor the overhead cost generated in the
training services, but also track the overhead cost incurred by communication
over the network.
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5 Challenges

Despite the benefits of using federated learning in a Kubernetes cluster, several
challenges must be overcome to ensure optimal performance and reliability of
the system. In this section, we discuss some key challenges that we have encoun-
tered during the development and deployment of our federated learning system,
such as the issue of simulation vs. real deployment, limitations of libraries, and
optimizing synchronization.

The first challenge is the issue of simulation vs. real deployment. While simu-
lation can be a useful tool for testing and validating a system before deployment,
it is important to recognize that the behaviour of a system in a simulated envi-
ronment may not necessarily reflect its behaviour in a real-world deployment.
This is especially true for federated learning systems, which rely on a large
number of distributed clients to perform computations and send updates to a
central server. As a result, it is important to test the system thoroughly in a real-
world deployment environment to ensure that it can perform optimally under
real-world conditions. While we do not provide a testing environment on multi-
ple, distributed client devices, we do deploy our reference implementation on a
distributed Kubernetes cluster. This cluster itself is a distributed environment,
which is closer to the real-world environment than typical federated learning
simulations.

The second challenge is the limitations of libraries. While there are several
libraries available for implementing federated learning systems, these libraries
have certain limitations that can impact the performance of the system. For
example, some libraries may not support certain types of machine learning mod-
els or may have limited support for the customization of the federated learning
algorithm. In addition, some libraries may be less efficient in terms of memory
usage or computation time, which can impact the scalability of the system. For
eavesdropping there are to our knowledge no suitable software libraries, only con-
figurable tools. While this is sufficient for our exploratory study, it could prove to
be difficult to integrate the results of the eavesdropper from such finished tools.
To address these limitations, it may be necessary to develop custom solutions or
modify existing libraries to meet the specific requirements of the system.

The third challenge is optimizing synchronization. Federated learning sys-
tems rely on the synchronization of client updates to a central server to update
the global model. However, the synchronization process can be a bottleneck in
the system, particularly when dealing with a large number of clients. To optimize
synchronization, it may be necessary to implement strategies such as batching
updates, compressing updates, or using more efficient communication protocols.

The final challenge we encountered is the credibility of our measurement.
As already mentioned in the previous sections, measuring possible overhead
costs can also be seen as overhead, as it takes computation time away from
machine learning processes. To address this challenge, we employed various tech-
niques such as measuring the overhead of individual components separately and
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comparing the results with those obtained from a control group that did not
use an eavesdropper. It is important to continually monitor and re-evaluate the
measurement process as the system evolves, to ensure that the measurement
results remain accurate and reliable.

6 Results

To evaluate the performance of our federated learning system in a Kubernetes
cluster, we conducted experiments to measure the bytes generated by training,
time spent synchronizing, and actual bytes sent over the network. The experi-
ments were conducted using a testbed consisting of 40 federated learning clients
running in Kubernetes pods. We also used a central Kubernetes pod to represent
the server in the system. In this testbed, we train the clients using the LEAF
FEMNIST dataset [4], 100 server epochs, i.E. the server triggers training and
evaluation 100 times on selected clients. We evaluate these clients by the bytes
they generate during the training, the time spent waiting on synchronisation and
selecting and the actual bytes sent over the network we perceive by employing
an eavesdropper. Further, we also evaluate the impact of the eavesdropper in
the federated learning system to create a hypothesis on the scalability of this
approach.

In the following subsections, we discuss the results shown in Table 1 in terms
of bytes generated and sent over the network and the time spent synchronising
the clients, before finally discussing the impact of introducing an eavesdropper
to the system, which is also shown in Table 1. We sampled ten random clients
for evaluation in these tables for brevity.

6.1 Bytes Sent

The size of bytes sent over the network is directly proportional to the data used to
train the network. Clients 2 and 4 for example have a more significant divergence
in training data sizes. Client 2 uses ∼ 3000 samples, while Client 4 uses about
twice as many samples, which is reflected in the size of the transmitted data.
Surprisingly, the structure of the network, while also relevant for the size of the
transmitted data, does not impact the overall size as much as the amount of
training data.

Most notable is the divergence in the number of bytes sent and the number
of bytes we have detected with an eavesdropper in place. As seen in Table 1, the
eavesdropper makes the communication size visible. Local measurements do not
include the overhead of the message protocols and networking procedures, which
is the decisive overhead in comparison. We attribute this divergence in size to
the selected communication protocol, GRPC fork-join streams.
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6.2 Synchronisation Time

Fig. 3. Time waited per client as per one test
run.

The larger the training data, the
longer one client needs to train
an epoch. In flwr [1], a finished
client that already transmitted its
results is idling and waiting for a
new selection round. We define this
time as part of the synchronisa-
tion time, hence we can assume the
synchronisation time per client to
be indirectly proportional to the
size of the training data. As seen
in Fig. 3, clients with few train-
ing samples, such as client 2, fin-
ish their training faster, resulting
in a longer idle time while they
wait for clients with larger train-
ing data sets to complete, such as client 5.

Comparing the average time spent synchronization with and without an
eavesdropper did not result in conclusive results. No major outliers were iden-
tified with 40 individual clients, all training individually on different training
data sizes. The major discrepancies here can be traced back to random CPU
allocations of the Kubernetes cluster.

Table 1. Performance Metrics for Federated Learning Clients, with eavesdropping.

Client ID Total Bytes Sent Avg. Time Synced Avg. Bytes Sent Eavesdropped Bytes Eavesdropped Avg. Time Synced

1 3.41 MB 12.70 s 17.14 KB 13.87 MB 11.90 s

2 2.08 MB 13.44 s 10.46 KB 13.24 MB 14.45 s

3 4.16 MB 8.49 s 21.02 KB 13.73 MB 7.53

4 4.16 MB 8.60 s 21.02 KB 14.07 MB 8.32 s

5 4.70 MB 5.72 s 23.77 KB 14.15 MB 7.10 s

6 4.10 MB 7.21 s 20.74 KB 13.78 MB 9.23 s

7 3.52 MB 9.89 s 17.77 KB 13.74 MB 9.76 s

8 2.07 MB 13.51 s 10.50 KB 13.86 MB 13.05 s

9 3.40 MB 9.19 s 17.20 KB 13.87 MB 9.94 s

10 2.07 MB 13.98 s 10.50 KB 13.87 MB 12.80 s

6.3 The Cost of Eavesdropping

The eavesdropper itself does need resources we can track, such as CPU and mem-
ory usage. We detected some minor peaks on larger loads, but nothing uncom-
mon when comparing it to state-of-the-art reverse proxies used in modern soft-
ware systems. We did find potentially larger costs for the system while inspecting
the memory usage of the eavesdropper. The RAM necessary to properly track the
federated learning clients without loss or noise is directly proportional to both
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the number of clients and the number of epochs they train. So we can formulate
the total memory necessary, just for the eavesdropper in MB as TotalMemory =
Clients × Epochs + k, where k is a constant representing the initial ram usage
of the eavesdropper. This formula was derived based on the observation of mem-
ory usage in a specific set of scenarios involving different numbers of clients and
epochs. While this formula may provide a useful estimate for similar scenarios, it
may not accurately predict memory usage in all cases. Other factors, such as the
size and complexity of the input data and the implementation of the eavesdropper
may also have an impact on memory usage.

This behaviour can be explained by the communication protocol we use in
our reference implementation, as the connection between the federated clients
and the server will not close until the federated model has finished training. This
could lead to performance issues when scaling the reference implementation to
even larger loads, which would independently occur on the federated learning
server, even without the eavesdropper.

7 Conclusion and Future Work

In conclusion, this paper presents a detailed examination of the cost of federated
learning using a reference implementation of federated learning on a Kubernetes
cluster and an Nginx proxy with Lua scripts for eavesdropping. The implementa-
tion was evaluated using the LEAF FEMNIST dataset and performance metrics
such as bytes sent and time spent synchronizing was measured. The results show
that the system is effective and scalable, with good performance even with a large
number of clients. However, the eavesdropper ’s RAM usage was found to be a
potential drawback, as it increased significantly with the number of clients and
epochs in the system.

Overall, the reference implementation presented in this paper provides a use-
ful starting point for those interested in exploring the overhead cost of their
federated learning environments. The performance metrics demonstrate the sys-
tem’s effectiveness and scalability, while the identified drawbacks can help guide
future improvements to the system. In particular, addressing the issue of RAM
usage for eavesdroppers will be an important area of future work.
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Abstract. A Cyber-Physical System (CPS) is a networked collection of
diverse physical elements that perform complex operations to achieve a
certain goal. To ensure the quality and reliability of a CPS, uncertainty is
regarded as one of the crucial challenges that need to be effectively han-
dled. However, the current state-of-the-art lacks in focusing on handling
the root causes of uncertainty in the context of CPS. This study proposes
a Context Ontology-based Uncertainty Mitigation (COUM) model to
mitigate uncertainty during the early phases of CPS’s software develop-
ment life cycle like requirement elicitation. The proposed COUM model
intends to identify and mitigate the root causes of uncertainty to improve
the dependability of CPS. The COUM model is applied to the Care-o-Bot
system to address its uncertainties and increase its reliability.

Keywords: Cyber-Physical Systems · Uncertainty · COUM Model

1 Introduction

Cyber-Physical Systems (CPS) are used in every aspect of our daily lives, such as
robots, implantable medical devices, intelligent buildings, self-driving cars, and
planes that fly in controlled airspace. A CPS is a set of heterogeneous physical
elements that take physical values from the actual world and execute compli-
cated operations to accomplish a goal [1,2]. As a result of multi-disciplinary
interaction, the complexity of CPS significantly increases, posing many issues
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such as security, uncertainty, robustness, architectural issues, and privacy [3,4].
Security and uncertainty are two significant concerns for the CPS [5–7].

When discussing CPS and its dependability, the term “uncertainty” refers
to a lack of knowledge or understanding regarding a specific system’s circum-
stances, environmental changes, or the kind of data or outcome that could affect
the system’s dependability, availability, safety, or other attributes. It includes the
ambiguity or unpredictability related to various factors, including system behav-
ior, outside influences, and interactions between system components, which may
result in risks or vulnerabilities for the CPS [1]. For example, if there is a health-
care robot that helps an elderly person in an emergency condition. In this case,
Remote Operators (RO) must understand and comprehend the emergency to
help an elder person. However, in this case, the robot does not correctly compre-
hend the situation and cannot provide the necessary communication to handle
the emergency. Indeed, it occurs mainly due to uncertainty in the robot.

Uncertainty can be classified into two categories: (i) known and (ii) unknown.
Known uncertainty refers to a situation in which probability is precisely deter-
mined. Conversely, the person is uninformed about the likelihood of unknown
uncertainty. However, the person believes someone else may know it. In the lit-
erature, the causes of uncertainty are discussed in various ways. Modeling and
simulation can generally reduce and control known uncertainties, while unknown
uncertainties can only be identified and addressed during runtime [1]. Further-
more, in distinct application contexts of CPS, such as production systems, medi-
cal systems, power grids, and autonomous vehicles, uncertainty exists in different
parts. It is crucial to understand how uncertainty affects CPS. Furthermore, as
the complexity of the CPS grows, so does uncertainty. Therefore, uncertainty
must be mitigated for the CPS to work with reliability.

In the early stages of a software project, occurrence chance or probability is
known for the known uncertainty. In contrast, the occurrence chance or prob-
ability of the unknown uncertainty is unknown until its occurrence [8]. The
scenario determines the unknown parts of uncertainty in CPS, the event, the
timing and/or probability, the source, and so on. Depending on the context, it
could be any of these aspects. Modeling and testing reduce and mitigate known
uncertainty, whereas unknown uncertainty is only detected at runtime [1]. From
the initial stage of development, uncertainty modeling is used to deal with known
uncertainty in CPS.

This work discusses uncertainty handling approaches from the current state-
of-the-art literature. Furthermore, the root causes of uncertainty are identified
from the literature. As a result, a Context Ontology-based Uncertainty Mitiga-
tion (COUM) model is proposed based on context ontology to mitigate the root
causes of uncertainty in CPS. A context ontology defines a common vocabulary
to express context information. It also contains machine-interpretable definitions
of the domain’s fundamental concepts and relationships.
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The main contributions of this study are as follows:

– Proposes a meta-model of Context Ontology-based Uncertainty Mitigation
(COUM) model to introduce the relationship between environment and uncer-
tainty.

– Develops a COUM model for mitigation of root causes of uncertainty.

The remaining parts of this paper are organized as follows: Sect. 2 provides
the literature review. The COUM model is presented in Sect. 3, and applied to
a case study in Sect. 4. Results and discussions are provided in Sect. 5. Finally,
Sect. 6 concludes the current work and highlights potential future research direc-
tions for interested researchers.

2 Literature Review

In the literature, few studies focused on handling the uncertainty by imple-
menting current state-of-the-art approaches are discussed [9–12]. The reported
studies primarily address uncertainty in the context of CPS. However, a related
field of research is known as system-of-systems engineering, which also deals
with similar challenges. System-of-systems engineering involves integrating mul-
tiple independent systems into a larger, interconnected system to achieve specific
goals. It emphasizes the inter-dependencies, emergent behavior, and uncertainty
arising from these individual systems’ interactions. Uncertainty and a causal
relationship are modeled through the Bayesian network [9]. Automated test-
ing is performed through a framework, the “Uncertainty Modeling Framework”
(UMF) is used to tackle uncertainty by creating test-ready models of uncer-
tainty [5]. Moreover, an uncertainty model named UncerTest [10] is developed
to generate the test cases and minimize the test cases of a CPS. The test cases
are generated through the belief state machine. Another study [11] developed a
holistic test case specification method and implemented the proposed method on
the co-simulation experimental setup. In contrast, Palensky et al. [12] concluded
that object-oriented modeling approaches are preferred to increase readability
and interpretability.

Qasim et al. [13] emphasized the necessity of data identification and tool
development in their discussion of the significance of system reconfiguration in
complex systems management. They outlined the idea of an ontology, which
was intended to formalize the process of system reconfiguration and address the
multi-domain nature and variety of system types. The study also stated that
the proposed ontology was created using expert knowledge and real-world use
cases and tested using an industrial case study. Furthermore, Yang et al. [14]
provided a review to assess the influence of ontologies in systems engineering
knowledge areas and offer a comprehensive summary of the current state of
ontology-based systems engineering. It addressed vital aspects such as systems
engineering knowledge areas supported by ontologies, the contribution of ontolo-
gies to systems engineering problems, existing ontologies in support of systems
engineering, and techniques adopted from an ontology engineering perspective.
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Conversely, Daun et al. [15] demonstrated the importance of a systematic
modeling method for documenting the overlapping contexts of concurrently engi-
neered, collaborating cyber-physical systems. The authors concluded that when
systems are aggregated into a common super-system, it is vital to systematically
deduce syntactic consistency and functional efficiency. An ontology-centric con-
text framework is presented to accomplish syntactic consistency and functional
efficiency. They mentioned how to delineate the context of a system under devel-
opment and how context objects such as knowledge sources, context functions,
or context entities can be documented. Furthermore, dedicated context models
can document externally visible states of context objects and their respective
impacts on the system under development. Their outstanding uses in a running
adaptive cruise control example are discussed.

Based on the current state-of-the-art, it can be concluded that the impact of
uncertainty should be tackled according to its dimensions during the CPS devel-
opment process to avoid runtime challenges and rework. Uncertainty is a chal-
lenge that occurs during development and even during runtime. Thus, studying
the approaches and tools used to handle uncertainty in CPS is essential. This work
proposes a COUM model to mitigate the root causes of uncertainty in CPS.

3 Context Ontology-Based Uncertainty Mitigation
(COUM) Model

This section presents the Context Ontology-based Uncertainty Mitigation
(COUM) model useful for effectively mitigating the root causes of uncertainty.
The benefits of the proposed COUM model are listed as follows:

– It encourages the systematic engineering of numerous simultaneously devel-
oped, interrelated components by mitigating the root causes of uncertainty.

– It provides the basis for identifying and mitigating the root causes of uncer-
tainty during requirement elicitation and system integration.

3.1 Justification

Context theory necessitates separating the system under development from the
objects in its environment. Specifically, the COUM model ontology permits dif-
ferentiating system components under development from aspects of the context
that impact the system. However, it cannot be modified by the developer [16].
The context objects may include people (or other biological entities), generic
information sources, and external systems (software). Context objects interact
with the context subject after deployment, for example, users or other systems,
or give knowledge about the subject or its development, such as physical con-
straints or laws [17]. As a result, ontology distinguishes between two distinct
primary forms of context. The context might be determined as the system’s
knowledge context or as the system’s operational context. Moreover, the context
of knowledge includes all sources of information that limit the system’s evolu-
tion [18]. Conversely, the operational context concentrates on the interaction
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between the context subject and context objects [15,19]. Furthermore, uncer-
tainty occurs in the environment and context where the system is deployed. To
mitigate uncertainty in CPS, it is essential to identify and mitigate the root
causes of uncertainty in the CPS context [20].

3.2 Proposed Meta-Model

To mitigate the root causes of uncertainty, the context ontology framework [19]
is integrated with the uncertainty ontology model [20]. Furthermore, the root
causes of uncertainty must also be documented in the CPS context. A context
ontology, part of an environment, is depicted in the meta-model in Fig. 1. While
uncertainty is associated with the context within an environment, uncertainty
occurs in the context of CPS, which consists of specific root causes. The context
ontology further consists of the context of knowledge and the operational context
that interact with the context subject [16]. The colored elements of the model
depict the components presented in the current work.

Environment. The environment is a component that can consist of uncer-
tainty. Context is part of an environment. Changes in the environment impact
the system in context. The impact of the uncertainty on CPS and its context no
longer depends on the individual system. Instead, it depends on the functional
interaction that arises at runtime within the system when it communicates and
interacts. This implies that uncertainty due to functional dependency occurs not
only within a single CPS but also between several of them within the environ-
ment. The highlighted parts of the meta-model illustrate an environment, as
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Fig. 1. A Meta-Model of the COUM Model.
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shown in Fig. 1. An environment consists of uncertainty and a CPS context. A
CPS context lies within an environment that consists of the contexts of knowl-
edge and operational context. The context of knowledge constrains the context
subject. Understanding the relationship between environment, uncertainty, and
a CPS context is important.

Root Causes. Uncertainty consists of root causes in the context, and uncer-
tainty lies within an environment. Root causes of uncertainty exist in three types
of the domain in a CPS context; natural process, human behavior, and technolog-
ical process as depicted in our previous studies [21,22]. It is required to identify
uncertainty and its root causes in a CPS context and mitigate them during the
elicitation of requirements through the COUM model.

3.3 COUM Model

The COUM model is a proposed approach for mitigating uncertainties in CPS
during the early stages of software development. It aims to identify the root
causes of uncertainty and provide strategies to mitigate them. The COUM model
utilizes a context ontology, which defines a common vocabulary to express con-
textual information and machine-interpretable definitions of fundamental con-
cepts and relationships within the domain. The proposed COUM model is shown
in Fig. 2. The COUM model consists of several key components and processes:

1. Context Ontology: The model starts by developing a context ontology,
representing the contextual knowledge required to understand the CPS and its
environment. The ontology defines the context objects, context subject, and their
relationships.

2. Uncertainty Identification: The COUM model identifies different types of
uncertainties within the CPS. This includes uncertainties arising from environ-
mental factors, system-related and human interactions. A comprehensive under-
standing of the challenges is obtained by considering these various sources of
uncertainty.

3. Root Cause Analysis: Once uncertainties are identified, the COUM model
facilitates a root cause analysis to determine the underlying factors contributing
to the uncertainties. This involves examining the interactions between the CPS
and its environment and the context objects and their impacts.

4. Uncertainty Mitigation Strategies: Based on the root cause analysis, the
COUM model proposes mitigation strategies to address the identified uncer-
tainties. These strategies may involve refining the system design, incorporating
additional sensing or monitoring capabilities, enhancing communication proto-
cols, or introducing redundancy measures.

The COUM model emphasizes integrating uncertainty mitigation strategies
into the requirement elicitation and system integration processes. Considering
uncertainties from the early stages of development, potential challenges and risks
can be addressed proactively, leading to more reliable and robust CPS. The
COUM model aims to provide a systematic approach to handling uncertainties
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in CPS by leveraging a context ontology and considering various sources of
uncertainty.

Fig. 2. A Context Ontology-based Uncertainty Mitigation (COUM) Model in CPS.

Uncertainty mitigation depends on systematically identifying potential root
causes of uncertainty in its environment and collecting evidence that uncertain-
ties are unlikely to occur during runtime. Knowledge sources that help the CPS
develop are included in the context of knowledge. These knowledge sources could
be engineered artifacts from the contextual subject or other systems to a large
extent. In this way, the context of knowledge is transformed into a library of
engineering artifacts explicitly created for the “context subject.” We have con-
strained the ontologies to artifacts that directly explain the requirements of the
context subject and context objects.

The environment influences the uncertainty and “context object behavior”
in a CPS context. Transitions occur in the “context object behavior” due to a
trigger condition that involves uncertainty. The trigger condition can indicate
changes in the behavior of “context objects” as well as the data collected as a
result of those changes. Note that uncertainty does not need to have a trigger
condition; it could also exist naturally. Therefore, the uncertainty effect refers
to the impact of uncertainty on the system or its context. The result could be
unfavorable and lead to harmful conduct.

At runtime, the system is aware of changes in its operational context and
uncertainty caused by information such as sensor data, object flows, messages, or
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human interaction. The notion of “Observation Point” describes which artifacts
contain uncertainty and where the system may identify that uncertainty. This is
critical for determining how the system is aware of it. An observation site can be
linked to several data sources. Another component is “Uncertainty Mitigation,”
which can be used to either mitigate uncertainty after it has occurred to lessen
the potential negative impacts of uncertainty. Uncertainty mitigation often needs
to be embedded into the systems and is realized via the design of relevant system
functionalities. Uncertainty mitigation involves root causes and alleviates the
uncertainty effect.

4 Care-o-Bot System Case Study

The primary goal of this section is to demonstrate the validity of the COUM
model in the context of CPS. For this reason, an example’s functional require-
ments are given. In this section, we have demonstrated how the COUM model
can be applied to profile non-functional context information using activities and
artifacts created during uncertainty mitigation. The case study is inspired by
the work of Daun et al. [17].

Care-o-Bot [17] is a healthcare personal robot developed for elderly people
to ensure their independence through service robots. As a home caregiver, the
service robot must be able to manipulate objects. However, robot manipulation is
prevented by limited perception and decision-making capabilities in unexpected
situations. Despite the progress in control and sensing, robots are still unable
to perform uncertain manipulation tasks in the real world due to their limited
perception and decision-making abilities.

The Shadow Robotic System (SRS) is used in this scenario to assess the
severity of an emergency, such as a fall. After pressing the wearable alarm button,
the robot approaches the user, allowing the RO to get a clear view of the matter
and attempt an initial communication with the user in distress. This initial
interaction will enable him to comprehend the current situation better and take
appropriate action.

Suppose the user recovers quickly from the fall and communicates that an
ambulance is unnecessary. In that case, the RO may decide that dispatching
emergency response services is unnecessary or that they are dispatched to check
on the elderly person as a low-priority service. On the other hand, if the user
cannot recover from the fall and/or does not interact with any efforts at com-
munication, the case’s response level can be raised, and an ambulance can be
dispatched as soon as possible. In contrast to the “emergency button” alone
service, if the user is unable to recover from the fall and/or does not interact
with the SRS system allows the RO to gain a better understanding of the situa-
tion because, unlike a smart home or “emergency button” support operator, the
robot can move around to obtain a better-unobstructed view, open doors when
necessary, and fetch objects for the user. Any attempts at communication will
escalate the case’s response level, and an ambulance will be dispatched as soon
as possible.
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Suppose emergency response services, such as an ambulance, are called to
the older person’s home. In that case, the robot moves close to the front door
in a safe position, not blocking it in the event of a malfunction, and opens the
door from the inside with the RO’s permission and, if necessary, assistance.
In this circumstance, video observation via the robot’s cameras is critical once
the emergency button has been touched, so it is not an optional assignment.
Suppose the elderly person’s condition necessitates regular checks. In that case,
it is feasible to schedule a periodic operation for the robot to come and check on
the user’s condition, provided that this has been agreed upon in advance. For
example, the robot may make brief trips to the user every hour to allow the RO
to assess the situation, such as whether the user has collapsed. The functional
requirements of the Care-o-Bot system are discussed as follows:

1. UI Functions
– UI is a human-robot interaction that connects the robot and the RO

regarding perception and decision-making. It motivates and intervenes
with the robot while providing feedback to the RO. A RO’s motivation
allows them to provide the robot with goals. Depending on its motiva-
tions, such as uncertainty mitigation, the robot may choose to accomplish
some or all of these goals. Through intervention, autonomous robotic per-
ception and decision-making are improved. Furthermore, feedback allows
RO to assess the outcome of the intended task activity. However, per-
ception and other capabilities (navigation) are only used to validate this
work.

2. Perception
– PER F1 Known Object Recognition: Recognize a learned object for

manipulation. Most SRS manipulation operations require this capabil-
ity, which is also increased by user demand: R08 Objects (shapes, colors,
letters on food packaging, and numbers on microwave display) are recog-
nized and identified by the system.

– PER F2 Environment Perception for Navigation: Perceive and compre-
hend the environment to complete navigation tasks.

– PER F3 Object Manipulation Environment Perception: Perceive and
interpret the environment for manipulative tasks. The SRS manipula-
tion and navigation require the PER F2 and PER F3 capabilities. It was
also required for the following user needs: R05 The system recognizes var-
ious housing environments. R06 The system navigates by identifying and
preventing obstacles.

– PER F4 Learning New Objects: During the operation, learn new objects.
SRS requires this ability to grasp unexpected items. It was also required
for the following user need: R08 Objects are recognized and identified by
the system.

– PER F5 Human Motion Analysis and Tracking: identify and track users
in the environment. The SRS robot can use this function to watch the
human’s location, pose, and actions to deduce information about the
user’s movements, gestures, and intentions. A user demand also prompts
it: R04 user position in the environment is recognized and traced.
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3. Other Functions
– NAV MAN1 Navigation/Manipulation Action by User: The strategy com-

prises the target and context information.
– NAV MAN2 Navigation/Manipulation by Direct Motion Instruction: Per-

form the navigating/manipulating motion using direct instruction. These
two functions connect the SRS control system to the hardware platform
of choice.

In the example of a healthcare robot, the robot is influenced by the behavior
of the surrounding environment where it works. Sensor failure in an emergency
may change the robot’s interpretability. The robot may be unable to move due
to uncertainty occurred. To handle the uncertainties occurred on runtime, uncer-
tainty needs to be identified and mitigated during requirement elicitation. Engi-
neers gather requirements during requirement elicitation. Experts divide those
requirements into two types. Requirements with uncertainty and requirements
without uncertainty. If the experts identify the uncertainty in requirements.
Uncertain requirements are further processed through the identification of the
root causes. Consequently, possible solutions to the root causes are identified by
experts. Then, root causes are mapped in the CPS context where uncertainty
occurs. To mitigate the root causes of uncertainty, the COUM model maps the
root causes in a CPS context. The components to perform mapping is illustrated
in the COUM model in Fig. 2. Each root cause of uncertainty must have certain
action steps to mitigate them.

5 Results and Discussion

To apply the COUM model to the Care-o-Bot system, it was necessary to address
the risks and difficulties associated with healthcare robotics. The objective was
to show that the COUM model effectively reduces the underlying sources of
uncertainty and enhances CPS dependability.

In the case study, the Care-o-Bot system was created as a personal healthcare
robot for elderly people to help them maintain their independence. The system
had issues with robot manipulation, limited perception, and unexpected situ-
ational decision-making. The COUM model was used to profile non-functional
context information and reduce uncertainties to address these issues. The case
study concentrated on emergency response and user interaction scenarios and
was motivated by the work of Daun et al. [17].

The Care-o-Bot system uses the Shadow Robotic System (SRS) to evaluate
the seriousness of emergencies like falls. The robot would approach the user,
ascertain the circumstances, and then decide what to do in response to the
user’s situation and communication. The system’s goal was to efficiently dispatch
emergency response services while considering the user’s cure and interaction
abilities.

Human-robot interaction, perception capabilities for object recognition and
environment understanding, learning new objects, and human motion analysis
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and tracks were covered in the functional requirements of the Care-o-Bot system.
These requirements were essential to the system’s ability to function properly.

The COUM model was used in handling uncertainty to pinpoint and address
its underlying causes during requirement elicitation. To identify the underlying
causes, uncertain requirements were discovered and further processed. The root
causes of uncertainty in the CPS context were mapped, and potential solutions
were identified. In general, the COUM model’s application to the Care-o-Bot
system showed how the model could be used to effectively address uncertainties
and increase the CPS’s reliability in the healthcare robotics field. The COUM
model diagram’s components served as guidance for identifying the underlying
causes and formulating a plan of action to reduce uncertainty.

6 Conclusion and Future Directions

This paper provides the current state-of-the-art uncertainty handling approaches
and root causes of uncertainty in the CPS domain. Moreover, a Context
Ontology-based Uncertainty Mitigation (COUM) model is proposed to iden-
tify and address underlying root causes of uncertainty in the CPS context. A
case study of Care-o-Bot is adapted from the literature to validate the COUM
model. Care-o-Bot is an assisting robot to help elderly people in emergency con-
ditions. Some of the functionalities of the adopted case study are implemented
in the COUM model. The model diagram’s components served as guidance for
identifying the underlying causes and formulating a plan of action to reduce
uncertainty. Based on the attained results, it is concluded that the proposed
COUM model can effectively mitigate uncertainty by identifying and mitigating
the root causes.

In the future, we plan to implement the COUM model on an industrial CPS
to mitigate uncertainty. Moreover, we plan to conduct further case studies to
compute the scalability of the COUM model for mitigating the uncertainty in
the CPS context.
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Abstract. The Internet of Medical Things (IoMT) promises to improve
patient care and the efficiency of Medical Cyber-Physical Systems
(MCPSs). At the same time, the connectivity increases the security risk.
We aim to model Self-protective MCPSs to reduce the attack surface
during runtime. Even under attack, these systems require to provide
clinical function for the patients. Monitoring vulnerabilities and suspi-
cious behavior and sharing attacker information contributes to improved
security and can be the foundation for automated actions for healthcare
delivery organizations. Switching between context-aware security modes
provides a flexible way to protect online and offline IoMT and increase
patient safety. This paper presents our ongoing work to make healthcare
systems more secure. We show current security and privacy challenges,
discuss how self-protective systems can overcome them, and what role
IoMT devices play in that context.

Keywords: Self-Protection · Medical Cyber-Physical Systems ·
Internet of Medical Things · Security · Mode Switching

1 Introduction

COVID-19 has pushed the development and usage of Internet of Medical Things
(IoMT) devices. In critical times of lockdowns, such interconnected medical
devices combined with medical sensors, actuators, applications, and services
allow remote medical care delivery and reduce in-person visits. IoMT includes
wearable medical devices to monitor blood pressure, heart rate, glucose, and
other measures for chronic diseases, medicine pumps, fall detection sensors,
remotely accessible medical implants, and connected clinic and hospital devices
up to remote robotic surgical assistants. According to Statista [29], the global
market value of IoMT will reach over 260 billion US dollars in 2027. However,
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these advantages in technology and connectivity are not restricted to lockdowns.
IoMT supports the ideas of telehealth and telemedicine. Keeping track of vital
signs 24/7 with remote monitoring provides more details than a brief office
visit and improves personalized diagnosis. More data and information enhance
patient-doctor communication. Compared to manual alerts from traditional per-
sonal emergency response systems, IoMT devices can automatically alert medi-
cal personnel if something happens, e.g., a specific value falls below or exceeds
a pre-defined threshold.

Despite this positive outlook, Medical Device Manufacturers (MDMs),
Healthcare Delivery Organizations (HDOs), and patients must consider the
inherent risks associated with this technology. Remote monitoring and control
can increase patients’ quality of life but also pose potential threats. According
to Claroty [7], IoT vulnerability disclosures increased by 57% in the first half
year of 2022. The FBI [12] warns HDOs about unpatched and outdated medical
devices. IoMT can directly or indirectly influence patients’ conditions. According
to Ajagbe et al. [1], security is one of the major challenges of IoMT. It is difficult
to monitor and keep devices up to date for a lifetime of up to ten years. If a
component breaks down or multiple connections cause a deadlock, the clinical
function of the device should still be operational.

In our previous work [31,33], we implemented context-aware security modes
for medical devices and switched them based on vulnerability scores. For exam-
ple, Mode 0 provided core functionality and Mode 1-3 extended functionality like
remote monitoring and control. We have focused on securing single devices such
as pacemakers or insulin pumps. Switching modes provides a method to reduce
the attack surface. However, in light of the increasing number of IoMT, protect-
ing and securing them requires a broader focus than that of a single device, as
we have shown for IoT devices in [32]. As the devices are networked, this can
also be used for security purposes. Some anomalies and attacks can be detected
only or easier with multiple IoMT devices and a central control component.

In this paper, we propose the design of a Self-protective MCPS. We extend our
previous work with a client-server perspective, multiple IoMT devices, and an
Intrusion Detection and Prevention System (IDPS). Our work aims to resiliently
protect patients, MCPSs, IoMT devices, and the environment by monitoring and
automatically adapting when anomalies occur or vulnerabilities become known.
Security and reactions to attacks is necessary on multiple layers. Depending on
IoMTs’ context, e.g., the connection state (online/offline), the reaction can be
less or more restrictive.

The paper is structured as follows. In Sect. 2, we discuss related work. We
describe the security and privacy challenges of MCPS and how to deal with them
in Sect. 3. We present our proposal for a Self-protective MCPS architecture in
Sect. 4. In Sect. 5, we show a sample scenario and discuss the implications in
Sect. 6. Finally, we draw our conclusions in Sect. 7.

2 Related Work

In their vision of autonomic computing, Kephart & Chess [22] consider the con-
cept of self-protection. In contrast to manually detecting and recovering from
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attacks by IT security professionals, self-protective systems can automatically
defend against attacks, provide early warning, and attack mitigation methods.
Likewise, self-healing capabilities [5] can enable systems to recover from attacks
and reestablish functionalities. Feedback or closed-loop systems work similarly.
Hellerstein et al. [19] consider feedback and sensor values to adapt systems to a
goal without human intervention.

Our research builds up on the trustworthy multi-modal design for life-critical
systems by Rao et al. [28]. They suggest decomposing systems into several modes
facing different security risk values. Modes are switched based on events, system
changes, or environmental changes related to risk values. While their focus dur-
ing runtime is risk assessment for single devices, we consider sharing attacker
information to prevent further attacks on other devices.

In the context of trustworthy secure systems, Ross et al. [34] suggest modes
to encounter disruptions, hazards, and other threats. They describe modes for
initialization, normal/operation/runtime, alternative, degraded, secure, standby,
maintenance, training, simulation, test, recovery, shutdown/halted, and others.
Each mode has its behavior, security configuration, and defined transitions to
other modes. In addition, the German Federal Office for Information Security [4]
differentiates among modes for medical operation, configuration, and technical
maintenance in their cybersecurity requirements for network-connected medical
devices.

3 Security and Privacy Challenges

Challenges in the medical domain have been addressed and discussed by several
authors. The challenges include confidentiality, integrity, availability, reliability,
safety, privacy, secure communication, software and hardware aspects, intru-
sion detection and reaction, formal methods, resource constraints, non-technical
aspects, and organizational and regulatory issues [1,9,20,21,35,37,39].

The NIST Cybersecurity Framework [2] is a good starting point for these chal-
lenges. Based on existing standards, guidelines, and practices, it helps to manage
and reduce cybersecurity risks with five core functions: Identify, Protect, Detect,
Respond, and Recover. NIST also provides guidelines for foundational activities
for IoT device manufacturers and a cybersecurity capability core baseline [10,11].

In the USA, the Food and Drug Administration (FDA) provides reports,
white papers for threat modeling, incident response, off-the-shelf software,
patient communication, and guidance for pre- and postmarket cybersecurity and
quality system considerations in medical devices [14,17]. In the EU, the Medical
Device Coordination Group provides guidance to fulfill the regulatory require-
ments [23]. The US Presidential Executive Order 14028, “Improving the Nation’s
Cybersecurity”, pushed US agencies like the FDA to enhance cybersecurity and
software supply chain security [38]. One result was the Cybersecurity Moderniza-
tion Action Plan [18], which considers a zero trust approach, promotes best prac-
tices for secure development, and how to utilize Artificial Intelligence/Machine
Learning (AI/ML) technologies for detection and response. In this paper, we
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focus on the challenges of Reliability and Availability, Safety, and Malware and
Intrusion Detection and Reaction.

4 Self-protective MCPS Architecture

MCPS and connected IoMT devices should be designed to detect and respond to
anomalies and potential cyberattacks and recover from them. Therefore, MDMs
and HDOs need a more comprehensive view than just monitoring single devices.
Considering events of multiple IoMT devices provides a better overview and
reduces false positives. Additionally, the reaction to attacks can be implemented
on multiple layers of the Self-Protective MCPS.

Figure 1 shows our proposed architecture. We follow the principle of divide
and conquer and want to utilize a distributed MAPE-K loop, as presented in [32].
Decisions are made as de-centralized as possible and centralized as necessary. A
Manager application will use its Inventory to continuously monitor connected
IoMT devices to provide enhanced visibility and situational awareness for the
Operator. The Operator, like an IT security professional, can analyze the situa-
tion and plan and execute adaptations to reach the system goals. For efficiency,
repetitive tasks and decisions can be partially or fully automated. Additionally,
the Manager centrally monitors Common Vulnerabilities and Exposures (CVEs),
medical advisories, safety communications, product alerts, warnings, recalls, and
other events of public databases, as we presented in our previous work [31,33].
Based on that, the Manager can automatically send adaptation requests to IoMT
devices to change their behavior, e.g., block IP addresses or switch their mode.
Likewise, the Operator and the Patient can do that manually.

Self-protective Medical Cyber-Physical System

Manager

affectmonitor

Patient, Sensors, Environment

AttackerOperator

IoMT Device

monitor

adapt

Others
Advisories

Patches
CVEs

Detect, Respond, and Recover Detect, Respond, and Recover

M0 M1 M2 M3

monitor

Inventory IDPS

adapt

Fig. 1. Self-Protective Medical Cyber-Physical Systems Architecture.

Attackers can attack the Self-Protective MCPS on the hardware, software,
and network layer. Therefore, anomaly and attack detection and reaction must be
implemented on multiple levels. For example, trained deep autoencoder models
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on typical non-malicious network packets/flows can help to detect anomalous
traffic [30]. IoMT devices monitor and affect their environment: the patient,
attached sensors, and actuators. If IoMT devices are online, they can send data
to the connected Manager and forward information and decisions about further
actions. Depending on the configuration, the Manager automatically decides, or
an Operator (human-in-the-loop) decides on further steps. If an IoMT device is
offline, it has to make decisions on its own and adapt itself if necessary. Pre-
defined rules and actions on the IoMT device help to achieve that. Additionally,
software and hardware window watchdog timers may help to reset the system or
components if the software crashes or hangs from a denial of service attack [36].
The ultimate goal is to provide clinical function while reducing the attack surface.
To reach this goal, we leverage the multi-modal architecture by [31] and extend
it with an IDPS, a lightweight version on the IoMT devices, and a more extensive
version on the Manager.

For example, attackers who try to crack passwords, login credentials, and
encryption keys can be blocked after multiple wrong attempts with local firewall
rules. However, if these attacks reach a specified amount, affect availability, or
lead to battery depletion, the IoMT device may adapt itself and switch to a more
restrictive mode. We suggest a low-power mode with limited functions to extend
battery life and reduce the attack surface. An activity sensor or timer can trigger
switching to a mode with more functionality. During the connection of the IoMT
device with the Manager, switching to the high-security mode may provide an
encrypted channel and make the device more resistant. In case of an attack,
devices switch to degraded or failure mode, and self-healing capabilities [5] can
enable systems to recover from attacks.

5 Sample Scenario

Self-protective MCPSs can be used in hospitals and at home for patients with
chronic diseases like diabetes. Typically, such systems for Automated insulin
delivery (AID) work partly or fully automated [25]. They consist of wearable
devices to monitor vital signs, continuous glucose monitors, wireless connected
medicine pumps, and handheld devices or smartphones for local control and con-
nection to the HDO. Based on device settings, patient history, and the current
condition, the handheld analyzes the data and may adapt the settings. For exam-
ple, if the blood glucose level changes, the system decides to increase or decrease
the dose of medication. Within a specific threshold, this process is automated as
a closed loop. A closed-loop system automatically considers feedback and sen-
sor values to adapt to the system goal without human intervention [3]. There
exist several commercial and non-commercial AID systems. In 2016, Medtronic
MiniMed 670G was the first FDA-approved commercial AID system [13]. Before
2016, some affected patients did not want to wait any longer and developed Do-
It-Yourself closed-loop implementations and provided them open source, but,
needless to say, without warranty. According to Dana Lewis and the OpenAPS
Community [8], over 2700 people still use this solution.
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In our context of IoMT, the closed-loop scenario is extended with information
transfer to the HDO for remote monitoring and reconfiguration by a physician,
as described in Rao et al. [27]. Using asymmetric cryptography protocols for
command and control messages, e.g., signed with a unique public key of each
IoMT device, can secure communication [40]. If a measured value is outside
pre-defined thresholds or if certain sequences of commands are unusual and
potentially cause physical damage, cf. Stuxnet [6], or potentially harm patients,
the Operator (human-in-the-loop) will get a notification. Then the data can be
reviewed and affected settings adapted, e.g., switching from mode M1 to M0.

We had a closer look at the Medtronic MiniMed 600 series and its vulnera-
bilities and analyzed how a Self-protective MCPS would be beneficial. In 2022,
Medtronic [24] alerted patients about a vulnerability in the protection mecha-
nism in their MiniMed 600 series: Exploitation could compromise communica-
tion, allow unauthorized users to change the insulin delivery, and could “poten-
tially lead to seizure, coma or death”. According to the FDA recalls [15,16], over
600 000 products in commerce were affected. The company recommended that
patients should manually turn off the “Remote Bolus” feature on the pump,
which was on by default. Using our Self-protective MCPS, we would have sim-
plified this step for patients. The insulin pump would have a connected and
disconnected mode. In the disconnected mode, the pump works offline and con-
siders only pre-defined presets. Additionally, manual changes using the switches
on the physical hardware are possible. The disconnected mode is also the fall-
back mechanism if the connection to other devices gets lost. In the connected
mode, the pump would consider the information of connected sensors and auto-
matically adapt the medication dose. The Manager would have recognized the
vulnerability, notified the Operator, and may suggest actions to adapt the IoMT
devices, like installing patches or updates or switching from the connected to
the disconnected mode. Using the inventory would allow the Operator to notify
patients directly at the device and obtain consent before executing the inter-
ventions. If no update is available and the patient safety risk is too high, we
would switch devices to the disconnected mode. Additionally, security-concerned
patients could manually switch from the connected to the disconnected mode in
general or as needed, for example, when they are away from home. In the suc-
cessor product MiniMed 770G, Medtronic [26] included the auto and the manual
mode to provide similar functionality.

Another recommendation of the MDM [24] was to connect or link devices
only in private places. Switching to a connected and protected mode would
be beneficial after the system’s initial setup. Only pre-defined connections to
trusted devices are allowed in this mode, but no new ones to reduce the attack
surface. Additionally, the lightweight IDPS on the IoMT device could analyze
the traffic and data from connected devices, notify the Patient and the Oper-
ator about abnormal behavior, and automatically delete the suspicious device
from the trusted list. Sharing information about potential attacks like wrong
connection attempts or abnormal behavior will enrich the security visibility for
the Operator. For example, if an attacker tries to attack multiple IoMT devices,
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the Manager could recognize that, inform the Operator, and automatically warn
other devices to increase the monitoring or to adapt security settings, e.g., by
switching modes.

6 Discussion

Turning off the main features of healthcare systems is never an easy step and
must only be considered as a last resort. Self-protective MCPSs can be a way
to overcome this situation. Instead of just having the option to turn on and
off devices, the availability of multiple modes provides more flexibility. A central
Manager can allow HDOs to communicate with connected IoMT devices, analyze
the security situation, notify patients (in specific cases), provide patches, and
adapt IoMT device settings. Modes and mode switching, in turn, can pose new
risks. We must take precautions so that malicious insiders cannot get control
of the Manager and harm patients from this end. Thus, both technical and
organizational security measures are essential.

The monitoring and control options are limited if the IoMT device has no con-
nection to the Manager. A lightweight IDPS on IoMT devices can be beneficial by
blocking suspicious traffic. However, in case of incorrect or faulty detection, this
can lead to limited functionality. Another aspect results from the autonomy of
Self-protective MCPSs itself. In highly automated scenarios, some serious events
may remain undetected in the abundance of data and blind trust in the system.

7 Conclusion

Healthcare systems with connected IoMT devices pose many security threats
and have to address several security and privacy challenges. We suggest tak-
ing advantage of their interconnected topology. Analyzing and correlating issues
from multiple IoMT devices reveal anomalies and attacks that one device would
not have recognized. In our Self-protective MCPS architecture, a central manager
with an intrusion detection and prevention component can take over work from
IoMT devices, analyze issues, and automatically take actions to adapt devices
and prevent further attacks. Additionally, lightweight components on the IoMT
devices can mitigate attacks if the device is offline. Our sample scenario has pro-
vided a first impression. We are now in the process of implementing our proposed
architecture to experiment and simulate how it reacts to different attacks.
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{daniel.dorfmeister,flavio.ferrarotti,bernhard.fischer,

rudolf.ramler}@scch.at
2 Symflower GmbH, Linz, Austria

{evelyn.haslinger,markus.zimmermann}@symflower.com

Abstract. We introduce a novel copy-protection method for industrial
control software. With our method, a program executes correctly only
on its target hardware and behaves differently on other machines. The
hardware-software binding is based on Physically Unclonable Functions
(PUFs). We use symbolic execution to guarantee the preservation of
safety properties if the software is executed on a different machine, or if
there is a problem with the PUF response. Moreover, we show that the
protection method is also secure against reverse engineering.

1 Introduction

Industrial-scale reverse engineering is a serious problem, with estimated annual
losses for industry at 6.4 billion euros in Germany alone1. Typically, the main
effort needed to steal the intellectual property (IP) of companies producing
machines with key software components resides in replicating the hardware.
Contrary, software can often be copied verbatim with no reverse engineering
required.

In the DEPS2 (short for Dependable Production Environments with Software
Security) project we investigate new approaches to prevent the described IP
theft. In this paper, we explore binding a given program P to a specific target
machine M , so that P only executes correctly on M . If P runs on a machine M ′

1 VDMA Product Piracy 2022 (https://www.vdma.org/documents/34570/51629660/
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other than M (even if M ′ is a replica of M), then P should behave differently, but
still meet the required safety constraint for industrial applications. Our objective
is to make the task of reverse engineering the protection extremely difficult and
time consuming, rendering it uneconomical for the attacker.

We make use of Physically Unclonable Functions (PUFs), a hardware-based
security primitive [6,8,14]. Minor variations in the manufacturing process of
a hardware component cause unintended physical characteristics. Thus, this
unique digital fingerprint cannot be cloned easily. A PUF uses these unique hard-
ware characteristics to provide hardware-specific responses to user-defined chal-
lenges. PUFs can use designated hardware, but they can also be based on stan-
dard components like Dynamic Random Access Memory (DRAM) [9,10,18,19].
A common application of PUFs is for hardware-software binding [7,12,13,20].

In the environment targeted by DEPS, it is important that the alternative
behavior of a protected program is always safe, in the sense that the program may
run differently on different than the original hardware (making it difficult for an
attacker to reverse engineer the protection), but it should do so without produc-
ing any harm. Moreover, if a protected program running on the target machine
receives an (unlikely but nevertheless possible) incorrect response to a given PUF
challenge, the program must still behave safely. Through the approach presented
in this paper, we can attain this high degree of safety for a wide class of algorithms
by applying symbolic execution techniques. At the same time, we can also ensure
a high level of security, in the sense that reverse engineering the protected soft-
ware becomes an extremely difficult (and expensive) task, without guarantee of
success.

Xiong et al. [20] have previously presented a software protection mechanism
in which they use dynamic PUFs (based on DRAM). They bind software to hard-
ware, protecting it against tampering by considering the timing of the software
for the PUF response. For the protection itself, they use self-checksumming code
instances. With the help of a PUF response, the checksum, and a reference value,
they determine a jump address. This can, however, result in unsafe behavior of the
software or a crash, since the jump can be to a random function if the response of
the PUF is not the expected one. We follow a different safe-by-design approach,
where we only allow moves to next states that preserve safety constraints.

The verification of software safety by means of symbolic execution is not
new—see, e.g., [1]. However, to the best of our knowledge, it has not been used
to support safe copy-protection using software to hardware binding yet.

The paper is organized as follows: In Sect. 2, we briefly introduce the class of
algorithms targeted by our protection method. This class is captured by control
state Abstract State Machines (ASMs), which is also a convenient formal speci-
fication method to precisely describe the proposed protection mechanism. Note
that ASMs can be considered as executable abstract programs and thus can also
be symbolically executed. We specify our threat model in Sect. 3. Our main contri-
bution is condensed in Sect. 4, where we introduce the proposed protection mech-
anism through an example and then generalize it to turn any ASM specification of
a control state algorithm into a copy-protected (safe) specification bound to a tar-
get hardware through a suitable PUF. This is followed by a preliminary evaluation
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of the security of our protection method in Sect. 5. We conclude our presentation
with a brief summary and future research plans in Sect. 6.

2 Control State ASMs

We use Abstract State Machines (ASMs) to formally specify the proposed copy-
protection mechanism and to show that it is applicable to the whole class of
algorithms captured by control state ASMs [5]. This is a particularly frequent
class of ASMs that represents a normal form for UML activity diagrams. It allows
the designer to define control Finite-State Machines (FSMs) with synchronous
parallelism and the possibility of manipulating data structures. Moreover, indus-
trial control programs (i.e., our target in DEPS) belong to this class [4]. This
paper can be understood correctly by reading ASM rules as pseudocode over
abstract data types. Next, we briefly review some of the basic ASM concepts.
Standard reference books for ASMs are [4,5].

An ASM of some signature Σ can be defined as a finite set of transition rules
of the form if Condition then Updates, which transforms states. The condition
or guard under which a rule is applied is a first-order logic sentence of signature
Σ. Updates is a finite set of assignments of the form f(t1, . . . , tn) := t0, which
are executed in parallel. The execution of f(t1, . . . , tn) := t0 in a given state S
proceeds as follows: (1) all parameters t0, t1, . . . , tn are assigned their values, say
a0, a1, . . . , an, (2) the value of f(a1, . . . , an) is updated to a0, which represents
the value of f(a1, . . . , an) in the next state. Pairs of a function name f (fixed by
the signature) and optional arguments (a1, . . . , an) of dynamic parameter values
ai, are called locations. They are the ASM concept of memory units, which are
abstract representations of memory addressing. Location value pairs (l, a) are
called updates, the basic units of state change.

The notion of an ASM run or computation is an instance of the classical
notion of the computation of transition systems. An ASM computation step in
a given state simultaneously executes all updates of all transition rules whose
guard is true in the state. If and only if these updates are consistent, the result
of their execution yields a next state. A set of updates is consistent if it does
not contain pairs (l, a), (l, b) of updates to a common location l with a �= b.
Simultaneous execution, as obtained in one step through the execution of a set
of updates, provides a useful instrument for high-level design to locally describe
a global state change. Non-determinism, usually applied as a way of abstracting
from details of scheduling of rule executions, can be expressed by the rule choose
x with ϕ do r, which means that r should be executed with an arbitrary x chosen
among those satisfying the property ϕ. We sometimes use the convenient rule
let x = t in r, meaning: assign the value of t to x and then execute r.

A control state ASM (see Def. 2.2.1. in [5]) is an ASM whose rules are all of
the form defined in Listing 1.1. Note that if there is no condition cond i satisfied
for a given control state i, then these machines do not switch state. There can
only be a finite number of ctlState ∈ {1, . . . ,m}. In essence, they act as internal
states of an FSM and can be used to describe different system modes.
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1 i f ctlState = i then
2 rule
3 i f cond1 then
4 ctlState := j1
5 · · ·
6 i f condn then
7 ctlState := jn

Listing 1.1. General Form of Control State ASM Rules

Industrial control programs are usually required to satisfy certain safety and
security properties. The main challenge for the copy protection method proposed
in this paper is to ensure that these properties are maintained. Our method
achieves this using symbolic execution [11,15]. Symbolic execution applies to
ASMs the same way it does to high-level programming languages [16]. This is
not surprising as ASMs are executable abstract programs [3].

Symbolic execution abstractly executes a program covering multiple possible
inputs of the program that share a particular execution path through the code.
In concrete terms, instead of considering normal runs in which all locations take
actual values from the base set of the ASM states, we consider runs in which
some state locations may take symbols (depicted by lowercase Greek letters)
representing arbitrary values. ASM runs will proceed as usual, except that the
interpretation of some expressions will result in symbolic formulas.

3 Threat Model

Our threat model focuses on IP theft. More precisely, on reverse engineering
the obfuscated flow of a program. In this work, we assume a kind of white-box
man-at-the-end scenario where an attacker is able to successfully gain access to
an arbitrary number of protected programs. The attacker does not have direct
access to the source code but can analyze and decompile the binaries to obtain
it. They can also obtain the exact specification of the hardware on which the
program runs and rebuild it. The attacker’s goal is to obtain information about
the correct program flow and to rebuild or copy it.

This threat model and the related security of the protection mechanism pre-
sented in the following will be further discussed in Sect. 5. We also address what
happens when the attacker gains access to a protected system, i.e., to the hard-
ware the software is bound to.

4 PUF-Based Software Protection Method

This section introduces the key ideas and contribution of the paper. In Sub-
sect. 4.1, we present our novel approach to copy-protect programs specified as
control state ASMs through a simple example. This illustrates our proposal to
use PUFs to bind the correct execution of a control program to a target machine.
Moreover, it illustrates how symbolic execution can be used to ensure that the
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protected control ASM satisfies all safety constraints of the original control ASM.
In Subsect. 4.2, we condense the approach into a precise method that can be
automated. Given an appropriate PUF, our method can turn any given con-
trol state ASM specification into an equivalent specification that will only run
correctly on the target machine and satisfy the required safety constraints.

For our approach to work, the following requirements must be met by the
chosen PUF:

– It must be possible to query the PUF at run-time and its response time should
not adversely affect the functionality of the target program.

– No error correction is required, but the response of the PUF must be reason-
ably reliable so that the software executes correctly on the target machine
most of the time. Ultimately, this will depend on the fault-tolerance require-
ment of the specific application.

– The number of different challenge-response pairs of the PUF should ideally be
greater than or equal to the number of control states of the program that one
would like to protect with our method. A smaller number would also work,
but it would make the protection less secure against reverse engineering.

4.1 Approach

We introduce our approach through a simple example. Consider the ASM speci-
fication in [4] (cf. Sect. 2) of a one-way traffic light control algorithm. The proper
behavior of this algorithm is defined by the ASM rule in Listing 1.2. For this
example, there are 4 possible control states as shown in Fig. 1. Only the first
three are used by the correct specification. The fourth possible control state
(i.e., Go1Go2 ) represents an unsafe, undesirable behavior.

1 1WayStopGoLight =
2 i f phase ∈ {Stop1Stop2 ,Go1Stop2} and Passed(phase) then
3 StopLight(1) := ¬StopLight(1)
4 GoLight(1) := ¬GoLight(1)
5 i f phase = Stop1Stop2 then
6 phase := Go1Stop2
7 else
8 phase := Stop2Stop1
9 i f phase ∈ {Stop2Stop1 ,Go2Stop1} and Passed(phase) then

10 StopLight(2) := ¬StopLight(2)
11 GoLight(2) := ¬GoLight(2)
12 i f phase = Stop2Stop1 then
13 phase := Go2Stop1
14 else
15 phase := Stop1Stop2

Listing 1.2. One-Way Traffic Light: Correct Specification
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Light 1 Light 2

RedStop1Go2
Green

RedStop1Stop2

RedGo1Stop2
Green

Go1Go2
Green

Red

Green

Fig. 1. Possible states of one-way stop-go traffic lights.

We propose to bind this control state algorithm to the hardware using the
sub-rule ChoosePhase in Listing 1.3, which updates the value of phase to the
correct next phase shown in Listing 1.2 only if the algorithm is executed on the
target hardware. Otherwise, ChoosePhase updates phase by choosing non-
deterministically among the set of safePhases, i.e., the phases that will not lead
to GoLight(1 ) = GoLight(2 ) = true, and thus violate the safety constraint. This
procedure ensures that if the software is copied verbatim to a machine other than
the target one, it will behave safely but also incorrectly and nondeterministically,
making it challenging for an attacker to reverse engineer the protection.

1 ChoosePhase =
2 let nextPhase = queryPUF (phase) in
3 i f nextPhase ∈ safePhases then
4 phase := nextPhase
5 else
6 choose x ∈ safePhases do
7 phase := x

Listing 1.3. Software-to-Hardware Binding Procedure

We use symbolic execution to systematically determine the set of safePhases,
specifically (1) to determine the necessary conditions for a next state to be safe,
and (2) to verify that this is indeed the case. Note that we must ensure that the
protection mechanism will not introduce any bug that leads to an unsafe state.
First, we assign a symbolic value to all relevant state locations:

L0 = {phase �→ α,Passed(phase) �→ β,StopLight(1) �→ γ,GoLight(1) �→ ¬γ,

StopLight(2) �→ δ,GoLight(2) �→ ¬δ}

Note that the relevant locations (or equivalently locations of interest) are all
those that correspond to dynamic function names that appear in the conditional
statements of 1WayStopGoLight. This might be in abundance since there
could be locations that are not relevant to preserve the required safety constraint,
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i.e., that ¬(GoLight(1) ∧ GoLight(2)). The problem is that if we only consider
a sub-set of locations, there is the possibility that we miss some execution path
that leads to a violation of the safety constraint that we want to preserve. In
general, this is undecidable and compromises might be necessary for complex
applications.

Next, we look at all value path conditions resulting from executing the
protected rule 1WayStopGoLight (i.e., Protected1WayStopGoLight)
obtained by replacing lines 6, 8, 13 and 15 in 1WayStopGoLight with the sub-
rule ChoosePhase. W.l.o.g., in the symbolic execution we can simply assume
that ChoosePhase assigns a symbolic value α′ (possibly different from α) to
phase, since, at this point, we are only interested in determining the path condi-
tions where the current value α of phase can lead to GoLight(1 ) = GoLight(2 ) =
true in the next state. This gives us 4 path conditions and 4 corresponding sym-
bolic state locations, one for each of the 4 possible symbolic step transitions
a, b, c, and d (executions) of Protected1WayStopGoLight.

– Path conditions Pa and set of symbolic state locations La of transition a:

Pa ≡(α = Stop1Stop2 ∨ α = Go1Stop2 ) ∧ β ∧ α = Stop1Stop2
La ={phase �→ α′,Passed(phase) �→ β,StopLight(1) �→ ¬γ,GoLight(1) �→ γ,

StopLight(2) �→ δ,GoLight(2) �→ ¬δ}
– Path conditions Pb and set of symbolic state locations Lb of transition b:

Pb ≡(α = Stop1Stop2 ∨ α = Go1Stop2 ) ∧ β ∧ α �= Stop1Stop2
Lb ={phase �→ α′,Passed(phase) �→ β,StopLight(1) �→ ¬γ,GoLight(1) �→ γ,

StopLight(2) �→ δ,GoLight(2) �→ ¬δ}
– Path conditions Pc and set of symbolic state locations Lc of transition c:

Pc ≡(α = Stop2Stop1 ∨ α = Go2Stop1 ) ∧ β ∧ α = Stop2Stop1
Lc ={phase �→ α′,Passed(phase) �→ β,StopLight(1) �→ γ,GoLight(1) �→ ¬γ,

StopLight(2) �→ ¬δ,GoLight(2) �→ δ}
– Path conditions Pd and set of symbolic state locations Ld of transition c:

Pd ≡(α = Stop2Stop1 ∨ α = Go2Stop1 ) ∧ β ∧ α �= Stop2Stop1
Ld ={phase �→ α′,Passed(phase) �→ β,StopLight(1) �→ γ,GoLight(1) �→ ¬γ,

StopLight(2) �→ ¬δ,GoLight(2) �→ δ}
In the next step, we group the path conditions that lead to the same symbolic

state. In our running example, we see that whenever the condition Pa ∨ Pb is
satisfied, we get the symbolic state La = Lb. Likewise, whenever the condition
Pc ∨ Pd is satisfied, we get the symbolic state Lc = Ld. Using standard logical
equivalences, we can simplify the path conditions as follows:

Pa ∨ Pb ≡ (α = Stop1Stop2 ∨ α = Go1Stop2 ) ∧ β

Pc ∨ Pd ≡ (α = Stop2Stop1 ∨ α = Go2Stop1 ) ∧ β
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Moreover, if we restrict our attention to the locations of interest and their sym-
bolic values following a step transition, we can clearly see that in the next state
the assertion GoLight(1 ) = GoLight(2 ) = true holds, i.e., the safety constraint
is violated, iff Passed(phase) and
(
(phase = Stop1Stop2 ∨ phase = Go1Stop2 ) ∧ ¬GoLight(1) ∧ GoLight(2)

)∨
(
(phase = Stop2Stop1 ∨ phase = Go2Stop1 ) ∧ ¬GoLight(2) ∧ GoLight(1)

)

Finally, we get that safePhases is the set

{x ∈ {Stop1Stop2 ,Go1Stop2 ,Stop2Stop1 ,Go2Stop1} | ¬Cond(x)}
where

Cond(x) ≡(
(x = Stop1Stop2 ∨ x = Go1Stop2 ) ∧ ¬GoLight(1) ∧ GoLight(2)

)∨
(
(x = Stop2Stop1 ∨ x = Go2Stop1 ) ∧ ¬GoLight(2) ∧ GoLight(1)

))

4.2 Method

We now generalize the example from the previous subsection to a precise method
that can be automated. Let P be a control state ASM (i.e., an executable abstract
program) with finitely many control states ctlState ∈ {1, . . . ,m}, whose rules
r1, . . . , rm are all of the form defined in Listing 1.1. We assume w.l.o.g. that each
ri is guarded by if ctlState = i then ri. We define:

A = {(i, j) | i, j ∈ {1, . . . , m} ∧ subRuleOf (ctlState := j, ri)}
where subRuleOf (s, r) is a Boolean function that evaluates to true only if s is a
sub-rule of r. That is, (i, j) ∈ A iff the rule ri updates the control state to j.

The mechanical steps to copy-protect P with safety property Ψ using a
(suitable) PUF puf : C → R, with the set of challenges C and correspond-
ing responses R, are described in the following 7 steps. Note that Step 1 is
simply a prerequisite to implement the function queryPUF used in Listing 1.3
in the one-way traffic lights example introduced in the previous section. Indeed,
the ChoosePhase rule results from applying Step 2 of our method. The next
two steps in our method simply refine the application of the proposed protection
based on updating control states via the PUF function, i.e., it corresponds to
using ChoosePhase to select the next control state in our previous example.
Steps 5–7 are a formalization and generalization of the symbolic execution anal-
ysis done in the previous section to determine the safe control state transitions,
that is to determine the set of safePhases in our example.

1. Fix an injection f : C ′ → R such that C ′ ⊆ C, |C ′| = |A| and f(x) = puf (x),
and a corresponding bijection g : A → C ′. Note that this function f is simply
an injective restriction of puf to a subdomain C ′ of size |A|, as required to
encode all possible control state transitions of P (using the function g). If
it is not possible to fix such an injective function f , this means that the
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function puf is not “big enough” to encode all control state transitions. In
this latter case, we simply consider that puf is not suitable for our protection
strategy. An alternative would be to apply the protection to a subset of control
states, but this would unnecessarily complicate the presentation of the general
method.

2. For each tuple (x, y) ∈ A, define ChooseCtlState(x, y) as in Listing 1.4.

1 ChooseCtlState(x, y) =
2 let nextCtlState = puf (g(x, y)) in
3 i f nextCtlState ∈ safeCtlStates then
4 ctlState := nextCtlState
5 else
6 choose z ∈ safeCtrlStates do
7 ctlState := z

Listing 1.4. Choose next control state using the PUF

3. For each control state rule ri (i = 1, . . . ,m) of P , replace every occurrence
of a sub-rule of the form ctlState := j by the ChooseCtlState(ctrlState, j)
sub-rule defined in the previous step.

4. In each control state rule ri (i = 1, . . . ,m) of P , replace the condition
ctlState = i in its guard by ctlState ∈ {x | ∃(y, z) ∈ A (g(y, z) = x ∧ y = i)}.

5. Assign a different symbolic value to all locations in the initial state that
correspond to terms that appear in some conditional statements of a if -rule
in P , i.e., to all locations of interest. This results in an assignment symVal ,
such that symVal(h(t̄)) = αi iff αi is the symbolic value assigned to the
location (h, t̄).

6. Symbolically execute P on the (symbolic) initial state built in the previous
step. This results in a set Sym of pairs of the form (ϕi, Li), where ϕi is a
path condition (as in standard symbolic execution) and Li is a set that maps
each term (corresponding to a location with a symbolic value) to its symbolic
value in the successor state of the initial one.

7. Finally, set safeCtlStates = {x ∈ {1, . . . , m} | ¬Cond(x)}, where

Cond(x) ≡
∨

(ϕi,Li)∈Sym

(
ϕ′

i ∧ Ψ(Li)
)

and ϕ′
i is the expression obtained by replacing the symbolic values in ϕi by

the terms corresponding to the locations with these symbolic values in the
initial state. In turn, Ψ(Li) is obtained by first replacing in Ψ (i.e., in the safety
constraint) every term tj by the symbolic expression Li(tj) and then replacing
the symbolic values in the resulting expression by terms corresponding to the
locations with these symbolic values in the initial state.

5 Security Evaluation

The safety of the proposed method for copy-protection of control state software
is ensured by construction. We now analyze its security. That is, assuming the
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threat model in Sect. 3, we evaluate how an attacker could circumvent the copy-
protection. To eliminate the protection, an attacker needs to perform an analysis
that enables them to determine the correct value of nextCtlState every time the
rule in Listing 1.4 is called, or equivalently, whenever the current ctlState is
updated. The attacker can only access a binary of the target program. Thus,
they will need to perform some kind of analysis, either of the binary, or of some
decompiled version of it. The analysis can either be static or dynamic. Next, we
discuss both possibilities.

Static Analysis. We assume that an attacker can gain access to any number
of protected binaries, compiled using different PUFs, i.e., for different systems.
This clearly does not provide any additional information regarding the values
that nextCtlState should take at different execution stages. Indeed, the attacker
cannot determine the value of the function puf (see line 2 of Listing 1.4) for a
given challenge with static analysis. Even if an attacker can decompile the binary,
which is not a trivial task for machine code, and then bypasses any obfuscation
applied to it and gets a human readable version of the protected program, this
still will not provide any information regarding the challenge/response values
of puf . An alternative is for the attacker to understand the logic of the control
state program through inspection of a decompiled high-level code. Then they
could possibly determine the correct nextCtlState for each of the control rules.
This task is time consuming and complex, even for the simple one-way traf-
fic light control algorithm in Subsect. 4.1. In fact, writing the algorithm from
scratch would probably be faster. This could easily become insurmountable as
the complexity of the control state program increases and consequently its logic
and number of states. We can conclude that pure static analysis is not a real
threat by itself for our protection method.

Dynamic Analysis. We consider two scenarios for dynamic analysis. In the
first one, the attacker has access to a system with identical specifications as the
system the protected software is bound to. This does not give any advantage
to the attacker over the static analysis, since the PUF cannot be cloned. More-
over, the runs of the program on this hardware will be non-deterministic w.r.t.
nextCtlState.

In the second scenario, the attacker can run the program on the intended
system, i.e., the unique system where the function puf will return the correct
responses. Then, the attacker can trace the correct program flow via dynamic
analysis. This can still be time consuming, in particular if the system is com-
plex with many possible execution paths. Moreover, this dynamic analysis can
interfere with PUF responses. For example, operations on DRAM are time-
dependent, including the Rowhammer PUF [2,17], for instance, where memory
must be accessed at high frequency, which would be hindered by other pro-
cesses. The attacker could bypass this by querying the PUF separately from the
protected program and then integrating the responses into the binary, but this
would, once again, require a complex, time-consuming, and detailed analysis.
This relative weakness can be dealt with by using complementary obfuscation
techniques and/or physical protection mechanisms.
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6 Summary

We introduced a novel method to bind control state software to specific hardware.
The method ties the logic of the control state program to the unique responses
provided by the PUF of the target hardware, so that it will only behave correctly
if it is executed on the correct machine. Otherwise, the program will behave
differently and in a non-deterministic manner. At the same time it will not
crash, turning reverse engineering of the protection into a difficult, complex, and
expensive task. Moreover, our copy-protection method ensures by construction
that the safety properties of the software are preserved, even when it is illegally
copied and executed on a cloned machine. This high level of safety is enabled
by applying symbolic execution techniques and for a wide class of algorithms,
namely for any algorithm that can be correctly specified by a control state ASM.

In future work, we plan to apply this protection method to an industrial
case study, developing the necessary tools to automate the required tasks. This
will allow us to evaluate aspects such as scalability of the proposed method and
concrete effort required to reverse engineer it. It should be noted that step 7 of the
method might result on long formulae whose evaluation could unacceptably affect
the response time of a complex control state algorithm. In principle, this can be
dealt with by simplifying the resulting expressions using logical equivalences (as
in the example presented in Subsect. 4.1). Theorem provers in general, and SMT
solvers in particular, can assist in this task. The latter have a long history of
successful application in conjunction with symbolic execution.

In its current initial form, our method for software protection requires to
manually identify the control states of the target programs as well as a for-
mal specification of the safety constraints that need to be preserved. Processes
to automate the identification of control states that are suitable to apply the
described protection are currently being investigated within the DEPS project.
Safety constraints necessarily need to be translated into a symbolic form so that
symbolic execution can be applied to prove their preservation.
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Abstract. Cyber-Physical Systems (CPS) frequently operate in collab-
orative environments with other CPS and humans. This collaborative
environment has the potential for situations in which CPS endanger
humans. We argue that safety in such environments can be increased if
the environment is aware of the safety-critical situation and can respond
appropriately. In this paper, we describe our preliminary work on a col-
laborative CPS safety framework that combines distinct modes of oper-
ation with adaptive monitoring.

Keywords: Collaborative CPS · Adaptive Monitoring · Modes

1 Introduction

Cyber-Physical Systems (CPS) frequently operate in safety-critical environments
and domains due to their close interaction with humans [4]. While recent efforts
in securing the collaboration seem promising [12], safety incidents jeopardizing
human well-being still occur. Reasons for these safety incidents range from secu-
rity breaches [7] to malfunctioning systems due to system design flaws and sensor
failures [6].

Alongside other countermeasures, the concept of Modes has been introduced
to address this issue. Modes provide a set of functionalities to ensure a particular
system behavior. We can switch modes based on certain circumstances. The trig-
ger for switching between the modes depends on the context. From a functional
standpoint, self-driving vehicles [3] use different modes to operate autonomously
or manually. These triggers can also be based on safety risks; for instance, in the
area of robotics, a manufacturing robot can switch between modes and adjust
its movement speed based on the proximity of a human to avoid the risk of
collision [18].

The detection of safety risks is not trivial. Monitoring certain properties of
the CPS itself or the environment surrounding the CPS to detect potential safety
risks as they occur is a crucial technique to accomplish this objective [9]. This
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is, for instance, the distance value measured by a LiDAR unit or a temperature
measurement that prevents overheating in the preceding robotic example.

Furthermore, multiple CPS often operate as part of a collaborative CPS, to
complete a specific mission, making the process of ensuring safety even more
complex [1]. Recent efforts, therefore, have expanded this mode concept by facil-
itating the sharing of mode-related data between multiple CPS [16].

Most of the related approaches consider modes either for single systems [18],
target only certain aspects like multi-mode real-time monitoring [11], or focus on
formal frameworks for the design of safety monitors for multi-functional robotic
systems with modes [5]. However, none of these approaches completely consider
the combination of mode switches and adaptive monitoring for enhancing safety
in a collaborative CPS environment.

The concept has thus far been employed in both security and safety contexts.
In this paper, we present our initial efforts to increase safety in a collaborative
CPS environment by combining the sharing of mode-related data with adaptive
monitoring, thereby concentrating on the safety aspect of modes.

In detail, we claim the following contributions: (i) We present a list of chal-
lenges (c.f. Sect. 3) associated with environmental safety risks caused by multiple
CPS collaborating with humans and (ii) derive an initial framework architec-
ture (c.f. Sect. 4) utilizing mode switching and adaptive monitoring for mitigat-
ing these risks. In addition, we (iii) provide a Proof of Concept (PoC) of the
framework (c.f. Sect. 5) to demonstrate the viability of our approach.

2 Motivation

CPS and robotic systems frequently operate in hazardous environments. For
instance, accidents involving jamming, cutting, and crushing continue to occur
frequently in industrial settings where collaborative work between multiple CPS
and humans is prevalent, making these environments hazardous. Studies [8] indi-
cate that the majority of incidents occurred during non-routine work, such as
inspections, cleanings, or repairs, i.e., when systems are not operating in their
typical mode(s) of operation. Therefore, systems undergoing non-routine modes
of operations, such as Maintenance Mode, represent a safety-sensitive time frame
and can be considered safety-critical modes. Due to its complexity, uncertainty,
and variability, the environment of a CPS poses unique safety risks [1]. These
risks are exacerbated when the collaborative CPS are operating additionally in
a safety-critical mode. Fatal incidents are caused by the environment of collabo-
rative CPS operating in a safety-critical mode. For instance, during an incident
on a manufacturing floor [2], a human conducting maintenance tasks was killed
by a robotic CPS from the environment that entered the maintenance zone by
mistake. However, the incident could have been avoided if the environment had
responded appropriately to the ongoing maintenance by switching the CPS in the
environment into respective restrictive modes (e.g., completely disabled certain
unsafe movements) and intensifying movement monitoring around the mainte-
nance zone to detect collisions/malfunctions early on (i.e., employed adaptive
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monitoring). Therefore, we contend that the safety of such a collaborative CPS
environment can be enhanced by leveraging appropriate mode switching and
adaptive monitoring.

3 Challenges

Given a scenario in which multiple robotic manipulators are working in close
proximity, one enters a Maintenance Mode as a worker proceeds to perform cer-
tain tasks on/near one of the manipulators. This condition comes along with a
series of risks. The safety zones of the System under Maintenance (SuM) itself
are violated, making a human operate within the operating zone of the robot
and therefore susceptible to collisions. Monitoring properties that adhere to the
detection of a potential collision has the utmost priority at this time. Therefore,
the framework must be able to adapt monitoring of the SuM alongside
the mode switch (C1) to ensure the prompt detection of potential collisions.
Humans often disregard safety rules and systems malfunction. As a result, they
may operate outside the safe range, endangering other systems (in this case,
other manipulators or passing autonomous vehicles) or even themselves. The
environment must therefore transition to precautionary modes (C2)
that disable unsafe CPS behavior. The environment and the CPS themselves
evolve (e.g., the manipulators receive new sensors, a new CPS is added to the
factory floor, or a CPS is capable of driving into the safety-critical zone). There-
fore, the framework must be capable of adjusting to changes and co-evolve
with the monitored systems (C3). The detection of environment-wide pat-
terns is essential for environmental safety. Consequently, data on changes in
modes and monitoring of a CPS must be aggregated (C4) to derive
additional insights on the monitored environment, as certain patterns can only
be detected at a higher level of abstraction (e.g., a system-wide failure due to
power outages). Since safety incidents continue to occur, it is essential to pre-
serve data for post-mortem examination (C5). Based on the persisted
data, incident scenarios must be revisited to derive alterations to the mode
switching logic configuration and adaptive monitoring.

4 Framework Architecture

To address the aforementioned challenges, we present our preliminary work on
a framework capable of adaptively monitoring CPS and switching modes in a
collaborative CPS environment. An overview of the framework can be found in
Fig. 1. The framework architecture was conceived based on the identified chal-
lenges (C1–C5). The correspondence between a specific challenge and a frame-
work component is indicated with the blue ellipses.

The framework consists of five main components: Environment, Registry,
Communication Broker, Adaption Controller, and Services. The Environment

consists of all the CPS that might influence each other’s safety. The
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Communication Broker is intended to use a topic-based protocol providing a stan-
dardized interface capable of handling diverse systems. The topic-based architec-
ture enables CPS to dynamically (un-) subscribe to changes in the Environment,
therefore enabling a co-evolving framework (c.f. C3). The topics are assigned
by a Registry that keeps track of where CPS are (physically) located (c.f. Zone
Registry) and which CPS poses certain features (c.f. CPS Registry) that might
influence the safety of an environment (e.g., a property indicating that a vehicle
is capable of moving freely in the factory floor). Once a CPS enters a safety-
critical mode (c.f. CPS#2) the information regarding the mode switch and meta-
data corresponding to the switch are published via the Communication Broker.
Based on the previously assigned topics, the respective CPS in the environment
are notified via topic subscriptions (e.g., CPS#1 and CPS#3 are notified as they are
nearby and CPS#4 is notified as it might move into the safety-critical zone). CPS
that are irrelevant (c.f. CPS#5 and CPS#6) are neglected and operations continue
as usual. The influential CPS in the environment and the CPS in the safety-
critical mode then request an adaptation from the Adaptation Controller. Mode
switches (c.f. C2) and a new monitoring configuration (c.f. C1) are provided by
the Mode Manager and the Monitoring Manager. This information is consolidated
by the Core and forwarded back to the respective CPS that can adapt accord-
ingly. In parallel to this process, data collected by the Environment is aggregated
at the Aggregator and the insights are fed into the Adaptation Controller to
react accordingly (c.f. C4). Finally, all the gathered data concerning the mode
switches and the CPS sensor data is persisted at the Persistor (c.f. C5).

Environment
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publish new Mode
& Metdata

Communication Broker

provide
insights

Services

forward sensor data
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Zone Registry
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assign env.
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Fig. 1. High-level overview of the architecture.

5 Proof of Concept

To demonstrate the viability of the approach, we incorporated the proposed
framework into a prototype PoC containing the core functionalities (i.e., the out-
lined core components, communication flows, mode switching logic, and adaptive
monitoring). We used CPS employing the Robot Operating System (ROS) for
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the Python-based prototype and simulated a safety-critical mode transition in
one of the CPS using TurtleBots [14] in a test scenario. The CPS in the envi-
ronment then switched modes and adapted their monitoring behavior to reduce
the time required to detect collisions in safety-critical zones. The source code is
incorporated within a ready-to-use ROS package and available on GitHub1.

6 Related Work

Collaborative CPS in safety-critical environments has previously been investi-
gated. Zacharaki et al. [20], for instance, provide a systematic overview and
characterization of safety features in human-robot interaction. They conclude
that the runtime phase requires “novel, robust, and generalizable safety meth-
ods” to ensure the safe incorporation of these systems. This work is intended to
contribute to this objective.

The two main concepts used in our approach (modes and adaptive moni-
toring) are employed in different CPS contexts. Yin and Hansson [19] address
CPS complexity by leveraging a multi-mode system. Niu et al. [13] use modes
to describe the system states of CPS undergoing malicious cyber attacks. Vier-
hauser et al. [17] provide a domain-specific language and framework for adaptive
monitoring of CPS and Poltavtseva et al. [15] provide an adaptive information
security monitoring system for CPS. Most of these approaches only use one
concept, modes, or adaptive monitoring, while we argue in this paper that the
combination of these conceptions yields great potential.

Malm et al. [10] present a dynamic safety system for industrial robots collab-
orating with humans but do not consider the environment of the collaborative
systems.

Neukirchner et al. [11] use multi-mode monitoring for mixed-criticality real-
time systems. While their work focuses predominantly on the provision of effi-
cient real-time monitoring, our approach focuses on providing safety at a higher
level of abstraction by considering the interaction of multiple CPS.

7 Conclusion

In this paper, we describe our initial efforts to increase safety in a collaborative
CPS environment by employing mode switching and adaptive monitoring. We
develop a general framework based on the challenges of such a safety-critical
environment. A PoC is utilized to validate the viability of the proposed approach.
Future efforts concentrate on the complete implementation of the framework and
a case-study evaluation.

Acknowledgement. This work has been supported by the LIT Secure and Correct
Systems Lab funded by the State of Upper Austria and the Linz Institute of Technology
(LIT-2019-7-INC-316).
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Abstract. Some of the current graph database systems provide built-in
authorization and access control features. However, many authorization
requirements demand for more sophisticated access control such as fine-
grained, attribute-based access control (ABAC). Therefore, we decided
for a query rewriting approach to enforce these authorizations. We pro-
pose an intermediate representation for the semantics of the query. Based
on the Cypher grammar, we build an abstract syntax tree (AST) of the
query to be extended (i.e., rewritten). We consider a universal class hier-
archy for our AST nodes based on the composite pattern, while the
semantics of the nodes is introduced via data components. This pro-
vides flexibility with respect to the supported kinds of permissions and
complexity of the Cypher queries. Our concept and prototypical imple-
mentation rely on ANTLR (ANother Tool for Language Recognition),
which generates a parser based on the Cypher grammar to create and
traverse concrete syntax trees.

Keywords: Abstract Syntax Tree (AST) · Query Rewriting · Cypher

1 Introduction

Consider we have a graph database using the Cypher query language such as
Neo4j and others [6]. As not the whole data is public, we have to enforce access
control. Some databases offer built-in authorization and access control. While
the community edition of Neo4j does not provide access control, the enterprise
edition supports role-based access control (RBAC) [5,8]. However, the authoriza-
tion requirements in our current project demand attribute-based access control
(ABAC). To enforce ABAC, we rely on query rewriting to filter the data accord-
ing to the authorization requirements [4].

The initial challenge of rewriting Cypher queries to apply authorization-
specific filters is identifying the semantics of the query. OpenCypher [6] provides
a grammar for the Cypher query language. We build an abstract syntax tree
(AST), which describes the semantics of the Cypher query to ease its rewriting
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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for access control. However, the resulting AST might be complex. Hence, we seek
to answer the following research questions:

RQ1 What are the semantic building blocks to define the AST for a Cypher
query?

RQ2 What information must be encoded by the nodes of the AST?
RQ3 Can a prototypical implementation of the proposed concept be provided

and applied to selected Cypher queries?

2 Related Work

To determine the appropriate structure of our AST, we need to consider the
semantics necessary for query rewriting, but also implementation aspects. Van
den Brand et al. [2] show the generation of a strongly typed AST in Java. They
rely on immutable sub-trees and use reference equality for memory efficiency
and reusability. While the strongly typed nodes would have an advantage on
compile-time checks, we cannot make use of them as we are using ANTLR. It
expects one common super-class and would hide specialized classes. Arusoaie et
al. [1] use parser generators to automatically construct an AST for a context
free grammar. They distinguish between Parse Trees and Abstract Syntax Trees
in the sense that the latter focuses on the semantics and ignores information
which is syntactic sugar only - a task we are about to do. We use ANTLR to
generate our parse tree from which we construct our AST by traversing the parse
tree and only generate AST nodes if we need them. Chris Clark [3] proposed a
very simple model for ASTs using only one node type to build the overall tree.
Claimed benefits are that an operation for one node is applicable to every other
node. Inspired by this work, we try to keep the number of classes used for the
AST low and use an enumeration for further specifying the AST nodes.

3 Abstract Syntax Tree for Cypher Queries

Cypher is the declarative query language for the graph database Neo4j. Its gram-
mar is defined by the openCypher project [6]. Many of the syntactical details
in the concrete syntax tree are not relevant to our query rewriting approach.
Therefore, we build a simplified AST with focus on the relevant semantics of
Cypher queries to add/modify filters and generate a textual query. Currently,
we focus on the authorized reading of data (i.e. MATCH) and omit clauses such as
CREATE, DELETE or WITH.

3.1 Types of AST Nodes

We start with the Cypher syntax for a node with a label, i.e., (:Label). The
relevant part of the grammar in EBNF is shown in Listing 1. Many details of
the concrete syntax tree from Listing 2 are not needed for query rewriting (e.g.,
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1 NodePattern = '(', [SP], [Variable, [SP]], [NodeLabels, [SP]],

[Properties, [SP]], ')' ;↪→

2 NodeLabels = NodeLabel, { [SP], NodeLabel } ;

3 NodeLabel = ':', [SP], LabelName ;

4 LabelName = SchemaName ;

5 SchemaName = SymbolicName | ReservedWord ;

6 SymbolicName = UnescapedSymbolicName | EscapedSymbolicName | ... ;

Listing 1. EBNF rules required for parsing (:Label) (cut off at SymbolicName)

1 // Concrete syntax tree

2 NodePattern('(', NodeLabels(NodeLabel(

3 ':', LabelName(SchemaName(SymbolicName('Label'))))),')')

4

5 // Simplified abstract syntax tree

6 Node(Label('Label'))

Listing 2. Concrete syntax tree and simplified AST for Listing 1

parenthesis and colon). All we need to know is that we have a node with a label.
This information is sufficient for processing the semantics and generating the
textual representation. We can also formally define a Cypher Node for our AST
with an optional V ariable(v), a set of labels L and a set of properties P . Both,
L and P might be empty. v and l denote a string. Properties P require complex
expressions and are (as in Listing 1) omitted due to space limitations:

Node = {V ariable(v)} ∪ L ∪ P

L = {Label(l1), ..., Label(ln)}

3.2 AST Classes

For a prototype, we also need a data structure for our AST. To keep the number
of classes small (cp. Clark [3]), we do not generate a class per AST type. Instead,
we only distinguish between internal nodes and leaf nodes (with and without
value). Therefore, we can implement our AST using four classes which implement
the composite pattern [7]. The root of the class hierarchy is the abstract class
AstNode. All three concrete classes, i.e., AstInternalNode, AstLeafValue, and
AstLeafNoValue are directly derived from AstNode as shown in Fig. 1a.

All nodes in our AST contain a data component type, which specifies the
corresponding part of the Cypher query. The concrete classes are:

– AstInternalNode is the root to a sub-AST describing one aspect of the
query (e.g., a Cypher node).

– AstLeafValue is the leaf node type containing a value (e.g., a node’s label).
– AstLeafNoValue describes parts of the query which have neither children

nor a value (e.g., keywords like DISTINCT ).
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Fig. 1. Class diagram and an example of our AST.

4 Implementation

Our prototypical implementation1 is based on Kotlin. We use ANTLR to build
the Cypher parser and parse trees for the queries. From each parse tree, we
extract the relevant information and store them in our AST (cp. Sect. 3.2).
The hierarchical structure of the AST describes the structure of the query. The
nodes of our AST have different classes depending on their role in the tree struc-
ture, i.e., internal node or leave (with or without value). The data components
(e.g. the type property) represent the semantic information of the AST node.
AstLeafValue nodes contain information, such as values for variables and labels
(see Fig. 1b). In contrast to the parse tree, only the parts which are necessary
for the query rewriting are added to the AST. Our approach is flexible as no
new classes are required when adding new components.

5 Conclusion

In this paper, we proposed constructing an abstract syntax tree (AST) as an
easy-to-use intermediate representation for rewriting Cypher queries in the con-
text of access control. We used ANTLR and the Cypher grammar provided by
the openCypher project to generate a Cypher parser that builds a parse tree for
each Cypher query to be rewritten. Only the semantic information of the query
(RQ1) and not the syntax details are stored in our AST. This is sufficient to
modify the content of the query and to generate a textual representation. Our
second contribution (RQ2) is a datamodel for our AST. We used the composite
pattern to define a flexible data structure, which stores arbitrary nodes for our
AST. All semantic information is specified via properties. Therefore, we can eas-
ily add new types without modifying the AST classes. This is especially useful
in future work to support additional query types.

We implemented a prototype using Kotlin and ANTLR (RQ3). Our full ver-
sion of this paper2 contains more examples and details of the prototype. In

1 https://github.com/jku-lit-scsl/CypherRewritingCore.
2 https://research.daho.at/papers/ast for cypher queries.

https://github.com/jku-lit-scsl/CypherRewritingCore
https://research.daho.at/papers/ast_for_cypher_queries
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future work, we will consider sophisticated authorization and rewriting require-
ments before extending our approach with complex Cypher queries. We plan
to integrate additional language features such as WITH, MERGE or CALL. Further,
we identified some rather implementation-specific issues concerning: (1) contex-
tual information in the nodes (e.g., whether the node is part of a MATCH or
RETURN sub-tree), (2) grouping the type values into enumerations according
to their dedicated AstNode subclass, and (3) the way of extending our approach
(i.e., generic [9] or specific to certain types).
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Abstract. With the rapid advancement of technology and the ever increasing
amount of data in the healthcare domain, big data analytics has become a signifi-
cant study area. Analyzing patterns in patient treatment for the early detection and
diagnosis of diseases can improve overall healthcare quality. Machine learning
has emerged as a promising technology for aiding clinicians in making accurate
diagnosis decisions. In this paper, we aim to propose an approach through the
feature selection technique and employing various ML algorithms such as GBDT,
NB, K-NN, SVM, LR, RF, and DT that will identify the subset of features relevant
to the prediction of diabetes disease. The performance of each algorithm is eval-
uated using the Pima Indians Diabetes Dataset and Korean National Health and
Nutrition Dataset. Experimental results show that the GBDT algorithm performs
the best in predicting the disease with the highest accuracy.

Keywords: Decision support system · Disease Prediction · Feature selection

1 Introduction

Diabetesmellitus, a persistentmetabolic illness characterized by hyperglycemia, is rising
in prevalence due to socioeconomic development [1, 2]. Poor management of diabetes
can lead to organ damage, mortality, and impaired physiological systems like ocular,
cardiovascular, renal, neuropathic, and podiatric systems [3, 4]. Globally, the prevalence
of diabetes was estimated at 451 million individuals in 2017, projected to rise to 693
million in the next 26 years [5]. The development of diabetes involves a combination of
environmental and genetic factors.

Artificial Intelligence (AI) and Machine Learning (ML) Advancements have sig-
nificantly enhanced automated illness detection and diagnosis [6, 7]. Computer-based
systems have shown promise in efficient disease diagnosis and demonstrated superior
accuracy and reliability compared to human capabilities. AI and MLmethods have been
widely used in building automated diabetes diagnosis systems, utilizing medical data

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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mining and knowledge exploration, therein helping diabetes patient stratification and
treatment, as demonstrated in recent studies. [8–11].

However, current decision support systems for diabetes diagnosis encounter some
limitations. The widely utilized Pima Indians Diabetes Dataset (PIDD), employed inML
studies, exhibits a relatively low accuracy of around 70% due to limited sample sizes
and the exclusion of critical health-related variables such as insulin, obesity, and genetic
factors. Additionally, the data collected during the 1980s may not adequately represent
the present population or reflect current practices in diabetes diagnosis.

To address these limitations, the proposed study aims to leverage a new dataset
derived from the comprehensive 2021 National Nutrition Survey for diabetes diagno-
sis. By training ML algorithms on this updated and relevant diabetes dataset, reliable
accuracy can be achieved, facilitating the identification of predisposing factors asso-
ciated with diabetes in the current population and using the most recent and relevant
information.

2 Related Work

Previous research has utilized variousML algorithms for illness classification, diagnosis,
prediction, and therapy [8–10, 12], yet they have yet to achieve an accuracy exceeding
80%.VariousMLmethods have been employed by researchers for diabetes detection; for
instance, Chatrati et al. [13] used Support VectorMachine (SVM) algorithm for accurate
hypertension and diabetes prediction based on key health parameters. Goyal et al. [14]
and Prakash et al. [15] utilized ensemble techniques for early type 2 diabetes prediction
achieving maximal accuracy of 77.60% and 79.22%, respectively. FA Khaleel et al. [11]
used Logistic Regression (LR), Naïve Bayes (NB), and K-Nearest Neighbor (KNN)
algorithms, with LR exhibiting higher efficiency and achieving remarkable accuracy of
94%.

In the Internet ofMedical Things (IoMT) context,VictorChang et al. [16] and Jackins
et al. [17] leveraged the RF model showing its superior performance compared to other
models in diabetes detection. Sneha et al. [18] utilized optimal feature selectionmethods,
with NB yielding the best accuracy and RF exhibiting the highest specificity. Hasan
et al. [19] employed correlation and Principal Component Analysis (PCA) for feature
selection and ensemble classifiers, achieving the highest Area Under the Curve (AUC)
using AdaBoost and Gradient ensembles. Saxena et al. [20] explored the performance of
Multilayer Perceptron, Decision Tree (DT), KNN, and RF classifiers, with RF achieving
the highest accuracy of 79.8%.

3 Proposed Method

Theproposed diabetes diagnosismodel, shown inFig. 1, consists of threemain steps: data
collection, preprocessing, and prediction. Data collection steps consist of sourcing data
from the PIDD (UCIMLRepository) and the 2021KoreanNational Health andNutrition
Dataset (KNHND) from the CDC [21]. The preprocessing step employs Information
Gain (IG) and Mutual Information (MI) techniques for feature selection. Multiple ML
models, such as Gradient Boosting Decision Trees, KNN, Random Forest, DT, LR,
SVM, and NB, are then used to accurately detect diabetes.
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Fig. 1. Conceptual Model.

3.1 Data Collection

This study utilized the PIDD and the KNHND datasets. The PIDD includes 1,543
instances and 9 attributes, 530 instances represent diabetes (labeled as “1”), and 1,013
instances represent non-diabetes (labeled as “0”). On the other hand, the KNHND
comprises health questionnaires and examinations from 5,239 respondents, with 593
instances (11%) of diabetic conditions and 4,646 instances (89%) without diabetic con-
ditions. TheKNHNDhas 42 features, one ofwhich acts as a label: “0”, denoting diabetes,
and “1”, denoting non-diabetes.

3.2 Pre-processing

Our preprocessing began with data cleaning, removing features with many empty cells;
following that, we performed feature selection via IG and MI techniques, eliminat-
ing irrelevant features and retaining essential ones for optimal prediction [22]. IG, a
filter-based method, gauges the predictor variable’s categorizing ability regarding the
dependent variable, leveraging information theory to compute the statistical dependence
[23]. Conversely, MI quantifies the dependency between two variables, identifying both
linear and non-linear correlations, thus frequently chosen for feature selection [24].

3.3 Prediction

Our prediction module consisted of experimenting with seven ML methods on the sub-
set of features selected via IG and MI techniques. Each dataset was partitioned into
training and test sets. The training set was utilized to train the models, utilizing 10-fold
cross-validation for hyperparameter tuning, enhancing generalizability, and avoiding
overfitting. The test set was used to evaluate the ML methods.

4 Experimentation

4.1 Result

Performance of the Classifiers with Feature Selection. Table 1 presents the perfor-
mance of various ML classifiers trained on the KNHND dataset using IG andMI feature
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selection techniques. With IG feature selection, GBDT achieved an accuracy (ACC) of
0.99, F1-score of 0.99, precision of 0.99, recall of 0.98, and AUC of 1.00, while RF
achieved an ACC of 0.99, F1-score of 0.98, the precision of 1.00, recall of 0.97, and
AUC of 1.00. Other classifiers such as SVM, LR, K-NN, DT, and NB also performed
well across most metrics, albeit slightly lower than GBDT and RF classifiers.

Table 1. Performance of the classifiers trained with Feature Selection on the KNHND dataset.

IG MI

KNHND ACC F1-score Precision Recall AUC ACC F1-score Precision Recall AUC

GBDT 0.99 0.99 0.99 0.98 1.00 0.97 0.97 0.98 0.96 1.00

RF 0.99 0.98 1.00 0.97 1.00 0.99 0.98 0.99 0.97 1.00

SVM 0.99 0.99 0.98 0.99 1.00 0.98 0.98 0.99 0.97 1.00

LR 0.99 0.97 0.98 0.96 1.00 0.97 0.97 0.98 0.95 0.99

K-NN 0.97 0.97 0.95 0.98 1.00 0.96 0.96 0.94 0.97 1.00

DT 0.96 0.96 0.96 0.95 0.99 0.97 0.96 0.97 0.95 0.99

NB 0.95 0.94 0.95 0.93 0.99 0.96 0.95 0.96 0.93 1.00

Table 2 presents the performance of ML classifiers, trained with IG and MI feature
selection techniques, on the PIDD dataset. Utilizing IG, RF achieves an ACC of 0.93,
F1-score of 0.98, precision of 1.00, recall of 0.97, and AUC of 0.96. Other classifiers,
such as GBDT, K-NN, and SVM, perform relatively well in accuracy using IG and MI
feature selection techniques, albeit marginally lower than RF. These findings underline
the significance of selecting appropriate feature selection techniques in enhancing ML
models’ predictive accuracy and generalizability.

Table 2. Performance of the classifiers trained with Feature Selection on the PIDD dataset.

IG MI

PIDD ACC F1-score Precision Recall AUC ACC F1-score Precision Recall AUC

RF 0.93 0.98 1.00 0.97 0.96 0.91 0.89 0.89 0.89 0.96

GBDT 0.90 0.87 0.87 0.87 0.97 0.88 0.85 0.87 0.84 0.97

K-NN 0.90 0.87 0.86 0.89 0.89 0.89 0.86 0.87 0.85 0.95

SVM 0.87 0.83 0.84 0.82 0.95 0.87 0.83 0.85 0.82 0.95

DT 0.77 0.71 0.71 0.72 0.84 0.85 0.81 0.82 0.79 0.90

LR 0.76 0.69 0.71 0.66 0.85 0.77 0.69 0.75 0.63 0.85

NB 0.71 0.62 0.66 0.58 0.81 0.74 0.66 0.71 0.63 0.81
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5 Conclusion

The results demonstrate that utilizing IG and MI for feature selection enhanced the
performance of classifiers, notably GBDT and RF, in predicting diabetes incidence using
the KNHND dataset. These classifiers outperformed others across multiple evaluation
metrics, including ACC, F1-score, precision, recall, and AUC. Additionally, the study
evaluated the performance of classifiers trained with feature selection on the PIDD,
revealing that RF achieved the highest performance in most metrics. At the same time,
GBDT, K-NN, and SVM also exhibited good results. These findings underline the value
of feature selection techniques in developing accurateMLmodels for diabetes detection.
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