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“Σα  βγ  εις  στoν πηγ  αιμó γ  ια  την  
Iϑ ́ακη, 

να εύχεσαι νάναι μακρ ́υς o δρóμoς , 
γ εμάτoς περιπέτειες , γ εμάτoς 

γ ν  ́ωσεις . 
. . . ” 

Iθ άκη 
K.Π. Kαβάφης



Preface 

Over the last 20 years, humanity has faced unprecedented challenges and threats, 
such as several terrorist attacks, the international financial crisis, the COVID-19 
pandemic, competition for energy, regional conflicts in the periphery of Europe and 
all over the world, climate change, and disruptive technologies, to name just a few. 

These examples highlight the enhanced interaction and connectivity among the 
fundamental elements of the current globalized world. Companies, countries, and 
people interact in a complex way on common grounds like the global monetary 
system and international laws, using technological tools to enhance this intercon-
nectivity even more and leading to an interdependent world. Modern people can 
gain access to an abundance of information and resources, but at the same time 
can be much more affected by emerging threats; it is certain that the expansion of 
networks will lead to the increasing influence due to potential disasters. The goal of 
this handbook is to identify the most probable threats that could affect humanity in 
recent and following years, to evaluate their effects on people, and to propose ways 
to mitigate these effects. 

The book starts with chapter “Future Threats”, an introductory chapter that 
summarizes potential future threats that could harm humanity and highlights 
the necessity for resilience, which is the ability to restore the status quo ante. 
Chapter “Managing Environmental Threats: Integrating Nature-Related Risks into 
Investment Decisions and the Financial System” covers the potential implications 
of nature-related risks in the financial sector, global economy, and their decision-
makers, providing insight into the potential measures that can be adopted to mitigate 
the risks. 

Chapter “Defense Critical Supply Chain Networks and Risk Management with 
the Inclusion of Labor: Dynamics and Quantification of Performance and the 
Ranking of Nodes and Links” focuses on the formulation of a defense supply 
chain framework using variational inequality theory and the theory of projected 
dynamical systems that can quantify the resilience of supply chain networks to 
disruptions in labor. The book continues with chapter “Facing Shortages: Practical 
Strategies to Improve Supply Chain Resilience”, which investigates the causes of 
resource shortages and covers practical strategies to improve supply chain resilience.

vii
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viii Preface

Chapter “Critical Infrastructure Detection During an Evacuation with Alternative 
Fuel Vehicles” presents an evacuation planning model able to identify critical roads 
and their fortification using a side-constrained betweenness centrality metric in a 
heuristic. 

Chapter “Risk Assessment and Identification Methodology for the Defense 
Industry in Times of Crisis: Decision Making” provides a framework that helps 
identify and assess risks in times of crisis for corporations that cooperate with 
the defense industry, while chapter “Quantum Computers: The Need for a New 
Cryptographic Strategy” is on the emerging technology of quantum computing 
and the potential threats that could be exhibited in current cryptography. Chapter 
“On the Way to Coastal Community Resilience Under Tsunami Threat” places 
the focus on potential threats due to tsunami disasters and proposes a toolbox for 
threat mitigation, and chapter “Transnational Terrorism as a Threat: Cross Border 
Threats” covers the topic of transnational terrorism and provides insight into a better 
understanding of the globalization of terrorist activities. 

Chapter “Resilience Against Hybrid Threats: Empowered by Emerging Tech-
nologies: A Study Based on Russian Invasion of Ukraine” provides an overview of 
the application of artificial intelligence, autonomy, and hypersonics as emerging 
technologies able to empower hybrid threat activities. In chapter “Earthquakes: 
Management of Threats, a Holistic Approach”, a detailed review of the state-of-
the-art seismic risk assessment tools is presented. Chapter “Efficiency Evaluation 
of Regions’ Firefighting Measures by Data Envelopment Analysis” focuses on the 
evaluation of disasters due to wildfires based on Data Envelopment Analysis. 

Chapter “Superposition Principle for Tornado Prediction” introduces a model 
based on the Superposition Principle able to efficiently predict tornados. In chapter 
“A Network-Based Risk-Averse Approach to Optimizing the Security of a Nuclear 
Facility”, the authors present a network-based risk-averse model able to optimize 
the security of a nuclear facility. Chapter “Post-disaster Damage Assessment by 
Using Drones in a Remote Communication Setting” proposes a mixed integer linear 
programming formulation used to optimize post-disaster damage assessment using 
drones. 

Chapter “Identifying Critical Nodes in a Network” covers the topic of identi-
fying critical nodes in a network and describes computational methods used in 
the literature to solve it. Chapter “Machine Learning-Based Rumor Controlling” 
provides a detailed review of the efforts to control rumors by using machine learning 
techniques. The book continues with chapters that include policy issues, such as 
chapter “Strategic Communication as a Mean for Countering Hybrid Threats”, 
which describes Strategic Communication as a tool for countering Hybrid Threats, 
and chapter “The Integrated Approach in Countering Contemporary Security and 
Defence Threats”, which describes the “whole of a government approach,” an 
integrated methodology to counter security threats, and the approach of citizens’ 
involvement in national security preparedness for optimal countering of threats. 

Chapter “European Union and NATO Cooperation in Hybrid Threats” includes 
both NATO’s and EU’s approaches to countering hybrid threats and provides 
possible ways for closer cooperation for optimal response. Chapter “Hybrid Threats:
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Preface ix

A European Response” provides a detailed description of the EU’s response 
to countering hybrid threats using a wide array of tools. Chapter “Integrated 
Development Environment Using M&S and AI for Crisis Management E&T” 
focuses on an AI-based platform developed by CMDR COE that is used for rapid 
response in a crisis due to disaster. While chapter “Civil-Military Cooperation for 
the Countering of Threats: Protection of Civilians During the Development of a 
Threat” describes a “Total Defense” model that involves citizens in national security 
preparedness. Finally, chapter “The Psychological Dynamics of Leadership Amid a 
Crisis” describes a practical framework able to help leaders make decisions during 
crises. 

The opinions expressed in this book by different authors are not necessarily 
representative of the opinions of the editors or the publisher. The editors would 
like to express their gratitude to all invited contributors and their groups who made 
this work possible. Additionally, we would like to thank the editors of Springer for 
their efficiency throughout the entire project. 

Athens, Greece Konstantinos Balomenos 
Leuven, Belgium Antonios Fytopoulos 
Gainesville, FL, USA Panos M. Pardalos
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Future Threats: Creating a Resilient 
Society 

Antonios Fytopoulos and Panos M. Pardalos 

1 Introduction 

It is commonly accepted that humanity has had to face some very serious issues in 
recent years, which are associated, in one way or another, with the pandemic (crisis 
management, logistics problems [1], work-related issues, healthcare problems for 
a large proportion of citizens, mass vaccination programs, telecommuting, etc.). 
As a result, the COVID-19 pandemic has become the cause of a crisis for many 
people, like none other in recent history. The COVID-19 pandemic was, in other 
words, a severe crisis that tested to a great extent the capabilities and the fortitude of 
modern society in a vast range of activities [1]. Certainly, in 2023 when this article 
is being published, there are still many issues that need to be resolved concerning 
the pandemic and its impact on the modern world. Huge sums of money have been 
made available to deal with each crisis, big research programs are ongoing for the 
treatment of any new mutations of the virus and significant changes have already 
been made or are about to be made, regarding the operation structure (businesses, 
government agencies, telecommuting, etc.) [2]. 

On the other hand, of course, the weaknesses of the systems (administration, 
logistics, etc.) came to the surface [2], when a crisis occurred that required a wide 
range of federations, state–private–social–policies, etc., to interact directly as a 
whole, as if they had been cooperating for years, which had not been required by 
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2 A. Fytopoulos and P. M. Pardalos

any other kind of crisis in the past to this extent. However, one thing is certain: 
There is no organization, company, state, or non-state body or individual, who was 
not directly or indirectly affected by the pandemic and its effects. 

Finally, the question that arises after all this is when will we return to normality, 
a question that afflicts the whole world nowadays. The answer to this question 
seems to be “not yet,” as humanity will soon have to deal with the indirect, but 
not insignificant, effects of the pandemic on society and the economy. Ultimately, 
perhaps the solution is the upgrade of society to a new one – more stable – that 
will be based on new fundamentals that will be able to respond directly, fast, and 
effectively in these kinds of crises. In other words, the goal is to create a new, more 
durable society that is resilient. 

The “new normal” seems to be based on the ability of people to “adapt” to new 
situations. In this context, the exploitation of new technologies to the fullest seems to 
be a one-way street. Given the adaptation (or else the evolution), humanity is called 
upon to tread carefully on the new path that history demands for its appointment 
with the new – fundamentally structured – society, because if this crisis does not 
become the cause of profound change, it is very likely that at the end of the next 
crisis there will be only remnants of humanity as we know it today [3]. Therefore, 
humans may be required to accept a return to normality, but in its new form and not 
in the old one. 

All of the above do not come to creep into a random point of history, but at 
the point where society seems to be sufficiently “mature” technologically, to have 
the ability and the tools to face such future dangers that may harm its existence. 
The rapid development of new technologies in the last 20 years such as Industry 
4.0, the Internet of things, 3D printing, advanced–smart materials, biotechnology, 
machine learning technologies, 5G, artificial intelligence, and robotics provide new 
“tools,” can and should be used by humans in this direction with the ultimate goal of 
harmonious cooperation between people and machines in the coming years in light 
of new upcoming crises and threats. 

In this sense, the above developments are not underway due to the pandemic, but 
are accelerated through it, making it the catalyst for the more immediate integration 
of people into new social–financial demands that will arise. The development and 
use of emerging technologies will not be maximized because of the pandemic, but 
the pandemic helps overcome any potential difficulties that might arise and works as 
a catalyst for the arrival of the new normality. In these complex dynamics, humanity 
and science are called upon to prepare–open a smooth road, which will lead to the 
next day safely. In any way though, the threats and dangers lurking are constant and 
may be identified and dealt with. 

In this article, there will not be an attempt to approach the possible new threats 
from the perspective of the data, but from a more anthropocentric point of view, as 
our belief is that societies must constantly evolve, using new forms of governance, 
technology, connectivity, and dealing with threats, but not in a way and to an extent 
that leads to estrangement and alienation of the human personality. Societies must
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protect themselves from the coming threats by constantly evolving and adapting 
to the new environment, but without being alienated and jeopardized by their own 
evolution. 

2 Future Threats 

2.1 Challenges in the Use of Artificial Intelligence 

Artificial intelligence can be considered one of the most significant human achieve-
ments, although it has yet to be widely integrated into our daily lives – at least in 
forms that are expected to be used in the coming years. However, it is expected 
that there will be a huge rise in the AI market in the near future, with China [4] 
vigorously seeking – if it has not already succeeded – to lead this effort. 

As a result, robots are expected to manage a large part of our daily lives in the 
coming years. Thus, smart systems may constantly provide data, which will have 
to do with all the devices of our home (IoT), our car, ourselves (IoP), or everything 
around us (IoE). Similarly, at the working level there will also be a corresponding 
data flow, which will concern businesses, production–management, logistics, and 
more. All these data must be collected and analyzed in an effort to make the best 
possible use of it. 

Data have become a new form of “gold” in the modern digital economy, as 
targeted production can be launched based on them. Ergo, the combination and 
processing of the data is an essential factor for every business, as they can create new 
products and services based on the data. In other words, data and their processing 
provide the information needed to identify possible new needs and create new 
sources of wealth. The existence of a vast amount of data naturally leads to the 
immediate need for data scientists who can process and exploit them. Moreover, it 
raises questions about how and where this information will be stored (e.g., clouds), 
so that it is easily accessible and avoid the possibility of storing a volume of 
information that will not be useful. 

As every aspect of our daily lives constantly generates data, the solution of 
creating, a “central system of mass information processing – data” can be a per-
manent solution. A system that can, through smart algorithms, recognize previously 
unencountered situations, self-train effectively, and act abstractly within the context 
of data processing. This allows it to learn from these situations, deconstruct less 
important aspects, and emphasize essential information. 

Artificial intelligence can be, in other words, a great opportunity, but it also can 
be a great danger, as algorithms may manage everyday situations. In this context, 
it is worth noting that information systems are defined by their consistency and 
ability to access information from a large population and therefore may not take into 
account ethical issues [5]. Policymakers must establish rules governing the creation 
and development of such algorithms, and humanity can be protected or threatened 
by [6] these new forms of governance and decision-making.
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On the other hand, a significant amount of information and data, which until now 
had not been taken into account, can now be analyzed to solve complicated problems 
in various sectors. The use of artificial intelligence algorithms can significantly 
improve the proper distribution of resources, holistic treatment of climate change, 
and problems in everyday life, such as our interaction with the health system. 

As with anything in life, the use of such methods must be done wisely, as reckless 
development could lead to the creation of a superintelligent tool that possesses 
“infallibility” and guides our daily choices based solely on the data, without 
considering the broader human context −without taking into account that the data 
concern human lives [6]. Moreover, given the applicability of such technologies 
in a vast range of work sectors, a large part of professional teams can simply be 
sidelined by robots leading to jobs being lost on the planet. On the other hand, a 
greater need for specified working skills will begin to arise, thus reinforcing the 
successive movements of workers from one sector to another. 

The absence of emotions, creativity, compassion, and emotional intelligence on 
behalf of the machines may easily lead to a state of roboritarianism (robots + 
authoritarianism), and if this is not predicted, prevented in time, and taken into 
account in the initial planning, it may easily lead to isolation and diminished human 
relationships. 

Another significant problem is the algorithm that will be used by the decision-
making system, as it will be a black box for the average citizen. There are dangers 
lurking when humanity depends solely on the decisions of a reliable technological 
system, but it is not entirely understood how these decisions are made. For example, 
let us imagine an artificial intelligence system that makes decisions on whether or 
not to start a war. How confident and how receptive would we be about such an 
algorithm by allowing it to make such decisions? “Méτρoν άριστoν” (moderation is 
the best thing), as the ancient Greeks Cleobulus of Lindos said, meaning we should 
find the golden mean. 

Thus, although decision-making processes can be based on finding the best 
processes (through well-known optimization algorithms), in some cases it may be 
preferable not to use these extremums – avoiding extremities and exaggerations. 
Ultimately, a large part of our daily lives can certainly be “transformed” by the use 
of artificial intelligence, yet surely people must move forward, but such in a way as 
to ensure the transparency of the modes of operation, the moral order, the written 
and unwritten rules of societies and humanity. Since artificial intelligence is here 
to stay, it is again left up to humans to be able to wisely use this super tool, so as 
not to create a digital society based only on aggression, competition, and brutality. 
In other words, the responsibility for using artificial intelligence wisely lies with 
humans. The failure of an old system can be tolerated by society and can be seen as 
a good justification for moving to a new status, but the failure of the new one can 
only lead society to alienation, skepticism, and denial.
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2.2 A User-Privileged Society 

The huge development of algorithms that constantly process data has undoubtedly 
affected people’s daily lives. Carefully selected ads based on our preferences are 
suggested to us daily during the use of our mobile phones. How does the machine 
perceive what we like and what we do not? Of course through our search history. 
This means that we consented to the provision of data to the smart algorithms of the 
Internet (perhaps we should be compensated for this – since we are part of the sales 
process). 

However, there are cases where it is not acceptable to share some of our 
preferences or choices. The use of personal information from third-party entities 
or even from the state can lead to threats and societies must establish rules on 
how far and to what extent it is allowed for the state and private organizations to 
intrude, learn, process, or share data concerning people and companies beyond the 
framework of a simple consent on a website. 

A modern aspect of such a function that could protect or even become a 
threat could be the classification of corporations (or even people) based on how 
trustworthy they are or not and based on social data of personal nature. This way, 
people can be distributed in different levels of access to social privileges depending 
on the level of trust of each entity [7]. This has already been implemented in many 
countries with the establishment of debt control information systems, which define 
the trust that the financial system can show in individuals or companies based on the 
management history of their finances and debts. 

In a fully digital world, such systems could be extended to other aspects of life, 
besides financial ones. However, extreme caution is required because we can easily 
be led to a society of socially privileged entities that will have access to goods 
and services where others will not. For the proper function of such systems, the 
fine line that separates “illegal action” from “bad everyday practice” must be made 
clear from the beginning and the way of possible implementation of such systems 
for the good of humanity must be examined, in relation to the existence of new 
cutting-edge technologies (5G, IoP, IoT, biometrics, fingerprint sensors, microchips, 
facial recognition, etc.) in order to promote and not to pulverize human personality. 
According to the above, new forms of government could be possible since society 
will gradually evolve into full digitization. So even at the government level, more 
technocratic models based on data, rather than ideology, may prevail thanks to their 
potential for more timely and valid data-based decision-making. 

2.3 Pandemics 

We do not need to detail the pandemic as a future threat, as this article is written 
in the context of COVID-19, whose effects are evident in our daily lives. This 
is a profound crisis, unlike any faced in recent history. The constant pressure on
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healthcare systems and the ongoing lockdowns are driving economies to the brink 
of collapse. New forms of work, such as telecommuting, have become necessary 
and the pandemic continues to impact a significant part of our daily lives [8]. 

This crisis has also taken an unexpected form, namely the issue of trust [9] 
in scientific data and practices. Some have remained skeptical toward how the 
pandemic is being handled. The pandemic to date has affected different areas in 
different ways, both in the private and public sectors. It remains to be seen what 
other aspects will become visible and what other sectors remain to be affected. For 
instance, a significant debate is expected to arise later regarding the management of 
financial issues that have already been maximized, such as debt. 

2.4 Climate Change and Major Natural Disasters Due 
to Extreme Weather 

The modern way of life has led to an ever-increasing demand for energy, resulting 
in a rise in pollutants and emissions. The more demanding lifestyle and the larger 
population that tends to live based on the Western model, the rapid development of 
China, and globalization are intensifying the problem of daily energy waste, leading 
to energy and climate crises. The climate crisis is one of the most devastating threats 
to humanity, causing the destruction of biodiversity [9]. 

On the other hand, the environment provides us with all the resources needed 
to live, such as water, food, and energy, and ensures their renewal through 
various necessary processes for humans. Unfortunately, the damage caused to the 
environment is significant, leading approximately 150 million citizens to change 
residence due to climate factors, such as global warming by 2050 [10]. The rise in 
water levels is expected to affect personal property and destroy critical infrastructure 
of strategic importance in various nations, including roads, railways, ports, the 
Internet, structures that provide drinking water, tourism, and agricultural cultivation. 

Moreover, other natural phenomena directly related to climate change may arise, 
such as cyclones, droughts, fires, etc. which will become more frequent and intense 
over time. Of the various future threats, climate change is the one that evolves with 
long-term effects, which cannot be predicted, and it can affect – like a ticking time 
bomb – many aspects of human activity. Thus, forms of life can be completely 
lost from the face of the earth, natural disasters will become more and more severe 
and frequent, the quantity of available drinking water resources will be significantly 
affected [11, 12], and rural areas may not be as productive as necessary to meet the 
growing needs of the population. 

These threats are expected to occur initially at a slow pace, but then there is 
likely to be an exponential rise. This will cause a large part of the population 
to emigrate, leading to migratory flows [12] due to extreme weather events and 
rising sea levels, which will also upset the geopolitical relations between states. The 
next decades are crucial in establishing rules to prevent an environmental disaster,
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establish renewable energy sources as the norm, reduce carbon dioxide emissions, 
and integrate a large part of the population into this way of life. 

At the end of the day, humans are both victims and perpetrators of the climate 
crisis. They must face their own nature and move forward at the pace and tone 
required by the times. Climate is a powerful arsenal that, if manipulated by 
“environmental terrorists,” could cause threats humanity has never encountered 
before. 

2.5 The Network of Networks 

As the pace of globalization quickens, more and more networks are developing 
based on standard communication protocols. This enables people to communicate 
in different ways with those on the other side of the globe and to send data 
continuously. At the same time, huge financial, military, and informational systems 
are based on networks. Through these networks, ever-increasing information flows 
and millions of new users are inserted and older ones are removed every second. 
They communicate and make financial trades, leading to the creation of a huge 
amount of data, which will skyrocket even more with the use of new technologies. 
This complex system constitutes a patchwork of data concerning businesses, 
financial institutions, public and private bodies, and ordinary people, which the new 
society is called upon to manage. 

Undoubtedly, a large part of the debate can and must be done around the security 
of this monstrous complex. In principle, the main nodes that need to be protected 
[13] must be found to ensure their viability. This huge network interacts with pre-
existing and subsequent road, transport, telecommunications, electrical, and other 
networks. The final result is a vast but magical creation that drives evolution and 
all other human activities. On the other hand, these same critical nodes of these 
networks will be targeted by potential malicious actors, seeking maximum damage 
with the least possible effort. Such cyberattacks can reduce the reliability of the 
network and make users skeptical about its use. 

However, the same question remains: Can and should protection be “imposed” 
from the outset, given the knowledge of the potential risks, or should we wait 
for some major negative event that will “necessitate” the introduction of stricter 
rules for the protection of the network? What would happen if a major cyberattack 
with devastating consequences on the network (similar to those of COVID-19 
in our daily lives) led to the dispute of a major part of the transactions made 
or the destruction of some cryptocurrencies? It is possible that a large part of 
humanity that would have been affected would undeniably accept new ways of 
accessing the Internet, where, for example, multiple confirmations of the physical 
identity would be required before granting someone access to information on the 
Internet (e.g., biometrics authentication). In other words, huge threats and crises can 
lead to enormous “adaptability” and acceptance by users of situations that under 
normal circumstances might not have accepted. The upsurge in interconnection
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automatically leads to the demand for a new society of people, who will interact 
professionally and personally much more than in the past. 

The management of networks is one of the most important areas for human 
activities in a globalized society. Those who are in complete control of them 
can intervene in any form of modern activity, disorganizing it and leading it to 
destruction. This might not be considered as important in some of the individual 
processes that take place daily, but what if the networks responsible for the 
operation of financial institutions or the management of nuclear or space stations 
were compromised? Are humans ready to “sacrifice” less up front on the altar of 
protection and security to avoid “paying” more in retrospect? Can the use of new 
methods of biometric surveillance [14] help ensure safer and more controlled access 
to networks, or will this extend social control to unacceptable levels? 

2.6 Control of the Mind: The Next Battlespace 

In recent years, the rapid development of neuroscience, combined with improved 
imaging techniques of the human mind, has opened new paths in approaching the 
brain’s functions. Traditionally, the “manipulation” of the human mind was mainly 
attributed to the media. However, new tools such as neural–interface systems [15] 
can increase the connectivity of the nervous system with hardware or software, 
significantly improving a person’s ability to increase their output when interacting 
with machines. 

While such developments can lead to an improvement in the lives of many people 
with disabilities or increase productivity in industrial processes, they can also be 
used in immoral ways, such as achieving military objectives. These techniques can 
be used in military programs to improve and speed up the learning and processing 
of available data, increase physical endurance and stress resistance, and develop and 
use prosthetics of upper and lower limbs directly linked to the nervous system. The 
absence of international laws that clearly define what is legal and what is not, and 
that outline the limits beyond which such activities cannot be “morally” tolerated, 
can further enhance the dynamics of these threats. Without proper regulation, these 
techniques could be used in ways that are harmful to humanity. 

2.7 Transnational Organized Crime 

Due to globalization and the continuous increase in networks, the world has been 
interconnected at a level much higher than ever before. This has created new huge 
opportunities for profit. However, in parallel with the launch of legal activities, a 
multitude of illegal activities have also developed. The exploitation of networks
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and new opportunities presented in the new era by organized criminal groups has 
led to maximizing their profits, making this threat extremely serious. International 
criminal networks exploit supply chains, the Internet, and new technologies for their 
own benefit, causing problems to the peaceful development of states, threatening the 
environment, global health, economy, and peace, and ultimately gradually imposing 
chaos. 

Organized crime takes advantage of the Internet’s access to data on a daily basis, 
which can also be used against users themselves. Illegal activities, such as illegal 
transportation of precious stones, smuggling of oil, weapons, development of drug 
cartels, poaching, and illegal fishing, are developing exponentially and in parallel 
with the exponential growth of technology in recent years, as better infrastructure 
and new technologies can now be used [16]. Of course, in a hyper-connected world, 
as legitimate businesses are growing and coming together, so does organized crime. 
It can unite under an international umbrella, further complicating its confrontation. 

2.8 A Crisis in Politics: Change in Political Systems 

When everything around us changes, adaptability is essential for stability. One of 
the main advantages of new technologies is the access of everyone to information 
and opportunities. Therefore, every day, people originating from different countries, 
different social groups, or ages now have the same ability to access the whole 
range of social, professional, and personal activities. Inevitably, given the new 
possibilities, the interaction of people in new societies is immediate, having much 
more direct participation in social events, in public affairs, and in decision-making. 

Such immediacy has never been so extreme in the past and is likely to lead to 
a political crisis, with possible changes in political systems. The crisis of today’s 
parliamentary (representative) system may take place soon, leading to more direct 
forms of democracy, more participatory in decision-making, due to the increased 
accessibility provided by the new technologies compared to the past, similar to that 
of ancient Athens. 

Inclusiveness is constantly being strengthened, and consequently, more and more 
of modern society is increasingly interacting in a complex decision-making system. 
The democratic nature of the Internet is likely to lead to fairer forms of governance, 
where decisions are made more directly, preventing the predominance of local 
corrupt elites. In such a crisis, it’s possible that politicians themselves may require 
assistance in finding a solution. This assistance could come in the form of new 
technological tools that have evolved under the guidance of a technological elite, 
often referred to as ‘elitechs’.
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2.9 The Gray Zones Between Truth: Misinformation, 
Disinformation, and Conspiracy 

Direct access to information also means direct access to its production. Accordingly, 
people’s greater access to the Internet enables them to express themselves more, to 
influence other people and also to form views and opinions [17]. In this complex 
patchwork of information, it is normal for facts to mix with opinions, news, 
and mistaken or forged (accidentally or intentionally) information, often creating 
confusion. 

Hence, the modern human is called upon to develop “senses” that help him 
distinguish truth from falsehood, news from fake news, and information from 
misinformation. This means that he needs to distinguish the limits of this gray zone, 
which can be created naturally or artificially around a piece of information, making 
the “distinction” of those limits one of the greatest virtues. 

As people’s dependence on the digital world continues to grow, and for some, 
their digital lives become ‘more important’ than their real ones, the significance of 
distinguishing truth from falsehood becomes increasingly paramount. In this con-
text, modern technologies can potentially help with the development of algorithms 
based on artificial intelligence or machine learning that will be able to distinguish 
the real from fake news. 

2.10 Space Battles 

Space has always attracted the interest of scientists, leading from time to time to 
endless “races” for its conquest. However, apart from the well-known thought of the 
coveted “conquest” of space, we must not forget that a multitude of ever-increasing 
commercial, military, and government activities use space every day in one way or 
another, using – among other things – satellites [18] to transmit information. 

On the other hand, the development of technology has led to easier access and 
use of space, thus emerging as a new “field for conflicts” between countries or 
even between private organizations and this even has led countries to formulate 
new Departments of Space. Finally, the non-existence of a perfected international 
space law – accepted by all its users – that will govern and clearly define the rights 
and obligations of all participants is expected to make the interaction between those 
involved even more difficult. 

3 Conclusions 

All in all, taking into account that the new correlations cannot be depicted in their 
entirety in detail, due to their complexity, the new information age seems to lead
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to new challenges for modern people. Threats that until now seemed unlikely or 
insignificant, in today’s interconnected reality can be developed into key threats and 
dramatically affect the daily lives of people. This was understood with the spread 
of the COVID-19 pandemic that was a driving force for the evolution of many new 
forms of work, the operation of institutions and businesses, and the establishment 
of new problem-solving models. 

In this chapter, an attempt was made to briefly describe some of the possible 
future threats that may affect humankind. Only some of them were described, as the 
overall list may be inexhaustible. Regardless of whether these threats are related to 
extreme natural phenomena, pandemics, social upheavals, or relationships between 
human and machine, what needs to be understood is that significant technological, 
social, and economic changes in everyday life are imminent, leading to a completely 
different philosophy of operation. Hence, in the end, modern people will have to 
“adapt” once again to the new reality, as dealing with all the threats that will arise 
will make them more resilient to the passing of time. 
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Managing Environmental Threats: 
Integrating Nature-Related Risks into 
Investment Decisions and the Financial 
System 

François Gardin and Sven Van Kerckhoven 

1 Introduction 

This book deals extensively with risks and how these can be better managed. One of 
the great, albeit often overlooked, risks of our current times relate to the environment 
and its sustainability. This risk plays out in several issue fields, including the 
financial sector. Calls for greater consideration of environmental sustainability risks 
to the investment decisions of both the financial sector and separate industries have 
reached new peaks in the last decade. This follows an increasing awareness of 
the exposure of investments to a wide set of environmental challenges that impact 
natural capital assets, natural resources, and the benefits they provide to societies. 
Addressing these risks requires more than direct policy interventions aimed at 
reducing public subsidies to activities harmful to the environment. They also require 
a rethink of capital allocation decisions, with the aim to minimize the adverse impact 
of private capital flows into activities that are exposed to nature-related risks, while 
supporting investments for a sustainable environmental transition and adaptation. 
To that extent, the EU Green Deal and its Sustainable Finance Package explicitly 
aim at effective capital allocation toward more sustainable activities and meeting 
the funding gap for financing the transition toward sustainable green activities.1 

1 The European Commission adopted on April 21, 2021, a package of measures to help improve 
the flow of monetary resources toward sustainable activities across the European Union [21]. This 
follows the Action Plan for Financing Sustainable Growth adopted in 2018 [19]. 
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In the annual global risk survey conducted by the World Economic Forum [62],2 

environmental risks such as climate change and biodiversity losses are now ranked 
among the top risks by economic and financial decision-makers. This echoes the fact 
that many of the environmental threats that trigger the risks financial institutions face 
in the twenty-first century tend to exhibit new characteristics, such as larger scale, 
increased likelihood, and deeper interconnectedness [7]. 

In this context, financial authorities and market participants have started to review 
their exposure to a wide set of environmental risks, looking in particular at policies 
providing for the enhancement of risk assessments and their disclosure to the public 
and authorities. For example, financial institutions must increasingly integrate new 
regulations aiming at greater disclosure and integration of nature-related risks, such 
as the Sustainable Finance Disclosure Regulation (SFDR) introduced in the EU in 
2019 [20]. Complimentarily, some market-led initiatives have emerged, such as the 
special Taskforce on Nature-Related Financial Disclosures (TNFD),3 which aims 
to develop a risk management and disclosure framework for organizations to report 
and act upon evolving nature-related risks. 

These initiatives bring to the front the following questions: How can nature-
related risks be assessed more coherently and consistently, and how can they be 
integrated by financial institutions in their investment and lending decisions, capital 
allocation decisions, and their advisory to, and engagement with, the companies they 
finance? Is the nature of these risks sufficiently understood by financial institutions 
and are the formulated responses adequate? 

In this chapter, we first take stock of the current state of the literature. We look at 
the definitions and key characteristics of nature-related risks. We also consider the 
systemic nature of nature-related risks due to their interdependencies, and how this 
complexity can lead to more systemic risks, either exogenous or endogenous to the 
financial system. 

This chapter then looks at the current practices of financial institutions and 
in particular their limits in enabling a solid consideration of nature-related risks 
for their investment decisions. We look at what measures are being promoted 
to address nature-related risks and to what extent these risks call for specific 
responses in terms of threat management. In doing so, the chapter takes stock of 
the developing practices and recent studies to better identify, assess, and integrate 
nature-related risks and the potential ways forward. Finally, this chapter also looks

2 Published on a yearly basis by the World Economic Forum, the Global Risks Report series tracks 
global risks perceptions among risk experts and world leaders in business, government, and civil 
society. It examines risks across five categories: economic, environmental, geopolitical, societal, 
and technological. In 2022, the top three risks are all nature-focused (climate change, extreme 
weather, and biodiversity loss) and five of the top 10 risks relate to environmental challenges 
(including human environmental damage and natural resource crisis). 
3 The TNFD is a global, market-led initiative with the mission to develop and deliver a risk 
management and disclosure framework for organizations to report and act on evolving nature-
related risks, with the ultimate aim to support a shift in global financial flows away from 
nature-negative outcomes and towards nature-positive outcomes [59]. 
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at the opportunity of using precautionary approaches to deal with the uncertainties 
of nature-related risks. 

2 Literature Review 

This literature review provides a review of both academic papers and policy-
oriented research by public authorities and by financial market participants. There 
is an expanding set of studies aiming to build awareness of the magnitude of 
nature-related risks for the financial sector and the economy. These studies go 
beyond analyzing the impact of climate-related risks by looking at a wider set of 
environmental risks and the systemic nature of these risks. To that extent, recent 
studies have been carried out on the economic and financial impact of environmental 
changes [12, 44]. Complimentarily, the risks environmental events can generate for 
financial stability have slowly attracted some [5]. Increasingly, greater recognition 
is also given by central banks and regulators to the risks these pose to the financial 
system [29]. For instance, there were comprehensive studies carried out by the 
Dutch central bank [59] and the French central bank [55] on the exposure of their 
financial system to nature-related risks, focusing on biodiversity. These studies 
overall call for greater consideration in managing these risks. 

There are several studies that provide a wide variety of concepts that are instru-
mental to analyze nature-related risks and their characteristics. The clarification 
of this set of evolving concepts used to analyze the relationship between nature, 
investments, and the economy is necessary and will become substantially more 
important as a diversified group of stakeholders starts to apply these concepts on 
a more systematic basis. This includes for instance clarifying the concept of natural 
capital or the notion of ecosystem services [2, 6, 10, 39], which will be explored 
later in this chapter. There are also studies that review the evolving concepts used 
to identify the types of risks involved and their link to financial practices [9]. When 
it comes to the characteristics of these risks, several studies point to their unique 
characteristics and the importance of their inclusion into the risk management 
practices of the financial sector [31, 61]. 

Other than studies demonstrating the importance of the inclusion of nature-
related risks, several studies have also studied the current financial practice to assess 
and address the latter [17, 42, 43]. A relatively large number of studies look at 
current Environment, Sustainability and Governance (ESG) and Corporate Social 
Responsibility (CSR) frameworks and investigate how these are implemented by the 
financial industry ([36, 45, 49, 51]. In particular, some studies look into the current 
limits faced by institutional investors in integrating environmental sustainability 
in the long term [53]. Moreover, financial regulators have conducted specific 
reviews of the practices in terms of addressing environmental risks. For instance, 
the European Central Bank has published guidance in relation to the supervisory 
expectation for banks to better manage these risks [16].
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However, several questions remain unanswered at large. First, it appears that the 
actual “transmission” mechanisms between environmental risks and the economic 
and financial system could be the subject of further empirical research. Only limited 
research has been carried out to establish and conceptualize the linkages between 
the economic (human) activities and the related environmental pressures, and the 
interdependency between both. More attention still needs to be devoted to analyze 
the exposure of economic agents to, for example, ecosystem services [11]. In 
particular, biodiversity loss has so far not been subject to in-depth research from the 
financial risk angle [3]. Systemic risks also need further investigation when it comes 
to areas such as contagion between the financial system, the real economy, and their 
potential consequences on the environment. The importance of systemic supply 
chain risks has been highlighted [50], but further research is needed to understand 
the potential ripple effects of nature-related dependencies and impacts. 

Several studies highlight the necessity for the financial sector to increase its 
capabilities in identifying, measuring, assessing, and mitigating nature-related risks 
(such as [8, 41, 43]), as well as the potential to integrate natural and environmental 
factors into their investment strategies [52]. Financial theory has already looked 
into the limits of current standard risk management practices and the opportunity 
to incorporate new paradigms to address “wild” risks, which are disruptive and 
scalable [37]. These aspects should be further investigated through applied research, 
in order to better understand the potential way forward to better integrate nature-
related risks and opportunities in financial decisions. 

Finally, it seems that the current decision-making mechanisms and governance 
pitfalls that may account for market failures are still to be further investigated. 
New aspects pertaining to nature-related risks could be further researched such as 
what currently drives decisions made by investors considering these risks? How 
are the nature-related risks processed and internalized by the financial markets and 
investors? Which areas could be improved? 

3 The Evolution of the Concepts Defining Nature-Related 
Risks 

To be able to manage any risk, and nature-related risks in particular, clarity is 
first needed with regard to what exactly the different concepts mean. Indeed, 
several concepts have been developed to characterize the risks related to the natural 
environment, but it appears that these concepts and their link to financial decision-
making still need to be further clarified and investigated empirically. 

First, it is important to define the notions and limits of the concept of nature-
related financial risks. This terminology is increasingly used in the context of 
sustainable finance and increasingly so as a substitute for environmental risks. The 
concept is primarily related to the risks caused by nature loss and environmental
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degradation. This implies a necessity to be able to measure the losses that relate 
to changes in the state of nature. To that extent, nature may be envisioned as a 
form of capital, along with financial, social, and cultural capital. The Natural Capital 
Coalition [40]4 defines natural capital as the “stock of natural ecosystems on earth 
including air, land, soil, biodiversity and geological resources which underpins 
our society by providing value for people both directly and indirectly.” Using 
this approach, nature-related financial risks can be defined as risks that arise from 
changes in the condition of natural capital and the benefits these assets provide, as 
well as societal responses to these changes. 

However, this highlights the need for a robust definition of natural capital and 
what it entails. The notion of natural capital itself has been an evolving concept 
over time [39]. The concept was first developed to incorporate natural constraints 
into the economic lexicon, allowing economists to take into account finite and 
renewable natural resources, and their contribution to economic activities. A concept 
intrinsically related to natural capital is the notion of ecosystem services. Ecosystem 
services are the ecological characteristics, functions, or processes that directly or 
indirectly contribute to human well-being: that is, the benefits that people derive 
from functioning ecosystems [10]. This includes services such as food provision, 
natural water treatment, pollination of crops, or fertile soil which are vital for agri-
cultural and industrial business processes. A Common International Classification 
of Ecosystem Services (CICES) was developed from the work on environmental 
accounting undertaken by the European Environment Agency (EEA).5 According 
to this classification, ecosystem services can be categorized as provisioning services 
(such as the biomass for nutrition, materials and energy, or water), regulating 
services (such as flood control, storm protection, water purification, and climate 
control), and cultural services (such as physical and experiential interactions with 
the natural environment). 

The concept of natural capital is already used sporadically and narrowly to 
include the environment as part of economic valuation. However, it can also be 
argued that natural capital and its benefits encompass a set of immutable natural 
items satisfying basic needs, which are critical and non-substitutable, and as such 
cannot be valued in a limited way [39]. This has been the view of ecological 
economists arguing for a strong sustainability view of natural capital, whereby 
losses cannot be quantified in simple monetary terms. Furthermore, natural assets 
cannot be fully assessed in a direct and static way given their evolutionary 
dynamics and their complexity. Following that approach, the notion of nature-
related risks should be extended beyond utilitarian models to include impacts, which 
are uncertain and long-lasting.

4 The Natural Capital Coalition is collaboration between leading organizations in research, science, 
academia, business, advisory, membership, accountancy, reporting, standard setting, finance, 
investment, policy, government, conservation, and civil society. It established a protocol in 2016, 
which is a standardized framework for businesses to identify, measure, and value their direct and 
indirect impacts and dependencies on natural capital. 
5 For further information, see the structure of CICES at https://cices.eu/cices-structure 

https://cices.eu/cices-structure
https://cices.eu/cices-structure
https://cices.eu/cices-structure
https://cices.eu/cices-structure
https://cices.eu/cices-structure
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Once they have been related to the evolving state of nature, the definition of 
nature-related financial risks also requires a clarification of what types of risks 
fall under its scope. For instance, the Taskforce for Nature-Related Financial 
Disclosures ([56], p. 34) defines nature-related risks as “the potential threats 
posed to an organisation linked to its, and other organisations’, dependencies on 
nature and nature impacts. These can derive from physical, transition and systemic 
risks.” Physical risks are related to the dependence of economic activities on the 
condition of nature and ecosystem services, whereby a declining state of nature 
leads to negative impacts on these economic activities. The physical risk of loss 
of ecosystem services can indeed threaten companies and production processes 
dependent on them, create supply (and demand) shocks, and ultimately translate 
into a deterioration in their financial position. To that extent, the agricultural and 
forestry products’ sector appears most directly dependent on nature [58], with a 
very high dependency on three types of ecosystem services: direct physical inputs 
such as water for crop irrigation or livestock, or fibers like wood for timber; 
services that enable production such as pollination for agricultural products, nursery 
habitats for aquaculture and fishing; and services that provide protection from 
natural hazards such as floods (e.g., from mangroves for aquaculture). Another 
highly dependent sector is the energy and utilities’ sector that are contingent on 
water flow maintenance and natural protection from disruption. 

In addition, a definition of nature-related financial risks based on natural capital 
should clarify how the physical impacts of natural risks or hazards are included 
in the physical risk assessment, beyond the risk of deterioration and losses of 
ecosystem functions and benefits provided by natural capital. Independently on 
how human activities may value and protect natural capital assets, natural hazards 
(such as earthquakes, floods, fire, storms, and diseases) will occur, leading to 
material financial risks and losses for economic activities. It is important to link 
these to the state of natural capital, since anthropogenic processes and activities 
contributing to environmental degradation can lead to increasing likelihood and 
impact of natural disasters. For example, deforestation and further deterioration of 
ecosystems that contribute to massive carbon storage may eventually contribute to 
increased climate risks. Beyond providing climate regulation benefits, the ecosystem 
functionalities can also play a major role in mitigating the impact of natural risks 
by lowering vulnerability, such as by providing natural protection against floods 
or storms. Sectors with physical assets that are exposed to natural hazards (such 
as the real estate and infrastructure sector) can be highly vulnerable to these 
risks. 

On the other hand, the negative impacts on the nature of activities and companies 
may lead to transition risks, as a result of potential shifts toward more sustainable 
models in policy, technology, and changing consumer and investor preferences. 
Companies may face reputational risks when they are perceived as contributing to 
environmental degradation or when they lag in terms of transition. Tighter environ-
mental regulatory standards may also lead to increasing liability and litigation risks 
for companies whose activities have a negative impact on the environment. In its



Managing Environmental Threats: Integrating Nature-Related Risks into. . . 19

review, the Dutch Central Bank points to the Dutch nitrogen crisis as a case study 
of nature-related transition risk, whereby regulation has been introduced in 2020, 
which will bring about a reduction in nitrogen emissions and where measures show 
that nitrogen-emitting sectors will have to help achieve the reduction. These sectors 
account for around 39% of total lending in the Netherlands [59]. 

In terms of impacts, some argue that the risks should not be limited to their 
financial impact, but also to the wider sustainability impact and risk they may cause 
for society, regardless of whether these externalities result in a financial risk for 
the investments. This approach is coherent with the concept of “double materiality” 
introduced in the Non-Financial Reporting Directive (NFRD) of the EU,6 where 
companies not only need to report on environmental risks, which are financially 
material, but also on risks, which have external impacts on the sustainability of the 
environment, which may eventually lead to additional physical or transition risks 
for society. 

Ultimately, nature-related risks may trigger systemic risks for the stability of 
the economic and financial systems. Systemic risk in this case can be defined as 
the risk of collapse of an entire financial or economic system, as opposed to risk 
associated with any one individual entity, group, or component of a system, which 
can be contained therein without harming the entire system. Systemic risks are also 
relevant for environmental risks per se, given the interlinkages between ecosystems 
and the complexity of nature systems. These risks relate in particular to the systemic 
impacts of the loss of ecosystem functions and biodiversity [64] (Tables 1 and 2). 

Considering these various components (summarized in Table 1), one may define 
the total nature-related financial risk of an economic activity as the sum of the 
physical risks and transition risks pertaining to the activity, as well as the systemic 
risks and external nature-related impact risks the activity may trigger for society 
at large. For a specific company, its nature-related sustainability risks may not 
necessarily translate into financial risks as potential costs may not be internalized. 
However, they trigger costs for other agents and society overall. The level of 
systemic risks for the company will depend on its exposure to systemic risks, which 
affect the entire financial and economic system. When these costs are summed up at 
the level of society, the total costs will include all physical costs (both related to loss 
of ecosystem functions and incremental costs of natural disasters), transition costs, 
and systemic costs.

6 Directive 2014/95/EU on the disclosure of nonfinancial and diversity information (referred to as 
the “Non-financial Reporting Directive” – NFRD). On April 21, 2021, the Commission adopted 
a proposal for a Corporate Sustainability Reporting Directive (CSRD), which would amend the 
existing reporting requirements of the NFRD. 
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Table 1 Components of nature-related financial risks 

Risk type Definition Examples 

Physical risk linked 
to natural ecosystem 
service loss and 
aggravated risk of 
natural hazards 

Physical risks that arise from the 
loss of ecosystem services, such 
as provisioning services, 
regulation, and maintenance 
services, on which the activities 
may depend to function 
Deterioration of nature may also 
lead to incremental physical 
risks that arise from extreme 
events such as geophysical 
hazard (weather) or biological 
(disease) – and disruption of 
longer-term conditions 

Depletion of wild fish stocks, 
soil degradation, loss of natural 
coastal protection (such as 
mangroves), deforestation 
Impacts of floods, storms, heat 
waves, droughts, wildfires, 
diseases, rising sea levels 
(longer term) 

Transition risk 
(internalized) 

Risks that arise from societal 
efforts to address nature-related 
impacts and externalities, 
mainly through changes in 
public policies, changes in 
consumer and investor 
preferences, technology, and 
innovation shifts 

Environmental restrictions, 
pollution control regulation, 
environmental taxation, 
changing consumer demand, 
shift to clean energy, and 
transportation technologies 

Environmental 
sustainability risk 
external to the 
company 

The sustainability risks are the 
potential impacts and 
externalities of organizations on 
natural capital over the long run 
and costs for society overall, 
which may not be internalized 
and fully translate into financial 
impacts for the organization via 
internal physical or transition 
risks (consistent with the 
principle of double materiality) 

Activity pressures such as GHG 
emissions, land use, pollution, 
marine ecosystem use, and 
disturbances, can lead to 
long-lasting impacts on the 
environment and causes 
deterioration of natural capital 

Systemic risk Explored later in the chapter, 
systemic risks in financial terms 
can be defined as the risk of 
collapse of an entire financial or 
economic system or entire 
market, as opposed to the risk 
associated with any one 
individual entity, group, or 
component of a system. 
Systemic risks are also relevant 
for environmental risks per se, 
with complex interactions, 
potential domino effect, and 
contagion between ecosystems 

Impacts on the real economy 
leading to financial risk with 
contagion within the financial 
system, potentially impacting in 
turn the economy 
Transmission of risks via supply 
chains: nature-related impacts 
on agriculture transmitted to 
food processing and 
distribution, apparel, leading to 
potential disruptions and cost 
pressures 
Interdependency between 
climate risks and biodiversity 
risks 
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Table 2 Underlying notions 

Function type Definition Example 

Natural capital Stock of renewable and 
non-renewable resources that 
combine to yield a flow of 
benefits to people, referred to 
as ecosystem services (NCC 
definition) 

Biological, mineral, and physical 
resources: plants, animals, soils, 
minerals, land, freshwater and 
marine ecosystems, atmosphere 

Natural hazard Natural phenomenon that can 
have a negative effect on 
humans and other animals, or 
the environment. Natural 
hazard events can be 
classified into geophysical 
and biological. Natural 
hazards can be provoked or 
affected by anthropogenic 
processes 

Floods, storms, heat waves, 
droughts, wildfires, diseases, 
rising sea levels (longer term) 

Ecosystem service Benefits that people obtain 
from natural capital, from 
provisioning to maintenance 
and regulation services, or 
cultural services 

Air and water purification 
services, crop pollination, and the 
breaking down of waste 

Nature-related impacts Impacts relate to how 
economic activities may 
affect natural capital and 
ecosystem services, by 
contributing to certain 
environmental pressures 

Contribution to pressures such as 
climate change, ecosystem use, 
resource over-exploitation, 
pollution, or invasive species 

Nature-related 
dependencies 

Dependencies relate to how 
economic activities and 
business processes may rely 
on ecosystem services and 
natural capital 

Dependencies of business 
processes on ecosystem services 
such as natural resource provision 
(e.g., fishing), natural protection 
(e.g., coastal infrastructure), or 
cultural services (e.g., tourism) 

4 Tackling the Specificities of Nature-Related Risks 

Beyond the current conceptual confusion, it is important to look at the characteristics 
that underlie these risks and what their implications are for the economic and 
financial sectors. Those financial implications are still to be investigated empirically 
[3]. 

An important characteristic of nature-related risks is the two-way relationship. 
On the one hand, economic activities are dependent on the services the environment 
provides them, leading to physical risks in case of ecosystem deterioration. On 
the other hand, economic activities are also impacting environmental degradation 
leading to increased risks for exposed companies. If companies transition to more 
sustainable models, some of the physical risks should be offset. For instance, by
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reducing their emissions of water pollutants, water-dependent industries may also 
ensure the future availability of clean water resources for their own use, but this all 
depends on the timeframe and characteristics of the transition itself, as delays in 
the transition may well generate physical risks before potentially higher transition 
risks are to be incurred. The latter may be due to the need for corrective and 
disorderly actions at higher costs, following a similar pattern to the “too little too 
late” scenario outlined for climate risks [42, 43]. Moreover, at the level of a specific 
economic activity, the dependency risks linked to specific ecosystem functions may 
not be related to the impact it has on ecosystems’ functions, making these risks 
asymmetric. For instance, the plastic-producing industry has a major downstream 
impact on marine ecosystems but is only marginally dependent on marine living 
resources and impacted ecosystem services. The ENCORE7 database provides 
an extensive mapping of sub-industries and business processes according to their 
respective direct ecosystem dependencies and nature-related impacts, which shows 
the complexity and potential asymmetries of these relationships. 

Nature-related risks, either physical or transition risks, can prove to be chal-
lenging to anticipate and assess in terms of likelihood and impact. First, there is 
a lack of extensive historical data that can be applied to risks that are dynamic, 
driven by evolving dynamics of environmental degradation and the corresponding 
societal responses. Like climate challenge, it is challenging to build models without 
historical data to extrapolate and be able to rely on robust models to develop 
a forward-looking view. In that respect, the Bank for International Settlements 
[26] highlights in a recent study some key challenges for conducting stress tests 
on climate risks, which include data availability and reliability, the adoption of 
very long-term horizons, the uncertainty around future pathways of key reference 
variables covering physical risks, and the uncertainty related to transition risks and 
challenges in modeling approaches. 

Nature-related risks in particular are highly complex due to the multiple pressures 
and threats at play, leading to dynamic interactions. Compared to climate risks, 
multiple metrics are required to track multiple problems, over different time 
and spatial scales, and types of environments [31]. In particular, these risks are 
characterized by complex spatial distributions of impact. Indeed, the activity causing 
an environmental degradation impact may be located in a different place than 
where the impacted activities or assets are, and the overall spatial impact can be 
difficult to measure. An illustration of this challenge of measuring spatial impact 
is the conundrum of what happens to plastic waste when it enters the ocean. A 
comprehensive study shows the major gaps in being able to measure and locate the 
amount of plastic emitted to the environment at an aggregated level, based on a 
global model of ocean plastics from 1950 to 2015 [35]. When it comes to a specific

7 ENCORE (Exploring Natural Capital Opportunities, Risks and Exposure) is a tool to help users 
better understand and visualize the impact of environmental change on the economy [25]. It was 
developed by the Natural Capital Finance Alliance in partnership with UNEP-WCMC. 
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project or activity, locating the impact of waterborne or airborne pollution pressures 
may prove extremely challenging. 

Furthermore, an important dimension to consider for risk managers and policy-
makers is the long-term potential of nature-related risks and how these risks may 
develop over time. Certain risks may be insignificant when measured over a short-
term horizon but build up incrementally over longer cycles, such as the changes 
in the climate regulation function of nature (sequestration of greenhouse gases) or 
the mass stabilization and erosion control functions of ecosystems, which does not 
preclude that some physical or transition risks have already been materializing. For 
instance, invasive species have already been responsible for substantial biodiversity 
decline and high economic losses and costs to society. The total reported cost of 
these has reached a minimum of US$1.3 trillion over the past few decades (1970– 
2017), with an annual mean cost of US$26.8 billion, which includes the costs to 
manage and adapt to these threats [13]. 

Future pathways have to be understood, which is particularly challenging for 
nature-related risks due to their nonlinear form. This is notably a consequence of the 
complex interactions at play, where compounding effects or sudden accelerations 
can take place. Slow-building trends or events, such as the deterioration of a specific 
ecosystem, can increase slowly but gain momentum over time in a nonlinear fashion. 
At the global level, the notion of “tipping points” or planetary boundaries has been 
developed, where crossing these boundaries increases the risk of generating large-
scale abrupt or irreversible environmental change [48]. 

By their disruptive nature, which may for instance be caused by sudden losses 
of ecosystem services, emerging societal or technological responses, or the unex-
pected developments of major and persistent environmental pressures and societal 
responses over the long run, nature-related risks may be unfit for standard risk mea-
surement approaches. Financial and economic literature has already demonstrated 
the limits of Brownian models and standard “random walk” approaches to account 
for financial risks [37], due to exceptional events or the lack of continuity and 
linearity over time. Some authors argue for these types of nonstandard risks can have 
disproportionate impact to be much better integrated by financial market participants 
[38]. To that extent, “power-law” distributions may be more fit than normal and 
Poisson distributions and averages, to capture the potential “fat tails” of nature-
related risks and integrate disproportionate events that can impact certain businesses 
or locations. Some authors [60] argue for sustainable financial risk models that are 
more suited for the nature of risk profiles and their “fractal” nature. 

Overall, it appears that nature-related risks may be hard to predict and disruptive. 
Accepting the statistical distribution and unique characteristics of these risks has 
major implications in terms of methods to be developed by the financial sector, 
above and beyond standard risk management approaches. To that extent, the 
concept of the “Green Swan” has been introduced for environmental risks and 
specifically climate-related risks by the Bank for International Settlements [5] 
whereby potentially extremely financially disruptive environmental events could be 
behind the next systemic financial crisis.
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5 Transmission Channels and Potential Systemic Risks for 
the Stability of the Economic and Financial Systems 

Nature-related systemic risk includes the exogenous nature risk to the smooth 
functioning of the economic and financial system and the risk created endogenously 
by the financial and economic systems, respectively (as illustrated in Graph 1). In 
addition, as mentioned earlier in the chapter, endogenous systemic risk is also part 
of the environmental sources of risk. 

Key transmission channels for nature-related risks into the real economy include 
the impairment of assets and collateral, as well as lower corporate profitability due 
to lower revenues, higher costs, and potential liability risks. Households may also 
be impacted given the potential loss of income from weather and climate changes 
and the impact on health, labor market frictions, and property damage. Above and 
beyond the microeconomic impacts on businesses and households, natural risks 
may also have a macroeconomic impact in terms of inflation, investment flows, and 
productivity [42, 43, 55]. 

As stated before, systemic risks also develop within the real economy, given the 
interdependencies of value chains, and the indirect exposure of economic activities 
to each other when facing multiple nature-related risks. The systemic nature of 
supply chain risks [50] may lead to ripple effects. This means several “feedback 
loops” are to be considered within the real economy. 

For instance, the dependency risk faced by the agricultural sector can have 
repercussions across multiple industries processing agricultural commodities, which 
then supply other industries. Multi-regional input–output tables may thus be used to 
model these supply chain exposures. Considering the direct dependencies, a recent 
study from the French central bank [55] finds that 42% of the market value of 
securities held by French financial institutions comes from issuers (nonfinancial 

Sources of 
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related risks 

Real economy 
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Endogenous risks 

Feedback Loops 

Financial 
risks 

Graph 1 Systemic risks spanning from environmental sources of risks to the real economy and 
the financial system
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corporations) that are highly or very highly dependent on at least one ecosystem 
service and that considering the upstream (or indirect) dependencies to ecosystem 
services, all security issuers in the banks’ portfolio are at least slightly dependent 
to ecosystem services through their value chains. The study finds that the banks’ 
portfolio mainly depends on ecosystem services related to the provision of water 
(surface water, groundwater) and on the “maintenance and regulation” type of 
ecosystem services such as mass stabilization and erosion control, flood, and storm 
protection, and climate regulation. This is also consistent with the findings of the 
Dutch Central Bank review, which highlights that 36% of the portfolio of Dutch 
financial institutions appears to be highly or very highly dependent on one or more 
ecosystem services, with the highest dependence on services that provide ground 
and surface water [59]. 

These impacts on the real economy may eventually lead to market, liquidity, 
credit, underwriting, and operational risks within the financial system [42, 43]. 
As nature-related risks impact business assets and operational margins, this may 
limit their ability to generate profits and cash flows and raise capital and repay 
debts, which will eventually lead to market, liquidity, and credit risks for financial 
institutions. In addition, for insurers increasing insurance losses and gaps may lead 
to underwriting risks. Finally, financial institutions may face increasing operational 
risks in terms of compliance, litigation, and reputational risks. These financial risks 
may subsequently lead to systemic risks within the financial system, as the financial 
difficulties of some financial institutions may see a contagion effect on the financial 
system as a whole in ways similar to the 2008 financial crisis [63]. 

Beyond the endogenous systemic risks at the level of each system (environmen-
tal, economic, and financial) and existing transmission channels from nature to the 
real economy and the environment, feedback effects are also to be considered. For 
instance, if the credit rating of a sector exposed to nature-related risk is lowered, 
behavior in the real economy that further damages nature could end up being 
promoted [7]. In the case of the agricultural industry, a lower rating and higher 
interest rates could deter investment in equipment that improves the productivity of 
degraded land, in turn increasing the likelihood that more land is deforested to meet 
food demand. 

Finally, systemic risk also leads to a financial risk that cannot be diversified. From 
a portfolio management perspective, this will imply more systematic risk (beta), 
which cannot be efficiently diversified across the assets in the portfolio and need to 
be factored in the capital asset pricing model. How such a risk premium is integrated 
in the valuation of the assets, and to what extent it may vary across sectors and 
geographies still has to be empirically evaluated. 

6 Current Practices and Their Limits 

Financial institutions have been mainly integrating environmental risks into invest-
ment decisions under the umbrella of the Environmental Social and Governance 
(ESG) framework. By applying this approach, financial institutions seek to evaluate
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the environmental, social, and governance characteristics of the companies and 
projects they invest in (or lend to). To do so, they analyze a wide set of sustainability 
factors, including the environmental risks pertaining to sectors of the economy. To 
implement this type of approach, they currently mainly rely on corporate social 
responsibility (CSR) frameworks, the actual reporting from the investee companies, 
and their adherence to specific industry and sustainability standards. Within the 
types of environmental risks that are considered, climate risks and exposures to 
carbon emission pressures have been given specific and growing attention [42]. 

However, in its “Overview of environmental risk analysis by financial institu-
tions,” the Network for Greening the Financial System [43]8 reported that only a 
fraction of large financial institutions in OECD countries and China have begun 
to implement some Environmental Risk Assessment (ERA) methods for assessing 
environmental risks and that many of their applications have remained at the 
experimental stage. Among the reasons given for the lack of effective environmental 
risk assessment practices by these financial institutions, there is their limited 
understanding of processes by which environmental risks can ultimately translate 
into internal financial risks, and how to quantify such risks. One example of a 
positive development in that direction is the assessment tools provided along the 
Natural Capital Coalition Protocol [40, 41] to help businesses to measure and value 
the environmental services that they rely on and their natural capital liabilities, 
which include the environmental damage that may result from their operations. 

One of the key barriers for financial institutions and investors is the gap in 
terms of data availability and quality. When it comes to better accounting for 
nature-related risks, access to sufficient and actionable data has been identified as 
a critical limitation for financial market participants [47].9 As a result, traditional 
risk management techniques relying on the extrapolation of data cannot be applied 
properly. Currently, many nature-related risks do not fall under the reporting 
obligations of companies. Most disclosures are voluntary and have been encouraged 
by frameworks such as the Sustainability Accounting Standards Board (SASB). 
In the future, it is envisaged that additional metrics will be included under new 
regulations such as the proposed Corporate Social Responsibility Directive (CSRD) 
in the EU.10 Parallel to corporate disclosures, primary data on the environmental

8 The Network is a grouping of Central Banks and Supervisors on a voluntary basis, whose purpose 
is to help strengthening the global response required to meet the goals of the Paris Agreement and 
to enhance the role of the financial system to manage risks and to mobilize capital for green and 
low-carbon investments in the broader context of environmentally sustainable development. To this 
end, the network defines and promotes best practices to be implemented within and outside of the 
membership of the NGFS and conducts or commissions analytical work on green finance. 
9 According to a survey conducted by Responsible Investor and Credit Suisse, data are the biggest 
barrier to making investments that support biodiversity, with 77% of 222 investors putting it above 
being unable to value natural capital and lacking internal expertise (Unearthing Investor Action on 
Biodiversity, conducted in collaboration with The Nature Conservancy, the Zoological Society of 
London and the International Union for the Conservation of Nature, January 2021) [47]. 
10 On April 21, 2021, the Commission adopted a proposal for a Corporate Sustainability Reporting 
Directive (CSRD), which would amend the existing reporting requirements of the Non-Financial 
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impact, and an estimation of the contribution of the business processes employed 
and activities, and the geolocation of these activities should be used. To that extent, 
new techniques in the field of satellite imagery and remote sensing are being 
developed to track more systematically the nature-related impacts of industrial 
activities. Extensive methodologies have been developed for estimates of carbon 
emissions, and new methodologies have also been developed to be able to better 
quantify the economic activities’ impacts on natural capital and biodiversity [34]. 

Moreover, in terms of data, financial institutions rely to a large extent on the 
“curated” data provided by external ESG rating agencies, as opposed to dealing with 
primary environmental data. In terms of data, many ESG data vendors rely heavily 
on counterparties’ self-reported information, which may not be sufficiently reliable. 
Moreover, there is a challenge in terms of the objectivity of the data, as shown by 
the lack of correlation in scores between rating agencies [4]. For instance, across 
six large rating agencies,11 there is only a correlation of 0,53 (Pearson) between 
the ratings on the environmental dimension. One major issue for ESG ratings is the 
inconsistency in data definitions and methodologies between different data vendors 
[42, 43]. Berg et al. [4] found that the different ways ESG criteria are measured 
explain more than 50 percent of the variations across ESG ratings. 

Another limitation for financial institutions is the integration of these risks in 
their actual decision-making processes. First, it is unclear how these risks can lead 
to actual changes in the valuation of financial assets and decisions and to what extent 
these risks can be priced in, and internalized, given their complexity. Traditional 
investment approaches are essentially geared for capturing financial value in terms 
of financial risk and return, with a focus on short-term returns. In that approach, 
the measure of financial risk is rather narrow [52, 53]. Many investors still consider 
ESG as an add-on to financials and business models, instead of it being a driver. 
The long-term horizons of these risks are also an issue, given the relatively short 
average time horizons of investment strategies and loan books. Furthermore, when 
applying discounting factors over long-term horizons, their financial materiality 
may be significantly reduced. 

Current practices to integrate nature-related risks also include capital allocation 
decisions. Certain nature-related risks may already be included in the screening 
criteria in place for investments or loan applications. To that extent, a number of 
financial institutions in the EU have started to exclude the financing of fossil fuel-
related activities. For instance, 129 of the 1000 largest European pension funds have 
issued a divestment statement of fossil fuels (13%), accounting for approximately 
33% of all pension assets [14]. Another example is the European Investment Bank 
(EIB) 2019s decision to end its financing of oil, gas, and coal projects after 2021, 

Reporting Directive (NFRD). In particular, it introduces more detailed reporting requirements and 
a requirement to report according to mandatory EU sustainability reporting standards.
11 KLD, Sustainalytics, Moody’s ESG (previously Vigeo-Eiris), S&P Global (previously Robe-
coSAM), Refinitiv (previously Asset4), and MSCI. 
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a policy that will make the EU’s lending arm the first multilateral lender to rule 
out such investments. Moreover, a higher proportion of investment flows are into 
investment strategies that embed environmental criteria in their objectives. For 
instance, in 2020, the majority of net investment fund flows in Europe went into 
funds that have sustainability characteristics.12 However, objective criteria still have 
to be defined when it comes to considering the nature-related risks in the screening 
of investments. To that extent the EU Taxonomy13 creates a framework for a criteria-
based approach to defining “sustainable” environmental investments considering 
six environmental objectives. They range from climate change mitigation, climate 
change adaptation, the sustainable use and protection of water and marine resources, 
the transition to a circular economy, pollution prevention, and control, to the 
protection and restoration of biodiversity and ecosystems. In addition to contributing 
to at least one of these objectives, sustainable investments will have to be screened 
to ensure they do not cause harm to any of the other objectives under the “Do not 
significant harm” approach, while meeting minimum social safeguards. 

So far, regulatory frameworks have mainly focused on disclosure and trans-
parency. However, supervisors are raising their expectations. In its action plan 
for funding sustainable growth, the European Commission [19] asserts that sus-
tainability should be an integral part of financial institutions’ risk management 
practices. In the banking sector, supervisors have raised their expectations in terms 
of the inclusion of environmental factors in credit ratings and stress testing. In 
its “Guide on climate and environmental-related risks: Supervisory expectations 
relating to risk management and disclosure,” the European Central Bank [16] has 
set expectations, which cover specifically risk management practices.14 The ECB 
states that “Institutions are expected to monitor, on an ongoing basis, the effect of 
climate-related and environmental factors on their current market risk positions and 
future investments, and to develop stress tests that incorporate climate-related and 
environmental risks.” In its review published in 2021 [17], the ECB states that none 
of the institutions are close to fully aligning their practices with the supervisory 
expectations.

12 For 2020, the Luxembourg Association for Investment Funds (ALFI) reports that 198bn Euros 
of net fund flows went into funds that have sustainability characteristics, out of 414bn Euros total, 
which represents 52% of the total (analysis based on Morningstar Direct data). 
13 The Taxonomy [46]/(852) on the establishment of a framework to facilitate sustainable 
investment was published in the Official Journal of the European Union on June 22, 2020, and 
entered into force on July 12, 2020. The EU taxonomy is a classification system, establishing a list 
of environmentally sustainable economic activities. 
14 Institutions are expected to incorporate climate-related and environmental risks as drivers 
of existing risk categories into their existing risk management framework, with a view to 
managing and monitoring these drivers over a sufficiently long-term horizon, and to review their 
arrangements on a regular basis. Institutions are expected to identify and quantify these risks within 
their overall process of ensuring capital adequacy. In their credit risk management, institutions are 
expected to consider climate-related and environmental risks at all relevant stages of the credit-
granting process and to monitor the risks in their portfolios. 
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7 Opportunities for Further Integration of Nature-Related 
Risks 

Multiple initiatives that call for enhanced approaches to address nature-related risks 
have emerged, both in academia and within the financial industry [8, 42, 43, 56]. The 
proposed frameworks address the multiple steps of a traditional risk management 
approach from risk identification, risk exposure measurement, to assessment and 
treatment. 

In the first instance, they provide an opportunity to address the shortcomings 
in the current practices highlighted before. This includes addressing the need 
for enhanced disclosures and better data and improving key risk indicators and 
environmental risk assessment methodologies. There is also an opportunity for 
better integration of these risks into financial valuation and capital allocation 
decisions, underpinned by enhanced regulation. Furthermore, we believe that new 
dimensions should be integrated into the traditional risk management approach. 

First, new paradigms and indicators should be applied for identification and 
exposure measurement. Traditionally, environmental risks have been integrated 
as part of the generic risk governance framework of financial institutions for 
risk identification and measurement. For quantitative assessments, they have been 
integrated as part of methods such as stress tests for capital requirements or value 
at-risk frameworks [5], which mainly rely on historical data. To that extent, for 
the banking sector, the latest European Central Bank review [17] highlights the 
shortcomings in terms of existing practices for environmental risk assessments and 
the need for specific measures to be developed and implemented. 

Applying specific frameworks for assessing the financial institutions’ exposure 
to nature-related risks could strengthen the risk identification process. Moreover, 
traditional bottom-up and vertical risk assessments may not be sufficient to grasp 
the complexity of nature-related risks. An enhanced and effective risk management 
approach should help to identify existing or potential interdependencies and seek to 
isolate risks, prevent contagion, and mitigate damage. This will also imply enhanced 
methods for prioritizing risks, particularly those which are longer term. 

Better accounting for these risks is important, since accounting norms reflect 
broader worldviews of what is valued in society [30]. In terms of the actual 
quantification of the risks, nature-related risks may prove to be difficult to assess 
both in terms of likelihood and impact. As explored earlier in this chapter, many of 
these risks may prove to be disruptive, nonlinear, and scalable. It is thus difficult 
to calculate averages or risk exposures based on history. Their systemic nature also 
calls for system modeling and forward-looking views, such as scenario building, 
similar to climate risks (Bolton et al. 2021). Modeling is required to quantify our 
understanding of ecosystem services and to understand dynamic, nonlinear, spatially 
explicit trade-offs as part of the larger socioecological systems [11, 27]. In certain 
instances, sensitivity analysis based on simpler scenario-based risk assessments may 
be required for specific investments or complex projects. In addition, the long-term 
nature of these risks also needs to be factored in. To assess the effectiveness of a
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given financial, economic, or social strategy, the observation window needs to be 
large enough to include substantial deviations, so one must base strategies on a 
long-time frame [38]. 

Emerging practice from the financial industry and literature point into two 
directions for better assessing and quantifying the potential impacts of nature-related 
risks. First, for dependency risks, a potential avenue for their quantification is to 
assign a cost to the value generated for economic activity for the service provided 
by the underlying ecosystem. New approaches have been emerging for quantifying 
ecosystem services (in addition to assessing the potential costs of natural hazards’ 
damages). For instance, the Ecosystem Services Valuation Database (ESVD) has 
been launched in 2021 as the largest publicly available database and tool with 
standardized monetary values for all ecosystem services and all biomes on all con-
tinents (www.esvd.info). It includes several valuation methods, from replacement, 
restoration cost, to defensive expenditures to protect the underlying natural asset. 
Furthermore, the EU’s biodiversity strategy [22, 23] includes further mapping and 
assessment of the state of the ecosystems, their services, and economic values, with 
the goal of incorporating their values into accounting and reporting systems at the 
EU national level. 

The second area for better quantification of the risks is looking at their impact, 
focusing on the quantification of the pressures (or externalities) caused by economic 
activities to the environment, and assigning a cost using different valuation methods 
(which may, for instance, assess the cost of compensation or mitigation). This could 
expand on what has been done for greenhouse gases, where an implicit carbon price 
can be estimated, even in the absence of regulated carbon emission permits and 
trading systems, or without an explicit carbon tax in effect. Such an approach could 
be extended to better account for other nature-related pressures linked to land, water, 
and marine ecosystems’ use, pollution, or disturbances. Several methodologies are 
being developed in that regard to improve biodiversity accounting approaches for 
businesses and financial institutions [34]. 

For transition risks, the likelihood or impact does not only depend on the 
nature and the scale of potential impacts caused by the activities, but also on the 
regulation, litigation, market demand, and technology costs that can occur as a 
result of the risk materializing with negative impacts on society. To that extent, 
investment practices could include further fundamental research and explicitly 
include the transition risk assessments [52, 53]. This might require a stark shift in 
risk management strategy for financial institutions. Some argue that nature-related 
financial risks cannot be sufficiently managed through “market fixing” approaches 
based on information disclosures and quantitative risk estimates [31]. They propose 
that financial authorities utilize a “precautionary policy approach,” making greater 
use of qualitative methods of managing risk, to support a controlled regime shift 
toward more sustainable capital allocation. 

In that respect, the development of “protected areas” is taking a new dimension, 
with targets of 30% of land and seas being covered by protected areas at the EU level 
in 2030 [23]. While it is not envisioned for all economic activities to completely 
come to a standstill in these areas, they will be severely constrained. At least a third
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of the EU’s protected areas will be under strict protection, including all remaining 
primary and old-growth forests and other carbon-rich ecosystems. The question 
for the financial sector then becomes whether it can effectively address the risk of 
exposure to these zones through its investments in geographically exposed assets. 
This includes new types of spatial considerations in the decision-making of financial 
institutions. In that respect, the EU Sustainable Finance Disclosure Regulation has 
led to the introduction of a new indicator (PAI 7) in 2021 [24], which is to measure 
the “share of investments in investee companies with sites/operations located in 
or near to biodiversity-sensitive areas where activities of these investee companies 
negatively affect these areas.” 

Furthermore, financial institutions may opt for more qualitative and criteria-
based approaches, which take into account nature-related risks. ESG investing 
can be an opportunity to engrain long termism in finance [5]. For instance, they 
could include higher and more minimum standards and avoid exposure to the 
most “at-risk” activities. In the absence of certainty and full data, these may also 
involve opting for precautionary approaches. When it comes to mitigating risks 
(i.e., reducing the extent of risk exposure and mitigating the adverse effects of risk), 
financial institutions are faced with the choice of risk reduction at either the level 
of the portfolio, or at the level of the investees or lendees. The latter implies that 
financial institutions have the ability to “engage” with their investees or lendees 
to minimize their exposure to risk by influencing their corporate governance and 
requesting them to raise their standards (for instance, by making it a condition as 
part of their loan arrangements). There is direct evidence that investors can impact 
companies through direct shareholder engagement, in particular when investors 
have influence, companies have experience with environmental issues and when 
the costs of requested reforms are low [33]. While they consider reducing exposures 
to issuers or activities that are exposed to nature-related risks, financial institutions 
may further invest in adaptation and transition activities. Here, one of the potential 
challenges to address is that the companies that invest in transition activities may be 
the same that carry at-risk activities, hence calling for a greater implication of the 
financial institutions in the capital allocation decisions within the companies they 
invest in or lend to. 

8 Beyond Risk Management, an Efficient Frontier Between 
Precaution and Dealing with Uncertainty? 

As explored before in this chapter, one key characteristic of nature-related financial 
risks is their degree of uncertainty. Since Knight [32], it is common to distinguish 
between risk, characterized by an “objective” probability law grounded on events 
with a known reality and uncertainty, which does not rely on a specific basis of 
information due to the lack of quantifiable knowledge. As a result, it has been 
common to link risk to prevention and uncertainty to the principle of precaution. 
While prevention relates to managing risks based on current information, precaution
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can also be seen as the process of managing the expectations of receiving further 
information and reassessing risks as knowledge progresses over time [28]. 

Precautionary approaches can thus have a central role to play when dealing with 
nature-related risks dependencies and impacts that are harder to assess and not yet 
fully understood. To that extent, an application of the principle of precaution for 
the environment in the absence of full certainty is given in principle 15 of the Rio 
Declaration in 1992 [57]: “Where there are threats of serious or irreversible damage, 
lack of full scientific certainty shall not be used as a reason for postponing cost-
effective measures to prevent environmental degradation.” 

A risk acceptance strategy may become rational when the cost of accepting the 
risk itself is lower than the cost of its mitigation. By extension, the acceptance 
of uncertainty can be based on the comparison between the potential threats of 
accepting the risk and the costs of implementing a precautionary approach. The 
European Commission [18] explicitly refers to this type of economic approach when 
it interprets the precaution principle: It stipulates that precautionary measures should 
be based on a review of the advantages and potential drawbacks of taking or not 
taking action, including when applicable to a cost–benefit analysis. In other words, 
one should ask whether the costs for reducing a risk are justified vis a vis the benefits 
they can bring. The existence of uncertainty can lead to a reduction in net benefits 
from an activity with environmental costs in important cases [1]. 

However, in certain instances, some authors argue that strong interpretations of 
the precautionary principle applied to environmental decisions can lead to sub-
optimal outcomes, such as in the field of environmental regulation [54]. In the 
absence of certainty and given the challenge to quantify the risks and their inherent 
costs, a more targeted and explicit approach may be required for applying the 
principle of precaution when dealing with environmental threats. This may result 
in financial institutions investing and incurring mitigation costs where the nature of 
risks are best understood and assessed to be a source of material adverse impacts, 
while dealing effectively with the precaution principles in more uncertain areas. 

In terms of ESG investment practices, this may translate into avoiding or 
mitigating exposures to investments that have potential adverse impacts, while 
accepting uncertainties in areas, which require transitioning toward more sustain-
able models. In certain case, dealing with uncertainty is certainly desirable to 
stimulate innovation, as long as this is complemented with swift adaptation as more 
knowledge is generated. In fact, innovation is critical in areas where a sustainable 
transition is required, such as the energy sector or the development of the circular 
economy. 

9 Conclusion 

The financial sector needs to engage in a review of its risk management approach 
toward nature-related risks. There are major nature-related impacts and dependen-
cies embedded in the financial system that are currently not included in the risk



Managing Environmental Threats: Integrating Nature-Related Risks into. . . 33

management approaches of the latter. Nature-related financial risks have unique 
characteristics and as such require dedicated attention. There are still major gaps 
in the current practices of financial institutions in addressing these. Moreover, for 
financial and economic decision-makers, treating nature-related financial risks with 
their traditional risk toolbox will likely not be effective. 

First, there is a need to better understand nature-related risks and their impact on 
the financial sector and the real economy. This implies finding ways to better address 
their complexity and disruptive features as part of decision-making. Moreover, there 
is also a need for improved data, metrics, and methodologies to measure and manage 
these risks. 

This may pave the way for further research on the most appropriate risk manage-
ment practices that need to be developed. This includes research on improving the 
identification, assessment, and valuation of nature-related risks, allowing financial 
institutions to be in a better position to monitor their exposure to nature-related 
risks. The result of this would then push financial institutions to implement better 
decisions in terms of capital allocation, potentially reducing exposures to risk-
exposed activities while engaging with their investees and investing in better 
standards and transition activities. 

At the level of financial policymakers and regulators, there is an opportunity 
to define potential frameworks in terms of policy and prudential regulation that 
could also be linked to the ambition to ensure a more sustainable environment. In 
doing so, there is a need to beyond simple disclosure requirements. For instance, 
when it comes to stress testing and prudential regulation, there have been calls for 
redesigning banking regulation to consider the environmental dimension of banks’ 
riskiness as an additional component of the current prudential framework. This 
could, for instance, be based on the calculation and gradual implementation of 
pollution-based risk coefficients for capital requirements [15]. 

Finally, there is the opportunity of making longer-term sustainability consider-
ations more formally integrated into the decision-making, building on changing 
investor awareness and preferences in terms of sustainability. Better inclusion of 
nature-related risks is important, since accounting norms reflect broader worldviews 
of what is valued in society and drive economic and financial decisions. As 
such, more attention to nature-related risks would ensure progress toward a more 
sustainable future. 
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Defense-Critical Supply Chain Networks
and Risk Management with the Inclusion
of Labor: Dynamics and Quantification
of Performance and the Ranking of
Nodes and Links

Anna Nagurney

1 Introduction

In February 2022, the U.S Department of Defense (DoD) issued a long-awaited
report, “Securing Defense-Critical Supply Chains” (U.S. Department of Defense
[29]). The report was in response to Executive Order (E.O.) 14017, “America’s
Supply Chains,” signed by President Joseph R. Biden Jr., to identify how to improve
supply chain resilience and how to protect against material shortages, which had
clearly become exacerbated in the COVID-19 pandemic (see Biden Jr. [1], United
States White House [28]). The DoD’s report provided an assessment of defense-
critical supply chains in order to improve the department’s capacity to defend the
United States. With the geopolitical risk rising globally and, with the war of Russia
against Ukraine raging (cf. Bilefsky, Perez-Pena, and Nagurney and Ermagun [2]),
following the major invasion, beginning February 24, 2022, having a framework for
the modeling, analysis, and solution of defense-critical supply chains is of major
importance. Of additional relevance is having a framework to identify which of the
nodes and links, corresponding, for example, to manufacturing sites and processes,
storage facilities, transportation and distribution, are important since focusing on
those can help to preserve the performance of the supply chain networks for critical
defense products in the case of disruptions.

Parallel to the COVID-19 pandemic, which is a global healthcare disaster, not
limited in location or to a time window, the number of disasters, including “natural”
disasters, has been growing as well as the people affected by them (see Nagurney
and Qiang [18] and Kotsireas et al. [8]). Hence, research on supply chain network
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performance and resilience has been garnering increasing attention (see Sheffi [25],
Ivanov and Dolgui [5], Nagurney and Ermagun [16], Novoszel and Wakolbinger
[22], Ramakrishnan [24]), with supply chains networks for defense products being
essential to national and, even global, security. In the DoD report, manufacturing, as
well as the workforce, is considered to be a strategic enabler and critical to building
overall supply chain resilience.

In this chapter, a defense-critical supply chain network game theory model is
constructed in which the defense firms compete noncooperatively in producing,
transporting, storing, and distributing their substitutable defense products, which are
distinguished by firm or “brand.” Defense products could include weaponry, radars,
tanks, or even life-saving vests and medical kits. The objective function faced by
a defense firm that it wishes to maximize consists of the profit and the weighted
total risk associated with its supply chain network. A crucial element of the model
is the availability of labor associated with each supply chain network link and a
bound on the labor hours available. The governing equilibrium concept is that of a
Nash equilibrium [20, 21]. Under appropriate delineated assumptions, the governing
equilibrium conditions are shown to satisfy a variational inequality problem for
which existence of a solution is guaranteed. An alternative variational inequality
is then constructed with both defense product path flows and Lagrange multipliers
associated with the link labor bounds as variables, and with the underlying feasible
set being the non-negative orthant. A dynamic adjustment process is then proposed
utilizing the theory of projected dynamic systems (see Nagurney and Zhang
[19]) and a discrete-time algorithm outlined for computational purposes. Here, we
consider a defense supply chain network economy in that the defense demand
markets, which can be associated with different governments, can procure the
defense products from the defense firms, which can be in different countries. The
supply chain network economy can correspond, for example, to defense firms
associated with NATO, or the European Union, or other such organizational bodies.

We, subsequently, turn to the construction of a defense supply chain network
efficiency/performance measure, which is then applied to define the importance
of a network component, whether a node, a link, or a composition of nodes and
links thereof. Note is then made of how the measure can be applied to measure
resilience of the supply chain network to disruptions in labor. The inclusion of
labor into general supply chain networks is a recent contribution and was motivated
by the impacts of the COVID-19 pandemic on workers, their health, loss of
productivity, etc., as well as the negative effects of shortages of labor on profits
as well as consumers. Toward that end, Nagurney [12, 13] introduced labor into
supply chain networks, beginning with optimization models, and then evolving to
game theory models, with the model by Nagurney [14] being the most relevant to
the one constructed in this chapter. Here, however, we introduce risk since risk is
a characteristic of many supply chains these days due to a challenging geopolitical
landscape (see also Nagurney et al. [15], Tang [26], Tang and Tomlin [27], Qiang et
al. [23], Wu and Blackhurst [30], Kotsireas et al. [8]). Furthermore, defense-critical
products can include high-tech elements such as computer chips, which have been
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in short supply, as well as other raw materials that may be located in places under
governance by antagonistic regimes.

The chapter is organized as follows. In Sect. 2, the defense-critical supply chain
network game theory model with labor is presented and alternative variational
inequality formulations given. In addition, a dynamic version of the model is
constructed, whose set of stationary points coincides with the set of solutions
to the variational inequality with defense product path flows and link Lagrange
multipliers associated with the labor bounds as variables. A time discretization of
the continuous-time adjustment processes, in the form of a discrete algorithm, is
provided. The algorithm is applied in Sect. 4 to illustrate the framework presented
here in a series of defense-critical supply chain network examples. In Sect. 3,
the defense supply chain network efficiency/performance measure is proposed,
along with the definition of the importance of a supply chain network component.
In addition, the quantification of resilience of the supply chain network to labor
disruptions is highlighted. A summary of results, along with the conclusions, and
suggestions for future research, is provided in Sect. 5.

2 Defense-Critical Supply Chain Network Game Theory
Modeling

The supply chain network model with labor constructed here focuses on defense-
critical products. We consider I firms involved in the production, transportation,
storage, and ultimate distribution of the defense products, which are substitutable.
The products could, for example, be related weaponry, such as missiles, or tanks, or
even protective equipment such as helmets, life-saving vests for the military and/or
citizens, or medical kits. The demand markets, here, represent the governmental
defense demand markets. Note that we do not limit the model to a specific country.
The demand markets can correspond to demand markets of different countries, but
they are assumed to be partners and not antagonists. Hence, this model could be
useful, for example, for NATO countries, for countries in the European Union, or
other such coalitions.

The topology of the supply chain networks of the firms in the “defense supply
chain network economy” is depicted in Fig. 1. All vectors are column vectors. The
model builds upon the model in Nagurney [14] but with the addition of the crucial
feature of risk management. Here, we also focus on labor bounds on links and
provide, for the first time, a network performance/efficiency measure for a supply
chain network game theory model with labor and a formalism for the identification
of the importance of nodes and links and their ranking.

A typical defense firm is denoted by i. Each defense firm i has .ni
M production

facilities; can utilize .ni
D distribution centers, and can distribute its defense product to

the .nR defense demand markets. .Li represent the links of the supply chain network
of defense firm i; .i = 1, . . . , I , with .nLi elements. By .G = [N,L] is denoted the
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Fig. 1 The defense-critical supply chain network topology

graph consisting of the set of nodes N and the set of links L in Fig. 1. The defense
supply chain network topology in Fig. 1 can be modified/adapted according to the
specific defense product under study.

The notation for the model is given in Table 1.
The conservation of defense product flow equations is now presented.
The demand for each defense firm’s product at each defense demand market

must be satisfied by the defense product flows from the defense firm to the defense
demand market, as follows: For each defense firm i: .i = 1, . . . , I :

.

E

p∈P i
k

xp = dik, k = 1, . . . , nR. (1)

Furthermore, the defense product path flows must be non-negative; where, for
each defense firm i; .i = 1, . . . , I :

.xp ≥ 0, ∀p ∈ P i. (2)

The link product flows of each defense firm i; .i = 1, . . . , I , must satisfy the
following equations:

.fa =
E

p∈P i

xpδap, ∀a ∈ Li, (3)

where .δap = 1, if link a is contained in path p, and 0, otherwise. Note that (3)
guarantees that the flow of a defense firm’s product on a link is equal to the sum of
that defense product’s flows on paths that contain that link.
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Table 1 Notation for the defense-critical supply chain game theory model

Notation Definition

.P i
k The set of paths in defense firm i’s supply chain network ending at defense

demand market k; .i = 1, . . . , I ; .k = 1, . . . , nR

.P i The set of .nP i paths of defense firm i; .i = 1, . . . , I

P The set of .nP paths in the defense supply chain network economy

.xp; p ∈ P i
k The non-negative flow of the defense product of firm i on path p originating

at defense firm node i and ending at defense demand market k; .i = 1, . . . , I ;
.k = 1, . . . , nR . Defense firm i’s defense product path flows are grouped into the
vector .xi ∈ R

n
Pi

+ . The defense firms’ defense product path flows are grouped into
the vector .x ∈ R

nP+
.fa The non-negative flow of the defense product on link a, .∀a ∈ L. The defense

product link flows are grouped into the vector .f ∈ R
nL+

.la The labor on link a denoted in person hours, .∀a ∈ L

.αa Positive factor relating input of labor to output of defense product flow on link a,
.∀a ∈ L

.l̄a The upper bound on the availability of labor on link a, .∀a ∈ L

.dik The demand for the defense product of defense firm i at defense demand market
k; .i = 1, . . . , I ; .k = 1, . . . , nR . The .{dik} elements of defense firm i are grouped
into the vector .di ∈ R

nR+ and all the defense product demands are grouped into

the vector .d ∈ R
InR+

.ĉa(f ) The total operational cost associated with link a, .∀a ∈ L

.ra(f ) The risk function associated with link a, .∀a ∈ L

.βi The non-negative weight applied to the evaluation of the total risk by defense firm
i; .i = 1, . . . , I . We group all these weights into the vector .β

.wa The cost (wage) of a unit of labor on link a, .∀a ∈ L

.ρik(d) The demand price function for the defense product of defense firm i at defense
demand market k; .i = 1, . . . , I ; .k = 1, . . . , nR

As in Nagurney [12–14], the product output on each link is a linear function of
the labor input, where

.fa = αala, ∀a ∈ Li, i = 1, . . . , I. (4)

The greater the value of .αa , the more productive the labor on the link. Some
economic background on such a construct can be found in Mishra [9].

We also consider the following constraints on labor since shortage of skilled labor
is a big issue in defense-critical supply chains: for each defense firm i; .i = 1, . . . , I :

.la ≤ l̄a, ∀a ∈ Li. (5)

The utility function of defense firm i, .Ui ; .i = 1, . . . , I , is the profit, consisting
of the difference between its revenue and its total costs, the wages paid out, and the
weighted total risk:
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.Ui =
nRE

k=1

ρik(d)dik −
E

a∈Li

ĉa(f ) −
E

a∈Li

wala − βi

E

a∈Li

ra(f ). (6a)

The first expression after the equal sign in (6a) is the revenue of defense firm i.
The second expression in (6a) is the total operational costs for the supply chain
network .Li of defense firm i; the third expression is the total payout in terms
of wages to laborers of defense firm i, and the last term in (6a) is the weighted
total risk of defense firm i. The utility functions .Ui ; .i = 1, . . . , I , are assumed
to be concave, with the demand price functions being monotone decreasing and
continuously differentiable and the total link cost functions being convex and also
continuously differentiable with the same assumptions made for the risk functions.

Each defense firm i; .i = 1, . . . , I , hence, seeks to solve the following
optimization problem:

.Maximize
nRE

k=1

ρik(d)dik −
E

a∈Li

ĉa(f ) −
E

a∈Li

wala − βi

E

a∈Li

ra(f ), (6b)

subject to: (1)–(5).
We now demonstrate that the objective function of each firm i; .i = 1, . . . , I ,

can be expressed in path flow variables only. We proceed as follows. In view of
(2) and (3), we can redefine the total operational cost link functions as: .c̃a(x) ≡
ĉa(f ), .∀a ∈ L; the demand price functions as .ρ̃ik(x) ≡ ρik(d), .∀i, .∀k, and the risk
functions .r̃a(x) ≡ ra(f ), .∀a ∈ L. As noted in Nagurney [12, 13], it follows from

(3) and (4) that .la =
E

p∈P xpδap

αa
, for all .a ∈ L.

Hence, one can redefine the utility functions .Ũ i(x) ≡ Ui ; .i = 1 . . . , I , and
group the utilities of all the defense firms into an I -dimensional vector .Ũ , where

.Ũ = Ũ (x). (7)

The optimization problem faced by defense firm i; .i = 1, . . . , I , can be expressed
as

.

Maximize Ũ i(x) =
nRE

k=1

ρ̃ik(x)
E

p∈P i
k

xp −
E

a∈Li

c̃a(x)

−
E

a∈Li

wa

αa

E

p∈P i

xpδap − βi

E

a∈Li

r̃a(x),

(8)

subject to the non-negativity constraints (1) and the re-expressing of constraints in
(5) as

.

E
p∈P i xpδap

αa

≤ l̄a, ∀a ∈ Li. (9)
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2.1 Governing Equilibrium Conditions and Variational
Inequality Formulations

The governing equilibrium conditions are now stated, along with alternative varia-
tional inequality formulations.

Nash Equilibrium Conditions and Variational Inequality Formulations

The feasible set .Ki for defense firm i is defined as: .Ki ≡ {xi |xi ∈
R

n
Pi

+ ,

E
p∈P i xpδap

αa
≤ l̄a,∀a ∈ Li}, for .i = 1, . . . , I , with .K ≡ ||I

i=1 Ki . Clearly, K

is a convex set.
Since the defense firms are utility-maximizers, they compete noncooperatively

until the following Defense Supply Chain Nash Equilibrium is attained.

Definition 1 (Defense Supply Chain Network Nash Equilibrium) A defense
product path flow pattern .x∗ ∈ K is a Defense Supply Chain Network Nash
Equilibrium if for each defense firm i; .i = 1, . . . , I :

.Ũ i(xi∗, x̂i∗) ≥ Ũ i(xi, x̂i∗), ∀xi ∈ Ki, (10)

where .x̂i∗ ≡ (x1∗, . . . , xi−1∗, xi+1∗, . . . , xI∗).

Conditions (10) state that a Defense Supply Chain Nash Equilibrium is achieved
if no defense firm can improve upon its utility unilaterally.

It follows from the classical theory of Nash equilibria and variational inequalities
that, under the imposed assumptions on the total cost, the demand price, and the risk
functions (cf. Gabay and Moulin [4] and Nagurney [10]), the solution to the above
Defense Supply Chain Nash Equilibrium problem (see Nash [20, 21]) coincides with
the solution of the variational inequality problem: Determine .x∗ ∈ K , such that

. −
IE

i=1

<∇xi Ũ
i(x∗), xi − xi∗> ≥ 0, ∀x ∈ K, (11)

where .<·, ·> denotes the inner product in the corresponding Euclidean space (here,
of dimension .nP ), and .∇xi Ũ i(x) is the gradient of .Ũ i(x) with respect to .xi .

Existence of a solution to variational inequality (11) is guaranteed since the
feasible set K is compact and the utility functions are continuously differentiable
under our imposed assumptions (cf. Kinderlehrer and Stampacchia [6]).

An alternative variational inequality to (11) is now provided over a simpler
feasible set, following the arguments in Nagurney [13]. The alternative variational
inequality is over the non-negative orthant and will suggest an elegant computational
procedure based on the underlying dynamics as the defense firms adjust their
defense product flows over time, with signals provided by Lagrange multipliers
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associated with the labor link bounds, until a stationary point; equivalently, an
equilibrium point satisfying the variational inequality is achieved. We associate
Lagrange multipliers .λa with the constraint (9) for each link .a ∈ L and group
the Lagrange multipliers for each defense firm i’s supply chain network .Li into the
vector .λi . All such vectors for the defense firms are then grouped into the vector

.λ ∈ R
nL+ . Also, we introduce the feasible sets: .K1

i ≡ {(xi, λi)|(xi, λi) ∈ R
n

Pi +n
Li

+ };
.i = 1, . . . , I , and .K1 ≡ ||I

i=1 K1
i .

Theorem 1 (Alternative Variational Inequality Formulation of the Defense
Supply Chain Nash Equilibrium) The Defense Supply Chain Network Nash
Equilibrium satisfying Definition 1 is equivalent to the solution of the variational
inequality: determine the vector of equilibrium defense product path flows and the
vector of optimal Lagrange multipliers, .(x∗, λ∗) ∈ K1, such that

.

IE

i=1

nRE

k=1

E

p∈P i
k

⎡

⎣ ∂C̃p(x∗)
∂xp

+ βi

∂R̃p(x∗)
∂xp

+
E

a∈Li

λ∗
a

αa

δap +
E

a∈Li

wa

αa

δap − ρ̃ik(x
∗)

−
nRE

l=1

∂ρ̃il (x
∗)

∂xp

E

q∈P i
l

x∗
q

⎤

⎥⎦ × [xp − x∗
p]

. +
E

a∈L

[
l̄a −

E
p∈P x∗

pδap

αa

]
× [

λa − λ∗
a

] ≥ 0, ∀(x, λ) ∈ K1, (12)

where

.
∂C̃p(x)

∂xp

≡
E

a∈Li

E

b∈Li

∂ĉb(f )

∂fa

δap, ∀p ∈ P i, (13)

.
∂R̃p(x)

∂xp

≡
E

a∈Li

E

b∈Li

∂rb(f )

∂fa

δap, ∀p ∈ P i. (14)

Proof See proof of Theorem 1 in Nagurney [14].

Variational inequality (12) is now put into standard form (cf. Nagurney [10]),
VI.(F,K), where one seeks to determine a vector .X∗ ∈ K ⊂ RN , such that

.<F(X∗),X − X∗> ≥ 0, ∀X ∈ K, (15)

where F is a given continuous function from .K to .RN , .K is a given closed, convex
set, and .<·, ·> denotes the inner product in .N -dimensional Euclidean space.

In order to put the variational inequality (12) into the form in (15), we let
.N ≡ nP + nL; .X ≡ (x, λ) and .F(X) ≡ (F 1(X), F 2(X)), where the pth

component of .F 1(X) ≡ ∂C̃p(x)

∂xp
+βi

∂R̃p(x)

∂xp
+E

a∈Li
λa

αa
δap+E

a∈Li
wa

αa
δap−ρ̃ik(x)−

EnR

l=1
∂ρ̃il (x)

∂xp

E
q∈P i

l
xq and the ath component of .F 2(X) ≡ l̄a −

E
p∈P xpδap

αa
.
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2.2 Dynamics and Algorithm

It is interesting and valuable to also discuss the underlying dynamics as the defense
firms adjust their defense product outputs over time and the Lagrange multipliers
associated with the link labor bounds also evolve over time. For this purpose, we
can apply the theory of projected dynamical systems (cf. Dupuis and Nagurney [3]
and Nagurney and Zhang [19]). We recall the projection operator .||K(X, v):

.||K(X, v) = lim
δ→0

(PK(X + δv) − X)

δ
, (16)

with .PK being the classical projection operator (see Nagurney [10]). The ordinary
differential equation of interest is then

.Ẋ = ||K(X,−F(X)), X(0) = X0 ∈ K. (17)

We know from Theorem 1.23 in Nagurney [10] that a stationary point .X∗ of the
projected dynamical system (17), which, by definition, satisfies

.0 = ||K(X∗,−F(X∗)), (18)

coincides with the solution of variational inequality (15).
Specifically, in the context of the model, the rate of change of the defense product

flow at a point in time on a path p depends on .− ∂C̃p(x)

∂xp
−βi

∂R̃p(x)

∂xp
−E

a∈Li
λa

αa
δap −

E
a∈Li

wa

αa
δap + ρ̃ik(x) + EnR

l=1
∂ρ̃il (x)

∂xp

E
q∈P i

l
xq at that point in time, whereas the

rate of change of the Lagrange multiplier on a link a depends on .−l̄a +
E

p∈P xpδap

αa

at the point in time. If the marginal revenue associated with a path of a firm’s
supply chain network exceeds the marginal costs plus the weighted marginal risk
on the path, then the defense product flow will increase; if not, it will decrease,
provided that it does not become negative. The projection operator .||K guarantees
that the evolution of the product path flows and of the Lagrange multipliers always
lies within the feasible set .K; in other words, they always remain non-negative.
A plethora of dynamic supply chain network models, including multitiered ones
(but without labor), can be found in the book by Nagurney [11]. Nagurney and
Ermagun [16] used the modified projection method of Korpelevich [7], whereas in
this chapter, the Euler method is used.

Observe that (17) represents a continuous-time adjustment process. However, for
computational purposes, a discrete-time algorithm that can be easily implemented
is needed. For the solution of the model, we propose the Euler method, which
is induced by the general iterative scheme of Dupuis and Nagurney [3], with its
statement being as follows.
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The Euler Method
Initialize with .X0 ∈ K and set .τ = 0. Compute

.Xτ+1 = PK(Xτ − aτF (Xτ )), (19)

where .
E∞

τ=0 aτ = ∞, .aτ > 0, .aτ → ∞, as .τ → ∞.
As mentioned earlier, the feasible set .K for the variational inequality (12) (see

also 15) for the defense supply chain network model is the non-negative orthant,
and, hence, the resolution of the algorithmic scheme in (19) yields closed-form
expressions for the defense product path flows and for the Lagrange multipliers
as stated below.

Explicit Formulae for the Defense Product Path Flows at an Iteration
At iteration .τ + 1, one computes the following for each path .p;p ∈ P i

k ,∀i, k:

.

xτ+1
p = max

{
0, xτ

a − aτ

(
∂C̃p(xτ )

∂xp
+ βi

∂R̃p(xτ )

∂xp
+ E

a∈Li
λτ

a

αa
δap + E

a∈Li
wa

αa
δap

−ρ̃ik(x
τ ) − EnR

l=1
∂ρ̃il (x

τ )
∂xp

E
q∈P i

l
xτ
q

)}
;

(20)

Explicit Formulae for the Lagrange Multipliers at an Iteration
At iteration .τ + 1, one computes the following for each Lagrange multiplier .a ∈ L:

.lτ+1
a = max

{
0, lτa − aτ

(
l̄a −

E
p∈P xτ

pδap

αa

)}
. (21)

We apply this algorithm in Sect. 4 to defense supply chain network examples
for which we report the solutions, along with the network performance/efficiency
values and additional information, using also results in Sect. 3.

3 Defense Supply Chain Network Efficiency/Performance

It is important to recognize that, in matters of defense, a government, in preparing
for conflicts and/or in times of war, may need to acquire defense supplies from a
country other than its own. Our defense supply chain network model allows for this,
and we see that this is happening now as the war by Russia against Ukraine rages.
Hence, we believe that an adaptation of the constructs for supply chain network
performance/efficiency of Nagurney and Qiang [18] and of Nagurney and Li [17]
can also be applied to the new model in this chapter, with note that the new model,
unlike the previous ones in the above citations, includes labor; plus, we also have
explicit weighted risk functions since risk is of high relevance in the defense sector.
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3.1 Efficiency/Performance of a Defense Supply Chain
Network and Importance Identification of a Network
Component

The efficiency/performance of a defense supply chain network, denoted by effi-
ciency, .E , is defined as

.E = E(G, ĉ, ρ,w, r, β, α, l̄) ≡
IE

i=1

nRE

k=1

d∗
ik

ρik(d
∗)

InR

, (22)

with the demands, .d∗, and the incurred defense demand market prices in (22),
evaluated at the solution to (12). Observe that, given a defense supply chain
network economy, and the various parameters and functions, the corresponding
multifirm supply chain network is considered as performing better if, on the
average, it can handle higher demands at lower prices. Note that, as can be inferred
from variational inequality (12), the defense demand market prices capture the
information associated with the operational costs, the wages paid out to labor, as
well as the weighted risk.

Following then Nagurney and Qiang [18] for results therein for supply chains and
Nagurney and Li [17], one can then define the importance of a component g (node,
link, or a combination of nodes and links), .I (g), which represents the efficiency
drop when g is removed from the defense supply chain network, as

.I (g) = AE
E = E(G, ĉ, ρ,w, r, β, α, l̄) − E(G − g, ĉ, ρ,w, r, β, α, l̄)

E(G, ĉ, ρ,w, r, β, α, l̄)
. (23)

One can rank the importance of nodes or links, using (23). This formalism can
be quite valuable for those engaged in decision-making and policymaking in the
military and defense. Those defense supply chain network components that are of
higher importance should be paid greater attention to since a disruption to those
components will have a bigger overall impact.

Using the above efficiency/performance measure .E , one can also quantify the
resilience of the defense supply chain network economy to disruptions in labor
as discussed in Nagurney and Ermagun [16], but in the context of a supply chain
network optimization model with labor and not a game theory model that also
captures risk.

3.2 Resilience Measure Associated with Labor Disruptions

We can adapt the measure proposed in Nagurney and Ermagun [16] for the defense
supply chain network game theory model. As therein, let .l̄γ denote the reduction of
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labor availability with .γ ∈ (0, 1] so if .γ = 0.8 this means that the labor availability
associated with the labor constraints is now .80% of the original labor availability as
in .E .

Resilience Measure Capturing Labor Availability
One can define the resilience measure with respect to labor availability, .Rl̄γ , as

.Rl̄γ ≡ Rl̄γ (G, ĉ, ρ, π, α, l̄) = E l̄γ

E × 100%, (24)

with .E as in (22).
The expression (24) quantifies the resilience of the defense supply chain network

subject to reduction of labor availability. The closer the value is to .100%, the greater
the resilience.

4 Numerical Examples

In this section, the modeling framework is illustrated through numerical examples.
The Euler method was implemented in FORTRAN and a Linux system used
for the computations. The .{aτ } sequence used was .{10(1, 1

2 , 1
2 , 1

3 , 1
3 , 1

3 , . . .)}. The
algorithm was initialized with a demand of 40 for each demand market of each
firm with the demand equally distributed among the paths of each firm. The initial
Lagrange multipliers were set to .0.00. The algorithm was deemed to have converged
when the absolute value of each computed variable evaluated at two successive
iterations differed by no more than .10−7.

The defense supply chain network economy for the specific defense product,
which could correspond, for example, to helmets or protective vests, consists of two
defense firms, each of which has two production sites, a single distribution center,
and serves two defense demand markets, as depicted in Fig. 2.

Example 1 (Baseline) The first example, which serves as the baseline, has the
following data. Note that, in this example, we assume that the firms are not
concerned about risk, so that all the risk functions are identically equal to .0.00.

The total operational cost functions associated with Defense Firm 1’s supply
chain network links .L1 are

.ĉa(f ) = 0.006f 2
a , ĉb(f ) = 0.007f 2

b , ĉc(f ) = 0.01f 2
c , ĉd (f ) = 0.01f 2

d ,

.ĉe(f ) = 0.02f 2
e , ĉf (f ) = 0.05f 2

f , ĉg(f ) = 0.05f 2
g .

The total operational costs associated with Defense Firm 2’s supply chain
network links .L2 are
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Fig. 2 The supply chain network topology for the numerical examples

.ĉh(f ) = 0.0075f 2
h , ĉi (f ) = 0.008f 2

i , ĉj (f ) = 0.005f 2
j , ĉk(f ) = 0.005f 2

k ,

.ĉl (f ) = 0.015f 2
l , ĉm(f ) = 0.1f 2

m, ĉn(f ) = 0.1f 2
n .

The hourly labor wages are

.wa = 10, wb = 10, wc = 15, wd = 15, we = 20, wf = 17, wg = 18,

.wh = 11, wi = 22, wj = 15, wk = 15, wl = 18, wm = 18, wn = 18.

The link labor productivity factors are

.αa = 24, αb = 25, αc = 100, αd = 100, αe = 50, αf = 100, αg = 100,

.αh = 23, αi = 24, αj = 100, αk = 100, αl = 70, αm = 100, αn = 100.

The bounds on labor are

.l̄a = 100, l̄b = 200, l̄c = 300, l̄d = 300, l̄e = 100, l̄f = 120, l̄g = 120,
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.l̄h = 800, l̄i = 90, l̄j = 200, l̄k = 200, l̄l = 300, l̄m = 100, l̄n = 100.

The demand price functions of Defense Firm 1 are

.ρ11(d) = −0.0001d11 − 0.00005d21 + 600, ρ12(d) = −0.0002d12 − 0.0001d22 + 800.

The demand price functions of Defense Firm 2 are

.ρ21(d) = −0.0003d21 + 700, ρ22(d) = −0.0002d22 + 700.

The paths are .p1 = (a, c, e, f ), .p2 = (b, d, e, f ), .p3 = (a, c, e, g), .pr = (b, d, e, g)

for Defense Firm 1 and .p5 = (h, j, l, m), .p6 = (i, k, l, m), .p7 = (h, j, l, n), and .p8 =
(i, k, l, n) for Defense Firm 2.

The computed equilibrium defense product path flows are reported in Table 2.
The computed equilibrium labor values are reported in Table 3. All the Lagrange
multipliers have a value of 0.00 at the equilibrium.

The defense product prices at equilibrium are

.ρ11 = 599.75, ρ12 = 799.10, ρ21 = 699.40, ρ22 = 699.60,

with the equilibrium demands:

.d∗
11 = 1506.19, d∗

12 = 3494.12, d∗
21 = 1999.04, d∗

22 = 2001.03.

The utility for Defense Firm 1 is 2,258,772.50 and that for Defense Firm 2 is
1,649,827.75.

We report the efficiency of this supply chain network, even with all the risk
functions set to .0.00. The .E = 3.15.

Table 2 Equilibrium defense
product path flows for
Examples 1 and 2

Equilibrium product path flows Ex. 1 Ex. 2

.x∗
p1

703.17 0.00

.x∗
p2

803.02 0.00

.x∗
p3

1696.82 345.41

.x∗
p4

1797.30 345.08

.x∗
p5

919.52 152.84

.x∗
p6

1079.51 152.66

.x∗
p7

920.51 152.99

.x∗
p8

1080.52 152.81
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Table 3 Equilibrium link
labor values for Examples 1
and 2

Equilibrium link labor values Ex. 1 Ex. 2

.l∗a 100.00 14.39

.l∗b 104.01 13.80

.l∗c 24.00 3.45

.l∗d 26.00 3.45

.l∗e 100.00 13.81

.l∗f 15.06 0.00

.l∗g 34.94 6.90

.l∗h 80.00 13.30

.l∗i 90.00 12.73

.l∗j 18.40 3.06

.l∗k 21.60 3.05

.l∗l 57.14 8.73

.l∗m 19.99 3.05

.l∗n 20.01 3.96

Example 2 (Addition of Risk Functions Associated with Production Sites)
Example 2 has the same data as that in Example 1, except that now we consider the
situation that the production sites are suffering from geopolitical risk and, hence, we
have

.ra = f 2
a , rb(f ) = f 2

b , rh(f ) = f 2
h , ri(f ) = f 2

i ,

with the risk weights of the two firms: .β1 = β2 = 1.
The computed equilibrium path flows are reported in Table 2, with the computed

labor values given in Table 3. All the Lagrange multipliers, again, have a value of
0.00 at the equilibrium. In other words, the respective labor bounds are not reached
in Example 2.

The defense product prices at equilibrium are now

.ρ11 = 599.98, ρ12 = 799.83, ρ21 = 699.91, ρ22 = 699.94,

with the equilibrium demands:

.d∗
11 = 0.00, d∗

12 = 690.49, d∗
21 = 305.50, d∗

22 = 305.80.

The utility for Defense Firm 1 now is 275,793.59 and that for Defense Firm 2:
213,562.31. One can see that the utilities of both firms have dropped precipitously
in comparison to the utilities that they earned in Example 1, when there was
no risk. The efficiency of this defense supply chain network, with risk functions
associated with production sites, .E = 0.43. We see that this value is much lower
than that in Example 1. We then proceeded to see how resilient this defense
supply chain network is with respect to labor disruptions. We calculated .Rl̄γ for
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Table 4 Efficiency of the
defense supply chain network
for Example 2 when Link g Is
removed and the importance
.I (g)

g .E(G − g) .I (g)

a 2.43 −4.43

.b 0.90 −1.08

c 0.89 −1.08

d 0.89 −1.08

e 0.77 −0.79

f 1.01 −1.39

g 0.99 −1.30

h 0.99 −1.30

i 0.34 0.21

j 0.34 0.21

k 0.34 0.21

l 0.22 0.50

m 0.46 −0.06

n 0.42 0.03

.γ = 0.9, 0.7, 0.5, 0.3, 0.1 and found that .Rl̄γ = 1 for all the values of .γ noted,
except when .γ = 0.1, where .Rl̄.1 = 0.7. We can conclude that this defense supply
chain network, with the data provided, is quite resilient to labor disruptions.

In Table 4, we report the efficiency of the defense supply chain network for
Example 2 when a link g is removed, along with the importance .I (g), for .g =
a, . . . , n. Table 4 provides interesting results. Overall, one can see that the supply
chain network of Defense Firm 2 is more important than that of Defense Firm 1
to this defense supply chain network economy, and cognizant governments should
make note of this. Indeed, five of the seven links of Defense Firm 2’s supply chain
network have positive values in terms of their importance. Furthermore, Defense
Firm 2’s link l, which corresponds to a storage link, has the highest importance
value; therefore, every effort should be expended to preserve its functionality. Also,
the production link i of Defense Firm 2 merits maintenance and care as do the
transportation links j and k. Finally, link m, a distribution link to Defense Demand
Market 2, is also of importance. As for the supply chain network of Defense Firm
1, link e, which is a storage link, has the highest value in terms of importance for
Defense Firm 1 and, interestingly, its production site associated with link a is of
the lowest importance. We emphasize that not only the absolute values in terms of
importance of supply chain network components are relevant but also their relative
values.
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5 Summary, Conclusions, and Suggestions for Future
Research

In this chapter, a defense-critical supply chain network game theory model was
introduced, which includes labor and associated constraints, as well as risk, since
current world events have heightened the importance of both risk management and
resilience of supply chain networks to disruptions, including those associated with
labor, which have been significant in the COVID-19 pandemic. The methodological
framework for the modeling, analysis, and computations made use of both varia-
tional inequality theory and the theory of projected dynamical systems.

We proposed a noncooperative game theory model consisting of defense firms
seeking to supply defense products that are substitutable to demand markets, which
can be associated with different governments that are not antagonistic to one
another. The labor constraints are bounds on hours of labor available on the supply
chain network links, which are production, transportation, storage, and distribution
links. The utility function of each firm captures revenue as well as weighted risk and
the governing equilibrium concept is that of a Nash equilibrium. Under appropriate
assumptions on the utility functions, we provide alternative variational inequality
formulations of the governing equilibrium conditions. In addition, a dynamic model
is constructed, whose stationary points coincide with the set of solutions to the
variational inequality with variables consisting of defense product path flows and
Lagrange multipliers associated with the labor constraints. An algorithm, the Euler
method, is proposed for the time discretization of the continuous-time trajectories
and used in the solution of the numerical examples.

In addition, a network efficiency/performance measure is proposed for the
defense supply chain network economy, which can then be applied to quantify the
importance of supply chain network components, and then rank them. A resilience
measure is also constructed to assess the impacts of disruptions to labor availability.

In order to illustrate the defense supply chain network modeling framework,
numerical examples are solved with input and output data reported. The information
regarding the defense supply chain network economy, made possible with the tools
in the chapter, can be useful for decision-makers and policymakers in governments
that are concerned about defense.

It would be interesting, for future research, to investigate the supply chain
network efficiency under different kinds of labor constraints (see also Nagurney
[14]) and also under different productivity levels (Nagurney and Ermagun [16]). It
would also be worthwhile to include additional tiers in the supply chain network
to include, specifically, suppliers and their behavior, along with labor, and address
issues of supply chain network efficiency and resilience in the defense sector.

Acknowledgments This chapter is dedicated to the Ukrainians fighting for the freedom of their
country and to the memory of all those who have lost their lives and who are suffering in Russia’s
war against Ukraine.
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Facing Shortages: Practical Strategies
to Improve Supply Chain Resilience

Dimitra Kalaitzi and Naoum Tsolakis

1 Introduction

Risks impact the performance of firms’ operations, propagate, and negatively affect
end-to-end supply chain networks. Nowadays, global supply chains are exposed
to a multitude of low-probability high-impact disruptive events, thus necessitating
rethinking strategies to ensure agility, adaptability, and stakeholders’ alignment to
respond and prepare for future shocks [17]. Three main supply chain risk categories
are recognized according to their origin, namely (1) internal to the firm; (2) external
to the firm (i.e., supply and demand risks); and (3) environmental risks [14].

Supply risks (i.e., material flow interruptions upstream of a supply network) are
common, emerging due to diverse geopolitical and public health factors, e.g., the
COVID-19 pandemic and Brexit. For example, van Hoek [61] highlighted shortages
in supplies due to mobility restrictions imposed as a measure against the spread
of the COVID-19 pandemic; the author stressed the need to build redundancy,
diversity, and resilience in the post-pandemic period. In 2021, the automotive
and electronic industries experienced severe chip shortages due to COVID-19
pandemic-induced manufacturing disruptions and delivery delays combined with
surged demand for electronic technologies [6], accentuated by additional supply
network interruptions (e.g., Suez Canal blockage). To this effect, several companies
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halted their manufacturing operations or could not fulfill customer demand (e.g.,
Ford Motor, General Motors, and Toyota). Contemporarily, another threat to the
global supply chain and logistics sector was the limited workforce availability [46].
This latter issue was more apparent in the UK due to Brexit, which led to shortages
in truck drivers.

Natural resource scarcity is another significant risk in supply chains [36]. Over
the past decades, the scarcity of natural resources has had a prominent position
on public policy and corporate agendas. Nations are trying to implement certain
practices to secure the needed natural resources to keep operations running smoothly
and achieve economic growth. For example, there is a shortage of rare earth
metals such as lithium, nickel, cobalt, and manganese, and the current supply of
these materials cannot meet battery demand in 2030 [69]. Another recent example
refers to China’s energy supply shortage that led suppliers of leading companies
such as Apple and Tesla to suspend manufacturing production. Thus, organizations
need to secure access to critical resources and minimize disruptions to ensure the
uninterrupted flow of people, material, and production equipment.

Based on many emerging threats, it is crucial to achieve supply chain resilience,
identify strategies to minimize the impact of supply chain disruptions, and enable
supply networks to recover to the initial or even better functional state [33]. While
the extant literature has begun to synthesize these various concepts, there has not
been, to date, a systematic review of how these concepts relate to resource shortages
and scarcity in the fields of supply chain management and logistics. This research
aims to investigate the existing literature to (i) identify the resources that have
been indicated as scarce and the causes of the shortages and (ii) propose practical
strategies to build supply chain resilience.

The study is organized as follows: Sect. 2 describes the methodology used for
analyzing the extant literature. Section 3 presents the study findings, including
a descriptive analysis of the reviewed papers, and inserts critical taxonomies on
resource shortages causes and pertinent mitigation strategies. Section 4 discusses
the study findings and observations, provides key recommendations, and proposes
a conceptual framework that shows the linkages between scarce resources and
practical management strategies.

2 Research Methodology

In order to develop a coherent conceptual structure and a firm foundation of resource
shortages and practical strategies to improve supply chain resilience, the extant
literature was used as the object of scrutiny in this study [64, 65], and the subsequent
steps were followed [20]: (i) formulation of the research question (this step is
completed in the introductory section of this chapter); (ii) identification of relevant
research studies; (iii) selection and evaluation of the retrieved works; (iv) critical
analysis and synthesis of the findings; and (v) presentation of the results. These
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steps ensure that the research methodology process is transparent, auditable, and
replicable.

2.1 Search Strategy and Inclusion Criteria

Three academic databases, namely EBSCO, Scopus, Web of Science, and Google
Scholar databases, were used to identify scientific articles in the extant literature.
The following keyword search queries were used, namely as follows:

• “supply chain management” OR “supply” AND “shortage”
• “supply chain” OR “supply” AND “natural resource scarcity”
• “procurement” OR “purchasing” AND “shortage”
• “procurement” OR “purchasing” AND “natural resource scarcity”

The terms were searched in the title, abstract, or keywords fields, and no specific
timeframe was set for the literature search. Furthermore, except for published
academic papers, we also considered conference and industrial and practice-oriented
papers [59]. According to Garousi et al. [24], grey literature (i.e., preprints, e-prints,
technical reports, lecture notes, and Web documents from intergovernmental and
nongovernmental organizations) can significantly contribute to a comprehensive
review. Moreover, the reviewed publications were written in English.

2.2 Studies’ Selection and Evaluation

The retrieved articles were screened by investigating the titles and abstracts. Studies
were accepted if they met the inclusion criteria, focused on resource shortages
and scarcity issues in supply chains, and emphasized relevant mitigation strategies
to achieve resilience. In total, 250 relevant records were identified, and after
eliminating the duplicated studies and screening the articles based on titles and
abstracts, 44 studies remained. Ultimately, following a thorough review, only 38
articles were deemed relevant to this study. Figure 1 depicts the review methodology
process flow.

2.3 Analysis and Critical Taxonomy

Zhong et al. [70] highlighted a need to describe the main research themes and topics
within selected articles. In this vein, the following research methodology step was to
analyze and taxonomize the relevant secondary data. First, the VOSviewer (https://
www.vosviewer.com) software tool was used to conduct a bibliometric analysis of
the reviewed articles. Specifically, a text mining analysis was performed on the

https://www.vosviewer.com
https://www.vosviewer.com
https://www.vosviewer.com
https://www.vosviewer.com
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“supply chain management” OR “supply” AND “shortage”
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START

Review Articles
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END

Review articles

Include in the analysis, text mining and taxonomy

Fig. 1 Research methodology flowchart

reviewed articles’ titles, abstracts, and keywords. The analysis revealed emerging
themes based on the extant literature. In this study, the major themes that emerged
were around resources, risks, and implications and, last but not least, strategies
employed to mitigate or overcome resource shortages in supply chains. Second,
a critical taxonomy of the reviewed articles was performed to identify the causes of
major resource shortages and corresponding mitigation strategies.

3 Results

3.1 Literature Landscape

The search results revealed that the area of resource shortages and scarcity in supply
chains did not emerge in scholarly journals until 2016 and had been established since
then. The number of publications has been steadily growing. Indeed, from 2007 to
2015, the number of publications per year was quite limited. However, in 2016 a
peak in the number of relevant published articles was observed, demonstrating the
increasing interest in resource shortages and scarcity issues in supply chains, hence
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establishing it as a new research area. The main reason for this growing interest
in the domain can be attributed to the even more emerging need to make supply
chains more resilient due to the COVID-19 pandemic and other developments such
as the Brexit Referendum. Figure 2 depicts the annual allocation of the reviewed
publications over the last years.

Concerning the methodology approach, seven categories emerged (see Fig.
3). The descriptive statistical analysis results show that 23% of the studies use
quantitative modeling approaches, with life cycle analysis being used to assess the
utilization of specific resources. Furthermore, 23% of the reviewed studies applied
survey and multiple regression analysis or structural equation modeling to test
hypothesized relationships. Moreover, 16% of the reviewed studies used secondary
data to conduct literature reviews. The 15% employed case studies to thoroughly
examine the field and provide the researcher(s) with primary evidence [68]. A
few papers were conceptual in nature and tried to develop theory and propositions
(10%) or were letters to the editor and commentaries (10%). Experimental research
was conducted in only one study. Although there is a myriad of empirical works
attempting to explore and understand shortages and scarcity impacts on different
industries, most analyses have not been guided by a formal theoretical framework.
Only six papers employed a theory in their research, including the resource
advantage theory, the resource dependency theory, the theory of constraints, the
capability maturity theory, and the resilience theory.

Most of the reviewed papers investigated the pharmaceutical sector and drug
shortages (47%), whereas 14% of the studies focused on multiple natural resources,
whereas 14% focused only on water scarcity issues. Shortages of rare earth metals
were also a concern in 10% of the studies, and a few studies focused on other
resources such as labor and food (see Fig. 4).
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Fig. 4 Documented resources experiencing shortages

A bibliometric analysis of the selected articles’ title, abstract, and keywords
highlighted emerging themes (Fig. 5). In particular, the bibliometric map indicates
five thematic categories (highlighted as clusters of terms in a different color). Central
to these thematic areas are the “supply chain,” “shortage,” “impact,” “resource,” and
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Fig. 5 Bibliometric map and terms’ co-occurrence of the selected articles (generated by
VOSviewer 1.6.18 software)

“management.” The connections’ thickness denotes the strength of the link between
terms; the minimum number of terms’ co-occurrence was set to five.

3.2 Causes of Resource Shortages

Disruptions and “black swan” events challenge the resilience of supply chains in
diverse economy segments, reveal vulnerabilities, and ultimately lead to product
shortages that impact downstream operations in both public and private sectors. The
major causes of resource shortages, as identified via the critical taxonomy of the
reviewed literature, are henceforth discussed. Table 1 inserts a critical taxonomy of
significant causes of resource shortages in supply chains.

Supply Disruptions The most apparent cause of goods shortages is raw material
unavailability and supply instability upstream of a supply chain. Global popula-
tion growth, emerging markets, and elevated consumption patterns are inherently
associated with a high rate of natural resource appropriation to satisfy the required
human needs and demands [5]. The “non-renewable” character of some resource
types (e.g., coal, oil, and minerals) further contributes to supply shortages, while
overexploitation creates ecosystem imbalances [12].

The observed volatility in materials’ supply can also be attributed to political
disturbances that may disrupt the supply flow of materials, specifically in markets
where raw material sources are concentrated. Political instability is particularly
relevant to the case of rare minerals. For example, Zaire is the leading supplier
of cobalt; however, in 1978, insurgents from Angola occupied the Shaba Province
and blocked the power supply to the regional mining facilities, thus resulting in
flooding and evacuation on the part of contractors for about 5 days [5]. In addition,
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geopolitical developments could interrupt the regular supply of essential supplies.
For example, in 2011, China reduced export quotas of rare earth oxides, leading to
shortages of components in automotive catalysts [39].

Moreover, supply instability due to natural/manmade disasters (e.g., earthquakes
and pandemics), except for disruptions in operations, leads to price volatility.
The food crisis in 2007–2008 resulted in significant price increases for several
commodities with subsequent implications for global food security [18].

Demand Instability Resource scarcity designates the imbalance of physical supply
and demand [38]. Therefore, instability at the dipole supply demand in supply chains
leads to goods shortages, particularly in rapidly occurring fluctuations. The resulting
shortages occur due to supply chains’ struggles to increase and orchestrate supply
and production operations to the levels necessary to satisfy backlogs and respond to
demand spikes. For example, at the start of the COVID-19 pandemic, the backlog
to restock personal protective equipment (PPE) in some countries ranged between 6
and 12 months [23]. In addition, supply uncertainty and consumers’ cautions often
trigger the bullwhip effect as retailers tend to increase order quantities, particularly
during prolonged periods of disruption [58].

Furthermore, changes in policy-making levels often trigger demand surges that,
in tandem with production inflexibility and responsiveness, ultimately lead to
market shortages. For example, the inclusion of the meningitis B vaccine in the
UK childhood immunization program in 2015 caused a rapid increase in demand,
leading to supply shortages [29].

Manufacturing Constraints To date, most manufacturing systems operate accord-
ing to batch processing, meaning that large volumes of goods are manufactured
per production cycle without being able to adapt manufacturing parameters and
accommodate diverse product specifications. Furthermore, the lack of production
interchangeability further highlights this inflexibility. A documented case is that of
commercial and household paper products during the COVID-19 pandemic, where
manufacturing systems’ inflexibility led to prolonged shortages of household paper
products, e.g., toilet paper, paper towels, and disinfectant wipes [56].

Furthermore, manufacturing complexities associate with quality vulnerabilities
that often result in production halts. The latter case is evident in pharmaceuticals,
where violation of good manufacturing practices necessitates additional inspections
and approval from the FDA to resume production operations [32]. Such facility
shutdowns for a considerable amount of time lead to medicine shortages.

Policy Inconsistencies Stockpiles of critical supplies require robust management
processes to ensure appropriate inventory levels and resource usability in emergen-
cies. For example, the National Strategic Stockpile of PPE and medical supplies
in the USA were critical to promptly responding to the COVID-19 pandemic.
However, demand surges over 100 times above the extant National Stockpile, and
the distribution to the states of expired essential equipment suggests inadequate
management of the National Stockpile by the US Department of Health and Human
Services [56].
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Furthermore, regulatory and legislative processes significantly relate to resource
shortages. Indicatively, complex and lengthy drug approval procedures can either
demotivate manufacturers from entering/remaining in a market or lead to unex-
pected delivery delays, thus contributing to shortages (e.g., drug shortages in Jordan
in 2004) [8].

Economic Considerations Low prices of resources, specifically human capital,
can impact occupational and organizational commitment, as in the documented case
of truck drivers in Europe [40]. To a greater extent, the pricing of resources could
trigger market reconfigurations that lead to resource shortages. Low prices and low-
profit margins in non-patented pharmaceuticals result in high market concentration
that limits the possibility of identifying alternative sourcing options, potentially
leading to drug shortages under market pressure [32].

3.3 Mitigation Strategies

Proactive resilience planning should be initiated to mitigate the risks of resource
shortages. Mitigation strategies are designed and adopted to achieve resilience based
on the type of risk, the position of the company within the supply chain, and the
disruption impacts on the company and the supply chain [9, 21, 41]. Resilience
development efforts and the implementation of such strategies to prevent resource
shortages should occur at the company level (e.g., product and process redesign)
and/or supply chain level (e.g., supply chain reconfiguration). The mitigation
strategies that are most widely documented highlight the need for policy devel-
opment, control and monitoring of supply and demand, technology advancement,
inventory management, product and process redesign, development of supply chain
relationships, resource recovery strategies, and logistics reconfiguration. Table 2
inserts a critical taxonomy of mitigation strategies for resource shortages in supply
chains stemming from the reviewed studies.

Policy Development Around the globe, the number of shortages regarding differ-
ent resources is rising. For example, since the outbreak of the COVID-19 pandemic,
there have been shortages of materials in the construction industry, and it is expected
to worsen due to the Russia–Ukraine war as energy prices will continue to soar.
Thus, there is a need for specific policies and regulatory interventions to help ease
pressures and mitigate the shortage disruptions.

In the pharmaceutical industry, studies document a need to develop a national
digital platform that will enable the search for resources and products by multiple
suppliers to establish a warning system for shortages [8]. Most specifically, this
system will act as a formal communication channel to monitor policies and
transactions to enable reporting and notification of current or expected shortages
[3]. In such a digital platform, policy should articulate specific steps and guidelines
for managing shortages, such as (i) identifying information about substitute drugs to
devise a prioritization list of alternative therapies during shortages and (ii) retrieving
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suppliers’ information in case of shortages to enable the redistribution of medicines
across warehouses or healthcare facilities [1, 3, 8, 29]. The data needed to be
captured from pharmaceuticals’ manufacturing capacities are around eligible drugs,
pricing, procurement sources (e.g., eligible domestic suppliers), availability, quality,
and technical specifications of medicines [29, 55]. For a successful healthcare
system, there is a need to improve the cooperation between the private and public
sectors to enhance resource availability and ensure sufficiency and uninterrupted
supply [8, 15].

Another practice is rationalizing the distribution of resources to cope with
scarcity or shortages and the ban or limitation in the quantities of exports to protect
national supplies. During the COVID-19 pandemic, a company in Europe ordered
protective masks and disinfection gel from a supplier in Singapore, but the order
never arrived. The same happened when the German government ordered masks
from Kenya, but the shipment never arrived. Moreover, supermarkets limited the
quantities of products consumers could purchase to manage stock levels. Awad et
al. [8] suggested a need for public education campaigns (e.g., conducting seminars
and developing supporting brochures) to help consumers, patients, and healthcare
service providers rationalize drug use and educate them regarding medication
alternatives.

Local sourcing is another mitigation strategy that emerges in times of resource
shortages to increase supply chain resilience. Past studies referred to the reshoring
of production operations [5]. Aljadeed et al. [3] focused on medicines and PPE
availability in Saudi Arabia and highlighted the need to support local manufacturers
in producing such essential products. de Vries et al. [19] also suggested the practice
of reshoring the production of critical supplies in Europe; hence, there is a need to
offer financial incentives to motivate manufacturers to produce medicines in Europe.
Cohen and Rodgers [16] also referred to the need to incentivize and increase the
US production of PPE and medical supplies to minimize the dependence on the
global supply chain. Thus, reshoring success depends on more substantial incentives
and authorizations for pharmaceutical companies to enter and stay in the market
[15, 29, 55]. Moreover, cross-country medicines exchange programs [3] and a
mutual agreement between the US and European regulators could be established
to recognize available manufacturing facilities and process inspections [55].

In the food industry, the reshoring practice was also mentioned by de Paulo Farias
and dos Santos Gomes [18], who identified the necessity of supporting smallholder
farmers to enhance their productivity and introducing trade and tax policies to secure
global trade operations. Regarding regulatory changes, Acosta et al. [1], Aljadeed
et al. [3], de Vries et al. [19], and Tucker et al. [60] mentioned additional practices
to remove shortage disruptions such as pooling demand from multiple countries,
introducing legislative actions by requiring companies to maintain redundancy,
adopting penalty policy to prevent price gouging, limiting or restricting parallel
exports, and signing longer-term contracts with manufacturers.

Control and Monitoring of Supply and Demand To get greater visibility over
their supply network regarding the origin and availability of resources, companies
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should map their supply network by capturing information from all suppliers. Thus,
supply chain mapping will enable identifying and managing the resources’ intercon-
nectedness to their point of origin so inefficient resource practices can be recognized
[37]. This practice can also be considered an initiative to enhance information
sharing during disruptions that lead to shortages [19]. For example, Reich-Weisser
and Dornfeld [51] focused on water scarcity and argued that both supplier and
manufacturing locations must be known along with the resource availability to
inform location planning and selection that can impact water availability. Many
companies encounter growing water scarcity worldwide, e.g., India and the USA,
and reconfigure their supply networks to respond to the increasing pressures to limit
consumption.

Apart from the importance of location, focal companies and their suppliers
should also develop strategies to enhance stakeholders’ awareness of their capacities
[8]. First, companies need to quantify the resource requirements at each manufactur-
ing stage for comparison and control; for some resources, such as water, a regional
rather than global life cycle approach should be considered [51]. Focused analyses
(e.g., hotspot and life cycle assessment) can reveal water-intensive manufacturing
processes to inform alternative water mitigation policies and practices, e.g., resource
recovery or product and process redesign [2, 7].

Companies also need to control and monitor the inertia or “resistance to change”
regarding resource utilization and management [37]. Monitoring and control will
enable companies to establish a notification system for public stakeholders (e.g.,
about water resources appropriation) or national medicines regulatory authorities
(e.g., about pharmaceutical inventory) [29]. Moreover, Awad et al. [8] discussed
that manufacturing companies in the pharmaceutical industry should increase their
share of the national market and improve the local demand forecasting for their
products. In this effort, there is a need to improve customer culture and knowledge
by (i) rationalizing the prescription of medications and informing customers about
medication consumption [11] and (ii) sharing adequate information (e.g., through
media) to assure customers that companies can deal with specific issues/incidents
and there is an efficient national and local safety stock and adequate supply (e.g.,
toilet paper).

Technology Advancement Shortage issues can be overcome by the support of
technology to develop substitutes or exploit alternative natural resources [5]. Fur-
thermore, there is a need to automate inventory management by applying advanced
models and special software [8]. There is also a need to enhance information
technology capabilities to achieve strategic partnerships. Digital applications can
enable efficient material planning by leveraging real-time information flows to
enhance the transparency and visibility of the supply chain. Kalaitzi et al. [35] also
mentioned the challenge for many companies to achieve transparency for specific
materials. The challenge derives from the reluctance among suppliers to share
information; thus, companies need to prioritize the visibility of scarce materials for
critical component suppliers.
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Sharma et al. [53] highlighted the need to invest in Industry 4.0 technologies
(such as the Internet of things, big data analytics, and digital twins) to enable trans-
parency and visibility. Overall, Industry 4.0 technologies promise to manufacture
goods with better efficiency and reduced resource consumption [31]. Regarding
water pressure and irrigation in agriculture, Sutcliffe et al. [57] found that growers
did not apply efficient technologies such as drip irrigation or center pivots but
continued to implement hose reels fitted with rain guns and booms.

Inventory Management Sutcliffe et al. [57] suggested buffering water resources
to mitigate shortages, leading to financial loss. Kalaitzi et al. [35] also referred to
safety stock as a practice for resources such as water, but it cannot easily be applied
for metals and rare earth elements due to price volatility and because it ties up cash
unnecessarily. This practice has also been discussed regarding pharmaceuticals or
healthcare provision services (e.g., in hospitals) and is essential to be applied by
all stakeholders across a supply chain [8]. Therefore, the purpose of safety stock
is to hold enough inventory to account for unanticipated shortages. Cogan et al.
[15] further stated that companies in the pharmaceutical industry must change and
employ more agile inventory management practices for antibiotics and improve
transparency through better communication with partners about their operations
planning.

de Vries et al. [19] referred to the European Union Directive 2001/83, where
certain Member States place obligations on pharmacies and impose penalties
if the desired inventory is not available. For example, Norway implemented a
“prepositioning duty” for wholesalers, and the Netherlands considered obliging
wholesalers and manufacturers to maintain a strategic stock covering 5 months of
demand for all medicines [19]. In this sense, shortages could be reduced by holding
safety stock ([27]; [30]); however, holding this inventory is a relatively expensive
policy option. To this effect, monitoring and optimizing the stock of resources are
essential [60].

Product and Process Redesign Product design enables the suppliers to know
product manufacturing resource requirements based on suppliers’ capabilities and
the shortages of resources [5]. The involvement of suppliers in product design can
minimize the risk of material shortages [44]. The global chip shortages led many
companies to redesign their products, so fewer chips are needed. In addition, Koh
et al. [37] pointed out the need to invest in sustainability initiatives by applying
process redesign or supply chain reengineering by first identifying specific resource
constraints. Another practice is substitution, i.e., using alternative materials that are
more abundant [5, 35, 39]. Acosta et al. [1], Bastani et al. [11], and Iyengar et al.
[29] also mentioned the exploration of alternative yet approved substitute medicines.

Moreover, another documented practice was extending expiry dates and changing
the quality requirements for batches of safe but substandard medicines. de Vries et
al. [19] mentioned this practice; however, there is a need to set rules or guidelines
on substituting medicines that are out of stock in the pharmaceutical industry. Last
but not least, during the COVID-19 pandemic, many shortages emerged due to
nationwide lockdowns and safety measures. Therefore, companies had to redesign
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their internal systems using precautionary health hazard measures (e.g., facemasks
and gloves) and technical solutions (e.g., robots and cobots) for worker support and
product safety purposes [48].

Supply Chain Relationship Development Kalaitzi et al. [35] referred to three
primary supply chain relationships, i.e., transactional, relational, and hierarchical,
which can be used to minimize or overcome shortage issues. Companies shall
establish transactional, long-term contracts for commodity resources (even when
few suppliers exist), e.g., fixed-term contracts for water, gas, and electric power.
Contractual changes such as strengthening failure-to-supply clauses and increasing
prices are also mentioned in the extant literature [60].

Companies use relational mechanisms, i.e., partnerships and joint ventures, to
achieve discretion over resources. For example, GlobalFoundries and the Ford
Motor Company developed a strategic collaboration, so more chips are delivered to
Ford in the short term with a promising long-term collaboration in the automotive
industry. de Vries et al. [19] also emphasized the need to develop strong supplier
relationships to ensure continuity of access to resources. Sutcliffe et al. [57]
mentioned collaboration as the primary management response to mitigate the risk
of water shortages. The authors outlined the need for collaboration to prepare
the appropriate infrastructure to allow water transfers across regions for fulfilling
cultivation needs.

Additionally, through mergers and acquisitions, vertical supply chain integration
can be applied to acquire or control essential resources. Limited suitable suppliers
or government regulations that restrict the accessibility to specific resources make
vertical integration a preferred strategy. For instance, Housebuilder Persimmon and
Tesla avoided the disruption of supply chain shortages with vertical integration.

Another mitigation practice is the use of multi-sourcing to diversify the supply
chain. Due to tariff wars, uncertainty in supply chains can be mitigated by not
relying on single-sourcing options for critical supplies. This strategy will help to
avoid any monopoly formations [19] and ensure a “supply base that can be drawn
upon in the event of a failure” ([52], p. 98). Thus, maintaining several suppliers is
an effective way to minimize the risk of shortages.

Resource Recovery Many studies referred to the circular economy and material
recovery methods such as recycling to increase the availability of scarce resources
[13]. For example, Kalaitzi et al. [34] found that manufacturing companies recycle
resources such as water and metals to respond to the implications of natural resource
scarcity. Other studies also referred to the recycling of resources such as platinum
or cobalt (e.g., [4]). Kalaitzi et al. [34] mentioned that companies use recycled
materials such as aluminum as these resources do not decrease in quality, whereas
water and plastic suffer from quality loss and cannot be recycled infinitely. Bell et
al. [13] highlighted the competitive advantage that a company could gain through
closed-loop recycling, i.e., recycling and reusing post-consumer goods to extract
and supply material for manufacturing the same products.

Recently, scholars and policymakers started to explore the possibility of tran-
sitioning from linear to circular economy business models [37]. According to
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Velenturf et al. [62], the circular economy entails various practices such as design for
durability, reuse and reparability, recycling, and recovering materials. For example,
the growing demand for electric vehicles and the competition between original
equipment manufacturers for scarce resources show the significance of recycling
end-of-life batteries. Thus, the circular economy requires action across multiple
stakeholders such as government, industry, NGOs, and academia. In addition, the
design of products for circularity should follow certain specifications for them to be
easily repairable. Indicatively, IKEA sells used, secondhand furniture that has been
refurbished; the company also initiated a buy-back scheme for customers to return
unwanted furniture and other items. El Wali et al. [22] studied the recapturing and
recycling of phosphorus to use it more efficiently. Although this practice is one of
the most widely adopted, companies cannot recycle all resources due to high cost
or technical aspects and the need to develop recycling infrastructure [5]. Moreover,
resources such as plastic are exported to other countries, mainly to Asia, where the
recycling standards are less stringent than in Europe.

Logistics Reconfiguration Every company depends on logistics operations, i.e.,
quick and cost-effective shipments and storage of raw materials and products. How-
ever, the logistics industry encounters diverse challenges, e.g., shortages of drivers
and limited transport/warehouse capacity due to various factors such as the COVID-
19 pandemic, Brexit, and armed conflicts. Consequently, logistics interventions are
emphasized in the literature as a response to resource shortages [19] due to the
potential to improve transport and storage flexibility (e.g., having multi-modal and
multi-route contingency plans for disruptions). Another logistics-centric technique
suggested by Bell et al. [13] stresses the option to transfer resources to sites suffering
from local scarcity. The same approach was also mentioned by de Paulo Farias and
dos Santos Gomes [18], who stressed that companies in the food industry have to
focus on critical logistics bottlenecks to ensure the viability of operations in the
food value chain. Notably, the authors referred to the implementation of logistics
strategies to minimize shortages and waste, deriving from restrictions in transport
routes and social distance measures.

4 Conclusions

Supply chains in most industries encounter resource shortages. Several factors, espe-
cially with long-lasting disruptive effects such as pandemics and climate change,
challenge operations managers and decision-makers regarding the management
of limited resources. For example, the most recent disruption that substantially
impacted global supply chains is the COVID-19 pandemic, which negatively
affected customer service level, production scheduling and planning, lead time, and
financial performance. Several authors highlighted the implications of the pandemic
on supply chains in various sectors (e.g., demand uncertainty from consumers and
trading partners, labor shortages, and product deficiencies), which led to increased
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gaps between supply and demand [25, 28]. Numerous strategies were applied to
mitigate the emanating disruptions, such as utilizing additive manufacturing, hold-
ing increased safety stock, revising production plans, and fostering collaborations
[49].

In this research, a critical literature taxonomy was conducted to explore the
causes of resource shortages and identify mitigation strategies in a supply chain
context. Our analysis revealed various documented factors leading to resource short-
ages, e.g., limitations in the production output, natural disasters, social forces (e.g.,
strikes), inaccurate forecasting, unexpected demand surges of specific resources,
and limited availability of alternative suppliers [36]. Except for disruptions in
manufacturing logistics operations, shortages can have severe economic and social
impacts; e.g., a shortage of antibiotics may cost up to US$20–30 million and further
lead to an increased mortality rate [10].

In particular, the literature search and thematic analysis revealed five main
categories of root causes for resource shortages, namely (i) supply disruptions; (ii)
demand instability; (iii) manufacturing constraints; (iv) policy inconsistencies; and
(v) economic considerations (see Fig. 6). Identifying the causes of shortages is the
first step in a lengthy and complex process of change, and our research indicates
that a comprehensive effort is needed to overcome shortages crises. Additionally,
eight categories of strategies emerged to manage shortages, specifically (i) policy
development; (ii) control and monitoring of supply and demand; (iii) technology
advancement; (iv) inventory management; (v) product and process redesign; (vi)
supply chain relationships development; (vii) resources recovery; and (viii) logistics
reconfiguration.

In the short term, actors operating at various supply chain echelons can increase
inventory levels of critical resources (at the expense of holding cost, though),
develop proper inventory management models, and adopt sustainability initiatives to
overcome shortages. Furthermore, medium- and long-term investments and incen-
tives will be required to improve resource availability. For example, governments
need to develop policies to motivate and increase domestic production capacity.
Therefore, policymakers must incentivize more companies to enter and stay in
markets encountering shortages.
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Moreover, firms need to explore and apply appropriate methods such as life
cycle assessment and value chain mapping of essential supply chain resources
and communicate data and information about available resource stocks to achieve
more transparency across supply chains and identify potential risks of shortages.
In the face of shortages and scarcity, previous studies discussed innovative man-
agement practices, e.g., substitution and avoidance of usage of scarce resources,
recycling, implementation of circular economy principles, and remanufacturing.
These mitigation strategies require policy changes, investments, and supply chain
reconfigurations. Additionally, collaboration among various public and private
stakeholders is needed. Buyers and suppliers need to establish long-term agreements
and partnerships. Finally, resource shortages that emerged during the COVID-19
pandemic highlighted the need for reshoring and raised new doubts about offshoring
and/or outsourcing production to distant countries.

In the future, several factors will persist and continue leading to shortages (e.g.,
lockdowns stemming from China’s zero-COVID-19 strategy have stretched domes-
tic and international supply chains and have significantly increased operational
risks for companies). Others just emerged (e.g., the Russia–Ukraine war that led
to disruptions in the European supply of natural gas, crude oil, and agricultural
commodities – the German Interior Minister advised citizens to keep an inventory
of food and essentials for 10 days in connection with the war in Ukraine and the
possible power outages) or will emerge (e.g., supply chain cyber-attacks). To build
supply chain resilience, organizations need to adopt a more proactive attitude instead
of the traditional reactive approach to disruptions.
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Critical Infrastructure Detection During
an Evacuation with Alternative Fuel
Vehicles

Chrysafis Vogiatzis and Eleftheria Kontou

1 Introduction

In this chapter, we investigate the problem of evacuating residents within an urban
network setting where we have vehicles of different fuel types. While conven-
tional fossil-fueled vehicles have typically access to a well-established network
of refueling stations, vehicles of newer and alternative fuel technologies still face
limitations on the number of refueling stations and, consequently, have difficulties
accessing refueling infrastructure reliably. Hence, during an evacuation procedure,
an adversary may decide to pose a hybrid threat. While the immediate natural or
anthropogenic threat (e.g., hurricane, nuclear plant accident, flooding, etc.) is taking
place, an adversary may opt to “attack” the plan in order to cause the evacuation to
fail. The adversarial attack can be physical (as in, attacking existing infrastructure)
or virtual (in the form of a cyberattack or a misinformation campaign). Hence,
it becomes important for evacuation planners and managers to know in advance
the roads that are fundamental to the success of the plan so as to fortify them
and consider alternatives in case of failure during the evacuation. The novelty in
our approach lies with the fact that we consider different vehicles with different
refueling needs when making the decisions for fortifying part of the evacuation plan.
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This chapter is organized as follows. In the remainder of Sect. 1, we offer
a brief literature review. We then proceed to present the basic framework we
work with, along with the mathematical programming formulation in Sect. 2.
Section 3 provides a new betweenness variant that we then use to solve our
problem heuristically. We present an indicative case study in Sect. 4 by applying
the problem to a well-known transportation network benchmark instance, the Sioux
Falls transportation network. We then conclude this work and offer insight into
interesting future work in Sect. 5.

1.1 Alternative Fuel Vehicles

While market penetration of alternative fuel vehicles is constantly growing [1],
access to reliable infrastructure networks for energy supply and resilience of
operations remain major challenges (e.g., [2, 3]). During evacuations, drivers of
emerging vehicle technologies, like electric ones, can be stranded due to limited
driving range and transportation network’s disruptions. Policymakers in the United
States, EU, and other regions around the world set ambitious goals of alternative
fuel vehicles adoption; for instance, in the United States, decision-makers target
50% electric vehicle sales by 2030 [4]. Mass transitions to alternative fuel cars will
reduce vehicles’ range (e.g., from 403 miles of median range for a conventional
vehicle to 234 miles of median range for an electric one [5]) and increase
dependencies to a sparse energy supply infrastructure network. Hazardous events
and emergencies, exacerbated by climate change [6], will only magnify issues faced
by alternative fuel vehicle drivers [7, 8]. Emergency coordinators and managers play
an important role in creating preemptive evacuation plans for vulnerable alternative
fuel vehicle users and safeguarding them from adverse conditions. In the existing
literature, such plans typically address single threats (e.g., [9, 10]) and are fast,
convergent (i.e., tree graph), one-directional (i.e., contraflow), and enable reliable
access to refueling infrastructure [11]. Current evacuation path designs do not
focus on fortification strategies, even though hybrid threats in this context can have
catastrophic consequences, such as loss of property and life. Thus, addressing hybrid
threats in evacuation planning by identifying critical infrastructure in evacuation
networks of alternative fuel vehicles is both a scientific and practical challenge that
this chapter aims to address.

1.2 Evacuation and Disaster Management

Evacuation is a traffic assignment problem, with drivers found to prefer familiar
routes and interstates [12] while simulation is often used to solve such dynamic
problems [13]. Evacuation routing and path designation literature has treated this
problem as a network flow one that minimizes total travel time using exact or
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heuristic algorithms to get solutions (e.g., [14–16]). Designated evacuation routes
often have desirable characteristics like seamlessness for ease of route signage and
avoidance of evacuees’ confusion [17, 18], contraflow that enables the reversal
of links on the network for increased road capacity and faster evacuations [19],
and practical access to refueling networks by evacuees via rerouting them through
respite sites [11, 20]. Due to the advent of alternative fuel vehicles, research is
addressing access to energy supply networks for, for example, electric vehicles, by
estimating delays at charging stations [10], and designing routes for reaching safety
[9, 11].

1.3 Threats to Evacuation and Transportation

Transportation networks are one of the most fundamental systems that we rely
on every single day. According to Presidential Policy Directive 21 on Critical
Infrastructure Security and Resilience, transportation systems (including road trans-
portation) is one of the critical infrastructure sectors [21]. In the same document,
some of the threat/attack vectors that are outlined against transportation networks
are natural disasters (e.g., hurricanes), cyberattacks, and terrorist attacks on the
highway system. With the increased reliance on cyber systems to control automated
vehicles and traffic control, cyberattacks could cause highways to close down
especially during the most inopportune time (as in when a large-scale evacuation is
under way). Additionally, the existence of legacy control systems in transportation
only exacerbates the threat [22]. Hence, the identification of critical infrastructure
before an evacuation takes place is of utmost importance as it will allow for both
fortifying the infrastructure and providing us with time to think of alternatives.

1.4 Critical Element Detection

Detecting critical elements (i.e., nodes, edges, or other structures) in networks has
been especially prominent over the last 20 years. With the interest of research in
network analysis growing toward network vulnerability and survivability, more and
more studies have focused on the detection of elements whose failure or disruption
causes significant changes. This is evidenced by the increasing number of surveys
in the topic (see, e.g., [23, 24]). In traditional critical node detection problems, the
setup is as follows. Given a graph .G(V,E) and a connectivity metric .C(G), does
there exist a set of nodes .S ⊂ V of cardinality .|S| ≤ k such that .C (G [V \ S]) ≤ l?
In the previous definition, we use .G [S] to denote the subgraph of .G(V,E) that is
induced by .S ⊆ V . A similar setup can be posed for detecting critical edges.

As the definition of the connectivity metric .C(G) changes, we obtain different
variants. However, so long as the property that the new graph .G [V \ S] needs
to satisfy upon removal of S is nontrivial and hereditary, then the critical node
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detection problem is .NP-hard [25]. This is why we often resort to other views
of criticality or “importance” to solve these types of problems.

Such another view of criticality or “importance” comes from centrality and its
relationship to network vulnerability [26]. Later in this work, we propose a variant
of a traditionally used centrality metric to identify roads of importance in our
evacuation plans. That said, centrality is a vast field of research with applications
in areas as diverse as computational biology [27–29], student networks [30, 31],
the social sciences (see, e.g., [32]), criminal network analysis [33], and, of course,
transportation [34–36].

A brief history of centrality should always begin in the late 1940s and the
fundamental contributions of Bavelas [37, 38], which assigned importance to nodes.
Later, contributions by Anthonisse [39] and Freeman [40, 41] would spur new
betweenness-based importance metrics: these metrics relied on the assumption
that the exchange of information between two actors would traverse through their
shortest path in the network, making the intermediate nodes and edges critical. More
recently, extensions have been proposed to capture new ideas in network analysis.
These ideas range from residual centrality [42] (where the importance of a node is
quantified by its impact upon removal or deactivation) to group centrality [43–45]
and the centrality of induced clusters (such as cliques [46, 47], stars [48, 49], and
others [50]). Centrality measures (and specifically betweenness) have been applied
in evacuation (see, e.g., [51, 52]); however, in our case, we employ them in a slightly
different manner.

Specifically, in this work, we use a variant of betweenness centrality to identify
crucial roads to our evacuation plans. The metric and its details are presented in
Sect. 3.

2 Framework

In this section, we provide the necessary notation and fundamentals, the problem
definition, and, finally, the full mathematical formulation.

2.1 Notation and Fundamentals

Let .G(V,E) be a directed graph that represents the transportation network. There
exists some node .s ∈ V that is treated as the shelter: that is, a safe location
that vehicles in our transportation network aim to reach during the evacuation
process. Moreover, we assume the existence of a set of different types of vehicles
K . Every vehicle .k ∈ K requires different refueling infrastructure. For example,
.K = {gas, electric, hydrogen} would imply the existence of three types of vehicles:
traditional gas-operated vehicles, electric vehicles, and vehicles with hydrogen cells.
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Each node .i ∈ V is associated with a demand .qk
i , which is different for each

vehicle type .k ∈ K . Moreover, certain nodes may serve as refueling centers for
vehicle type .k ∈ K: if that is the case, we define .αk

i = 1, otherwise .αk
i = 0. We

also assume that each vehicle of type .k ∈ K begins with a “full tank.” We define
that quantity as .Rk . For simplicity, and in order to avoid dealing with queuing at
refueling stations, we assume that every vehicle spends the same amount of time
to refuel. This time, denoted as .τ k , is only dependent on the type of vehicle. As
an example, conventional gas vehicles could require less time to fully refuel than
electric vehicles.

Finally, every edge .(i, j) ∈ E is associated with two parameters: .tij and .φk
ij .

The former is the time it takes to traverse the edge. The latter is the amount of fuel
that traversing the edge requires. Note how the amount of fuel is different for each
vehicle type k, implying that some vehicles may need to spend more fuel than others.
If each edge only required .φk

ij = 1, then this could be viewed as a “hop”-constrained
version of the problem, similar to the one studied in [11].

2.2 Problem Definition

We are now ready to provide the formal problem definition. We consider the case of
an evacuation planner or disaster manager that is deciding on the routes that different
types of vehicles will need to follow during an evacuation. At the same time, we also
consider the existence of an adversary that aims to disrupt these plans by disrupting
a set of edges in the network. We assume that when an edge is disrupted, vehicles
are unable to use it. Of course, if the adversary disrupts all edges leading to refueling
stations, then vehicles that are located far from the shelter would be unable to reach
their destination.

From the evacuation planning side, we consider the evacuation tree problem [17,
18]. In an evacuation tree, vehicles are forced to follow one path to safety. This
implies that at no point in the evacuation route are vehicles allowed to bifurcate
and follow two or more different paths. This renders the evacuation process more
seamless and easier to follow and coordinate. Since in our case we are dealing with
a set of vehicle types K , we will also be identifying .|K| evacuation trees. To ensure
the success of the evacuation routing, evacuation trees for different vehicles are not
allowed to conflict. This implies that if the evacuation tree for conventional gas
vehicles uses a specific street, the evacuation tree for a different vehicle fuel type is
only allowed to use that same street in the same direction, or not at all.

Additionally, vehicles are required to refuel in order to reach their final desti-
nation safely. To achieve that, our evacuation trees will need to be built in a way
that vehicles have access to their unique refueling infrastructure when they need
to. Once the evacuation routes are built, the adversary will select a set of edges to
disrupt of cardinality at most equal to their budget, B. Our problem then poses the
question: “Which are the edges/streets that are most important for the well-being
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Fig. 1 In this indicative example, there are 100 vehicles of fuel type 1 with .R = 2 waiting to
evacuate from node 1; as well as 50 vehicles of fuel type 2 with .R = 3 waiting to evacuate from
node 5. The shelter is located in the northwest corner. Nodes 4, 8, and 12 are refueling stations for
both types of vehicles. The network is presented in (a). The evacuation trees for the two demand
nodes are shown in (b)

Fig. 2 Here we show the optimal adversary attacks with a budget of one or two edges. For one
edge, the optimal course of action for the adversary is shown in (a), along with the new evacuation
tree. The solution for a budget of two edges is presented in (b)

of our evacuation process?” We depict the problem with the following indicative
example. Assume that we are evacuating two locations (nodes 1 and 2) using the
transportation network shown in Fig. 1.

In Fig. 2, we note that given a budget that is big enough, the adversary will try to
completely close down the path of as many vehicles as possible (see, e.g., Fig. 2b,
where the 100 vehicles at node 1 have no way of escaping). On the other hand, with
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limited budget, the adversary will try to upend the evacuation process of as many
vehicles as possible.

For example, in Fig. 2a, we see that even though the adversary only blocks one
road, this causes quite the change in the evacuation plan. For starters, vehicles of
type 1 starting from node 1 have to completely change their route; they cannot
simply get re-routed to node 9 and 13 before reaching safety, because they do not
have the fuel to do so. Instead, they need to refuel at node 8 (and again at node 12)
prior to reaching safety. At the same time, the evacuation plan for vehicles at node
5 also needs to change as they can no longer use the road connecting node 8 to node
9. Using it would cause a conflict between vehicles that have originated from node
1 and are headed to refueling.

Finally, we observe that the optimal solutions for the adversary are not hereditary:
that is, the set of optimal edges to disrupt for budget .B1 is not necessarily a subset
of the set of optimal edges to disrupt for budget .B2 when .B1 < B2. Assume we had
an increased budget of three edges in our indicative toy example, then we would
prefer to disrupt the edge from .B = 1 (the one connecting node 4 to safety) and
completely disconnect node 5; furthermore, if we had a budget of four edges, then
we would opt to disconnect both nodes 1 and 5, leading to stranding all vehicles
before they can evacuate.

2.3 Mathematical Formulation

After the notation and the problem definition, we are finally ready to present our
mathematical formulation. We begin with the evacuation planning problem, that is,
the inner problem.

Let .fij be the flow on arc .(i, j) ∈ E. Now, the flow on that arc can have
originated from many different nodes. We then define .f k

ijm as the flow on arc
.(i, j) ∈ E that originated from .m ∈ V and is for vehicles of fuel type k. Note
how this variable is only defined over the set of nodes .m ∈ V and fuel types .k ∈ K

such that .qk
m > 0. We also define .xk

ij as a binary variable that indicates whether

an edge is part of the evacuation tree for vehicles of fuel type k. If .xk
ij = 0, this

immediately implies that vehicles of fuel type k are not allowed to use edge .(i, j).
We also define two decision variables to keep track of fuel and refueling

operations. Variables .rk
im keep track of the fuel that vehicles of type k that originated

from node m have when reaching node .i ∈ V . Note that we assume that all vehicles
start with full fuel, and hence .rk

mm = Rk . We also allow vehicles to refuel when
needed so that they may reach the shelter. If a vehicle is set to refuel at node i

(provided node i has the proper refueling infrastructure for vehicle type k), then we
set binary variable .wk

im = 1.
With these variable definitions at hand, and alongside the notation introduced

earlier in Sect. 2.1, we are now ready to present the full formulation in (2).
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Specifically, in the objective function of (2a) we minimize the total time to have
every vehicle evacuate. The time consists of both the travel time (assumed to be
linear) and the time to refuel at a refueling station along the way. Constraints (2b)
define variables .fij by consolidating all flow from every origin and of every vehicle
fuel type. Constraints (2c) force the existence of evacuation trees; specifically, they
enforce that there can be at most one outgoing arc used from every node in the
network. Constraints (2d) stop conflicts among the evacuation trees by prohibiting
them from going in the opposite directions. Continuing, in constraints (2e), we only
allow flow of a specific type of vehicle on an arc if it is part of the corresponding
evacuation tree. For now, we assume a big-M capacity over here; however, that
could be replaced with actual capacities when those are available. Constraints (2f)
and (2g)–(2i) keep track of the fuel of each vehicle. The former “starts” every
vehicle on a “full tank”; the latter two state that a vehicle will either spend .φk

ij

amount of fuel to traverse an arc or will fully refuel. To control where vehicles are
allowed to refuel, we have constraints (2j). Continuing, (2k) are the traditional flow
preservation constraints. Finally, (2l)–(2p) provide the variable restrictions, as those
were defined earlier in the section.

Note how this problem, solved by the evacuation planners, is referred to asEvac.
Now, let us bring the adversary to the mix. Given a budget B, the adversary will
select a set of edges of cardinality at most B with the sole goal of disrupting our
evacuation plans. Let .yij = 1 if and only if the adversary disrupts edge .(i, j). We
then define the set of all feasible solutions for the adversary (i.e., all combinations
of edges they can remove within their budgetary constraint) as

.Y =
⎧
⎨

⎩y ∈ {0, 1}|E| :
E

(i,j)∈E

yij ≤ B

⎫
⎬

⎭ .

Moreover, let

.X (y) =
{(

x, f, f k
m,w, r

)
: (2b)–(2p) are satisfied and xk

ij ≤ 1 − yij ,∀ (i, j) ∈ E
}

.

Then, the bilevel optimization problem can be formulated as in (1).

.max
y∈Y

min
(x,f,f k

m,w,r)∈X (y)
z (1)

In the next section, we propose a heuristic based on a variant of betweenness to
tackle this problem.
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3 Side-Constrained Betweenness Heuristic

Before providing the heuristic algorithm, we begin this section with the intuition
behind the proposed side-constrained betweenness centrality metric.

3.1 Intuition

Consider a vehicle of fuel type k evacuating from some node i toward the designated
shelter. For simplicity, let us assume that the fuel required for traversing every edge
is normalized to be equal to 1 (this is also referred to as “hop”-constrained, see [11]).
Moreover, let .dij be the shortest path distance (i.e., geodesic distance) connecting
nodes i to j . In our case, we are interested in the shortest path to the shelter, and
hence, we define .dis,∀i ∈ V .

If .dis > Rk , then vehicles of fuel type k originating from node i will need to
refuel prior to reaching the designated safety zone. This refueling process could
potentially happen multiple times. For example, if a vehicle is located at node i

such that .dis ≤ Rk , then it can reach safety with the fuel it currently has; if .l · Rk <

dis ≤ (l + 1) · Rk , then it will require at least .l refueling stops.
Granted, in the original evacuation tree problem, no vehicle is guaranteed to use

its shortest path to safety in order to ensure a safe, seamless, and robust evacuation
plan. However, we can use this intuition as a heuristic approach in order to identify
important streets that we need to protect. We now present the algorithm in the next
subsections.

3.2 Side-Constrained Betweenness Centrality

In traditional shortest path betweenness centrality [40, 41, 53, 54], we are concerned
with the fraction of shortest paths between any two nodes .i, j that pass through node
h. In our case, we deal with the edge-based variant [39] where we are concerned
with the fraction of shortest paths between any two nodes .i, j that use edge e.
Specifically, let .σij be the total number of shortest paths connecting nodes .i, j , and
let .σij (e) be the number of shortest paths connecting node .i, j that use edge .e ∈ E.
Then

.be =
E

i∈V

E

j∈V

σij (e)

σij

.

In this variant, betweenness centrality with refueling considerations, we are
interested in the most important edges when reaching a terminal node s starting from
any node such that we respect the fuel constraints. Vehicles of type k originating
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Fig. 3 In this simple graph, nodes 3 and 6 are the only available refueling stations. We then
calculate seven shortest paths: from the origin m to the terminal node/shelter s, from m to each
of the refueling stations, between all refueling stations, and from the refueling stations to s

from node .m ∈ V will need to refuel at any of the nodes .i ∈ V such that .αk
i = 1. To

solve the problem, we follow a three-step approach for each origin .m ∈ V and each
fuel type k.

Step 1: All Shortest Paths Calculation

We begin by calculating all shortest paths between any origin node .m ∈ V and all
refueling stations and the shelter node. We also calculate all shortest paths between
any two refueling stations of type k (i.e., between any two nodes .i, j such that
.αk

i = αk
j = 1). Finally, we calculate all shortest paths between any refueling station

of type k and the shelter node. We visualize these calculations in Fig. 3.

Step 2: Building Refueling Graph

With all shortest paths from the first step, we build a new graph that only includes
the specific origin node, the shelter, and all refueling station nodes. In this new graph
.Gk

m, we only connect two nodes if the shortest path between them is smaller than
or equal to .Rk . We show the construction in Fig. 4 for a vehicle of fuel type k with
.Rk = 2.
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Fig. 4 In the same simple graph from earlier, we now only consider four nodes: m (origin), s

(shelter), .3, 6 (refueling stations). The solid edges are the ones that we can use and correspond to
the shortest paths that satisfy the fuel condition. The dashed edges are the ones that are unusable
due to the fuel condition

Fig. 5 The obtained shortest path that respects the fuel condition in both the new and original
networks

Step 3: Shortest Path Calculation

The last step takes .Gk and calculates a simple shortest path between the origin node
m and the shelter s. The shortest path found is guaranteed to respect all refueling
needs of vehicles of type k originating from node m (see Fig. 5).
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3.3 Heuristic

For every vehicle fuel type k, we then calculate

.b̂k
e =

E

i∈V :qk
i >0

σ̂ k
is(e)

σ̂ k
is

, (3)

where .σ̂ k
is is the number of side-constrained shortest paths connecting node i to

s in .Gk and .σ̂ k
is(e) is the number of those that also use edge e. Calculating this

centrality value for every edge e will lead to a ranking of edges by importance for
each vehicle fuel type k. The closer .b̂k

e is to 1, the more important edge e is for
vehicles of type k originating from node i. The metric can be easily updated into
.b̂k'

e to account for demands through multiplying by .qk
m, that is, using .σ̂mk(e)

' =
qk
m · σ̂mk(e) in the numerator of (3). We actually use the metric that accounts for
demands originating at each node in the heuristic, which consists of solving a simple
knapsack problem as shown in (4). Since all “profits” of the knapsack problem are
equal to one another, then the problem can be greedily solved by picking the B

edges with highest .
E

k∈K b̂k
e .

.max
E

e∈E

E

k∈K

yeb̂
k
e . (4a)

s.t.
E

e∈E

ye ≤ B, . (4b)

ye ∈ {0, 1} ,∀e ∈ E. (4c)

The full heuristic approach is presented in Algorithm 1. We note that it consists of
three phases: in the first phase (lines 2–9), we consider the number of shortest paths
and corresponding demands for each vehicle fuel type that passes through a specific
node, subject to all refueling constraints. Then, in the second phase, we calculate
the actual side-constrained betweenness metric (lines 10–16). Finally, in the third
and last phase, we greedily solve a knapsack problem to identify the best edges to
interrupt (lines 17–18). We note that in our implementation, the second phase can
happen within the first phase loop; that said, for exposition purposes we present two
loops for the two phases in Algorithm 1.

4 Computational Results

We show an indicative small case study on the transportation network of Sioux
Falls, a well-known benchmark in transportation engineering [55]. We also use the
demands and charging station locations as noted in the work of Purba et al. [11].
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Algorithm 1 Heuristic for identifying top B edges for disruption
1: function CRITICAL EDGES

2: for all .k ∈ K do
3: for all .m ∈ V : qk

m > 0 do
4: Calculate .σ̂ k

ms

5: for all .e = (i, j) ∈ E do
6: Calculate .σ̂ k

ms(e)

7: end for
8: end for
9: end for
10: for all .k ∈ K do
11: for all .m ∈ V : qk

m > 0 do
12: for all .e = (i, j) ∈ E do
13: .b̂k'

e ← qk
m · σ̂ k

ms(e)/σ̂
k
ms

14: end for
15: end for
16: end for

17: .y∗ ← argmax
y∈{0,1}|E|

{ E
e∈E

E
k∈K

yeb̂
k
e : E

e∈E

ye ≤ B

}

18: .S ← {
e ∈ E : y∗

e = 1
}

19: return .S
20: end function

Table 1 The roads that we
should be protecting
assuming .R2 = 2

p

1.0 0.75 0.50 0.25 0.00

Top #1 .(5, 2) .(4, 2) .(4, 2) .(4, 2) .(4, 2)

Top #2 .(9, 5) .(11, 4) .(11, 4) .(11, 4) .(11, 4)

Top #3 .(4, 2) .(7, 2) .(7, 2) .(7, 2) .(10, 11)

Top #4 .(7, 2) .(5, 2) .(18, 7) .(10, 11) .(7, 2)

Top #5 .(11, 4) .(18, 7) .(20, 18) .(18, 7) .(18, 7)

Specifically, our slightly modified network is shown in Fig. 6. The modification
is due to the fact that node 2 that is designated as the shelter/safe zone is easy
to disconnect in the original network; hence, we added more edges from nearby
nodes. All the visualizations and the heuristic were implemented in Python using
networkx [56].

Our experiment is designed as follows. First, we assume two different vehicle
fuel types: the first one has enough fuel to traverse the network and escape without
refueling and hence .R1 = M , while the second one has .R2 ∈ {2, 3, 4}. Then, we
consider that the fraction of vehicles of fuel type 1 are .p ∈ {1, 0.75, 0.5, 0.25, 0}
(equivalently, the fraction of vehicles of fuel type 2 would be .1−p). Finally, we try
different values for the adversarial budget in .B ∈ {1, 2, 3, 4, 5}. We note here that
our heuristic approach will always be building on the previous solution. The edges
that should be fortified/protected then are presented in Tables 1, 2, 3.

First of all, we observe that the results become more and more similar as the fuel
capacity for vehicles of type 2 increases, becoming identical for .R2 = 4. We also



96 C. Vogiatzis and E. Kontou

Fig. 6 The network of the
instance of Sioux Falls. The
chargers for electric vehicles
are in nodes 5, 11, 12, 15, and
16 (taken from [57]). The
shelter/safety zone is at node
2. A change from the original
network is that edges have
been added from nodes 3, 4,
5, and 7 toward safety

Table 2 The roads that we
should be protecting
assuming .R2 = 3

p

1.0 0.75 0.50 0.25 0.00

Top #1 .(5, 2) .(4, 2) .(4, 2) .(4, 2) .(4, 2)

Top #2 .(9, 5) .(5, 2) .(11, 4) .(11, 4) .(11, 4)

Top #3 .(4, 2) .(11, 4) .(5, 2) .(5, 2) .(6, 2)

Top #4 .(7, 2) .(9, 5) .(9, 5) .(6, 2) .(5, 2)

Top #5 .(11, 4) .(7, 2) .(6, 2) .(9, 5) .(8, 6)

Table 3 The roads that we
should be protecting
assuming .R2 = 4

p

1.0 0.75 0.50 0.25 0.00

Top #1 .(5, 2) .(5, 2) .(5, 2) .(5, 2) .(5, 2)

Top #2 .(9, 5) .(9, 5) .(9, 5) .(9, 5) .(9, 5)

Top #3 .(4, 2) .(4, 2) .(4, 2) .(4, 2) .(4, 2)

Top #4 .(7, 2) .(7, 2) .(7, 2) .(7, 2) .(7, 2)

Top #5 .(11, 4) .(11, 4) .(11, 4) .(11, 4) .(11, 4)

observe that as the distribution of vehicles changes, and the alternative fuel vehicles
(vehicles of type 2) increase in number, then the adversary starts attacking more
roads in the periphery so as to hurt access to refueling infrastructure. On the other
hand, when only conventional vehicles are on the road, then the adversary focuses
their attacks on the roads leading to the shelter.
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Fig. 7 The solution obtained
for a budget of five attacks in
the case where .R2 = 4

As we noted earlier, the results for .R2 = 4 are identical, no matter the distribution
of vehicles. This is expected as .R2 = 4 is big enough in this network for the two
vehicles to evacuate following similar routes. We show the solution obtained in all
distributions for .R2 = 4 in Fig. 7.

5 Concluding Remarks

In this work, we build upon previous work in evacuation planning with and without
alternative fuel vehicles. Newer technology vehicles that are powered by electricity
or hydrogen are becoming more and more popular; that said, they also come with
the setback of having sparser refueling infrastructure available to them. Due to
that, they can become particularly vulnerable during a large-scale evacuation order.
Additionally, the dependence of our transportation infrastructure on electricity and
communication networks renders it more susceptible to cyberattacks. Hence, a
hybrid threat in the form of a natural disaster (e.g., hurricane) and a terrorist attack
(e.g., cyberattack or misinformation campaign) can be treacherous for all evacuees
and more so for evacuees relying on alternative fuel vehicles.

This is why we propose an evacuation modeling framework that considers the
refueling needs of alternative fuel vehicles alongside more traditional vehicles. We
also propose a new framework that reveals the biggest gaps in our evacuation plans:
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specifically, we ask the question, “What is the set of roads that are most critical for
the success of the evacuation?” Due to the difficulty of the bilevel problem proposed,
we design and implement a variant of the betweenness centrality metric and we use
it in a heuristic to identify the most critical edges in our transportation network. We
conclude this work with the presentation of results of numerical experiments in a
small-scale network. We show that both the distribution of vehicles in the market
and the fuel capacity (driving range) of vehicles affects the evacuation plan and the
attack strategy of the adversary.

Extensions of this work should focus on exact or heuristic solution method-
ologies of the proposed bilevel problem addressing the criticality of links of
the evacuation networks of alternative fuel vehicles. Additionally, a comparison
between other centrality metrics in the context of criticality in the presence of
alternative fuel vehicles in a transportation network would be useful. Future research
can leverage our work on hybrid threats to create fortification plans of evacuation
and alternative fuel infrastructure networks. The siting of refueling infrastructure
networks can be modeled to address both cost efficiency and resilience of a
transportation system powered by a diversity of sources.
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Risk Assessment and Identification
Methodology for the Defense Industry
in Times of Crisis: Decision-Making

Isabella T. Sanders

1 Introduction

Supply chains are only as strong as the connections within them. One of the key
bonds in a supply chain is the relationship between a firm and its supplier. A
firm depends on its suppliers for reliability. A single plant shutdown can cause
disruptions throughout the supply chain costing companies time and money. It is
important to be able to assess risk in a supply chain in order to inform firms of
potential weak links. In fact, a reduced supplier base is one of the main factors
contributing to potential supply chain disruptions [11]. In times of crisis, the factors
that contribute to supplier risk are often exaggerated but not any different than in
normal times. A robust risk model will include factors that measure risks for such
crises.

Some risks are routine and easily predictable, and others are not as easily
forecasted. Therefore, supply chain risk can often be hard to quantify and subjective.
Historical methods to assess supply chain risk in applied situations often involve a
high degree of subjectivity with a focus on qualitative information. This study’s risk
assessment computes supplier risk by concentrating on the use of quantitative data.
Suppliers face risk from many different directions.

U.S. government purchasing agents oversee complex and elaborate supply
chains. Each purchasing agent oversees thousands of contract companies with tens
of thousands of plants. Such complexity within supply chains can be tough to
manage [27]. With such an expansive supply chain, it can be difficult to screen
potential and existing suppliers using historical methods that focus on time-intensive
qualitative data collection through the use of interviews and surveys. The US
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government has studied the potential use of bankruptcy models but concluded
that at the time of publishing there was not a promising strategy [8]. The US
government also has created risk models, but found that some factor definitions are
too ambiguous and some factors are hard to obtain [42]. Our model aims to present
a clear data-driven framework that quantifies supplier risk at the plant level through
a combination and weighting of different metrics.

2 Literature Review

The supply chain risk management (SCRM) field gained traction in the early 2000s
and has grown to interlap with other directly related areas such as enterprise
risk management and supply chain management [43]. SCRM “encompasses the
collaborative and coordinated efforts of all parties involved in a supply chain to
identify, assess, mitigate and monitor risks with the aim to reduce vulnerability
and increase robustness and resilience of the supply chain, ensuring profitability
and continuity” [4]. There are three main techniques to model and solve problems
within SCRM, “(1) multiple criteria decision analysis techniques; (2) mathematical
modeling and optimization; and (3) Artificial Intelligence (AI) techniques” [3]. This
paper chooses to focus on the supplier risk identification and assessment stages
of SCRM using multiple criteria decision analysis techniques and mathematical
modeling to model and solve.

Supply risk is made up of all risk that arises due to the disruption of upstream
movement of materials, information, or capital [35]. Eberle [15] breaks supply risk
into two categories, external procurement risks and internal operational risks. A later
paper studied the significance of both internal and external procurement risks and
found that external procurement risks from the supply side make up the largest threat
within industry [24]. Here, we focus specifically on Supplier Risk Identification and
Assessment.

3 Supplier Risk Classifications

Several studies have broken down supply risk into different classifications with
different weights. Mason-Jones and Towill [28] break risk into overlapping cate-
gories of environmental, supply and demand, process risk, and control risk. Zsidisin
[54] focuses on internal supply risks including design, quality, cost, availability,
manufacturability, supplier, legal, and environmental health and safety. Matook [29]
assesses each supplier based on seven risk types price, quality, quantity, process,
technology, economic, and environmental. Pettit’s [36] Supply Chain Resilience
Framework identifies seven different sources of supply chain vulnerability: turbu-
lence, deliberate threats, external pressures, resource limits, sensitivity, connectivity,
and supplier/customer disruptions. There have also been studies done focusing
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on specific industries. Blackhurst [7] focuses on the automotive industry where
risk is assessed at the part level in the overarching categories of quality and
disruptions/disasters. Sinha et al. [41] focused on the aerospace industry studying
the difference between foreseen and perceived risks where a foreseen risk is backed
by data and a perceived risk is identified based on intuition and speculation.

Risk weights within these studies are either not discussed [36] or determined
by either the researchers [7], or statistical analysis ([23, 29]). We propose the use
of an established technique that has not been used in supply chain risk literature
to our knowledge, the DELPHI method. The method was first introduced in a
study conducted by the RAND Corporation with sponsorship by the US Air Force.
The DELPHI method combines the decisions of a structured group of individuals
through a series of rounds of questionnaires in order to “obtain the most reliable
consensus of opinion of a group of experts” [13]. Since its inception, it has been
successfully used in the fields including but not limited to location analysis [25],
business forecasting [21], and food risk governance [52]. The DELPHI method is
used in this study to collect the risk factors influencing the supply chain, select the
appropriate factors, and weigh each of the factors. Since there is little literature on
supply chain risk for government purchasers, the Delphi method will enable this
study to ensure a comprehensive list of risk factors is considered for selection and
appropriate weights are carefully chosen.

Every supply chain is unique and a subset of risk metrics should be chosen based
on the firm, not a compiled exhaustive list. “There is no ‘one size fits all’ approach
to assessing risk” firms “need to define risk categories based upon their own needs,
industry type, supply chain type” [7]. Risk identification and assessments must
align with the supply chain objectives of the firm [29]. A reduced number of risk
categories is favored such that the amount of data needed is lessened [29] resulting
in a model that is easy to understand and implement. Therefore, in this study we
choose a subset of vulnerabilities from these authors in which to build our supplier
risk model and expand certain categories to address particular risks present within
US Government Developer supply chains.

The literature presents conceptual frameworks [36], an analysis of current
techniques [53], and proposed risk assessment models with limited implementation
[7, 37, 41]. These previous works depend on the use of surveys, focus groups,
observations, and interviews for implementation, focusing on qualitative informa-
tion. While valuable, gathering this information can be time-intensive and the
information gathered is often subjective. Blackhurst et al. [7] call for future research
to “explore the use of intelligent agents to automatically collect and enter some of
the data required to use the model.” This paper aims to create a data-driven model
where the majority of information originates from scientific data sources, which can
be routinely pulled from online databases and sources through a computer program.
This data-centric approach reduces the bias within the model associated with human
error and allows for accelerated information collection and input into the model.
Accelerated information collection leads to a swifter model execution time frame
enabling firms to run the model more often and assess risk regularly.
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4 Financial Bankruptcy

Financial risk is an important consideration within supplier risk and has been used
in numerous studies. The U.S. bankruptcy code consists of five principal chapters,
with the two most predominant chapters being chapter seven (liquidation) and
chapter eleven (reorganization of a business). The most common form of bankruptcy
in the U.S. is chapter seven bankruptcy [49]. However, within U.S. Government
Purchasers chapter eleven is more common [19]. In this study, we consider both
chapter seven and chapter eleven bankruptcy.

Bankruptcy models have been studied for many years [1, 5, 33]. However, they
are seldom used within supplier risk models. The proposed classification model will
often include a financial/bankruptcy risk factor but will not explore the calculation
of this factor. Within supplier risk classifications, bankruptcy risk is often treated
as a black box where the risk rating is determined by the subjective judgment
of a manager without any supporting data provided. Matook et al. [29] used a
combination of questionnaires and expert discussions to determine their economic
risk factor. Blakhurst et al. [7] allowed “ratings for [risk] factors [to] be made by
purchasing agents, production control personnel, quality inspectors production level
employees, etc.” While these employees may be familiar with their plants and even
risk assessment, this method leaves room for a great degree of subjectivity. Each
employee views risk from their own lens where a risk of 7 for one employee may
be 9 for another. While subjectivity is likely to always be present within supplier
risk models, it is important to limit it as much as possible to reduce bias. Jung et
al. [23] is one of the few studies that utilizes data-supported financial factors proven
effective by previous bankruptcy studies within their supply risk analysis but is not
focused on the defense industry.

There have been dozens of bankruptcy models proposed in literature over the
past 60 years. Historical models have used hundreds of different factors in different
combinations [6]. Examples of such factors include financial ratios [1], market-
based variables [9, 40], and macroeconomic variables [47]. The four main model
types found in bankruptcy literature include discriminant analysis, logit analysis,
probit analysis, and neural networks [6]. Even with a great amount of differences
existing between models in the literature, the majority of these models “show
high predictive ability” in empirical testing [6]. Despite the abundance of models
available, bankruptcy prediction models are not commonly used in practice or in
supplier risk analyses. Bellovary et al. [6] call for future research to focus on the
use and application of existing models rather than the creation of new models.
Therefore, we expand upon the work done by Dickerson et al. [14], which builds
a linear discriminant bankruptcy model that is trained, validated, and tested on a
novel defense sample dataset. In their study, they compared the performance of
their own model to well-known military bankruptcy models of Dagel and Pepper
[12], Moses and Liao [31], Godfrey [20] and the most popular general bankruptcy
models in literature Ohlson [33] and Altman [1]. As Dickerson et al.’s model has the
best efficacy as applied to the most recent decent data at 92%, it is used in our hybrid
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risk assessment model within the financial risk category of the overall supplier risk
assessment.

Very few empirical studies exist that consider both financial indicators and other
supplier risk indices [23]. Jung et al. [23] present a study that considers suppliers
(at the company level) of a purchasing agent, which focuses on mostly internal
risk factors. The study considers supplier risk, market, switching, relationship, list,
size, quality, technology, delivery, and cost in addition to financial variables used in
previous bankruptcy studies. The financial and cost capability variables that were
calculated from the financial information of suppliers and quality, dependability,
and R&D capabilities were estimated based on internal agent data. Jung produces a
valuable framework for supplier risk management. However, the needs and concerns
of a large-scale US government purchaser are different than that of a Fortune 500
Korean firm leading us to present a new framework.

Our study explores supplier risk at the plant level, a step deeper than the
company or firm level. In addition, this paper introduces several location-based risk
factors accounting for the geographical spread of the suppliers. Through integrating
financial, internal, and location-based risk factors at a global level, we address both
Jung and Bellovary’s suggestions for future research and create a novel data-based
structured model for global suppliers.

5 Summary of Model

Most historical supply chain risk models have been built on qualitative data
and do not explore the data collection necessary to implement the model. When
empirical studies are done, the models depend on time-consuming qualitative data
collection. Very few empirical studies exist that utilize existing bankruptcy models
to incorporate financial risk into the supplier risk methodology. Though the US
government has built risk models before, there is a current need for a structured,
data-driven supplier risk methodology that is easily implemented. Our framework
uses the DELPHI method for risk factor selection and weight. The values of
the factors for each plant are retrieved from reputable quantitative data sources.
Specifically, the financial outlook risk factor is supported by a proven model in
bankruptcy literature. This methodology is then implemented through a case study
of a US government aerospace developer to assess the risk of a sample of its
suppliers, which includes dozens of firms made up of over 600 domestic and foreign
plants.

6 Methodology

Our objective is to create a data-driven supplier risk model that can assess risk within
supply chains in defense. The model classifies each supplier plant as either good,
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watch, or alert. Each year, purchasers must determine which contracts to renew
and which new contracts to accept. A classification of watch or alert signals the
purchaser to conduct further research on risky firms, before signing an agreement.
This classification model helps to reduce the number of firms to be further examined,
by identifying particularly risky ones, saving time. Informed decision-making
empowered by this model can improve the stability of a purchaser’s supplier base.
We consider several factors in this supplier risk assessment. Multicriteria scoring
approaches are commonly used for decision-making in conditions where several
factors must be considered for final output [7]. Therefore, our risk assessment model
is built using a multicriteria scoring approach to develop risk indices at the plant
level. We then apply our model to a sample of US government suppliers within the
aerospace industry.

7 Application of the DELPHI Method

The first step in the methodology is to establish a list of the most important risk
factors within the defense industry. We choose to gather and decide these factors
through the use of the DELPHI method to combine the input of several experts [13].
The experiment consisted of surveying a panel of six experts within Government
and Academia. These experts included two branch chiefs, an academic well-versed
in supply chain risk, and SMEs in the subjects of Supply Chain, Lean Six Sigma,
and Materials. A series of four questionnaires were submitted on a staggered basis.
Interviews were conducted for any follow-up questions. The experts were given the
following premise as the base of the experiment (Exhibit 1).

Summary of Project This study is to create a global supplier risk assessment
model for US government purchasers specifically within the defense industry. This
risk assessment model is intended to be used annually to assess the risk of suppliers
to the Government at the CAGE (plant) Level in order to renew and establish
contracts. In an effort to make the risk assessment as accurate as possible, we are
employing the DELPHI model in order to choose the best weights for the risk factors
within the model. We seek your expertise as a branch chief, team lead, or SME to
add input into the weightings of our risk categories. To capture the spirit of the
experiment, summaries of each questionnaire and research actions taken in between
can be seen (Exhibits 2, 3, and 4) as follows:

8 Risk Factors

The following risk components were selected during the DELPHI risk study. The
components were grouped into categories by the authors based on earlier supply
chain risk literature where possible. Each risk component and category is given a
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Exhibit 1 Outline of interviews

score from 0 to 5 based on available data, where 0 indicates the lowest risk and 5
indicates the highest risk. High risk, or a rating of 4–5, for any category or in the
overall rating indicates that the purchaser should further research the firm for more
specific sources of that risk to make a more educated purchasing decision.

9 Turbulence

Turbulence is defined as an “environment characterized by frequent changes in
external factors beyond [company] control” by Pettit [36]. In this methodology,
turbulence is divided into two components: natural hazards and disasters and
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Exhibit 2 Round table 1 summary

Exhibit 3 Risk criterion and components

geopolitical disruptions. Natural hazards are defined as a natural phenomenon that
has potential for an adverse effect on humans [34]. A natural disaster is a hazardous
event caused by natural hazards, which results in injuries, fatalities, and/or property
damage [34]. Geopolitical disruptions are changes that result from government
influence such as currency inconvertibility, trade embargoes, seizure of assets by
host governments, and political violence [26].

Natural disasters and geopolitical disruptions are extremely important for suppli-
ers to consider when evaluating risk. A single disaster or disruption can cause delays
in multiple plants at the same time. For example, in 2005 Hurricane Rita hit Texas
and Louisiana hard, resulting in shutdowns of many oil refining assets throughout
the area. Consumer-packaged goods firms were reliant on raw materials from these



Risk Assessment and Identification Methodology for the Defense Industry. . . 111

Exhibit 4 Sample survey

suppliers for their petroleum-based packaging. Shutdowns greatly impacted these
firms and caused many to change the materials for their packaging [38]. The
turbulence category is not unique to Pettit and similar categories can be seen in
numerous papers, demonstrating its importance, including a “disruptions/disaster”
category [7], an “environmental risk” [29], and a “disasters” category [53]. Three
different data sources were used for the turbulence category in our methodology.

Natural hazards and disasters domestic data were taken from the U.S. Natural
Hazards Index created by the Natural Center for Disaster Preparedness at Columbia
University. The index uses historical and projected aggregated data from eleven indi-
vidual disaster categories: wildfire, volcano, tornado, snowfall, landslide, hurricane,
earthquake, drought, heat wave, avalanche, and flood [10]. These data are found
at the county level and are assigned to CAGES by their location. Natural hazards
and disasters foreign data were taken from the Global Climate Risk Index (GCRI)
created by Germanwatch. The GCRI calculates an index for each country and bases
its analysis on data sets that measure the impacts of historical extreme weather
events [16]. It focuses on extreme weather events rather than slow-onset processes
such as global warming. Though these data sources are slightly different, both
indices are founded on reliable data. Domestic and foreign ratings were calculated
on separate scales due to the difference in the indices, but the end rating can be
compared from country to country.

The geopolitical disruptions’ domestic and foreign data were taken from the same
source, the Political Risk Map 2020 created by Marsh, a global insurance broker
and risk advisor. Marsh annually completes a Political Risk Map Report where the
scores are calculated at the country level. In this Political Risk Map, “the overall risk
scores are based on three categories of risk—political, economic, and operational—
and reflect both short- and long-term threats to stability” [26].
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10 Deliberate Threat

Deliberate threats are defined as “intentional attacks aimed at disrupting operations
or causing human or financial harm” by Pettit [36]. In this framework, the deliberate
threat is broken into terrorism and labor disputes. Terrorism is defined as “the
threatened or actual use of illegal force and violence by a non-state actor to
attain a political, economic, religious, or social goal through fear, coercion, or
intimidation” [22]. Labor disputes are characterized by disagreements between a
firm and its employees based on conditions of employment. In this study, we are
looking at the subset of labor disputes that become work stoppages or strikes where
there is a cessation of work by employees. Few papers use a category similar
to the deliberate threat. Blackhurst et al. use a war/terrorism component within
the “disruptions/disaster” category and mention the importance of strikes in their
introduction [7]. Despite its rarity in literature, both terrorism and labor disputes
were noted clearly by experts in our DELPHI study and they are essential factors
within supply chain risk.

Deliberate threats have always been a risk to businesses. Work stoppages
harm business in an obvious way, and man-hours or often days are lost due to
employee/union protest. This can delay production and impact other parts of the
supply chain. Terrorism is a growing threat to supply chains. According to the
Material Handling and Logistics, in 2016, 346 terrorist attacks took place in a wide
variety of industries and modes of transport. There are many indirect and direct
costs as a result of terrorism attacks on supply chains including physical damage
and rerouting shipping flows [30].

Labor dispute data were taken from several different sources. European data were
compiled from the European Trade Union Institute, which is financially supported
by the European Union [51]. ETUI provides a booklet, which contains summary
statistics concerning strikes in most European countries. We use the average days
not worked due to industrial action per 1000 employees from 2010 to 2018. For
Canadian data, we use data from the Employment and Social Development of
Canada, a government entity [17] to find the annual person-days not worked. We
paired this with employment information from Statista [45] to generate the average
days not worked due to industrial action per 1000 employees from 2011 to 2018.
2010 data was not available so the average was generated from 8 years instead of
the 9 used for Europe. Australia’s data was gathered from a government-funded
paper from the Australia Centre for Future Work [44]. The paper had exact data
for the average days not worked due to industrial action per 1000 employees from
2010 to 2017 so no calculations were necessary. 2018 data were not available so the
average was generated from 8 years instead of the 9 used for Europe.

Domestic data were taken from US Work Stoppages data provided by the US
Bureau of Labor Statistics [48]. These data provide annual data and analysis of
major work stoppages involving 1000 or more employees lasting one full shift or
longer. We added up the work days idle by state by year from 2010 to 2018. If there
were multiple states involved in a strike, we divided the number of workdays idle
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equally for simplicity. We then compiled the state annual employment rates from the
US Bureau of Labor Statistics. We paired the employment rates with the annual days
idle by the state to calculate the average annual days not worked due to industrial
action per 1000 employees. This calculation can be seen as follows:

Equation 1 Average days not worked

.

Average Days not worked due to work stoppage per 1000 emloyees

=
(

2018∑
i=2010

T otal Days Idle in State in year i
T otal P eople Employed in State in year i

)
÷ 9

(1)

In addition to work stoppages, the experts found during the DELPHI study
that information concerning “right-to- work” laws was also an important factor in
US Labor disputes, especially since many of these laws have been enacted in the
last decade. Right-to-work laws are based on the general principle that employees
should have the right to choose to join a union, but should not be forced to join a
union as a stipulation of acquiring or maintaining employment [32]. Such legislation
has been enacted in 27 states. When work stoppages or strikes occur in right-to-work
states, there are likely non-union employees and/or temporary employees working
allowing for continuous operation. This lessens the impact of a work stoppage on a
plant in that state. Therefore, it is used in our methodology as a component of labor
dispute.

11 Foreign Influence

The authors define foreign influence as factors that are country-dependent and
influence US government supply chains. Not many studies discuss foreign influence
as a risk since most studies were done in a single country [23] or the scope was not
discussed [54]. Pettit [36] vaguely covers factors that could be perceived as foreign
influence such as “political/regulatory change” within the category of “external
pressures” but does not go into great detail. We chose to introduce foreign influence
as a key factor within supply chain risk. This risk factor may play an even more
important role in the future as many companies and governments may choose to
move supply chains more regionally due to COVID-19. The three components that
make up foreign influence in this study include foreign entity, human rights laws,
and conflict minerals. Foreign entities are simply plants that are not located in the
USA. There is always some degree of risk when a plant is not located within the
country of the purchaser due to laws, regulations, and physical distance.

Human rights, as defined by the United Nations, are rights that are “inherent to
all human beings, regardless of race, sex, nationality, ethnicity, language, religion,
or any other status. Human rights include the right to life and liberty, freedom
from slavery and torture, freedom of opinion and expression, the right to work and
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education, and many more” [50]. They are important to supply chains because the
USA has and can ban government contracts with countries that do not adhere to
human rights laws. These violations can happen at any time and countries can get
blacklisted without warning. One of the experts in the DELPHI study recalled prior
experiences where the ban of a country caused supply chain disruption during an
interview. To capture this factor, we use the Fragile States Index powered by the
Fund for Peace. The index indicates countries where human rights were violated
or unevenly protected. This includes pressures and measures related to press
freedom, civil liberties, political freedoms, human trafficking, political prisoners,
incarceration, religious persecution, torture, and executions [18].

Conflict minerals are generally defined as minerals mined in an area of armed
conflict and traded illicitly to finance the fighting. The USA has legislation on four
specific minerals, tantalum, tin, gold, and tungsten. For these minerals, companies
must conduct a reasonable country of origin inquiry. If companies cannot prove
the source of the minerals was not from a covered country (i.e., Angola, Burundi,
Central African Republic, Republic of Congo, Rwanda, South Sudan, Tanzania,
Uganda, and Zambia), they must submit a conflict minerals report. It is not illegal
to source from the covered countries, but there is a lot of costly compliance that
is required if sourced from a non-conflict-free country [39]. Therefore, as noted by
several of the experts in the DELPHI study, the US government largely refrains from
conflict mineral countries for any supplies, which makes plants in these countries a
large supply chain risk.

12 DoD Dependence

Department of Defense (DoD) dependence refers to the proportion of defense/gover-
nment spending vs the total global sales for a firm. If a company has a high
dependence on DoD contracts, its plants are susceptible to DoD funding decisions.
If a firm has low dependence on government contracts, the DoD is susceptible to the
firm’s business decisions [42]. A company with a mixed DoD and commercial sales
makeup, where proportions are close to 50/50 are the most safe to government
purchasers. Though this category is not pertinent to most non-government
purchasers, there are parallel categories that can be considered. For example, Pettit
[36] has a connectivity category, which is defined as “the degree of interdependence
and reliance on outside entities,” which can be used in place of DoD dependence in
non-government firms. DoD dependence percentages were first collected via public
accounting documents submitted to the SEC as found on EDGAR, the SEC’s online
search tool, and through public annual reports found on company websites. If a
firm’s DoD dependence was not available publically, SMEs in government were
consulted for best estimates.
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13 Financial Risk

Financial risk is defined as a firm potential for bankruptcy. A supply chain’s
health largely depends on the financial health of its suppliers. In fact, every expert
consulted in the DELPHI study listed financial risk as the most important component
of supply chain risk. Supplier bankruptcy can lead to select plant shutdowns at a
minimum and company shutdown at a maximum. Company bankruptcy prediction
models are not new and have been studied for decades [6]. There are a plethora
of models that can be used by purchasers to aid in supply chain risk analysis;
however, their use is uncommon. For example, Zsidisin et al. conducted a case
study where seven companies were asked how their companies assessed supplier
risk. None of them used a financial model backed by literature in their supply chain
risk analysis or even a self-created financial bankruptcy risk model [54]. Due to
the abundance of models in literature and Bellovary’s [6] call for future research
to focus on the use and application of existing models rather than the creation
of new models, we use Dickerson et al.’s [14] model seen below to calculate a
classification score. This model has proven to outperform other well-known military
bankruptcy models of Dagel and Pepper [12], Liao and Moses [31], Godfrey [20],
and the most popular general bankruptcy models in the literature of Ohlson [33]
and Altman [1] at 92% average accuracy within a defense centric sample. There are
many sources where you can gather the necessary variables for use in the Dickerson
et al. model, the most comprehensive platforms that provide the necessary financial
and market information for public corporations are S&P Global Capital IQ, and
Wharton Research Data Services (COMPUSTAT).

Equation 2 Financial bankruptcy model [14]

.Y = 1.423053E−11X1+6.535611E−10X2 − 4.467937E−3X3 − 2.102952E−4X4
(2)

X1 = Current assets
X2 = Net income
X3 = Total liabilities /total assets
X4 = Current liabilities /current assets
Y = Classification score.

The classification value c is then compared to a threshold value t such that if
c < t the company is classified as expected bankrupt (1) else if c > t the company
is classified as expected non-bankrupt (0). A common threshold for t is 0 and can
be used as an initial baseline. However, if you are in a slightly different industry or
outside of the United States and data are available, a known sample can be used to
build a customized threshold value.
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Exhibit 5 Final average rankings from experts

14 Risk Weights

The risk weights seen in Exhibit 5 were determined through the survey in Exhibit
1. Basic sensitivity analysis was done, and there was little change in accuracy with
a + or – change of <5% on individual weights. However, with changes of >5% there
were great losses in accuracy indicating that the weights are likely in the correct
realm. To calculate initial overall risk ratings, the general formula is used within
each risk criterion where i represents the component and n is the total number of
components within that category. Note that the observational categories of these
values could change with the heuristic.

Equation 3 Average risk calculation per category

.Risk Category Overall Ranking

=
(

n∑

i=1

ratingi ∗ f inal average ranking f rom experti

100

)
÷ n (3)

15 Ratings

The data sources for each component varied in terms of scale; therefore, for each
component, input data were standardized into a rating from 0 to 5. The cutoffs for
these ratings were usually determined by the data source itself through severity
breaks in map keys or language within the document. If such a framework for cutoffs
was not present in the data source, it was determined by the authors. The table
below shows the cutoffs for the different components and categories. A “[‘indicates
the number is included within the range whereas a’)” indicates the number is not
included in the range. This can be seen in Exhibit 6.
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Exhibit 6 Data to score conversion chart

16 Assigning Risk Scores to Observational Categories

In traditional multicriteria scoring systems, the more components that are added to
a category, the lesser the relative impact of a single risk component. Likewise, the
more categories that are added to the risk component the amount of weight each
category carries lessens. In these cases, the “risk indices are less sensitive to a large
risk rating on any one factor . . . such that the riskiness of a supplier can become
‘lost’ in the morass of the factors measured” [7]. To mitigate this, we have created a
heuristic such that high-risk individual components are not lost in the overall rating.

Initially, each plant will be assigned a numerical score in each category and
an overall numerical score, which is the average of its category ratings that were
assigned in Exhibit 6 resulting in a final score from 0 to 5. The category scores and
final scores will be converted into observational categories of good, watch, or alert.
A score from [0, 3.5) will be assigned good, [3.5, 4.5) watch, and [4.5, 5) alert.
After the initial ratings are assigned to observational categories, we run the heuristic
to identify any risky plants that may have become lost in the average score. To do
this, we assign the same observational categories of good, watch, and alert to each
of the components and categories.

The conversion cutoffs will vary by component as seen in Exhibit 7, as
recommended by a SME with no rounding (IE a 3.75 will fall in the 3 row).
The heuristic will upgrade the observational rating of a category or overall rating
of a plant in the following circumstances (the heuristic will never downgrade an
observational rating):

Heuristic per Category
1. Every plant that has a component of a category of alert will upgrade the overall

category to alert.
2. Every plant that has a component of watch will upgrade the overall category to

watch.

Heuristic Overall
1. Every plant that has an alert in any category will automatically be upgraded to

watch.
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Exhibit 7 Score to rating conversion chart

Exhibit 8 Category observation ratings

2. Any plant that has watch in two or more categories will be upgraded to watch.
3. Any plant that has alert in two or more categories will be automatically upgraded

to alert.
4. Any plant that has at least one alert, and two or more watches will automatically

be upgraded to alert.

Exhibit 8 depicts how this heuristic would work in terms of category observa-
tional ratings. The red, yellow, and green colored tiles represent the observational
categories of alert, good, and watch, respectively. Category 1 gets upgraded from
good to watch due to rule #2 of the category heuristic. Category 2 gets upgraded
from good to alert due to rule #1 of the heuristic. Category 3 is unaffected by the
heuristic and its original rating stands.

Exhibit 9 shows how this heuristic can influence overall observational ratings.
The tiles represent the same categories as in Exhibit 8. Here, Plant 1 is unchanged
by the heuristic. Plant 2 is upgraded from good to watch due to rule #2 of the
heuristic. Lastly, Plant 3 is upgraded from good to alert in Plant 3 due to rule #4
of the heuristic. In these examples, one can see that averages can often hide risky
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Exhibit 9 Overall observational ratings

firms. This is especially present in Plant #3, which is very risky, but its overall initial
numerical score of 3.2 put it into the good category.

17 Results

Sample Company Testing In order to test the efficacy of the model, we used two
different data sets from US government supplier plants. One data set consisted
of data gathered prior to the COVID-19 pandemic, which we classify as “non-
crisis” data. This sample includes 26 supplier firms and their 381 domestic plants
and 34 foreign plants. According to Theiler [46], classification problems with a
matched-pair structure have significantly better classification accuracy so we build
the data such that there are an equal number of plants that have closed and not
closed in the data set. From this sample, we built a matched-pair subsample, which
consisted of 22 closed plants and 22, which are still active. The 22 that have closed
were identified via government data and the 22 which are still active were selected
randomly from the 393 remaining plants from the original sample. The sample size
is limited by the number of plant closures in a year, which generally ranges from
5% to 10%. In order to maintain a matched-pair sample, we were limited by the
22 closures in pre-COVID-19 sample data. Exhibit 10 shows the results where the
model proves to be 95.5% accurate in non-crisis situations. Since over 50% of plants
were classified as “good,” this reduces the number of plants to be further examined
by over 50% saving numerous analyst hours.
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Exhibit 10 Non-crisis
accuracy

Exhibit 11 Crisis
(COVID-19) accuracy

The secondary sample consisted of US government supplier plant closures that
occurred during the COVID-19 Pandemic. As one would expect, there were a larger
amount of closures during this crisis time. We were able to build a sample of 48
closed plants and 48 active plants. Again, the sample size is limited by the number of
closed plants to build the matched-pair sample. The 48 active plants were randomly
selected from a sample of 52 firms consisting of 277 domestic plants and six foreign
plants. Exhibit 11 shows the results where the model proves to be 93.8% accurate in
crisis situations. In this case, over 40% of plants were classified as “Good” and this
reduces the number of plants to be further examined by over 40% saving numerous
analyst hours.

Based on these samples and results, we see that the hybrid supplier risk
assessment model performs well in both crisis and non-crisis environments. The
model performs slightly better in non-crisis situations but not significantly. It is
important to note that both results have low false-negative values. This is important
as false negatives indicate that a plant closed without prior prediction. Alternatively,
false positives of “watch” simply mean an analyst must look at these companies
in further detail. Upon further examination, it is unlikely that the plants would be
falsely classified by an analyst.

18 Conclusion

We have built a novel multicriteria scoring model for purchasing agents within
the defense industry. Through the use of the DELPHI method using expert input
to determine risk weights, we have answered the call proposed by Blackhurst for
“practical methods for determining risk weights need to be evaluated and examined”
[7]. We have also identified several public data sources that can feed into different
risk factors and created an appropriate standardized rating system for such data.
Lastly, we have created a heuristic that prevents large component risk factors from
slipping through the cracks in a multicriteria model based on average values. We
also show that the model can be successful in both situations of crisis and non-
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crisis. We acknowledge that this case study was done on a relatively small sample
size and hope that this model can be applied on larger data sets.

Further Applications While we have shown the use of our model for a government
purchasing agent, the use of risk models should not be limited to public agencies.
Private firms should also demonstrate concern for their suppliers’ health [2].
Financial information for private firms is notably harder to attain and most financial
models only utilize public data [1, 14, 33]. However, this model could be modified to
capture the financial information of private companies in a different way. This model
can also be applied to different industries such as auto-manufacturing, computer
manufacturing, and even restaurant food purchasers.
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Quantum Computers: The Need for a 
New Cryptographic Strategy 

Britta Hale, Nina Bindel, and Douglas L. Van Bossuyt 

1 Introduction 

“Quantum computing” is a term filled with both enigma and possibility—but one 
with very concrete potential effects on the security and stability of daily life. The 
word “quantum” refers to the smallest possible unit of quantity, and finessing our 
current computation approaches to achieve even finer-grained control is certainly an 
intriguing possibility. Thus, it is no surprise that quantum computing is an area of 
research and development attracting both investors and startups [36, 58, 90, 98]. For 
all systems, including industrial control systems (ICS), government systems, and 
defense systems, quantum computing offers not only opportunity but also risk. One 
of the capabilities that a quantum computer presents includes breaking of certain 
cryptographic primitives in their current form [61]. Cryptography—the backbone 
of security infrastructures around the world—propels even the slightest risk into 
magnified focus [92, 101]. In this chapter, we provide an overview of the risk of 
quantum computing to security and considerations to weigh in system hardening 
for quantum resistance, with tailoring to a strategic management and governance 
audience. Specifically, we provide context that decision-makers and engineers can 
use in preparing for the coming quantum threat with consideration to the amount of 
time needed to update existing fielded systems to meet the threat, as well as systems 
still to be developed. 
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In the remainder of this section, we provide high-level background information 
on cryptography and quantum computing to set the stage for the remainder of the 
chapter. We further outline the rest of the chapter at the end of this section. 

1.1 Cryptography 

Cryptography is a science and art based on extrapolating a little secret information to 
build larger architectures of security. For example, encryption offers the property of 
confidentiality, under which an attacker is unable to read data; it provides confiden-
tiality through use of a small amount of secret information, that is, an encryption 
key. Only parties privy to the decryption key can access the data. Confidentiality 
is an important security goal when, for example, data is stored or communicated 
across networks [106]. Other important security properties offered by cryptography 
include authenticity and integrity. Algorithms providing authenticity and integrity, 
for example, message authentication codes and digital signatures, ensure that only 
parties with access to a secret key (authenticity) can modify the data (integrity), thus 
preventing forgeries and data manipulation [57]. 

Cryptography can be further divided into symmetric techniques (where a sender 
and receiver both have a copy of the same secret key) and asymmetric techniques 
(where only one party has the secret decryption key and all other parties have 
access to a public encryption key). Asymmetric encryption, also called public key 
encryption, allows anyone to send an encrypted message while only the holder 
of the secret key can decrypt, much like a drop-box. In contrast, for symmetric 
encryption, both parties use the same secret key for encryption and decryption. 
Usually symmetric encryption is used to store data, while for data in transit a 
mix of both—symmetric and asymmetric techniques—is used. More specifically, 
asymmetric techniques are used to exchange/agree on the secret key, which is then 
used to encrypt the data using symmetric techniques. 

Asymmetric authentication can be achieved through digital signatures, with 
which one party signs data using a secret signing key (known only to the signer) 
while anyone (using a public verification key) can verify the signature. Likewise, 
there are corresponding symmetric techniques for when both parties possess a secret 
authentication key [97]. There is any entire field of research on cryptographic tech-
niques and properties [62]; the above context suffices as a high-level introduction 
for the reader to this chapter. 

1.2 Quantum Computers 

Compared to our current transistor-based computers that compute over bits with 
state 0 or 1, quantum computers use the principles of quantum physics for 
computations. More concretely, this new generation of computers saves, processes,
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and communicates data in the form of quantum states, also called qubits. While 
small quantum computers can already be built, such as Google’s 72-qubit quantum 
computer [54], this technology is still in its infancy. To be of serious risk, for 
example, to break certain instances of deployed cryptographic algorithms, several 
million qubits are necessary [37]. While the difference between 72 and several 
million qubits seems huge, quantum computing experts estimate that quantum 
computers large enough to break certain currently used cryptographic algorithms 
will be built within the next 14 to 30 years [65]. However, as stated by the National 
Institute for Standard and Technology (NIST) [19], “Historically, it has taken 
almost two decades to deploy our modern public key cryptography infrastructure. 
Therefore, regardless of whether we can estimate the exact time of the arrival 
of the quantum computing era, we must begin now to prepare our information 
security systems to be able to resist quantum computing.” Consequently, we take 
a closer look at system security implications of a quantum computer, the urgency of 
system transition, and key considerations for preparing for the transition to quantum 
resistance in complex systems. 

1.3 When Systems Rely on Broken Cryptography 

The importance of ensuring systems are operating with modern cryptography can 
be illustrated by issues with video feed hacks of uncrewed aerial systems (UASs). 
At least one incident of a UAS video feed being hacked is recorded in the open 
literature where an adversary was able to use the hacked video feed to injure 
or kill defense forces [56]. In such situations even if a UAS is only providing 
intelligence, surveillance, and reconnaissance (ISR), and has no weapons aboard, 
the ISR information can be damaging to national security and with potentially 
deadly outcomes. Thus, while it may be tempting to use old UAS systems especially 
in times of crisis, it is important to ensure cryptography is current so that unintended 
consequences do not occur. Further, any system that contains digital information 
should be protected to ensure the data is safe today and in the future. The following 
sections will investigate what this means for systems in the context of a quantum 
attack, extending the illustrated context of a classic attack on cryptography. 

1.4 Outline 

This chapter discusses how the threat of quantum computing impacts security 
for current systems and what considerations should be taken into account when 
preparing for it. As such, we start with explaining what the quantum threat is 
in Sect. 2. More concretely, we explain the implications for single cryptographic 
building blocks as well as the security of entire systems. In addition, we also touch 
upon legal and economic implications.
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Moving on, Sect. 3 presents ways to prepare for the quantum threat. This 
includes explaining different approaches that exist (i.e., using “post-quantum” 
or “quantum” cryptography) and their differences. From that subsection on, this 
chapter concentrates on “post-quantum” cryptography and the “post-quantum” 
transition, with reasoning provided. Since a post-quantum transition might come 
with significant efforts and delaying the transition might pose severe security risks— 
both depending on the particular system—it is important to analyze preparation 
timeline. Tools for this analysis are explained in Sect. 3.2. 

Moving forward, Sect. 4 takes a closer look at the range of factors to model 
and consider for systems when looking to integrate post-quantum solutions. We 
also cover common industry approaches to post-quantum cryptography and fallacy 
risks to avoid. Section 5 provides an overview of various critical and major system 
operations, what types of risks quantum computing may pose for such systems, and 
presents a risk modeling perspective. 

2 The Quantum Threat and Its Implications 

Quantum computers have frequently been juxtaposed with cryptography as a 
threat to currently deployed systems. One reason is that quantum computers have 
the potential to break most of the currently deployed asymmetric cryptography; 
however, they do not have the same devastating effect on the security of symmetric 
cryptography. In this section, we take a closer look at the cryptographic and 
broader security implications of a quantum computer, also called the “quantum 
threat.” In particular, we first explain the implications of cryptographic algorithms 
using examples. We then explain how broken security guarantees of cryptographic 
building blocks affect the security of systems. We end this section by touching upon 
the legal and economic implications of the quantum threat. 

2.1 Implications for Cryptography 

This section explains why and how large quantum computers can break most of our 
currently deployed asymmetric cryptography. 

As described above, for asymmetric encryption, everyone who knows the public 
encryption key can encrypt a message but only holders of the secret decryption 
key can decrypt ciphertexts (other asymmetric cryptographic algorithms work in 
analogous ways). That means for the encryption scheme to be secure it must not 
be possible to compute the secret key from the public key—yet for decryption to be 
possible at all, the two keys must be related. In particular, it must be easy to compute 
the public key from the secret key but practically impossible to compute the secret
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from the public key. This can be realized using computationally hard mathematical 
problems. For example, the integer prime factorization problem says that given two 
large prime numbers it is easy to multiply them; however, given such a large product, 
it is computationally hard to compute the prime factors. 

One of the most famous asymmetric encryption schemes—the RSA scheme 
invented by Rivest, Shamir, and Adleman [91]—is based on this construction 
principle. The public key is the product of two prime numbers, while the secret 
key is some information that enables finding the prime factors. For further details 
on modern cryptography, see Katz and Lindell [53]. As far as we know, no classical 
algorithm (i.e., algorithms run on our current transistor-based computers) solves 
the prime factorization problem efficiently (i.e., in polynomial time) that would 
allow breaking of RSA [68]. However, there exists an algorithm—Shor’s quantum 
algorithm [95]—that solves this computational problem efficiently when running on 
a sufficiently large quantum computer. 

Another very important computational problem that is currently a security basis 
for most deployed cryptographic systems is the discrete logarithm problem [51]. 
We omit the details here as for the following discussion it is sufficient to know that 
this problem can also be solved efficiently using Shor’s quantum algorithm. We call 
a quantum computer cryptographically relevant if it is able to break instances of 
currently deployed cryptographic algorithms, such as RSA-2048, in a reasonable 
time (where “reasonable” is contingent on the application). 

Interestingly, Shor’s algorithm does not seem to give a computational advantage 
in breaking symmetric cryptographic algorithms. While another quantum algorithm, 
namely Grover’s quantum algorithm [38], does provide a slight speed-up for attacks, 
it can be mitigated by essentially doubling the key length. For more details, we refer 
to [10]. 

In a surface-level assessment, this observation could be interpreted to imply that 
quantum resistance is realizable by simply foregoing asymmetric cryptographic 
techniques in favor of symmetric cryptographic algorithms throughout a system. 
However, as we will discuss in Sec. 4.1, such an approach is naive and introduces 
a multitude of risks that current systems have been made robust against. Many of 
those risks would be immediate—exploitable by standard adversaries without need 
for a quantum computer. We will discuss countermeasures in Sect. 3.1, but first take 
a look at the broader system security implications of the quantum threat as second-
and third-order effects from breaking cryptographic algorithms. 

To further compound the above risks, there is an additional approach termed 
back-tracking attacks that further magnifies the effects of an eventual attack. The 
back-tracking attack scenario is already taking place now—before large quantum 
computers exist. Under this attack, encrypted and authenticated communication 
information is captured and collected. Huge amounts of such encrypted data are 
then stored. Once a suitable quantum computer is available, the attacker can decrypt 
the stored ciphertext and the collected data becomes available and actionable to the 
attacker. 

Notably, this approach has an added benefit to the adversary, namely through 
data aggregation. The concept of classification by compilation is common for
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sensitive information [17, 50], and applies to the increased risk of disclosing 
sensitive information when an adversary is able to associate various data pieces and 
make deductions from them. Naturally, back-tracking attacks motivate transition to 
quantum-resistant cryptography far earlier than a quantum computer is actionable. 
The more data that is communicated as quantum-resistant ciphertexts, the more data 
stays confidential also in the future. 

Moving forward, the next subsection describes how breaking the security of 
cryptographic algorithms impacts the guarantees of security systems. 

2.2 Implications for Security 

Merging from core cryptographic security into system security leads us to a wider 
view of integral parts and dependencies—as well as security risks and implications. 
System security relies on principles from the C-I-A triad, that is, confidentiality– 
integrity–authenticity. These system goals are applied to different system com-
ponents, with varying degrees of requirements. For example, data confidentiality 
is essential if an adversary could collect or utilize information and authenticity 
ensures protections against impersonation of components. Tying together integrity 
and authenticity, we have that data received from a given component is authentic to 
the source, which avoids malicious injections. 

Cryptography forms the foundation for the security of these systems as a whole. 
While there are numerous security measures that a system can take, those become 
largely irrelevant if the foundation crumbles. Under a cryptographically relevant 
quantum computer, the current security C-I-A guarantees no longer hold [10]. Such 
quantum attacks could have devastating implications for the wider system at the time 
of attack and thereafter. For example, consider the case of a crewed aircraft where 
a quantum computer is existent (a more detailed discussion on system security 
implications and back-tracking attacks for such cases will be covered in Sect. 5). 

Figure 1 illustrates a concept of operations (CONOPS) of the aircraft from 
the perspective of the variety of communications links acting on the system and 
connecting the wider system of systems (SoS). 

Failure of C-I-A security guarantees has numerous consequences in the crewed 
aircraft SoS. For example, among external communication links, aircraft depend 
on satellite systems for navigation. Attacks in real time could potentially lead to 
mid-air collisions or other adverse effects (back-tracking attacks could also lead 
to traceability for past sensitive defense missions, or forgeability of past location 
data to subvert auditability). Compromise of individual communication links and 
associated type(s) of C-I-A security have differing effects on the SoS, ranging from 
undesirable loss of sensitive information to catastrophic loss of the aircraft itself.
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Fig. 1 Crewed aircraft internal systems. A modern crewed aircraft contains many interconnected 
systems that operate on internal networks such as Avionics Full-Duplex Switched Ethernet 
(AFDX). Several systems that may be connected to AFDX or similar networks are shown. External 
communications with satellites, other aircraft, and the ground are shown. Additionally, crew and 
passengers interact with the AFDX or similar network through avionics, control systems, and the 
in-flight entertainment system 

2.3 Legal and Economic Implications 

Security implications of a quantum computer extend past the technological threat 
and into the social, economic, and legal spheres. Research has analyzed how allies 
such as the United States, the European Union (EU), the United Kingdom, Australia, 
Canada, and New Zealand attempt to govern the quantum threat by studying 
diverse public documents, as well as how the quantum threat is perceived by the 
different actors [22]. Csenkey and Bindel [22] found that many public documents 
describe the threat as a technical threat and mention the back-tracking attack as 
described above. Interestingly, however, they also observed that the quantum threat 
is perceived as a legal issue. For example, the EU’s regulatory requirements for data 
privacy and security might be violated by quantum attacks, creating both legal and 
socioeconomic implications. 

In addition, it has also been found that the quantum issue is perceived as an 
economic threat [22] due to breaks in security, with particular risk to supply chains 
or business continuity. Implications from this are twofold: businesses must adapt 
and account for the post-quantum transition, and they may elect or be forced to 
shorten supply chains or find new suppliers to meet regulations if existing supply 
chain partners have not (yet) transitioned to post-quantum secure alternatives. This 
is particular important in complex systems such as the above-described ecosystem 
surrounding crewed aircraft.
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While this chapter concentrates on the technical and system-level issues for 
a post-quantum transition, it should not be forgotten that the security reasons 
for undertaking such a transition have repercussions at various levels of society. 
Cybersecurity underpins much of the digital and larger cyber-domain today, and 
even seemingly unrelated operations with any fringe connection using software, 
hardware, the Internet, or radio frequency transmissions are liable to be impacted. 
Thus, the impact of disregarding the quantum threat goes well beyond technical 
implications and might threaten almost all aspects of our daily lives, economy, and 
society. 

To conclude this section, quantum computing presents a risk to asymmetric 
cryptography—a core foundation to many systems today. Thus, by implication, 
quantum computing poses a significant risk to wider systems. Such security risks 
have third-order effects on auditability, civil rights, and even supply chain integrity, 
leading to an urgency for action in support of legal and economic functions that may 
be seemingly far removed from cybersecurity considerations. In the next section, we 
will take a closer look at cryptographic tools and preparation timelines. 

3 Preparing for the Quantum Threat 

Inventing (or even standardizing) alternative quantum-secure cryptography is just 
the first of many steps required to prepare for the quantum threat. Consequently, in 
this section, we look at not only basic quantum resistant cryptographic solutions but 
other factors and timeline implications of a transition to post-quantum cryptography. 

3.1 Post-Quantum Cryptography vs. Quantum Cryptography 

Currently, there are two main cryptographic directions that use the term “quantum”: 
post-quantum cryptography and quantum cryptography. Naturally such similarity in 
terms can lead to confusion, with potential consequences in procurement of system 
solutions that may not solve the intended security problem. 

The first approach, quantum resistant or post-quantum (PQ) cryptography, is 
designed for the explicit goal of defense from a quantum adversary.1 Collectively, 
such techniques are called post-quantum cryptography (PQC), and in particular 
algorithms are called, for example, post-quantum digital signatures, post-quantum 
public-key encryption algorithms, etc. Researchers, industry, and standardization 
bodies have been working on post-quantum secure alternatives for more than 15

1 Early schemes such as the code-based McEliece and the lattice-based NTRU encryption scheme 
that have been designed in the 1970s and 1990s, respectively, have not explicitly been designed to 
resist quantum adversaries. 



Quantum Computers: The Need for a New Cryptographic Strategy 133

years. In 2017, NIST started standardization of post-quantum public-key encryption 
and digital signature algorithms [2]. 

This approach enables use of current public-key infrastructure and relies on 
switching out the cryptographic algorithms being used. In a more concrete example, 
a quantum-vulnerable algorithm like RSA must be substituted with post-quantum 
algorithms. Post-quantum algorithms are based on different mathematical construc-
tion principles that are not known to be efficiently solvable by quantum algorithms. 
Post-quantum secure algorithms are constructed over different computationally 
hard problems than quantum-vulnerable algorithms. Thus, new algorithms are not 
vulnerable to Shor’s quantum algorithm. Much research has been done on the 
selected computationally hard problems [9, 33, 76] as new alternatives to the prior 
selections. 

Notably, post-quantum cryptography is designed to be run on current transistor-
based computers. Hence, no physical changes have to be made to the infrastructure. 
It does not require any special (i.e., quantum) equipment to protect against the threat. 
However, post-quantum algorithms do come with different performance metrics 
(algorithm efficiency and memory requirement) than currently used algorithms. 
Therefore, some adjustments within the current infrastructure have to be made. 
This can be as little as increasing the allowed sizes for public keys, ciphertexts, 
or digital signatures in software implementations. If a current system is under strict 
limitations, however, such a transition might also mean that hardware needs to be 
exchanged to allow for more space. We will elaborate on this topic in Sect. 4.4. 

The second direction, quantum cryptography, also covers “quantum key 
exchange” or “quantum key distribution” (QKD). This technology uses principles 
of quantum physics similarly to but differently from quantum computers described 
in Sect. 1 in that it looks to use quantum computing for potentially interesting 
cryptographic advancements. It differs from post-quantum cryptography in that 
instead of being designed with the intention of protecting against a quantum 
adversary/quantum computer, it explicitly aims to apply quantum computing 
principles to creating new cryptographic techniques. Thus, quantum cryptography 
may, but also may not protect against a quantum adversary, as described in more 
detail below. In QKD, sent and received quantum states are essentially the “secret 
keys” that are then used to encrypt data using symmetric encryption. By the laws 
of physics, keys that have been eavesdropped on by attackers will not be received 
correctly anymore, thus implying that, if parties end up with the same key, an 
eavesdropper was not active. 

While not designed to specifically counter a quantum threat, the design of QKD 
using quantum states makes it naturally resistant to the types of quantum attacks 
discussed earlier. Thus, QKD has also entered the space of terms referred to when 
looking at security against a quantum attacker. However, there is a subtle yet 
significant security gap to such claims that is often evaded when QKD is marketed as 
a solution to the quantum threat. Namely, QKD does not solve entity authentication. 
Colloquially, entity authentication is assurance that the party sending data is who 
they claim to be. Thus data authenticity, data confidentiality, and key secrecy are 
all reliant on first achieving entity authenticity—to show that data is confidential
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to two parties, not manipulated, etc., one must first know that the other party 
is not impersonated. QKD does not solve entity authentication and is therefore 
reliant on classical methods of authentication. For example, geo-location of the 
intended communication partner must be both pre-established and so precise that it 
is impossible that another entity can impersonate them, or a cryptographic method 
for entity authentication must be used. Without such an added entity authentication 
solution, an attacker can impersonate communication partners or perform man-in-
the-middle attacks. Cryptographic methods for entity authentication rely on one of 
two approaches: (1) a symmetric key or (2) an asymmetric key. In both cases, QKD 
relies on assumptions similarly to post-quantum algorithms. 

In addition to the above considerations, QKD comes at the cost of physically 
building a new infrastructure that physically connects or provides line of sight 
between the end points. Moreover, state-of-the-art QKD systems either have a rather 
short range (approximately 100 km [7] with some experimental results extending to 
longer ranges [77]) or require “repeaters” to help relay the communication over 
longer distances. Unfortunately, such repeaters have a history of being vulnerable 
to attacks, casting an additional security concern for QKD in practice [7, 100]. 
Therefore, QKD seems to serve as a solution for certain applications, but not as 
a general protection suitable for all of tomorrow’s diverse security needs. 

In the remainder of the chapter, we focus primarily on post-quantum algorithms 
vis-a-vis quantum cryptography, QKD, designing quantum computers, or quantum 
technology in general as we concentrate on transition strategies and challenges for 
hardening against a quantum threat. Notably strategies and challenges for use of 
quantum computing differ significantly from defense against such adversaries. 

3.2 Post-Quantum Transition Timeline 

The immense efforts in developing post-quantum alternatives have constituted a 
significant step in securing systems against a quantum attacker. However, as NIST 
itself  states,  “. . . it  appears that a transition to post-quantum cryptography will not 
be simple as there is unlikely to be a simple ‘drop-in’ replacement for our current 
public-key cryptographic algorithms” (NIST, Call for submissions, 2017 [20]). This 
statement implies that, while NIST is standardizing foundational algorithms, that 
is merely the beginning of the transition. Further context must be accounted for in 
addition to use of post-quantum algorithms. 

Combining development with back-tracking attacks, Mosca [65] illustrates the 
urgency of a post-quantum transition with a simple equation: 

. l + d > q,

where l gives the lifespan of the information that needs to be kept secret, d is 
the number of years needed to deploy post-quantum algorithms in the respective 
applications, and q corresponds to the number of years until cryptographically
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Fig. 2 Illustrated example of data sensitivity lifespan (green), post-quantum integration time 
(gray), and a potential cryptographically relevant quantum computer development timeline 
(yellow). In the illustrated example, data sensitivity lifespan is relatively short compared to the 
development timeline for a quantum computer. In practice, it is unclear how many years duration 
can be assumed for the yellow timeline 

Fig. 3 Illustrated example of data sensitivity lifespan (green), post-quantum integration time 
(gray), and a potential cryptographically relevant quantum computer development timeline (yel-
low). In the illustrated example, data sensitivity lifespan implies that several years of data would be 
vulnerable (red) in the event of a quantum attack. Moreover, if back-tracking attacks are accounted 
for, all data in this illustration is vulnerable (the yellow component would need to be longer than 
the combined gray and green components to avoid such attacks). If the development timeline of a 
relevant quantum computer was less than 30 years, the amount of compromised information would 
be even greater 

relevant quantum computers can be built. We visualize this using an example in 
Fig. 2. 

In the illustrated example, system risk is low given an assume quantum computer 
development timeline of .q = 30 years; under such an estimate, there would be 
sufficient lead time to plan for and integrate post-quantum cryptographic measures. 
However, the image oversimplifies the situation. Not only may an estimate of 30 
years for development of a quantum computer be overgenerous, but the data sensitiv-
ity lifespans in some systems are well beyond 10 years. For the illustrated example 
in Fig. 3, if data sensitivity is, for example, 25 years, then even an assumption of a 
30-year development timeline for a quantum computer is insufficient to protect data. 

Mosca’s equation can be applied to calculate the urgency to start the post-
quantum transition for an entire system’s public-key infrastructure, but it can also 
be used for estimations for specific applications. For the latter use-case, we would 
extend the equation by yet another variable, h, representing the lifespan used in the
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Fig. 4 Illustrated example of data sensitivity lifespan (green), device lifespan as a function 
of the update frequency for internal cryptographic algorithms (blue), post-quantum integration 
time (gray), and a potential cryptographically relevant quantum computer development timeline 
(yellow). In the illustrated example, consideration of update potential significantly increases the 
data-at-risk lifespan, and even without back-tracking attacks decades of data would be vulnerable 
in the event of a cryptographically relevant quantum computer. To protect against back-tracking 
attacks, the cumulative end of the gray/blue/green timelines would need to be earlier than the 
yellow quantum computer development timeline 

device-to-be-transitioned. For example, if a cryptographic algorithm is implemented 
in hardware on a device and that device is then deployed in practical use, h could 
represent an extended period of time. If the algorithms are implemented in software, 
then updates may be more frequent; however, on the user end of the spectrum, 
smart yet “disposable” Internet of Things devices may never receive a manufacturer 
software update. In either of these cases, the available cryptographic algorithms 
are tied to actual device lifespan. If cryptographic algorithms were programmed in 
hardware for a system used in outer space, for example, that system may perform 
its entire intended functional purpose—lasting years—without an update to the 
cryptographic algorithms used. 

Figure 4 illustrates a case such as described above, where a device has an 
extended lifespan of 15 years due to, for example, programming in hardware 
and the deployed device being inaccessible for updates (such as deployed in 
space). Due to an added 25-year data sensitivity lifespan and the risk of back-
tracking attacks, post-quantum algorithms are employed. Thus, not only must the 
post-quantum algorithms required be developed prior to device deployment, but 
protocol development and integration must also take place (see Sect. 4). It is not 
possible to “drop-in” solutions without accounting for functional needs due to both 
the differences in post-quantum algorithm memory/computational cycle costs and 
potential needs for post-quantum protocols vs. algorithms. In this example, we see 
the quickly accrued time: a minimum of 45 years in the example. It is unclear when a 
cryptographically relevant quantum computer will be actionable; however, the entity 
responsible for a system would, in this example, either need to be confident that 
such a quantum computer is not actionable for 45–47 years, or assume all risk for 
the potentially substantial “red box” time period.
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Cryptographic agility plays a notable role in the implications of the additional 
“blue” timelines in these figures. A system that is capable of regular updates will 
more nearly approximate Fig. 3. In fact, for many working in the cybersecurity 
sector who maintain full system control and are able to readily replace system 
components, the timeline shown in Fig. 4 may seem protracted; however, for various 
systems in government infrastructure, critical systems, defense sectors, and irregular 
environments (e.g., undersea, polar, and outer space), various components may be 
either hard to reach or were never intended to be replaced until the entire device 
expires. As such, systems being fielded now, even before post-quantum integration, 
should be carefully considered for cryptographic agility and the ability either to 
update the algorithms or retire the entire device if needed, to ensure that the “blue” 
device lifespan is minimized. 

Figure 4 is illustrated as a single “device” with lifespan in blue; however, a 
typical system will include a multitude of components, some of which the system 
manager does not have an option to introduce post-quantum solutions to at a later 
date (e.g., commercial-off-the-shelf (COTS) devices with algorithms implemented 
in hardware). Within a system, the weakest link is a prime target for a cyberattack, 
and system information may be generated, shared, and acted upon by various 
components. Individual systems will vary, but a general guideline for a system’s 
pre-quantum lifespan is the longest common duration across all components. Even 
if most components are updated at a moderate frequency, the quantum risk to the 
entire system should thus be gauged on the weakest component, as illustrated in 
Fig. 5. For example, an aircraft may rely on several communication links with 
different control components—for example, Global Positioning Systems (GPS), 

Fig. 5 Illustrated example of data sensitivity lifespan (green), device lifespan as a function 
of the update frequency for internal cryptographic algorithms (blue), post-quantum integration 
time (gray), and a potential cryptographically relevant quantum computer development timeline 
(yellow). C. i indicates the i-th component. In the illustration, there are five components in the 
system, with the pre-quantum lifespan of the system being dependent on the longest common 
component lifespan duration (here C. 4)
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radio communications, and ISR relays—each with a different manufacturer, and 
all contributing to the aircraft command and control. Each component may be 
on a different update schedule from its provider and require different types or 
degrees of quantum resistance. However, the entire aircraft is only quantum-
resistant in its operation if all components are. Thus, if one aircraft component 
is quantum-vulnerable but is rarely updated or impossible to update without a 
major replacement cost due to legacy design, then that component contributes to 
a quantum-vulnerability for the whole system, regardless of whether or not other 
components are updated. Therefore, it is important to analyze the urgency of the 
post-quantum transition for smaller compartments as well as the entire systems to 
accurately estimate the time needed to deploy post-quantum algorithms to the entire 
system. 

For more customized and protracted device designs, such as may be necessary 
for sensors in nuclear energy systems, proprietary system components, and other 
nonagile system components, this may prove to be an even greater risk due to 
procurement life cycles. For example, if a satellite system component is custom-
made on a competitive contract for a government entity, then not only do the design, 
integration, and component lifespans factor into d, but the acquisition process 
timeline must also be accounted for. Figure 6 illustrates this consideration. 

In conclusion of this section, it is important to emphasize that the point of time 
when to start to transition to post-quantum secure cryptography is not trivial. This 
holds in particular for large systems as these are only as secure as their weakest 
building block. Moving on, considerations during the post-quantum transition are 
discussed. 
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Fig. 6 Illustrated example of data sensitivity lifespan (green), device lifespan as a function of 
the update frequency for internal cryptographic algorithms (blue), acquisition process timeline 
(orange), post-quantum integration time (gray), and a potential cryptographically relevant quantum 
computer development timeline (yellow). C. i indicates the ith component
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4 Post-Quantum Transition: Integration Considerations 

Industry has taken action in response to the urgency of the quantum threat, and 
governments and defense sectors have begun to look at post-quantum options [22]. 
With many options available and various terminologies in use, a natural question for 
system designers is how to sort information and what considerations should drive 
decision-making regarding the post-quantum transition. In this section, we provide 
a cautionary note to the reader about certain technology categories advertised for 
quantum resistance and then turn our attention to example transition considerations 
for decision-makers to use when assessing system needs and options. 

4.1 A Cautionary Note 

Various companies have established new business models on offering post-quantum 
cryptographic solutions and more established companies have also added post-
quantum cryptography to their offered services, capabilities, or features [1, 5, 
47, 49, 52, 55, 59, 78–89, 103]. Distinguishing among such solutions and the 
appropriateness of them could be a challenge to system management. Furthermore, 
there is also the potential for “snake-oil” solutions to be marketed among actionable 
options, creating yet a more complex array to sort through. We provide a cautionary 
note on two types of claimed solution sets that may either not be generically 
appropriate or that may introduce unnecessary complexity to a system without 
coherent security gains. While it is not impossible that an appropriate solution could 
occur within one category or the other, system maintainers should carefully assess 
their threat model and needs before considering these. 

Symmetric Techniques 

Symmetric key cryptography has been in existence for centuries, with the Roman 
Caesar cipher being an early example. Thus, symmetric techniques have long pre-
dated the introduction of the asymmetric cryptographic techniques now threatened 
by quantum computing. Moreover, symmetric cryptographic techniques do not use 
the same underlying designs that make many current asymmetric cryptographic 
algorithms susceptible to quantum attacks; hence, currently, it seems that entire 
symmetric algorithms do not need to be replaced but rather only the key sizes used 
in them increased [61]. Therefore, it might seem tempting to resort back to systems 
relying only on symmetric cryptography. In what follows, we caution against this 
approach as it does come with downsides. 

Since there is no means in a symmetric key protocol for two parties to establish 
a key using only public information, symmetric keys must either be pre-distributed 
or distributed by a trusted third party. This raises the question: What third-party
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should be trusted with knowledge of keys and therefore transmitted information? 
The security considerations are many; even if the third party is a vetted access 
entity, for example, a key distribution hub internal to a government entity, the nature 
of such a hub makes it also a high-value target and a single point of failure. If an 
adversary was ever able to gain access/hack-in/etc., they would also gain access to 
not one communication link’s data, but an entire system of data in a single strike. 
Coupled with back-tracking attacks, such a third-party approach could be even 
higher risk if keys also are not changed frequently (providing a form of forward 
secrecy). Thus, even a vetted and self-contained third-party key management for 
symmetric keys not only lacks defense-in-depth, but is actually far weaker than 
most current cryptographic key infrastructures. When the third party is an external 
software provider, then not only does all the above apply, but there is an added 
risk stemming from that entity’s access to the keys and consequently the potentially 
sensitive data being transmitted, for example, in a government or defense system. 

Given the above, it may seem odd that some systems still use symmetric key 
management infrastructures. To understand this, we can examine an example of 
a common, modern protocol that still relies on symmetric key cryptography—the 
Kerberos protocol [72]. Kerberos is used, for example, in Microsoft Windows [104], 
which employs a Microsoft component as a trusted third party to provide keys to 
other Microsoft components. In Windows, Kerberos is used for example to support 
user single sign-on to allow access to a variety of Microsoft services. Thus, we see 
an equal-trust paradigm in this use of Kerberos; if a user is acting on their own (e.g., 
a laptop is accessing all Microsoft components within the laptop under their physical 
control), then trust in another Microsoft component to help manage that access does 
not substantially change the access risk. Thus, the choice of this symmetric key 
management and security thereof is highly dependent on the needs and security 
assumptions of the use-case. 

When investigating potential post-quantum system solutions, it is thus advisable 
to be cautious of solutions that advertise quantum resistance but eschew use 
of public-key algorithms altogether. Such solutions may in fact evade the pro-
cess of replacing current asymmetric cryptographic algorithms with post-quantum 
cryptographic alternatives by instead resorting to symmetric-only designs and 
“downgrading” system security to highly vulnerable trust infrastructures. 

Mixing Quantum and Post-Quantum 

Another aspect worthy of caution is conflation of security properties offered 
by quantum cryptography with those of post-quantum cryptography. Section 3.1 
discussed the intent of quantum cryptography and gaps in application to problems of 
quantum resistance. Notably, quantum and post-quantum cryptography describe two 
very different subfields of research and are even designed with different fundamental 
requirements (i.e., post-quantum cryptography can run on a classic computer 
whereas quantum cryptography is designed for a computer supporting quantum
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mechanics). Thus, solutions claiming a mixture of these terms and guarantees 
should be considered with caution. 

Ultimately, when a system maintainer selects a solution it should be based on 
the particular system’s needs—both in terms of security and threats. Failure to 
do this can lead to use of solutions that cause unnecessary computational cost, 
memory cost, physical space and weight, or even simply product cost. In this 
context, and considering the mixed goals and design requirements of post-quantum 
cryptography and quantum cryptography, managers should carefully assess whether 
such a solution provides their particular system any security benefits over a more 
streamlined post-quantum solution. 

4.2 Confidentiality vs. Authenticity 

As mentioned earlier in the chapter, confidentiality and authenticity are two of 
the core security guarantees that cryptography can provide. Section 3 looked at 
data lifespan as a consideration factor for post-quantum transition, and we can 
take a closer view at the implications for each of these two guarantees under a 
quantum threat. Each guarantee may have a different sensitivity lifespan and each 
is dependent on the use-case, hence it is critical to assess system goals when 
undertaking a post-quantum transition. 

Confidentiality is the guarantee that an adversary cannot read or eavesdrop 
on transmitted data. Whether such data is sensitive mission data, proprietary 
information, critical infrastructure planning data or daily monitoring levels, or even 
simply email contents, each type of information has a different lifespan. Sensor 
data, for example, temperature readings, may have a relatively short lifespan. If 
an adversary was to learn thermostat readings in 10 years then, even with a back-
tracking attack, the information may not be particularly useful. If the lifespan is 
short, then there is more leeway time for post-quantum integration (at least for 
algorithms and protocols affecting confidentiality). In contrast, the criticality of 
an early post-quantum transition for, for example, classified information transition 
may be higher. Government, legal, and other higher-profile systems regularly handle 
sensitive information of a longer lifespan or data that, if decrypted even several years 
later, could be aggregated for malicious effects. Such data can, for example, have 
a 25-year lifespan [45], with back-tracking attacks based on this lifespan shown in 
Sect. 3. 

There is also a middle ground of information sensitivity. For example, the 2014 
hack on Sony Pictures released emails, information on planned films, personal 
data, and salary information [39]. Suppose that such a hack took place using a 
quantum computer, for example, 10 years after the emails, personal information, 
and information on planned films was sent and that the adversary employed a back-
tracking attack to decrypt all the data. Perhaps 10 years after the fact a planned film 
would already be made, thus expiring the sensitivity of the information. However, 
personal information would still be actionable. Moreover, email content could
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expose the company to lawsuits and salary information could make individuals 
financial targets. If that hack was 5 years or 15 years after time-of-send, the 
sensitivity of each of these data types might range from expired to very sensitive. 
In short, the type of information sent across a communication channel and potential 
malicious uses of it must be weighed to identify the urgency of post-quantum need 
for that channel or use-case. 

In contrast to confidentiality, authenticity is a term usually applied to two aspects 
within cryptography: data authenticity, which is also often referred to as integrity, 
and entity authenticity. 

Data authenticity, a.k.a. integrity, refers to a malicious actor’s ability to modify, 
forge, or otherwise manipulate data. Digital signatures (asymmetric algorithms 
vulnerable to a quantum adversary) are often used in, for example, S/MIME email 
signatures as well as web connections and even credit card payments (see [24, 69] 
for a good overview). In terms of lifespan, a quantum adversary that is able to 
break a signature key in the future and retroactively forge a transaction or web 
connection that occurred several years prior may have little gains; thus, in many 
cases, people argue that post-quantum transition of data authentication algorithms is 
less important than encryption. However, such arguments depend on the perspective. 
For example, a user may not be concerned about forgery of grocery receipts when 
a payment card is already expired, but the legal system’s reliance on such digital 
proofs against forgery takes on higher risks. 

Consider, for example, a land ownership document that is digitally signed, 
for example, through DocuSign [99]. If an adversary was able to break a digital 
signature on the land deed years after transfer of property, they may successfully 
create a case to contest ownership—or to argue ownership by multiple entities. 
Similarly, the legal implications of signing contracts and various government 
documents rely heavily on the unforgeability of such documents long into the future. 
To use other terms, a quantum adversary using back-tracking attacks could subvert 
auditability or nullify the validity of audits. Thus, data authenticity must also be 
considered relative to the use-case needs and the required auditability lifespan, for 
example, matching the green box in Fig. 4. 

Entity authenticity refers to protections against impersonation (“forgery of 
identity”) vice data forgery. For example, when connecting to an online bank, a 
user wants to have a guarantee of the legitimacy of the bank’s website in order to 
avoid identity theft and the bank wants to have a guarantee of the user’s identity, 
to avoid liability of impersonation to access funds. Frequently, this is seen as a 
much shorter “lifespan” interaction—if a viable quantum computer against the 
cryptographic aspects becomes a reality (e.g., 10 years after a banking log-on), 
the risk to that transaction is minimal. Entity authentication, however, is also tied 
to data authenticity, in that forgery of the entity calls into question validity of the 
data. In many cases, identities are tied to a Public Key Infrastructure (PKI). Under 
PKI, some trusted third-party certificate authority uses digital signatures to sign 
off on certificates to link an identity to a public key. Thus, if the authority’s key 
itself is obtained by a quantum adversary, that adversary can impersonate various 
identities as well as forge data by them. Again, if we are assuming back-tracking
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attacks for some future quantum adversary, then these forgeries are “after the fact.” 
Nonetheless, the scale of damage that an adversary may achieve in terms of legal 
and audit validity effects is many orders of magnitude larger when they are able to 
attack the third-party certificate authority in contrast to only one end-user. A natural 
solution to this problem may appear in the form of transitioning the certificate to 
using a post-quantum algorithm—even if the end-user digital signature is standard, 
then at least it is not possible for an eventual quantum adversary to retroactively 
create competing identities. Unfortunately, this solution is inhibited in that current 
systems must be able to validate the certificate authority’s signature on a certificate; 
therefore, ironically, the certificate authority’s algorithm may be the last to be 
upgraded as legacy systems need to recognize it. Thus, we see that there is a larger 
infrastructure around achieving post-quantum data authenticity that takes time to 
transition, creating an urgency to do so that may not be immediately apparent. In 
Sect. 4.5, we will discuss post-quantum hybrid techniques that may help solve the 
legacy challenge. 

4.3 Protocols vs. Algorithms 

In cryptography, protocols and algorithms are interdependent but separate concepts. 
For example, encryption is a cryptographic algorithm—a function—than, on input 
of keys and data, provides a ciphertext output. An example of a cryptographic 
protocol includes key exchange protocols—interactive steps between parties for 
establishing the key that is then used for encryption. Other examples include mutual 
authentication protocols such that parties are protected against impersonation within 
the channel, consensus protocols, and privacy-preserving protocols, to name a few. 
In the case of data encryption, the security of the encryption algorithm is directly 
reliant on the security of the key exchange protocol used to establish the encryption 
key. If the latter breaks and an adversary could obtain the key, then it will also be able 
to decrypt information that it should not have access to. Protocols are used in most 
aspects of daily life, including to secure digital communications to banks, smart 
door locks, car keys, pacemakers, among Internet of Things devices, etc. This raises 
a question: when identifying quantum resistance measures for system hardening, 
should post-quantum secure techniques be applied to the algorithm, the protocol, or 
both? 

Security of even the most simplistic of systems relies on cryptographic protocols 
to combine algorithms in dependable and resilient ways. Algorithms can be used as 
“building blocks” for secure protocols. For example, version 1.3 of the Transport 
Layer Security (TLS) protocol combines cryptographic key derivation functions, 
message authentication codes, and digital signatures, among others. Even if the 
underlying components are strong, they could be combined in such a way that the 
resulting protocol is broken and the adversary learns the secret information. Thus, 
having post-quantum algorithm subcomponents is necessary for the post-quantum 
security of the protocol, but not sufficient to automatically imply that the overall
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protocol is secure, and analysis of the protocol itself must be considered. Finally, 
protocol security is dependent on the threat model of the system (i.e., what it is 
trying to protect against) and this frequently extends to many other threats than 
just quantum computing. Some protocols are being created or adapted that may 
be suitable for post-quantum applications [15, 16, 21, 26]. Other protocols that are 
already tailored for efficient and secure use inside of a given system may require 
a re-tailoring with post-quantum algorithm subcomponents to assess suitability 
against both a quantum attacker and the system’s current core threat model. 

In summary, the answer to the above question is that it is not sufficient to simply 
replace quantum-vulnerable cryptographic algorithms—the entire protocol needs to 
be analyzed and potentially changed to achieve overall protection against quantum 
adversaries. 

4.4 Software vs. Hardware 

As explained in Sect. 3, the number of years needed to deploy a system is determined 
by the time of integration, the acquisition process, and the device lifespan, at 
a minimum. The latter two are particularly important if hardware needs to be 
replaced. For example, for communication between aircraft or vehicles, messages 
are authenticated using digital signatures and then broadcast (see Sect. 5.2 for 
a detailed description of aircraft communication systems and [48] for a current 
vehicle-to-vehicle communication standard). In high-traffic areas, this means that 
aircraft or vehicles might need to verify hundreds of signatures. Hence, dedicated 
hardware chips that implement the verification algorithm are often integrated in the 
aircraft or vehicles to improve efficiency over software implementations. During a 
post-quantum transition, post-quantum algorithms must first be implemented and 
tested for the needed hardware processors, and then these dedicated chips must be 
manufactured and deployed in systems. There are a few works on how to reuse 
dedicated hardware chips for classical algorithms for a post-quantum algorithm. 
For example, [3] describes how to reuse RSA processors for transition to the lattice-
based scheme Kyber. However, whether this is possible depends very much on the 
hardware as well as on the specific cryptographic algorithms being used. 

This means that if a system includes dedicated hardware implementations for 
cryptography algorithms, the urgency to analyze the system regarding the need for 
a post-quantum transition is increased. Urgency also increases with the scale of the 
application. For example, while replacing one Automated Teller Machine (ATM) 
with an ATM that has been upgraded to be post-quantum secure may be a relatively 
feasible process, replacing all 470,135 ATMs in the United States. [4] requires an 
immense effort both in timescale management and financial investment. 

In contrast, upgrading software is presumably easier as in most cases no hardware 
changes need to be made. However, the effort arising from potentially many 
dependencies in software libraries should not be underestimated. Further, many 
different companies make ATMs that may require many different software upgrades 
to transition all ATMs to post-quantum security options.
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4.5 Classical/Post-Quantum Hybrid Algorithms 

The urgency to switch to post-quantum secure cryptographic alternatives that has 
been described in this section is opposed by the uncertainty of whether post-
quantum algorithms are secure. Cryptographic algorithms are naturally a high-value 
target for attackers due to the information advantage, with second-order effects from 
breaking an algorithm including financial and strategic impacts. Thus, cryptographic 
algorithms, whether classic or post-quantum, receive an intense degree of scrutiny, 
cycling through phases of uncertainty, breaks, and hardening revisions. Among 
the NIST post-quantum candidates, some algorithms have a fairly long history of 
testing, such as hash-based signature schemes (e.g., XMSS [44]), which are already 
recommended by the German Federal Office for Information Security [32], or the 
code-based Key Encapsulation Mechanism (KEM) McEliece [8]. The security of 
these is therefore more thoroughly vetted than some of the newer alternatives that are 
also up for standardization. For example, Rainbow [25] is a post-quantum algorithm 
invented in 2004 that has made it through three rounds of the NIST post-quantum 
standardization effort. Nonetheless, in 2022 research emerged that demonstrated 
significant vulnerabilities in Rainbow [11, 27], leading to key recovery attacks. 

While it may be enticing to forgo newer algorithms in favor of those with more 
history to increase the likelihood of sudden security breaks, there is no guarantee 
that such time maturation provides indication of security—historically ciphers that 
have been thoroughly cryptanalyzed for many years have also been identified as 
holding new vulnerabilities [14, 68]. Second, newer algorithms can provide different 
features than some of the more established variants. In post-quantum cryptography, 
there are usually trade-offs in memory or computational requirements, and for some 
applications the current algorithms possessing a longer history may not be suitable. 
Finally, the urgency for a post-quantum transition may prohibit a longer waiting 
period for more results to emerge. 

As a solution to this predicament, hybrid or composite algorithms [12, 13, 75, 96] 
have been suggested that have also been recommended by standardization agencies 
such as NIST [18], the German BSI [32], European Telecommunications Standards 
Institute (ETSI) [28], and the Internet Engineering Task Force (IETF) [23]. Hybrids 
refer to the combination of two or more algorithms of the same kind. For 
example, a hybrid digital signature may consist of a combination of two underlying 
digital signatures. Hybrids can be achieved by either combining classical (i.e., 
quantum-vulnerable) with post-quantum secure algorithms or combining different 
post-quantum algorithms of the same kind. The former approach aims to leverage 
security guarantees from classic algorithms that are well-understood but quantum-
vulnerable while combining those with post-quantum guarantees. Such hybrid 
algorithms are post-quantum secure (if analyzed for that goal) and may also support 
backwards compatibility in some cases (e.g., a system that is not set up to verify 
the post-quantum component may still verify the classic component). In contrast, 
the latter approach of hybridizing two post-quantum algorithms aims to decrease 
the likelihood of a successful attack by spreading security across different types
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of assumptions (e.g., digital signatures designed based on different computational 
hardness assumptions). 

As with selecting whether to post-quantum transition individual algorithms 
(e.g., encryption, digital signatures, etc.) and protocols based on system security 
requirements, the use-case needs should be assessed when considering use of 
hybrids. Hybrids do generally come at a higher performance cost, so use may be best 
as a stop-gap solution during post-quantum transition or where the potential security 
benefits outweigh the overhead. Thus, it may be important for a system to have, for 
example, a hybrid key encapsulation mechanism to ensure extra security for the 
key distribution both under a classic and quantum adversary while only requiring, 
for example, a classic digital signature. Generalization of such system requirements 
would be ill-advised and instead the transition strategy should account for individual 
system use and security guarantees required. 

4.6 Considerations Summary 

In summary, the following considerations are important when analyzing whether or 
not—and when—a post-quantum transition for a system is necessary. 

The first and most important question to ask is whether the system might be 
vulnerable to a quantum attack. This can be analyzed by answering the following 
question formulated by Mosca and Mulholland [63]: “Does my [system] rely on 
asymmetric cryptography to encrypt information, provide data integrity, or for 
cryptographic key distribution?” If the answer is no, no further action is needed. 
If the answer is yes, the next important step is to analyze the urgency of the needed 
transition. 

As we explained in detail above, the urgency is defined by the data sensitivity 
lifespan—how long the communicated data needs to be secure—and the number 
of years needed to deploy quantum-secure alternatives. The latter can be further 
determined by considering the integration time, the acquisition time (of, e.g., 
requisite hardware), and the device lifespan of the devices used in the system. All 
three of these depend, on the one hand, on how crypto-agile, and therefore on how 
easy to change, the system’s building blocks already are. On the other hand, they 
also depend on whether the system update would include changing hardware or only 
software (see Sect. 4.4). To analyze the data sensitivity lifespan, in particular two 
security goals need to be considered: how long does the data need to be confidential 
and/or how long does the data need to be authenticated (see Sect. 4.2). 

In addition to determining the urgency of the needed transition, an important 
question to answer is also whether the quantum-vulnerable algorithms should 
be switched by post-quantum algorithms or by (classical/post-quantum) hybrid 
algorithms (see Sect. 4.5). Reasons to do the latter could be, for example, to 
diversify security risks (i.e., to avoid a sudden break of a single algorithm) or to 
enable backward compatibility with post-quantum unaware parts of the system. It 
is important to emphasize that not only might replacement of quantum-vulnerable
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algorithms with quantum-secure algorithms be needed, but additional changes to the 
protocol or system as a combination of such algorithms might also be essential (see 
Sect. 4.3). 

5 Case Studies in Quantum Risk and Transition for Critical 
Systems 

Many systems critical to modern life require cryptography to safely and securely 
operate. For instance, critical infrastructure such as the power grid, water utili-
ties, healthcare systems, transportation infrastructure including the physical built 
infrastructure, ground vehicles, ships, aircraft, defense systems, and many other 
such systems and SoS heavily rely on keeping data secure [66]. Eavesdropping 
on command and control (C2) and ISR data from UASs used as part of national 
defense could allow for an adversary to gather sensitive intelligence data that puts a 
nation’s security at risk. This includes eavesdropping on encrypted data traffic and 
performing a back-tracking attack years later by quantum adversaries as described 
in Sect. 2.1. 

This section discusses the potential risks to critical systems in a quantum-
computing era through the lens of some example analyses to understand when 
post-quantum upgrades and overhauls to existing and future systems must occur. 
More concretely, we consider case studies in medical devices, satellite systems, 
aircraft SoS, and finally nuclear power plants. 

It is important to note that while there is strong advocacy that the analysis 
shown in Sect. 3 should be conducted, that analysis is explicitly excluded below. 
The reason is that the data necessary to conduct the analysis across the examples 
shown in this section is generally proprietary and confidential in nature, and resides 
with companies that manufacture the systems discussed. In some examples, the 
relative urgency is discussed for a system to implement post-quantum cryptographic 
solutions but this is only general information and in practice may be different for 
specific systems of concern. 

5.1 Medical Systems 

As noted analogously for the cryptographic layer, system implications of a quantum 
attacker vary across system designs, data lifespan, and data sensitivity. Many types 
of data a system may have are only relevant for a brief period of time such as 
throttle position data transmitted across a vehicle’s controller area network (CAN) 
bus. Other types of data such as ISR data collected by a defense system may be 
sensitive for many years. Further, as discussed in Sect. 2, data aggregation can lead 
to back-tracking attacks.
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An example of a continuous positive airway pressure (CPAP) machine demon-
strates data sensitivity lifespan of the hardware. CPAPs are often expected to last 
three to five years of nightly use by patients at home. A typical development cycle 
for a new generation of CPAP machine can take several years and may reuse 
significant system elements from previous CPAP generations. Corresponding to 
Fig. 6, the lifespan of data is .l = 50 years under, for example, the old U.S. Health 
Insurance Portability and Accountability Act (HIPAA) (and now indefinite) [29]. 
Moreover, the deployment time d must additionally account for reused system 
elements, integration, and acquisition such that the data is post-quantum safe in the 
event of a quantum attacker. Note that even under an unrealistic but ideal scenario 
of .d = 0, the fact that .l = 50 or more years necessarily puts intense pressure on 
medical providers. If a cryptographically relevant quantum computer is viable in 
.q < 50 years, then providers not using post-quantum secure options today would be 
in violation of HIPAA compliance for current data, given the reality of back-tracking 
attacks. 

5.2 Aircraft System of Systems 

A crewed aircraft SoS is comprised of ground control (air traffic control, airport 
ramps, maintenance facilities, airline logistics and management, etc.), two-way 
audio and digital communications (direct digital and analog radio communica-
tions and digital radio communications via satellite relay), anticollision systems 
(traffic collision avoidance system, ground proximity warning system, automatic 
Dependent Surveillance–Broadcast system, etc.), the crew (pilot, co-pilot, etc.), 
passengers and associated systems (i.e., in-flight entertainment system), and the 
aircraft itself (avionics, engines, fuel management system, control surfaces, etc.) 
[64]. As such the crewed aircraft SoS contains many digital systems to communicate 
with the ground, to other aircraft, to internal aircraft systems, among the crew, 
and to entertain the passengers. Many of the digital systems aboard the aircraft 
are linked via a data bus (ARINC 429, AFDX, MIL-STD-1553, etc. [35]). Some 
passenger-accessible systems such as the in-flight entertainment systems could 
be attack vectors to sensitive aircraft systems [30, 107]. When modern, “smart” 
aircraft supporting Wi-Fi are considered, we can look at WPA3—the latest of 
the Wi-Fi connection standards. WPA3 relies on asymmetric techniques within 
the Dragonfly handshake [41, 46, 102], making it vulnerable to quantum attacks. 
Transitioning such systems to use post-quantum techniques would be a longer 
process since transition for aircraft components must be accounted for in addition to 
any upgrades of the supported standards outside of the aircraft environment [64, 93]. 
On the ground, aircraft often digitally interface with maintenance equipment to run 
diagnostics, download prognostics and health management data from major aircraft 
subsystems, and upload data to the aircraft such as navigation information and 
updates to critical flight systems [94]. Figure 7 provides a simplified CONOPS of 
the aircraft SoS.
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Fig. 7 Crewed aircraft SoS. The aircraft communicates with two satellites to provide (1) in-flight 
positioning data and telemetry back to a central office, and (2) in-flight live entertainment and 
Internet access to passengers. The satellites feed data to/from ground stations. Digital and analog 
links with other aircraft and regional airports allow for two-way communication 

Beyond geolocation and other satellite links, communication links also connect 
aircraft-to-aircraft and aircraft-to-ground stations. For the latter, a modern air traffic 
management system that uses mutual entity authentication and key agreement 
based on classical cryptography has been recently introduced [70]. Similarly, it 
can be expected that future secure aircraft-to-aircraft communication will need to 
verify digital signatures to check the authenticity of the sending craft or system, 
to, for example, avoid spamming attacks, where a system’s capacity is actively 
overloaded to force system failure. Given the large number of aircraft that are in 
transmission range of another aircraft at a given time, large numbers of signatures 
would need to be signed and verified every second. For instance, an aircraft flying 
over the Los Angeles Basin or a similar congested airspace at a higher flight level 
(FL) such as FL330 or above (33,000 feet or above) might receive Automatic 
Dependent Surveillance—Broadcast (ADS-B) data from hundreds of other aircraft 
in its communication range (although not all may be displayed on an ADS-B 
receiver due to the typical . ±3500 feet 30 nautical mile “hockey puck” data filtering 
based on aircraft position [31]) where each aircraft sends a burst of data every 0.5– 
10 seconds. Hence, it is expected that dedicated chips would be needed to do such 
cryptographic operations on board the aircraft (an aspect that further hampers post-
quantum transition as explained in more detail in Sects. 3.2 and 4.4). A quantum 
adversary breaking the authenticity or integrity of this communication might be able 
to change messages to cause mid-air collisions and other high-risk situations. If a 
quantum adversary could break confidentiality, it would be able to read potentially
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sensitive message data either to the aircraft or to entities on-board, creating a 
potential security risk, for example, in the case of a non-commercial aircraft such as 
government or defense-related aircraft. 

Moving closer to the ground, a quantum adversary could be able to forge digital 
signatures that should otherwise guarantee the authenticity and integrity of software 
updates of any of the avionics or control systems. Such software updates are done 
routinely during maintenance and could cause disturbances during the flight, and 
in the worst case, cause the aircraft to crash (in back-tracking attacks, an adversary 
could also tamper with evidence and auditability). 

Inside the aircraft, a (very powerful) quantum adversary could be able to also 
break confidentiality or integrity of the communication on the aircraft itself, for 
example, between the cockpit and control surfaces such as the wing flaps or between 
the cockpit and the engine. The data buses inside the aircraft provide a potential 
avenue of intrusion. For example, an adversary can collect traffic and take it offsite 
to a quantum computer to extract information (breaking confidentiality and/or 
integrity) to learn operational information and gain long-term authentication keys. 
Once keys are derived via quantum cryptanalysis, the adversary would be able to 
return to the aircraft proximity and potentially take over control of data buses and 
communication links between the cockpit and, for example, the engines. 

5.3 Satellite Systems 

As mentioned in the crewed aircraft SoS in Sect. 5.2, satellites provide important 
communications links. Satellites communicate with aircraft for a variety of purposes 
such as global satellite navigation (GPS, Global Navigation Satellite System 
(GLONASS), Galileo, BeiDou, etc.) [71], two-way data for a variety of avionics and 
crew-ground communications systems (prognostics and health management data 
for key aircraft systems such as engines, messages to the crew or to the ground 
pertaining to aircraft operations and notices to aviators, weather reports, etc.), 
passenger in-flight entertainment system live feeds, passenger Internet access, and 
others. Back-haul data may constitute such relays for ground stations/aircraft, but 
also refer to data relayed, for example, across a network of satellites. Satellite system 
use extends well beyond geolocation and back-haul data applications. Namely, the 
ability to support such features comes with the need to maintain management of the 
satellite systems themselves, that is, C2. Naturally, this requires security of the C2 
connection for all other features and capabilities to be maintained. With a variety of 
space systems and communication technologies comes a variety of device lifespans 
and therefore quantum threat vectors. The system layers and interconnections point 
to a variety of timeline considerations and post-quantum transition decision point 
implications. 

Some satellites are part of low earth orbit (LEO) constellations that are replaced 
frequently (every 3–5 years) while other satellites may be in geostationary (GEO) 
orbits with long lifespans (of 15 or more years). In almost all cases, the hardware
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on satellites that is launched into orbit is not field serviceable and remains with 
the satellite throughout its life. Many satellites have hardware encryption solutions 
although some may have software encryption solutions that can be updated within 
the limits of the hardware [6]. In most cases, satellites talk to many different 
systems—not just aircraft. The satellite transceivers that a satellite uses may be 
many years old or may be brand new. Also in many cases, satellites must still 
be able to communicate with legacy transceivers using outdated cryptography. 
There may be many transceivers that are located in remote areas or are inac-
cessible so that upgrades cannot be done. When a system is forced to support 
old cryptographic techniques, downgrade attacks become more likely. All such 
considerations—difficulty to transition systems and backward compatibility risks— 
must be accounted for in the system transition plan and post-quantum strategy 
transition timeline. Hybrid algorithms (described in Sect. 4.5 might offer a way 
to support older cryptography but also enable security guarantees of post-quantum 
solutions. 

Some satellites may route communications across a back-haul between the 
transceiver aboard an aircraft and a ground station, as illustrated in Fig. 8. Satellites 
may have a data link to one or several large ground stations where data is 
then forwarded to recipients via the Internet, private networks, or other means. 
Sometimes ground stations are also located in remote regions and are teleoperated, 
adding yet a further factor into the system diagram of post-quantum transition links. 
Figure 8 shows a simplified configuration of satellites, ground stations, aircraft, etc. 

Fig. 8 Satellite CONOPS. A LEO satellite constellation maintains continuous communications 
with the aircraft and passes data via a back-haul between the satellites to a data link with a ground 
station that then passes two-way data between the aircraft and a user through the Internet. Two 
separate GEO satellites communicate with the aircraft and directly to ground stations that relay the 
communications via the Internet and private networks to users
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5.4 Nuclear Power Plants 

Most modern nuclear power plants use analog controls for safety-critical systems 
but digital instrumentation and control (I&C) is coming to some existing plants as 
well as to-be-constructed plants [42]. Nuclear power plants generate energy from a 
nuclear fission process—normally via producing steam to spin turbines that generate 
electricity. In most western nuclear power plant designs, water is used to keep the 
nuclear fuel rods below 1200°C, which is the point where the zirconium cladding 
used on most fuel rods begins to decay and can generate hydrogen that produces 
an explosion risk, and also can lead to the release of radioactive particles into the 
primary coolant loop [67, 105]. Many sensors are placed throughout a nuclear power 
plant to monitor all plant systems and help operators to regulate the nuclear reaction 
taking place in the core. Naturally, safety is essential for a nuclear power plant and 
any security risks to that are necessarily extremely serious. The safety-critical I&C 
systems in a nuclear power plant are generally triple redundant to mitigate safety 
risk. As plants transition legacy systems to digital C2, or even just to digital sensors, 
the security of such communication links becomes a primary critical protection 
point. 

While the core consideration for many systems is on security transition to post-
quantum and matching current system risk profiles to security properties, extreme 
legacy systems such as nuclear power plants are new to the digital communication 
space and often currently lack any security protections. As such, there are both 
benefits and risks to designing for transition now. Potential benefits include the 
flexibility to design for post-quantum requirements (e.g., key sizes or computational 
resources) that may eventually be required, especially if any C2 will eventually 
occur over the air in years to come. Unlike, for example, Internet connections that 
must be adapted for post-quantum support and integration, such legacy systems 
are prime for customization at the initiation of security design. On the risk 
side, however, comes failure to observe the lessons learned in past infrastructure 
modernization. The Internet of Things is one such example, where previously 
unconnected devices were “upgraded” to modern connectivity; such connectivity 
both enabled better command and control of the devices but also introduced security 
risks—some of which were not well anticipated and planned for [34, 43, 60, 108]. 
Another issue with nuclear power plants and similar critical and heavily regulated 
infrastructure is the lengthy review process that must be conducted before changes 
can be made to core safety systems. Implementing digital I&C within a nuclear 
power plant may take 10–20 years, and any future changes to I&C systems such 
as to upgrade to post-quantum cryptographic solutions may take as much or more 
time. Thus, for legacy systems such as nuclear power plants that are being upgraded 
now, the core question is, “What current and future threats are being planned for?” 
When it comes to a quantum threat, the planning and transition timeline is essential. 

Concluding this section on case studies regarding the quantum threat and the 
post-quantum transition, it is important to emphasize that there is a high risk 
in timelines for the post-quantum transition. This is, in particular, due to only
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partial analyses of SoSs by concentrating on some but not all components. Fuller 
system analysis, such as is done for other risks [40, 73, 74], must proactively 
undertake inclusion of the quantum threat, with follow-on and urgent actions 
taken for vulnerable systems. However, this also presents an opportunity; quantum 
adversaries can be accounted for now in the fundamental threat model base-lining 
for systems being designed or fundamentally redesigned over the next decades. 

6 Conclusion 

Quantum computers are an impending threat on the horizon. While the exact 
timeline of a cryptographically relevant quantum computer is unknown, the conse-
quences for classic asymmetric cryptography would be severe. As system managers 
and strategic decision-makers consider whether or not to transition to post-quantum 
secure alternatives, and potential timelines for transition, there are a multitude 
of factors to consider. Among these are legal and economic implications, system 
dependencies through data transit of multiple C2 links, the types of security 
guarantees needed (such as confidentiality and/or integrity), the types of system 
components needed (hardware processors or software updates), and the integration 
timeline with respect to data lifespan, post-quantum integration, acquisition, and 
device lifespan. All of these must be juxtaposed with the wager management takes 
on for development time of a cryptographically relevant quantum computer—a 
threat that could become reality in a couple of years, 15 years, 30 years, or any 
estimate to be placed for risk analysis. What is certain is that a strategic plan is 
required. Instead of ad hoc decisions limited to the cryptographic layer and subject 
to the winds of advertisement and marketing jargon, a true system transition plan 
is based on aggregated security needs and threat risks required for an integrated 
system in its entirety. 
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On the Way to Coastal Community 
Resilience Under Tsunami Threat 

Mark Klyachko, Andrey Zaytsev, Tatiana Talipova, and Efim Pelinovsky 

1 Introduction 

The sea and ocean coasts have always been and remain particularly attractive for 
human development despite the fact that they are subject to the greatest natural 
threats. At the same time, the most terrible marine threat is the tsunami. In order 
to accumulate a sufficiently complete knowledge of the tsunami nature and to 
understand better how to respond to this threat and how to warn the coastal 
community about tsunamis in advance, it took scientists many centuries to establish 
the fact that the main tsunami source is quite powerful (with the magnitude of M >  
7) earthquakes; therefore, tsunamis should be expected primarily on the Pacific Rim 
coast where 80% of the earth seismic energy is released. 

In 1988, at the initiative of the President of the National Science Foundation 
(USA) Prof. Thomas Press proposed and then adopted the UN Tokyo Declaration 
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on Disaster Reduction (IDNDR); it recognized that while natural hazards such as 
earthquakes and tsunamis are not yet manageable, humanity can and should if 
though not prevent but at least reduce their undesirable consequences. 

The importance of tsunami safety for Russia is due to the large length of its 
seacoasts. We will list here the Russian sea coasts in order of decreasing tsunami 
threat level: the Kamchatka–Kuril region in the northwest of the Pacific Rim, the 
Black Sea coast, the Caspian Sea coast (actually the world’s largest lake), the Azov 
Sea coast, and, finally, Lake Baikal, which is located in a very high seismicity zone. 
For example, due to the 1892 Tsagan earthquake, the coastal territory collapsed 
forming a bay with the same name Sinkhole and causing tsunami waves (seiches) up 
to 3.5 m high. The highest tsunami heights in Russian history were noted [64] on the  
coast of the Kamchatka Peninsula, located in the subduction zone not far from the 
Kamchatka–Kuril deep-sea trench. The Okhotsk Sea coast of Kamchatka is subject 
to high tides, the height of which increases to the north and reaches 13 m in Penzhina 
Bay. In addition, at the bottom of the Okhotsk Sea there are several underwater 
volcanoes, the possible activity of which is also fraught with dangerous tsunamis. 
There are also several data on tsunamis in the country’s inland waters mainly caused 
by landslides [10]. Let us especially note the wave in the Bureya River in December 
2018, when the splash height was 90 m [46]. The development of existing coastal 
cities and tourist complexes, civilization, and economic development of new sea 
coasts, seaport construction and reconstruction, shipbuilding and fish processing 
facilities, and gas and oil production in the sea makes the tsunami protection 
problem of the Russian Federation sea coasts very important and urgent. 

The purpose of the present paper is to describe orderly the ways, mechanisms, 
and tool box recommended to reduce tsunami disasters ensuring sustainable sea 
coast safety on the examples of research carried out in Russia based on Set of 
Rules 292.1325800.2017 “Buildings and structures on tsunami hazardous areas. 
Regulations of design” (further Set of Rules 292) and supporting these Set of 
Rules 292 manuals [48, 49]. At the same time, for the convenience of computer 
processing in GIS and for the future development of RObot Interaction LANguage 
(ROILA), a large number of associative abbreviations were used; in the present 
paper, they are written together with their concept decoding, with the exception 
of regularly repeated abbreviations, the concept of which is given in paragraph 7 
“Nomenclature.” 

2 The Software Block Approach to Ensuring the Sea Coast 
Sustainable Safety 

2.1 The Typical Program and the Block Diagram of Preventive 
Security of Urban Areas Prone to Natural Hazards 

The Kamchatka Peninsula, the eastern region of the Russian Federation, located in 
the northwestern part of the Pacific Rim, has extremely diverse ground conditions 
and is subject to the country’s most dangerous volcanic eruptions, earthquakes,
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hurricanes, and tsunamis. Thus, in connection with it, since the late 1960s this 
territory has become an experimental site for engineering seismometric observations 
on residential buildings of various design solutions and for testing the seismic 
resistance of buildings with various types of seismic isolation. 

When solving the problem of population safety and the territories prone to natural 
hazards, which mankind is not yet able to rule, the R&D Center on Earthquake 
Engineering and Natural Disaster Reduction (´ENDR, Russia) developed (1986– 
1992) the program “PREventive Sustainable Safety” (PRESS) suitable to protect the 
diverse socioeconomic urbanization systems (SESURB) subject to any unmanaged 
hazardous natural impacts [26]. 

The standard “PREventive Sustainable Safety” (PRESS) program consists of two 
parts: 

.PRESS = PRANA + PRIMA, (1) 

where the PRANA subprogram is the Program Risk ANAlysis, while the PRIMA 
subprogram is the Program RIsk Management. 

The complexity of the PRESS lies in the mandatory consideration of additional 
probable tsunami triggers (underwater and coastal landslides, landslides, etc.), sec-
ondary natural and anthropogenic impacts, and simultaneous/associated disasters, 
for example, epidemiological or of climatic origin. With regard to the tsunami 
protection problem, the implementation of the PRANA and PRIMA subprograms 
should be carried out by sequentially solving tasks combined into target blocks, as 
indicated in the flowchart in Fig. 1 [41]. 

To solve the task of ensuring the seismic safety SESURB around Avacha Bay 
(Kamchatka, Russia), set by Decree No. 2359-r of the Russian Government dated 
November 21, 1986, the PRESS-integrated program was turned into a locally 
targeted integrated preventive seismic safety program with the same abbreviation 

Fig. 1 Block diagram of the PRESS implementation on tsunami-prone coasts
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(in Russia it was called later “Seismoprotection”). In the last decade of the twentieth 
century, while the tasks of seismic safety were being solved, the tsunami problem 
in the Avacha Bay water area was considered to be a secondary hazard; but, 
unfortunately, the issues of structure tsunami protection were not solved, among 
them the lack of the engineering approach and relevant building codes including. 
It should be taken into account that (i) about 80% of tsunamis are seismogenic, 
which is why our greatest focus is laid on tsunamis caused by earthquakes and (ii) 
the greatest disasters on sea coasts occur as a result of the cumulative impact of 
earthquakes close to them and the subsequent seismogenic tsunamis. Today, we 
can and must return to a comprehensive analysis and disaster management in a 
generalized standard setting, combining the impact of earthquakes and tsunamis to 
various degrees and taking into account possible secondary and associated disasters. 

2.2 Database for Tsunami Risk Analysis 

The tsunami risk management target is the THA (tsunami hazardous area), which 
is planned for future development/building construction or that has already been 
urbanized. The THA includes water areas adjacent to the shore with a depth of 
up to 50 m and the coastal area limited by the flood line based on the tsunami 
microzoning results (DEM/TMZ). A variety of materials necessary to analyze the 
complex tsunami risk on the sea coasts are a kind of AMFORA (Applicated Material 
for FOrmula of Risk Analysis) that is replenished from two main sources: 

• Basic information-analytical data/Informatics-Analytics DataBASE (DIA-
BASE), directly related to the considered tsunami-prone area/the THA and 
received in this area. 

• The data obtained outside the THA under consideration, mainly from the survey 
results of the disaster tsunami consequences and the rehabilitation experience 
and recovery of areas affected by natural disasters, additionally selected from 
the Bank of Knowledge and Experience/BANk of KNOwledge, Testing and 
Experience in the Safety (BANKNOTEs). 

Thus, 

.AMFORA = DIABASE + BANKNOTEs (2) 

The DIABASE database for the THA is represented in GIS and consists of 
bathymetric and topographic maps, geotechnical data (including the landslide 
hazard), the bottom sediment characteristics, tides, surge/wind waves, a building 
map, and the peculiarities of the existing urbanized area, which is produced, for 
example, by using the ArcGIS Desktop PC. The DIABASE of a specific THA is 
constantly updated based on the THA certification results in terms of vulnerability 
assessments of the population, in terms of planning, design, and functional building 
vulnerability (including hard-to-evacuate, potentially dangerous facilities, life sup-
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port facilities, networks/key building, and critical facilities) to a probable tsunami 
and to the triggers that called it. The VULCAN (VULnerability City ANanalysis) 
toolkit is used to assess the building vulnerability and the one connected with the 
population of the city. It also describes the educational, cultural, and psychophysical 
characteristics of the THA population, their disaster experience, the level of medical 
care, and other characteristics and factors influencing the generalized vulnerability 
assessments of the population to earthquakes and tsunamis, readiness for evacuation, 
the panic likelihood, seismophobia, etc. [39]. Instructions on the layout and content 
of the DIABASE (Informatics-Analytics DataBASE) are given in [48]. Such a 
database for the tsunami risk analysis was developed by us for the first time for 
the city of Petropavlovsk–Kamchatsky in pursuance of the Decrees of the Russian 
Government dated December 5, 1989, No. 1090 and February 27, 1990, No. 75 
on accelerating the solution to the problem of ensuring the urbanized area safety 
around Avacha Bay at a predicted destructive earthquake. The PRANA subprogram 
uses various combinations of the deterministic approach typical for the DIABASE 
and the probabilistic analysis, which is impossible to do without in the field of new 
knowledge. That is why one should be very careful when creating and using the 
data from the BANKNOTEs (BANk of KNOwledge, Testing and Experience in the 
Safety). Unfortunately, many urbanized coasts do not have their own experience of 
disasters from earthquakes and even more so from tsunamis. Therefore, it is really 
of utmost importance to study carefully and comprehensively all tsunami disasters, 
to search for and find similar objects, or identical SIB (SImilar Buildings) buildings, 
whose vulnerability to tsunamis is reliable, and to single out the BAOBAB (BAsic 
OBjects for Analysis of the Built-up) from them equipped with engineering 
observation stations. For reliable estimates of probable tsunami disasters at the 
THA with insufficient own disaster experience, the combined mathematical method 
MELESA (Method of Expert-Logical Estimations and System Analysis) is used; 
it is built based on the theory of “fuzzy sets” and blurred images. An orderly 
approach to the formation of the AMFORA database for the urbanized areas with 
insufficient own disaster experience was finally formed in CENDR by 1993 [29]; 
the formation of the minimum list of the SIB analog objects was completed in 
1995 by using the consequences of domestic earthquakes in Ashgabat (1948), 
Petropavlovsk–Kamchatsky (1952, 1971), Tashkent (1966), Gazli (1976), Spitak 
(1988), Sakhalin region (1994, 1995) and abroad in Italy (Artegna, 1976, and 
in 1980 Campania–Basilicata, Balvano, San Angelo Dei Lombardi), Montenegro 
(Yugoslavia 1979), Asman (Algeria 1980), Mexico City (1985), Iran (Manjil, 1990), 
and Turkey (Erzincan, 1992). The resulting set of the SIBs is sufficient for a reliable 
probable seismic risk analysis. At the 11th European Conference for earthquake 
engineering (Paris, 1998), the Working Group “Seismic risk. Vulnerability. Disaster 
scenarios” with the co-chairmen M. Dolce (Italy) and M. Klyachko (Russia) was 
organized.
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3 Methods and Mechanisms/the Toolbox for the Tsunami 
Risk Analysis and Management 

Within the framework of the present paper, we restrict ourselves to listing below 
the main methods and tools used in PRANA and PRIMA making the minimum 
necessary comments. At the same time, we will consider the worst case of the 
multifactorial disaster on a conditional coastal urbanized territory subject to a local 
tsunami with a closely located seismic trigger and with the additional tsunami 
amplifying factors (e.g., underwater and coastal landslides similar to September 
28, 2018, on the Sulawesi Island, Indonesia) [65, 66]. Disaster mitigation tools 
should be subdivided into research, engineering, regulatory, educational, and special 
regulation methods. The fact that these areas of activity are carried out by specialists 
of various profiles and officials shows that coordination of this complex work is 
required in order to gain the effective result. 

3.1 The Tsunami Warning System 

At present, the Tsunami Warning System is already operating in several regions 
of the world (the Pacific and Indian Oceans, and the Mediterranean Sea), issuing 
an operational tsunami forecast immediately after the M>7 earthquake. It should 
be taken into account that the Tsunami Warning System (TWS) may fail to work 
and maybe late with an alarm. Moreover, repeated false alarms of the Tsunami 
Warning System prevent people from responding to real danger in a timely and 
correct manner. Even the most advanced TWS in Japan could not prevent the death 
of more than 14,000 people from the tsunami on March 11, 2011, if counting only 
drowned people. Much work is being done to improve the efficiency of the TWS by 
increasing the number of tsunami buoys (DART type), the submarine cable used, the 
satellite data, and methods used to calculate tsunami characteristics, the presentation 
of which is beyond the scope of this paper. 

3.2 Tsunami Hazard Assessment 

For a long-term forecast of tsunami characteristics and their impact on coastal 
infrastructure, it is first necessary to estimate the prognostic wave height (tsunami 
hazard). It is associated with the probability P that at least one tsunami with a run-
up height exceeding the value h, calculated in the framework of the Poisson law for 
rare events, will occur in the given place during time t 

.P (h, t) = 1 − exp [−ϕ(h)t] , (3)
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where the average tsunami frequency ϕ(h) with a run-up height exceeding the level 
h is called the recurrence function. This function is determined based on historical 
tsunami data (if there are enough such data) and/or prognostic tsunami calculations. 
Set of Rules 292 for the Russian Far East coast now uses a recurrence function based 
on historical data. It is well approximated by the exponent for h > 0.5  m:  

.φ(h) = f exp
(−h/h∗) , (4) 

where f is the frequency of strong tsunami appearance (regional parameter) and h* is  
the characteristic tsunami height (local parameter). The tsunami hazard can be pre-
sented in cartographic and tabular form. For example, in the design code Set of Rules 
292 tsunami zoning is represented on maps in three scale ranges: M1:5000000– 
M1:1000000; ¯1:1000000–¯1:25000; M1:25000; and larger, depending on the 
detail and the number of parameters taken into account. 

.h50 = h∗· ln (50f ); (5) 

.h100 = h∗· ln (100f ). (6) 

To assess the tsunami resistance of the increased responsibility objects, Set of Rules 
292 uses the run-up level h50;0,1, which approximately corresponds to an average 
frequency of once every 500 years; in the IAEA standards, when designing nuclear 
power plants, the maximum tsunami level is taken once every 10,000 years. Such 
values cannot be obtained from the analysis of only historical tsunamis, and here, 
the PTHA (Probabilistic Tsunami Hazard Assessment) method is used, in which 
the historical tsunami data are supplemented with the predictive tsunami data from 
possible earthquakes; see, for example [4]. In this method, the source is a synthetic 
catalog of earthquakes that are possible over a period of 100 thousand years, based 
on the available data extrapolation on the geological structure of the earth and 
seismic activity. Then, possible tsunamis caused by such events are calculated 
with estimates of all available uncertainties. As a result, it is possible to give 
probabilistic characteristics of tsunami heights on the coast necessary to assess the 
risks associated with the tsunami. Such studies have already been carried out for the 
US Pacific coast [14], the Mediterranean Sea basin [3], and the Russian Far East 
coast [17]. An example of calculating the tsunami hazard map of the Far East coast 
of Russia with the probability of exceeding the given height of 10% for a period of 
50 years, which is equivalent to the tsunami with such a height once every 475 years, 
is shown in Fig. 2 taken from [17]. 

Let us note that tsunami hazard maps are built based on a huge number of 
scenarios, which is very costly. Therefore, the tsunami heights in these maps are 
calculated near the coastline (at a depth of several meters) and with a certain 
average along the coast. These figures are actually the starting points for tsunami 
microzoning, when the size of the coastal flood zone, the water flow depth, and
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Fig. 2 Tsunami hazard map of the Far East coast of Russia with the probability of exceeding the 
given height of 10% for the period of 50 years 

speed on the coast are estimated [13]. The result is a tsunami set of the HAZard 
Scenario (HAZS) for the possible events with the given probability. 

When carrying out microzoning, the flood zone parameters of the coast are 
specified, taking into account the differences between the considered coast and the 
“standard coast” adopted in Set of Rules 292, as well as taking into account the 
THA development. When these tasks are performed, the weak point is the need 
to have detailed bathymetric maps and the coastal zone topography with scale of 
up to several meters. In numerical calculations of tsunami scenarios, the nonlinear 
shallow water theory and its dispersion generalizations are usually used. One of the 
popular computing systems used to solve these problems is the NAMI-DANCE, 
developed in collaboration with Turkish and Russian specialists [65, 66]. Figure 
3 taken from [2] shows an example of calculating the coast flooding of the port of 
Haydarpasa, located in the Sea of Marmara near the metropolis of Istanbul (Turkey), 
by a possible catastrophic tsunami. The wave height in this place can exceed 6 m, 
and the waves arrive at the port in a few minutes. The maximum port flooding will 
occur 20 min after the tsunami occurrence. The water flow will move at a high 
speed (about 5 m/s) and cause a lot of damage in the port. It is worth noting that
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Fig. 3 Maximum flooding zone by tsunami waves of the port of Haydarpasa 

all calculations are made taking into account the onshore and offshore structures; 
therefore, it becomes possible to calculate the force action on these objects. 

In order to characterize the destructive tsunami power under the action of the 
water flow on the coast on average, various intensity scales are used; see, for 
example [54]. In our research and Set of Rules 292, we use the following scale, 
presented in Table 1. 

In our research and practice, we use the categories of structural building 
vulnerability in accordance with Note 5 to the tsunami intensity scale (Table 1). 

Fragility curves with classification of various structures are now being widely 
used; see, for example [53, 56, 62]. However, everything related to the term 
“fragility” seems to have a very limited scope, since fragility is only inherent 
in stone structures, large-block concrete houses, and poorly designed reinforced 
concrete frame buildings. Building structures made of wood, metal structures, 
modern nanostructured concrete, and other building materials with high ductility are 
not subject to brittle damage and destruction. What is more, a higher ductility has 
tall hotel buildings common on seashores, equipped with seismic isolation systems 
and/or dampers to dampen dynamic vibrations. 

3.3 Tsunami Engineering Survey and Physical Modeling 

Engineers obtain the most valuable knowledge about the tsunami interaction with 
buildings and structures because of examining the tsunami consequences. The
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engineering consequences of the December 27, 2004, tsunami in the Indian Ocean 
are best studied [9, 51], and the 2010 tsunami surveys in Chile were also interesting 
and useful [50, 55]. 

A recent survey of the consequences of the tsunami caused by an M = 7.0 
earthquake in the Aegean Sea showed that a seismogenic weak tsunami was in 

Table 1 Tsunami intensity scale 

Intensity Its 

Typical 
effects/consequences 
observed on the coast 
and adjacent waters 

Qualitative 
characteristic (term) 
strength, consequences 

Quantitative 
characteristics, points 

Imperceptible 0 (α) The run-up height does not exceed 
0.5 m, which is imperceptible and is 
noted only by tide gauges 

Extremely 
weak/perceptible 

I (α) The run-up height is 0.5–1 m, which 
is noticed by a few and recorded by tide 
gauges 
(γ) Certain offshore structures of 
vulnerability category (f) and certain 
coastal structures of vulnerability 
category (vh) receive damage of degree 1 

Weak II (α) The run-up height is 1–2 m, which is 
observed by everyone 
(β) Flat coasts are flooded; lightships are 
thrown ashore 
(γ) Many coastal structures of 
vulnerability category (f) receive degree 
damage 1, some damage – degree 2; 
coastal structures of vulnerability 
category other than (f) and most coastal 
structures are not damaged 

Moderate/damaging III (α) The run-up height is 2–4 m 
(β) Lightships are thrown or swept away; 
the shores are littered with rubble and 
litter 
(γ) Many buildings and structures of 
vulnerability categories (f) and (vh) have 
degree damage 3. Some of them have 
degree damage 4. Many buildings of 
vulnerability category (mh) have degree 
damage 2, and some of them have degree 
damage degree 3. Some buildings of 
category (m) have degree damage 2. 
Some buildings of vulnerability category 
(lm) have damaged degree 1 

(continued)



On the Way to Coastal Community Resilience Under Tsunami Threat 169

Table 1 (continued) 

Intensity Its 

Typical 
effects/consequences 
observed on the coast 
and adjacent waters 

Qualitative 
characteristic (term) 
strength, consequences 

Quantitative 
characteristics, points 

Strong/ strongly 
damaging 

IV (α) The run-up height is 4–8m 
(β) Large ships are damaged and/or 
stranded; there is heavy soil erosion from 
fields. In the absence or failure of the 
SPM, individual victims 
(γ) Most buildings in the vulnerability 
categories (f) and (vh) have damaged 
levels 4 and 5. Many buildings in the 
vulnerability category (h) and some 
vulnerability categories (mh) have 
damaged up to degree 4. Some buildings 
in the vulnerability category (m) may be 
partially destroyed 

Very strong/damaging V (α) The run-up height is 8–16 m 
(β) The entire flooded area is covered 
with debris. Many people are dying 
despite the SOC, sometimes there is panic 
(γ) Many buildings of vulnerability 
category (mh) have damage up to degree 
4 

Catastrophic/damaging VI (α) The run-up height is greater than 16 m 
(β) Complete devastation of coastal 
territories along the front and in depth. A 
large number of victims, despite the SOC. 
Mass panic 
(γ) Most buildings of vulnerability 
categories (h) and (mh) and some 
vulnerability categories (lm) are 
destroyed 

Notes 
1. In this table, the following designations are used: (α) – effects observed in the coastal marine 
area; (β) – effects observed on the coast; (γ) – effects observed on building structures 
2. The tsunami run-up height is determined at the shoreline of the undeveloped standard coast 
3. The damage degree of buildings under the tsunami influence is graduated from 0 (absence) to 5 
(collapse) similar to those adopted in the earthquake-resistant construction 
4. As an enlarged territorial tsunami characteristic, the intensity Its is taken, corresponding to the 
rounded run-up height value with the wave speed at the waterfront of 10 km per hour 
5. The category of structural vulnerability of the coastal and near-the-coast buildings and structures 
is taken according to the classification [28, 31] or according to the European Macroseismic Scale 
(EMS-98)
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places amplified by underwater landslides [63]. On the Turkish coast in small bays 
with narrow entrances, the tsunami was much stronger, and the impacts along these 
coasts were more serious: The maximum tsunami height of 2.3 m (with a flow depth 
of 1.4 m) was recorded in the Kaleici area in Sygachik; additionally, the tsunami 
intensity increased up to 3.8 m in places of numerous streams flowing into bays 
[11]. The tsunami flow traveled far along the streets of Izmir, and the flow velocity 
was obviously very high, as a result of which in insufficiently protected buildings the 
impact of the tsunami caused suffusion or liquefaction of the foundations’ soil base, 
which, consequently, led to heeling, precipitation, and damage to these buildings. 
The lesson of the Aegean tsunami is that even a small tsunami can cause a big 
disaster, as “all disaster lessons are important in mitigating future disasters.” 

However, since disasters caused by tsunamis are fortunately very rare, the 
required knowledge is not sufficient. This deficiency is made up for by physical 
modeling, which, being an integral part of the FLEET block, makes it possible to 
obtain the most reliable knowledge about the formation of tsunami in real THA, the 
effectiveness of protective engineering structures (breakwaters, barrier structures), 
and the dynamic tsunami interaction with floating, offshore, and onshore facilities 
(taking into account vortex processes, the flow around, etc.) [5, 23, 24, 42, 43]. The 
performed work on experimental physical modeling makes it possible to supplement 
Set of Rules 292 with a section on the calculation and design of floating structures, 
which is planned to be completed in the near future when updating Set of Rules 292. 

When examining the tsunami consequences, it is necessary to pay attention to the 
real readiness of the population for this disaster and the dependence of human losses 
and suffering on the level of this readiness. Education and training of the population 
for tsunami disaster preparedness play an important role in tsunami mitigation. In 
this direction of disaster management, we will note: 

– When developing leaflets for the population, cultural, mental, age, psychophys-
ical, housing, and other characteristics of the population should be taken into 
account, avoiding simple duplication of global standard recommendations. 

– Advance preparation of a family action plan (in emergency situations) and an 
emergency kit. 

– Advance knowledge of the procedure, routes, and final evacuation place, includ-
ing the vertical evacuation. 

– During the training, it is especially important to consolidate the methods 
and techniques of response by numerous repetitions to bring the reaction to 
automatism. 

– Minimal knowledge and skills to provide primary health care. 

All the items mentioned above are important in order to prevent panic (before 
and during the disaster) and long-term anxiety syndromes (including insomnia), 
to counteract various phobias (before the disaster) and shock situations (during 
the disaster), and to prevent or reduce cases of unreasonable injuries, pregnancy 
termination, and chronic diseases exacerbation (usually cardiological) [27, 35, 39, 
67] as observed for the cause called “seismophobia” after the 1971 earthquake in 
Petropavlovsk–Kamchatsky, Russia. In this regard, not only the delayed TWS alert
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can increase the disaster size, but also the frequent erroneous tsunami warnings lead 
to an undesirable inhibition of people’s response to the expected tsunami; that is, 
both situations are harmful. 

Popular tsunami books and brochures published by the International Tsunami 
Center in various languages play an important role. In Russia, special leaflets are 
published regularly for the population of Sakhalin, the Kuril Islands, and Kamchatka 
(although not all the issues raised above are reflected in them). Knowledge of basic 
information about the tsunami helped to avoid casualties on Kunashir Island (the 
Kuril Islands) during the 1994 Shikotan tsunami, when the warning system was 
broken and several people who knew about the tsunami organized the population 
retreat from the coast [19]. 

3.4 Tsunami Risk Analysis and Management Through 
the Tsunami Design Code 

The concept of tsunami safety includes principled approaches, special conditions, 
and agreements [60]. Among them, in the first place is the main item stated in 
the International Decade for Natural Disaster Reduction, which says that engineers 
can and should manage disaster risk, reducing the vulnerability of buildings and 
the population of urban areas. The following items (statements) are also important 
in the concept: i) It is technically impossible and economically inexpedient to get 
fully protected against a tsunami; ii) the main objective of tsunami protection is to 
minimize the risk associated with the people’s life and health, while the acceptable 
risk of material damage is determined by the owner. 

The desired goal is the sustainable tsunami safety THA that is solved in the 
process of seacoast urbanization, implementing a block program approach (Sect. 2) 
through the development of regulatory documents (codes, guidelines, methodical 
manuals, recommendations, etc.) for the development and construction building 
development of these THA. Typical problems, tasks, and ways to solve them to 
improve the coastal community resilience are briefly discussed here using the 
example of the Russian tsunami design code [60], developed in 2016 by the 
Association “RADAR” in pursuance of the order of the Russian Government dated 
September 28, 2015, No. DK-P9-6620* and approved by the order of the Ministry 
of Construction, Housing and Communal Services dated June 23, 2017, No. 915/pr. 

Set of Rules 292, Manual 3 defines the tsunami loads and impacts on building 
structures and considers their structural vulnerability assessment, tsunami resis-
tance, and damage, all that is carried out taking into account hydrodynamic loads, 
weighing forces, suffusion, soil base liquefaction, and other related and secondary 
influences. At the same time, special attention is paid to critical infrastructure (facil-
ities and life support networks) and key facilities (difficult-to-evacuate buildings, 
buildings with vertical evacuation, and potentially dangerous objects). The option
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of availability and timely TWS operation is considered, as well as the option when 
the TWS is absent or does not work in a timely manner. 

Chapters “Risk Assessment and Identification Methodology for the Defense 
Industry in Times of Crisis: Decision Making”, “Quantum Computers: The Need 
for a New Cryptographic Strategy”, “On the Way to Coastal Community Resilience 
Under Tsunami Threat”, and the Set of Rules 292 deal with the problems, the 
consistent solution of which makes it possible to determine the loads and calculate 
the tsunami resistance of existing and designed buildings and structures, both in the 
water area and on the coastal part of the THA. In particular, Set of Rules 292 and 
[49] provide guidance on assessing the run-up of unbroken and broken (bore) waves 
on the shore and then the impact of these waves on non-streamlined, streamlined, 
and through marine HTS. The stages of design, operation, and monitoring of the 
technical condition of offshore hydraulic structures are well supported by building 
codes, which include calculations of these hydraulic structures for the impact of 
long wind waves. The Set of Rules 292 is entirely devoted to the calculation and 
design of tsunami-resistant coastal structures. To do this, their dynamic interaction 
with the bore was considered and the loading analysis was performed in the impact 
stage and in the stage of quasi-stationary flow; see also the original paper [57]. The 
increased duration in the drill pressure on the frontal face of the structure with some 
fundamental oscillation period is taken into account using the dynamic coefficient 
Kdyn, the standard value of which is taken according to a special schedule and does 
not exceed Kdyn = 2. Considering the stage of quasi-stationary flow around, we 
gave the formulas to determine the loads from bore run-up on impermeable and 
poorly permeable coastal objects of various shapes at different ratios of the structure 
size (width B and height H) and the water flow depth d. It is accepted that the 
deformation of the flow-free surface can be neglected at B < 0.2d or H < 0.5d. Set 
of Rules 292 contains a large number of formulas, tables, and figures necessary and 
sufficient to determine the loads on almost any coastal facility. 

Below, we will note some of the general provisions specified in Set of Rules 292. 
Tsunami building and structure resistance are ensured by the following: 

– Facility location outside the THA and/or in the tsunami-protected areas. 
– Space planning solutions that allow achieving maximum streamlining and the 

necessary, adjustable permeability of marine hydraulic structures, and the lower 
floors of coastal buildings for the tsunami flow. 

– Strength and structure stability as a whole, individual load-bearing structures and 
non-bearing elements. 

– Non-design, constructive measures, the choice of building materials that increase 
the structural strength and structure stability, and ensure maximum structure 
streamlining by tsunami flows. 

– Progressive collapse prevention (PROCOL). 
– With the help of engineering protection, including dams, reinforced concrete 

barriers, and barriers with a height exceeding the local calculated vertical 
splash of at least 25 cm, breakwaters, and other protective and bank protection 
structures.
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– Measures to prevent large objects (vessels, cars) and debris from entering the 
tsunami stream. 

The tsunami impact calculation is made according to the first (for strength) 
and in the specified [15, 16, 52] for the second limit state (for stability). At the 
same time, the tsunami resistance calculation according to the first limit state is 
mandatory for all objects, and the calculation according to the second limit state 
should be carried out for critical, key, and potentially dangerous objects. The 
calculation results must meet the relevant reliability requirements to the extent that 
the customer’s requirements for maintaining the functional structure suitability are 
met, corresponding to the operable or, in extreme cases, limited operable structure 
state. These calculations should be made taking into account the interaction in the 
structure–soil system [36]. In this case, it is necessary to pay special attention to 
the design situations associated with structure violations and soil properties of the 
structure foundations due to erosion, soil liquefaction, and other negative processes 
caused by the tsunami wave run-up and run-back. 

Set of Rules 292 specifies several criteria that depend on the structural damage 
degree corresponding to various allowable limit parameters. For example, the 
destruction or damage of non-structural elements (partitions, etc.) may cause the 
loss of the required operational suitability of the structure for evacuation. In relation 
to the specific building construction, the allowable material damage parameters 
are presented in terms of economic vulnerability. These parameters are included 
in the design task. Tsunami impact calculation is not mandatory for all buildings 
and structures located on the THA. The building owner has the right to assess the 
material damage that may be caused to this building in the tsunami event and to 
determine the allowable amount of such damage, if they wish to cooperate with the 
insurance company. 

In Set of Rules 292, it is recommended to consider all structures subject to 
calculation, including tsunami protection, making their constructive calculation only 
for the operational period. In accordance with the customer’s decision (e.g., for 
class I offshore HTS), it is allowed to make calculations for loads that take into 
account tsunamis for the construction period and the repair case. Three consecutive 
tsunami waves are taken as the most adverse effect of a tsunami. In the case of 
nearby tsunamis, its impact on structures is considered secondary, following the 
seismic one. At the THA, where nearby tsunamis are likely, the complex event 
earthquake with aftershocks → several tsunami run-ups and tsunami run-downs, 
with the soil erosion of the structure base, is considered several emergency design 
situations at different times, each of which has only one special load. The parameters 
of the design situation due to suffusion and soil liquefaction are recommended to be 
determined for different structure types, taking into account local conditions based 
on the results of physical modeling, which is mandatory for high-critical structures. 
Basic books for the analysis of potential soil liquefaction under the earthquake and 
tsunami influence are [18, 21, 59]. Auxiliary materials to assess the stability of soil 
subjected to hydrodynamic action are given in Annex B of [61]. A special section 
of Set of Rules 292 describes the geotechnical requirements and rules to be taken
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into account in the calculation and design of the bases and foundations of building 
structures located on the THA. For through-type structures (flyovers, bridges, and 
bridge-type berths), it is necessary to consider the vertical impact load from the 
splash on the topsides. When calculating the tsunami resistance of structures located 
on the THA with seismogenic tsunamis, these structures should be considered with 
some initial predetermined degree of seismic damage. In this case, the degree of 
initial seismic damage can be determined based on the structural vulnerability class 
of the structure under consideration and the intensity of the tsunamigenic earthquake 
using EMS-98. 

Of the transport structures, the most vulnerable to the tsunami effects are bridges 
across non-navigable rivers flowing into the sea, as well as bridges located on 
highways along the coast. Many bridges connecting the banks of small rivers 
collapsed, for example, during the tsunami on March 11, 2011, in Japan. Calculation 
and design requirements for the bridge supports and superstructures are set out in a 
special section of Set of Rules 292. 

The worst design situation on small rivers is the heap on the bridge supports 
of the tsunami rolling into the sea, enhanced by the flow of river water containing 
ice. As for the designed bridge span, its bottom should be located at least 0.5 m 
above the maximum ice flow level, since in most cases it is impossible to prevent 
the bridge drop-down or the span destruction under such loads by any practical 
measures. Depending on the responsibility of the operated bridge and the specific 
design situation, it may be appropriate to install special local enclosing structures in 
the water area below the river mouth, which reduces the tsunami run-up intensity. 
The most efficient solution for bridges across narrow rivers is a single-span structure 
without an intermediate support. Thus, tsunami bridge protection is ensured by 
the choice of the bridge location and its constructive design and, if necessary, by 
engineering structures that reduce the calculated tsunami intensity. As for bridges 
and, in general, transport routes located along tsunami-prone coasts, they are usually 
designed on a high bench, well protected by bank protection structures. An example 
of such a highway is the Lisbon-Cabo da Roca highway. If possible, such highways 
are separated from the coastline by a “soft” buffer (forest plantations), which, in 
the conditions of the Russian Far East, protects railways from an unacceptable 
snowdrift. In practice, on the THA, sections of the coastal railway are so narrow 
(pressed against steep mountainous terrain) that it is impossible to ensure tsunami 
safety on them. Therefore, in accordance with the norms [49], on both sides of such 
sections, it is recommended to provide dead-end railway branches leading to the safe 
zone, where the train has time to move after receiving an alarm notification from the 
TSC. As for the railway track, its destruction is considered acceptable and requires 
urgent repair. Corresponding recommendations were issued to the management of 
Russian Railways for implementation on the railway operated on the Okhotsk Sea 
Coast of Sakhalin Island where such sections are found. 

Urban planning aspects of tsunami safety management are highlighted in Set 
of Rules 292 in a special, important section, the development of which takes into 
account the domestic experience of transferring the village of Ust-Kamchatsk, 
located on the eastern coast of the Kamchatka Peninsula and affected by the 1923
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and 1952 tsunamis, to a high inaccessible to the calculated tsunami place – the 
village of Krutoberegovo, as well as urban planning measures taken on the islands of 
the Kodiak archipelago for tsunami protection in the 1960s after the 1946 and 1964 
tsunamis. In addition, planning errors that adversely affected the disaster magnitude 
from the 2004 Indian Ocean tsunami were taken into account [6, 7, 12, 58]. 

The key object of standardization is the SESURB, the main part of which is the 
THA, which requires regulatory regulation of at least two standardization aspects: a 
parameter that characterizes and ensures the preservation of human life and health 
and a parameter that characterizes and ensures that an acceptable level of material 
and environmental damage is not exceeded in the event of the estimated tsunami 
impact. 

The basis for developing a tsunami safety strategy for a particular THA is a 
reasonable ranking of the tsunami safety regulation zone into subzones of various 
tsunami exposure degrees. To do this, it is recommended to assign the THA 
subzones, differentiating them by the maximum height of the expected tsunami flow 
once every 500 years, according to the DEM results and the flow velocity in each 
subzone. As a result, using the tsunami intensity scale (Table 1), the flood zone 
is divided from top to bottom into subzones with different Its = 0, I, II, III . . . , 
max Its, which is used in the SESURB seaside planning and development project 
to provide coastal community resilience. The SESURB regulation outside the flood 
zone is generally mandatory for the hard-to-evacuate THAs including those with 
nearby tsunamis. All buildings located within the flood zone must be inventoried 
and certified with the description of their design scheme and the indication of 
the responsibility degree, the category of constructive vulnerability [37, 47], and 
the level of functional vulnerability for key facilities under the tsunami influence, 
as well as the indication of the allowable material damage to the building, set 
by the owner. In the process of certification, it is necessary to single out the 
most well-studied, calculated in detail (taking into account the interaction in the 
“structure–soil” system) and located on the coast under the instrumental control 
of the building-BAOBAB. At the same time, the BAOBAB-like SIB buildings are 
described on similar seacoasts around the world, the reaction of which to the tsunami 
impact is well-studied. All BAOBABs and SIBs will be considered together in the 
subsequent tsunami risk analysis. On seacoasts with predicted local tsunamis, the 
designated BAOBABs and selected SIBs should be additionally certified for all 
SESURBs in terms of their seismic resistance [47]. For each subzone in Set of Rules 
292, the recommendations are given on the restrictions on the use of this subzone, 
the need to arrange a soft “buffer (forest plantations, park areas) or a ‘hard’” 
protective buffer (wave protective bank protection structures), transferring some 
part of buildings of a certain purpose and responsibility to a less dangerous zone, 
specific requirements and recommendations to improve the resistance of buildings 
to the tsunami effects, advice on land use, evacuation of valuables, advice to owners 
on property insurance, etc. Particular attention is paid to measures to prevent the 
appearance and entry of debris into tsunami waves, which significantly increase 
their destructive ability. These measures include moving surface car parks above the 
flood line, increasing the underground garage construction, minimizing the amount
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of potential debris in the flood zone, regulating the shape, roughness, and wear 
resistance of the road surface descending to the sea, and gaps in frontal coastal 
development to counteract the ingress of this debris and debris into the second and 
third waves during the tsunami outflow, as well as the ingress of ice fragments during 
the run-up into the urbanized area. Flood-affected areas are not recommended for 
newly developed areas or residential buildings. In areas prone to flooding, safety 
should be ensured by the lattice platform construction with supporting parts in the 
form of spatial trusses for vertical evacuation. Particular attention should be paid to 
the protection of water supply and sewerage in urban areas and the prevention of 
environmental damage, since, for example, wastewater treatment plants are always 
located close to sea level. Transportation systems must be capable of rapid mass 
evacuation from flooded areas. These issues are discussed, for example, in [1, 8]. 

Thus, the urban planning strategy for tsunami safety includes not only planning 
activities, but also targeted design solutions, as well as measures for engineering 
territory protection. The effectiveness of a wide range of these activities is assessed 
by using mathematical modeling of DIsaster SCenario for CONTrol (DISCONT) 
when DIsaster SCenario (DISC) includes certain suggested activities [29]. 

3.5 Scenario Approach to Disaster Analysis, Management, 
and Monitoring 

The use of the scenario approach for the tsunami risk, i.e., a probable disaster 
analysis (the PRANA subprogram) and management (the PRIMA subprogram), 
is the clearest, most convenient and effective mechanism to ensure sustainable 
security ultimately, including coastal community resilience. The development of 
disaster scenarios begins with the compilation of the initial and updated AMFORA 
database and the probable scenario set of the complex hazard scenario of the 
expected tsunami, mandatory for each tsunami hazardous area, taking into account 
parallel and secondary hazards. In this case, the night and transport scenarios 
are usually selected, which are usually the worst. Then, within this area, the 
interaction of offshore hydraulic structures and coastal buildings with a package 
of three individual tsunami waves is modeled, and the loads and impacts on the 
objects under consideration at the tsunami hazardous area, including existing and 
planned engineering protection structures, are specified. In the process of this 
work, the risk subject vulnerability (the population, the structural and functional 
vulnerability of buildings, and structures for various purposes and constructive 
types) located within the social–economic system of urbanization (SESURB) to the 
probable hazards accompanying the tsunami is analyzed. The corresponding GIS for 
VULnerability City ANanalysis (“VULCAN”) is formed [47, 48]. Simultaneously, 
on the considered THA and SESURB, identical BAOBABs erected on sites with 
different soil conditions are identified as the development representatives, and 
then, as a result of a special search, objects that are similar building analogs are
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added to these BAOBABs. Basic and analog objects are included in BANKNOTEs 
(BANk of KNOwledge, Testing and Experience in the Safety). Processing of the 
dependence “tsunami intensity - vulnerability - damage to buildings” is carried 
out by using the well-proven mathematical method MELESA (Method of Expert-
Logical Estimations and System Analysis). The DAMESTEC (DAMage EStimation 
TEChnique) method is used to assess damage and loss of life, including the Loss 
EStimation Technique (LEST) in the second stage. This highlights buildings that 
can kill many people, due to progressive collapse (PROCOL) as a result of the 
initial local damage from a low-level load. The results of human losses and material 
damage analysis are used to assess the disaster parameters according to the Disaster 
Magnitude Scale (DIMAK) described in paragraph 4. These results, together 
with other standard parameters and features, are entered into the GIS “DISC.” 
DISCONT is used to test the effectiveness of alternative protective measures and 
select the best design solution. At the same time, the risk indicators, obtained 
in the DISCONT, are compared with the individual, collective, and economic 
PErmissible RIsk Level (PERIL), which are established by standard [15] or by the  
building owner. The economic risk takes into account direct, secondary, and indirect 
material damages separately, including compensation costs for the environmental 
damage restoration. The complex risk assessment is done based on the probabilistic 
analysis of secondary and/or parallel hazardous natural and anthropogenic impacts 
associated with the tsunami. With the help of the DISCONT, constant monitoring 
of the seaside/coastal SESURB safety is carried out, as well as the site selection 
for the placement of potentially dangerous objects designed on the seacoasts. After 
each working DISC, the probable disaster parameters are estimated according to the 
DIMAK scale, and/or AGgregate Risk Analysis (AGRA) is performed, the results 
of which can be presented both in a numerical and in a graphical representation. 
As an example, [45] presents the total disaster risk map of the Krasnodar Territory, 
Russia (Fig. 4). 

The procedure for performing AGRA (AGgregate Risk Analysis) is based on 
papers [29, 33, 38, 39]; the schematic diagram of the security control analysis of 
urban areas subject to uncontrolled natural impacts is shown in Fig. 5. 

As part of the initial disaster mitigation block (MIT block), based on the worst 
DISC for each SESURB, preparedness and the READIness SCenarios (READISC) 
are developed, including the forces and means necessary to eliminate the emergency, 
places, ways, and procedures for evacuating the population and the corresponding 
plans for probable emergency rescue operations, as well as emergency life support 
plans for the population (Disaster & Emergency medicine, energy, heat and water 
supply, shelter, and food provision). The READIness SCenarios (READISC) is 
being developed as a continuation of the DISC on the same geo-information 
platform. 

In addition, it is necessary to develop alternative rehabilitation and recov-
ery scenarios for the victim SESURB. The REcovery SCenario (RECS) 
includes the rehabilitation scenario (REHABS) and the reconstruction scenario 
(RECONS). The development of preliminary scenarios and relevant methodologi-
cal/recommendatory documents for the affected coastal community rehabilitation
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Fig. 4 Aggregate disaster risk map. (Krasnodar Krai, Russia 2005) 

Fig. 5 Disaster risk analysis and control scheme for hazardous natural impacts
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(full and long-term life support for the population, correct homeless resettlement, 
the banking system and business restoration, etc.), as well as for the reconstruction 
of damaged buildings and structures, including renovation and construction of new 
buildings are being discussed nowadays. An example is the planning and assistance 
in the implementation of such work after the devastating earthquake and the 2011 
Tohoku tsunami [20]. During the same period (if justified), the special structure 
creation for engineering protection against tsunamis (“soft” and “hard” buffer) is 
carried out, and urban planning is improved for safety purposes. The effectiveness 
of each virtual protective/rehabilitative/restorative action is evaluated by using 
the disaster scenario for control (DISCONT) that is followed by the cost–benefit 
analysis. 

3.6 Special Policy on THA 

In addition to the engineering and planning measures described above, in the disaster 
reduction strategy for the seacoasts affected by the tsunami, an important place is 
occupied by the following: 

– The land use regulation in the tsunami hazardous area and often in social– 
economic system of urbanization (SESURB), compiling a special cadaster, dan-
gerous for the coastal land infrastructure development, restricting construction 
land development, prohibiting and/or restricting new development of dangerous 
coastal areas, stimulating and compensating the demolition, and relocation of 
existing residential and civil buildings to higher, safer places. 

– Special differentiated taxation on property in the tsunami hazardous area. 
– A legislative order to the owners of coastal enterprises, the transfer of which 

from the tsunami hazardous area is impossible (fish-receiving industries, ship 
repair enterprises, etc.), to take guaranteed measures to prevent dangerous sec-
ondary industrial tsunami consequences (replace ammonia in freezers with freon, 
additionally protect pipelines with hazardous reagents, improve the emergency 
warning system and technical supervision), and increasing their responsibility in 
case of violation. 

– Insurance/reinsurance development for probable loss of people’s life and health, 
reduction in the breadwinner’s ability to work, damage to housing and property, 
damage to career growth, business activity and business, and environmental 
damage due to the disaster tsunami and related parallel and secondary impacts. 

The developed code of rules for the structure design in the tsunami hazardous 
zone is used in specific engineering projects carried out in Russia.
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4 The Disaster Magnitude Scale “DIMAK” 

Tsunamis are one of the causes of natural disasters. It is impossible to assess the 
severity of any disasters, to manage disasters by reducing them, to realize their 
social and economic impact on the population and territories of various countries, 
and to understand what disasters are permissible, acceptable, and can be eliminated 
by the own forces and means of the affected territory (without outside help), it is 
impossible to talk about disasters at all and, moreover, to establish state norms for 
the maximum permissible disaster parameters for countries with different economic 
potential without unified and regulated quantitative disaster parameters, that is, 
without the ability to measure these disasters clearly and unambiguously. After the 
1988 Tokyo Declaration, the understanding of the need for a disaster scale increased 
significantly, the first proposal in the world was Prof. A.Z. Keller’s proposal from 
the University of Bradford (U.K.), who proposed a six-level scale that depends on 
one disaster parameter – the number of people killed. The Bradford Disaster Scale 
(BDS) is based on the logarithm of the number of fatalities involved in the disaster 
occurrence [25]. Thus, with the help of the BDS, six disaster levels (from 1 to 
6) can be represented, the consequences of which are the death of 10, 102, 103, 
104, 105, and 106 people, respectively. The BDS has been used to quantify and 
qualify chemical disasters. Later, the BDS was used in the same way as the model 
to assess disasters in terms of total economic losses. It was clear that such a model 
could not simultaneously take into account the death and injury of people, their 
suffering, economic loss, and environmental damage, that is, to measure the disaster 
as a whole. That is why a two-dimensional vector model is used in the scale of 
disaster magnitude that has been developed by Klyachko (see, e.g., [30, 32, 40]). The 
DIMAK disaster scale was developed and tested on the consequences of the 1988 
Spitak earthquake (Armenia) and the 1990 Manzil earthquake (Iran). The DIMAK 
scale makes it possible to evaluate the parameters of any natural or manmade 
disaster, to control in the monitoring mode the size of disaster consequences 
predicted by using disaster scenario, and to manage disaster risk by evaluating the 
effectiveness of certain measures for sustainable safety provisions [33]. 

The initial indicators in the DIMAK disaster scale are i) the number of dead 
(irretrievable losses) K, ii) the number of injured (sanitary losses) I, and iii) the 
amount of financial losses S, million US dollars. The main parameters of the 
DIMAK distress scale are as follows: 

• The distress magnitude Md is measured by the length of the beam (vector) ON, 
where O is the zero point (the origin of orthogonal coordinates) and N is the 
distress point (Fig. 6). Depending on the magnitude, disasters are subdivided into 
inconspicuous (<1.0), insignificant (l.0–2.5), significant (2.5–4.5), large (4.5– 
6.0), severe (6.0–7.0), and catastrophe (≥7). 

• The relative social vulnerability index p = atan α, where α is the angle between 
the ON ray and the abscissa axis. If p = ∞, the disaster is said to be “entirely 
social,” and if p = 0, the disaster is said to be “purely economic.” Depending 
on the value of p, disasters are categorized according to the acceptability degree:
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Fig. 6 Graphic representation of a single disaster N (a) and “the disaster field” of 12 disaster 
events (b) 

with p < 0.25 – absolutely acceptable for all countries; at p < 0.5 – acceptable for 
developed countries; at p < 0.75 – acceptable for developing countries; at p < 1 –  
inadmissible; and for p > 1, they are absolutely inadmissible. 

To assess the economic possibility of the affected territory to eliminate the 
emergency situation on its own and recover from the disaster, an additional index of 
economic stability dm is used. 

.dm = Ds + De

G
, (7) 

where Ds and De are, respectively, the size of social losses and economic damages 
in monetary terms. 

G – GDP of the affected administrative entity (local, country, federal) for the year 
preceding the disaster. 

The dm indicator characterizes the ability of the affected area for rehabilitation 
and recovery, which emphasizes the fact that resilience, or sustainable safety, must
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1. Tsunami 27.12.2004 (except Indonesia): 228000 fatalities, 10000 million USD loss; Md = 6.98; p = 0.7 

2. Tsunami 27.12.2004 (Indonesia): 167540 fatalities, 4 450 million USD loss; Md = 6.66; p = 0.67 
3. Tohoku Tsunami 11.03.2011 (tsunami and earthquake): 23000 fatalities, 6245 injured, 122000 million USD loss; Md=7.09; p=0.90 

4. Tohoku Tsunami 11.03.2011 (only tsunami): 16000 fatalities, 4000 injured, 100000 million USD loss; Md = 6.92; p = 0.91 

5. Tsunami 28.09.2018: 4340+667 fatalities, 10679 injured, 1500 million USD loss; Md = 5.35; p = 0.75 

Fig. 7 Parameters of tsunami disasters of 2004, 2011, and 2018 in different countries 

be constantly maintained, which is provided by money capacity and insurance. The 
relative level of the territory economic potential in terms of its ability to recover is 
described in terms of the relative scale of the disaster that occurred, namely facility, 
municipal/city, territorial, national, regional, and global scale. 

It is convenient to use the graphical interpretation to illustrate the main distress 
parameters. Figure 6a shows point N, called “the disaster point” with the corre-
sponding parameters, while Fig. 6b shows a collection of different disasters, called 
the “disaster field,”’ accompanied by the values of their main parameters. 

Figure 7 shows that the 2004 and 2011 tsunamis caused disasters of the 
“catastrophic” (Md ≥ 7) category according to the DIMAK scale. At the same 
time, the index of social vulnerability of the tsunami disaster of 2011 is so large 
that this calamity belongs to the category of “unacceptable.” In the case of the 
Tohoku Tsunami, as the index of economic stability dm (formula 7) shows, recovery 
after such calamity could be quite a feasible task even at the local level, and the 
participation of national economic capacity has accelerated the recovery process. As 
for the 2004 and 2018 tsunamis in Indonesia, the happened disasters are classified as 
the “severe,” but as “acceptable for developing countries” ones. However, to recover
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from these disasters, the local economic capacity is not enough national assistance 
is needed, because otherwise the complete recovery of the affected area will take an 
unacceptably long time. 

In the next section, we will give the disaster magnitude estimates for one area in 
Russia where the predicted earthquake was controlled. 

5 Case Study 

As an application of the technology described above, we present here the hazard 
forecast, analysis, and forecast disaster management in Kamchatka (Russia), carried 
out in 1986–2002. In 1985, a group of seismologists from the Institute of Volcanol-
ogy made a medium-term forecast of a devastating earthquake with an epicenter in 
Avacha Bay of the Pacific Ocean, 70 km from Avacha Bay, on the coast of which the 
capital of the Kamchatka Region, Petropavlovsk–Kamchatsky, the cities of Yelizovo 
and Vilyuchinsk are located (Fig. 8). 

This forecast was taken very seriously at the government level, and the Decree 
of the Russian Government No. 2359-R “On Ensuring the Seismic Resistance 
of the National Economy Objects of the Kamchatka Region” (dated 21.11.1986) 
appeared, later supported by other, additional government decrees indicated earlier. 
The Institute of Physics of the Earth (Moscow) has developed the six probable 
earthquake scenarios foreseeing the possibility of a seismogenic tsunami. Sci-
entific and design work was entrusted to the Institute CENDR. To implement 

Fig. 8 Map of study area
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the government decisions, CENDR developed and consistently implemented the 
subprogram of risk analysis (PRAHA) and, then, through the joint Russian– 
Yugoslavia enterprise JV “Adriakampacifik,” the subprogram of risk management 
(PRIMA) [34], having formed by 1995, the Federal Center for Public Utilities 
Seismic Protection “Seismoprotection.” 

In relation to the tsunami presuming the interest to us, two worst seismogenic 
events were considered – the epicenter of the earthquake M = 7.8 in Avacha Bay 
(working hazard scenario) and the epicenter M = 7.8 in Avacha Bay (rejected due 
to the incredible destructive ability and the frequency of once in 20,000 years). The 
working hazard scenario is represented by the tsunami with a run-up height of 15 m, 
threatening Petropavlovsk–Kamchatsky from Khalaktyrsky Beach, and the entire 
urbanized area around Avacha Bay from the entrance side to this bay. Based on the 
hazard scenario results and the corresponding disaster scenarios, the tsunami run-up 
probabilistic model from the Khalaktyrsky Beachside was constructed [22]. As for 
the urbanized area around Avacha Bay, and first of all, Petropavlovsk–Kamchatsky, 
in the corresponding hazardous scenario, the bays of Babia, Rakovaya (heights 
5–6 m), the seaport territory, the station, and the refrigerator were noted as the 
most dangerous ones, and also as less dangerous, exploited coasts of Seroglazka 
village and the Avachinsky fish processing plant. The flooding scenario of the 
Petropavlovsk–Kamchatsky urban area was adopted similarly to the consequences 
of the catastrophic 1952 tsunami. The order was issued to improve the seismic and 
tsunami safety of the maritime station building and to replace immediately ammonia 
with freon in a multi-stored refrigerator in order to reduce the risk of poisoning the 
population. Based on disaster scenario, the Far Eastern Association “Reliability and 
Security,” together with the “Center for Research in Extreme Situations,” developed 
the GIS “Extremum,” containing response scenarios and performed calculations 
of the forces and means necessary to eliminate emergencies [44]. This study was 
awarded the first prize of the Russian Emergency Situations Ministry. At the same 
time, improved and locally oriented reminders for the population on preparing 
for a possible natural disaster were developed; moreover, a weekly hour-long TV 
training program “Seismic Alarm Clock” was organized with answers to questions 
from the population, as well as a practically very useful Association “Let’s save 
ourselves with our own hands” was organized. By using the DIMAK distress scale, 
the subprogram of risk management (PRIMA) implementation was monitored, some 
intermediate results of which are shown in Table 2. 

Thus, a comprehensive disaster risk analysis and management program was 
successfully implemented in the practical safety of Petropavlovsk–Kamchatsky, 
which got ready for the predicted earthquake and became a donor in the RADIUS 
project announced by UNESCO for the period from 1994 to 1999 to diagnose 
and prepare the world’s cities for an earthquake. Unfortunately, far from the 
entire part of the PRESS program related to tsunami protection was carried out in 
Petropavlovsk–Kamchatsky and Vilyuchinsk, it happened mainly due to the lack of 
modern computer technologies for mathematical modeling, as well as due to insuf-
ficient awareness of the need to timely and continuously increase tsunami safety 
of the urbanized seacoasts. Intermediate disaster management results predicted in
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Kamchatka were demonstrated at conferences on earthquake engineering (1994, 
Vienna, Austria; 1998, Paris, France; 2000, Auckland, New Zealand). 

The strong Kronotsky earthquake of December 5, 1997, M = 7.7, was the best 
natural test that proved the high efficiency of the Preventive Seismic Safety (PRESS) 
Program implemented in Kamchatka: The category of structural vulnerability of 
reinforced buildings became 1–2 steps lower than the vulnerability values of these 
buildings before their reinforcement. 

6 Conclusion 

The basis of disaster risk management to ensure coastal community resilience is the 
decision of the 1988 Tokyo Declaration, the world experience in disaster mitigation 
during the International Decade of Natural Disaster Reduction (IDNDR), as well as 
the recommendations of the world conferences on disaster reduction in Yokohama 
(1994), Kobe (2005), and, finally, Sendai (2015). 

Tsunami risk awareness, understanding, and management are becoming an 
important and urgent task, not only in terms of preventing human casualties but 
also in terms of minimizing material and environmental damage. That is why the 
improvement and implementation of the tsunami safety concept provides us with a 
step-by-step, consistent path for sustainable coastal community development. 

The way to manage a tsunami disaster is to reduce the structural and functional 
vulnerability of building structures, as well as the planning vulnerability of coastal 
urban areas. Considering the fact that tsunamis are rare and impossible to control, 
the most important task is to survey the tsunami disaster consequences with a 
significant increase in the number of professional hydraulic engineers, geotechnical 
engineers, and civil engineers. Based on the practical results of the engineering 
survey and the lessons learned, it is necessary to improve building codes for tsunami 
protection of urbanized seacoasts and train practical design engineers. At the same 
time, a special task is to assign the basic objects for tsunami safety analysis at 
each tsunami hazardous area and select the analog objects necessary to increase 
the decision reliability made when developing probable disaster scenarios. 

The consequences of a local seismogenic tsunami with ice inclusion should be 
recognized as the most destructive disaster, which in areas with a cold climate 
should be taken as the maximum impact, firstly, at objects of increased respon-
sibility. Since debris in a tsunami flow significantly and in a wide range affects 
the tsunami destructive ability, the best strategic goal is to prevent completely any 
debris from entering the tsunami flow. An exception to this rule is to prevent ice, 
the appearance of which in a tsunami flow in regions with a cold climate is very 
difficult. The issue of protecting bridges from the ice tsunami impact is resolved in 
the developed Russian Set of Rules 292. As for the prevention of huge economic and 
environmental losses similar to the consequences of the 1923 and 1952 Kamchatka 
tsunamis, the problem of tsunami safety is obviously solved based on a cost–benefit
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analysis in a different range: from complete or partial refusal to develop a tsunami-
prone coast to the construction of engineering protection structures of various levels. 

It should be noted that, despite the world’s best tsunami warning system in Japan, 
and, as it seems, historically high people’s preparedness for the tsunami, including 
their correct reaction knowledge, the Tohoku tsunami drowned more than 14,000 
people; that is, the world system tsunami warnings, in general, requires significant 
improvement. 

Because tsunamis are a very rare natural event, experience gained directly from 
the results of engineering surveys of tsunami disasters is slowly accumulating. 
That is why the results of natural and laboratory physical modeling of the tsunami 
interaction with various structures are becoming more and more important and 
fruitful. Therefore, this scientific and experimental direction should be developed 
everywhere and as a priority. 

The most tsunami-vulnerable structures are aseismic developments, which are 
only susceptible to distant tsunamis. The use of high coastal buildings for vertical 
evacuation is allowed only in the case of the seismic isolation of these buildings, 
since otherwise the requirements for the people’s evacuation during the earthquake 
and the tsunami will be contradictory. 

In our opinion, it is necessary to create the vulnerability and damageability 
catalog of analog objects of the housing stock affected by the tsunami based on 
the engineering survey results of the consequences of damaging and destructive 
tsunamis that occurred in the world. It should be done to complete the database 
necessary for developing disaster scenarios on seacoasts that do not have their 
own tsunami experience. It is necessary to develop the Eurocode “Design of 
structures for tsunami resistance” under the auspices of the European Association 
for Earthquake Engineering (EAEE). 

The preventive sustained safety program (PRESS) developed by CENDR, 
contained special tools to analyze and reduce disasters caused by earthquakes 
and tsunamis, was successfully implemented in the form of a consistent roadmap 
for the urbanized area around Avacha Bay (Kamchatka, Russia). It made the 
PRESS program a reference in the UNESCO project “RADIUS” and in the joint 
project “U.S. West Coast - Russian Far East: STOP Disaster” (1994–2001). These 
approaches and tools have been successfully applied to analyze probable disasters in 
many other territories of the constituent entities of the Russian Federation (Federal 
Program “SeismoSafety”) and in the Commonwealth of Independent States (CIS) 
countries (Program “Seismopolis”). 

7 Nomenclature 

A significant number of abbreviations are used in the present paper; for ease of 
perception and reading, they are presented in Table 3. Abbreviations accompanied 
by a detailed concept in the text are not included in the table given below.
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Table 3 Computer Associative Logical Abbreviations for Mitigation of Calamities (CALAMIC) 

Abbreviation Concept 

AMFORA Applicate Material for FOrmula of Risk Analysis (FORA) 
BANKNOTES BANk of KNOwledge, Testing and Experience in the Safety 
BAOBAB BAsic OBjects for Analysis of Buildings 
CENDR FSUE “R&D Centre on Earthquake Engineering and Natural Disaster 

Reduction” 
DIABASE Informatics – Analytics DataBAS¨ 
DIMAK DIsaster MAgnitude of Klyachko 
DISC DIsaster Scenario 
DISCONT DIsaster SCenario for CONTrol 
PRANA Program of Risk ANAlysis 
PRESS PREventive Seismic Safety 
PRIMA Program of RIsk MAnagement 
SESURB Social–Economic System of URBanization 
SIB SImilar Buildings 

Acknowledgments AZ had a support from the State Task of Special Research Bureau for 
Automation of Marine Researches ‘Coastal risks related to natural disasters taking into account 
engineering and social-economics applications’, EP and TT - the support from the Laboratory of 
Nonlinear Hydrophysics and Natural Hazards, V.I. Il’ichev Pacific Oceanology Institute, grant of 
the Ministry of Science and Higher Education of the RF, ag. No. 075-15-2022-1127. 

References 

1. Asgarizadeh, Z., Gifford, R.: Community and psychological barriers to tsunami preparation. 
Nat. Hazards. (2022). https://doi.org/10.1007/s11069-022-05228-8 

2. Aytore, B., Yalciner, A.C., Zaytsev, A., Cankaya, Z.C., Suzen, M.L.: Assessment of tsunami 
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Transnational Terrorism as a Threat: 
Cross-Border Threats 

Jake Wright and Silvia D’Amato 

1 Introduction 

Both as a theoretical area of analysis and as a practical phenomenon, the question of 
terrorism has grown exponentially in significance over the past few decades and a 
renewed interest has recently emerged in the policy debate [16]. Overall, strategies 
and characteristics of this peculiar challenge are no longer solely discussed in 
academic settings and in strategic documents, but they became an important part 
of our everyday lexicon in ways that are far more profound than in the past. Among 
many other issues related to terrorism, in the last few decades, both policymakers 
and academics have been quite preoccupied with understanding the features and 
conditions under which terrorist groups are more likely to expand their activities 
across borders and within different neighbouring countries. Indeed, despite clear 
domestic claims and histories, many terrorist organisations expand their operational 
field outside national borders, indicating a general need for a better analysis of these 
dynamics. Transnationalism, indicating the presence and activities across different 
countries, might indicate terrorist organisations respond to different strategic needs 
and actually manifest in different formats and dimensions. However, we are often 
left wondering what is the exact nature and relevance of this phenomenon. What are 
the main characteristics of transnational terrorist activities? What are the advantages 
and potential shortcomings of transnational activism for terrorist groups? And what 
makes transnational terrorism particularly and uniquely threatening? 

In order to provide a refined discussion of the varieties of transnationalism, 
this chapter reviews and discusses previous research on transnational terrorism 
and will specifically focus on four dimensions of ‘going global’, meaning: ‘going 
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global in movement and targeting’, ‘going global in communication’, ‘going global 
in allegiance’, and ‘going global in business’. While doing so we emphasise the 
role played by globalisation in facilitating the transnational turn of many terrorist 
activities. 

At this point, it is also worth clarifying that in this chapter we employ ‘terrorism’ 
as umbrella term to include a series of warfare techniques rather than the specific 
identity of a group or organisation. In fact, despite being one of the most ancient 
warfare techniques, the label ‘terrorist’ has featured more heavily in political 
discourse since the early 2000s, responding to the rise of ‘salafist’ terror attacks 
across the Middle East, Gulf, and West Asia, as well as separatist movements 
[12]. This label has been employed by securitising actors to elicit strong aversion 
to a group and its goals among the audience [3, 4]. Within the academic debate, 
‘terrorism’ has been largely contested in its objective meaning to underline the 
political nature of its definition [34] and it is, today, increasingly so also in the 
general policy discourse. Hence, references will be made to groups using violent 
means on non-military targets to achieve their political ends. By doing this, we 
aim to recognise and emphasise that definitions of ‘terrorist’ are contested and 
potentially subject to political manipulations without, however, sacrificing its utility 
as descriptive label. 

The chapter is structured as follows: We first set the scene and clarify the 
definition of terrorism and the general academic discussion on the role of global-
isation. We focus then on the four abovementioned dimensions of ‘going global’ 
to emphasise key aspects and examples. Finally, we reflect and conclude on the 
relevance of the study of transnational activities of terrorist organisations and 
highlight how these might represent a challenge beyond the traditional military 
battlefield. 

2 The Story So Far: Terrorism, Transnationality, 
and Globalisation 

Regardless of their location and specific features, the final goal of terrorist cam-
paigns is to put enough pressure on governments to implement some form of 
political and\or social change: despite the victims being civilians, terrorists target 
upwards [17, 36]. Specifically, transnational terrorist groups can be categorised into 
a few select archetypes. Unlike terrorist attacks per se, transnational terrorism is 
defined by its cohesion and organisation around a group or, more often, a consistent 
ideological frame. What makes terrorist organisations transnational can be cross-
border supply chains, or a causal timeline between an initial event in one state, 
and a qualitatively similar event in another state. The former is more indicative 
of a larger and organised alliance, whereas the latter suggests ideological ties 
and inspirations from other groups’ activities, or through agitprop: thus inspiring 
stochastic terrorism. It is a misnomer to suggest that terrorism was a phenomenon



Transnational Terrorism as a Threat: Cross-Border Threats 195

that was, prior to an arbitrary date of ‘full globalisation’, limited to a nation-state’s 
borders. Terrorist movements have always moved across borders as well as inspired, 
supported one another, and learned from each other’s praxis. For instance, the 
German Revolutions of 1918 were directly inspired and supported by the Bolsheviks 
who recently took over the Russian Empire in the October Revolution [29], although 
they lacked the requisite information on tactics used by the Bolsheviks [40]. Despite 
this, as this chapter aims to demonstrate, globalisation has created new avenues for 
cooperation across borders, and decentralised command, leading to more resilient 
networks. Globalisation is interpreted in the literature as an economic, cultural, 
political, and military phenomenon of accelerated interactions and interconnection 
[26, 37]. Robertson [71] emphasises the cultural aspect of globalisation, downstream 
from economic integration, noting the development of a global discourse and culture 
on ‘the world becom[ing] a single place’ (281–282). Much of this has been fuelled 
by the internet and its ever-expanding global reach, which interestingly has a 
comparable timeline to the birth and expansion of Al-Qaeda [51]. 

Much of the literature on globalisation and its effects on terrorist patterns 
originate in the first decade of the twenty-first century. Naturally, this was in 
reaction to the September 11 terrorist attacks and their international character. 
Literature from this period often pointed to persistent poverty, inequalities within 
and between states, and oppression against minorities inside a state as conditions for 
fomenting terrorism [36]. Authors further speculate that globalisation will aggravate 
these economic inequalities and will engender further anti-Western sentiments in 
the Global South, leading to them targeting economic institutions that sustains 
the Western-dominated global market [17, 37]. This is similar to the Marxist 
organisations targeting business leaders in the 1970s. However, this would disregard 
the ideological character of white supremacist terrorism as an ideology that appeals 
to a privileged majority. This would also contradict the premise that oppressed 
minorities are a fertile ground for building terrorist groups. Overall, authors of this 
era appear to have over-emphasised the Middle East and North Africa as hostile to 
the West and uniquely capable of destabilising US hegemony. As the rise in white 
supremacist terrorist attacks in Germany, New Zealand, the UK, and the United 
States show, there is a need to zoom the focus out. While this chapter will not depart 
fully from previous works, it will attempt to recontextualise previous assumptions 
on globalisation and how terrorist organisations can utilise this interconnectedness 
for the furtherance of its goals. 

Indeed, we focus on transnationality as a multifaceted concept. Transnational 
terrorism can conjure images of elaborate, multi-stage, multi-actor plots across sev-
eral regions of the globe, but transnational terrorism can equally apply to recruited 
foreign fighters relocating to a country to commit a domestic attack. This chapter 
considers all potential characteristics that make a terrorist organisation transnational 
and discuss this in relation to the broader phenomenon of globalisation. Specifically, 
to operationalise globalisation and the transnationalism of terrorist groups, we focus 
on four aspects of ‘going global’: (a) ‘going global in movement and targeting’, 
meaning cross-border movement for relocation as well as for implementation of 
attacks; (b) ‘going global in allegiance’ meaning transnational connections and
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supporting activities of different organisations; (c) ‘going global in business’, 
meaning global financing and transnational business activities; and (d) ‘going global 
in communication’ referring to transnational communication through the Internet 
and social media, including propaganda purposes. 

What emerges is a complex, interconnected network of individuals, businesses, 
and ‘full time’ terrorist organisations that are consistently evolving and adapting. 
Similarly, the countering of this phenomenon is similarly networked and fluid, 
which will be discussed in the latter half. 

2.1 Transnational Terrorism Today: The Ways to ‘Going 
Global’ 

‘Going Global’ in Movement and Targeting 

There are tactical and logistical advantages for a group to become transnational, 
but also challenges in maintaining discipline and political focus. Scholars have 
therefore tried to identify the conditions for endemic terrorist movements to transfer 
to another state. 

A foundational logic in some part of the literature within International Relations 
(IR) (see [24]) is that fragile states promote the growth of transnational terrorism. 
Piazza [46], for instance, shows that there is a disproportionate contribution from 
‘failed and failing states’ to extant transnational terrorism and its operations (p. 
483). Although Piazza puts both failed states with failing states in attracting terror, 
others argue that transnational terrorist organisations prefer to move and operate 
out of the latter [66]. Overall, terrorist organisations play a delicate balancing act 
in where they choose to host their operations. Menkhaus [66] finds that terrorist 
organisations prefer weak state legal systems that allow for effective capture, 
as opposed to outright lawlessness and complete state failure. This is because 
an outright failed state encourages the intervention of counterterrorism from the 
international community with significantly more resources. Degrees of state failure 
also can affect the types of attacks that can be organised within its territory. George 
[61] finds that fragile states are more likely to host complex-type attacks—those that 
involve much more resources, variables, and risks of exposure. However, he also 
underlines that the fragility of a state does not necessarily align with the nationality 
of the attacker, seeing as Saudi attackers were overrepresented in transnational 
terrorist attacks. Instead, fragile states would serve as fertile ground for terror 
entrepreneurs to create training hubs for aspiring recruits. 

While it is safe to say that a globalised system can better facilitate the movement 
of capital, people, and information without major obstacles, terrorist organisations 
are limited by their disposable resources and tend to operate inside of regional 
‘hot spot’ neighbourhoods [63]. These neighbourhoods experience, compared to an 
‘average neighbourhood in the international system’, a higher occurrence of terrorist 
attacks (285). ‘Hot spots’ are also characterised by the presence of many high-
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value targets, porous borders, and weak political institutions to tackle extant terrorist 
groups. Therefore, there is a noticeable plurality of scholars that view fragile states 
as breeding grounds or ‘safe havens’ for transnational terrorist organisations to 
operate from and move to. 

However, part of the literature also warns against some of these conclusions, 
arguing that some of these observations might be over-essentialised. D’Amato 
[18] highlights the costs associated with moving terror operations across borders. 
Without de facto control of territory, as often happens in the so-called ‘safe 
heavens’, there are physical, social capital, and strategic costs associated with 
acting transnationally. Therefore, operating abroad might not be a simple and direct 
consequence of lack of strong institutions, but rather a careful conclusion of a 
cost–benefit analysis. In the case of Al-Qaeda in the Islamic Maghreb (AQIM) 
and Jamā’at Ahl as-Sunnah lid-Da’wah wa’l-Jihād (colloquially known as Boko 
Haram), for instance, the overactive and ‘hard stick’ approach of the Algerian and 
Nigerian security apparatuses seems to better explain the transnational operations 
of these organisations. 

Overall, insurgent organisations are typically able to entrench themselves among 
local communities due to the security and services they might provide that the 
state can (or will) not. When researching transnational terrorist organisations, it 
is fundamental for researchers to first consider the material circumstances of each 
region or ‘neighbourhood’ and what these organisations may offer the population 
they would otherwise lack. 

There is an ongoing division in the literature on what states and demographics 
are more likely to be targeted in transnational terrorist attacks. Some of the terrorist 
attacks with the highest fatalities were those targeting the ‘far enemy’, meaning a 
foreign demographic and required further complexity than domestic attacks. These 
are often prescribed in the foundational ideology of the organisation, as was the 
case with Al-Qaeda and the attack on the World Trade Centre and the Pentagon 
[22]. However, these attacks can also be in reaction to changing circumstances, 
and an attempt to internationalise a localised rebellion. In this sense, questions 
arise as to whether societal differences play a part in what states terrorist groups 
choose to target and whether a state’s integration into the global economic system is 
correlated to a greater risk of transnational terrorist attacks occurring in its territory. 
Li and Schaub [35] explore the effects of economic development and integration on 
the frequency of terrorist attacks in a country. They find that economic integration 
and development, in fact, reduce the likeliness of a transnational terrorist attack. 
One of their models showed a 19.3% decrease in the likeliness of experiencing 
a transnational terrorist attack for every 1% increase in GDP per capita. The 
implications for this research have been very broad, often seeping into policymaking 
institutions and think tanks. This would suggest that globalisation, in fact, does not 
help terrorist groups conduct transnational, more elaborate attacks. 

Other scholars have argued, however, that wealthier democracies are considered 
more valuable targets for transnational terrorist organisations, due to their free 
press and incentive to cover damaging attacks. This is contrasted with authoritarian 
regimes who are predilected to secrecy and cover-ups to mask inherent instability in
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the regime’s rule [46]. Moreover, they argue democracies are easier to operate in as a 
home country and more attractive as an attack destination, because civil society can 
pressure political apparatuses to respond, an often sought-after goal with terrorist 
groups [35, 57]. This may be cause for concern for policymakers in democratic 
regimes and would necessitate stronger transnational counterterrorism measures to 
identify suspected individuals and frustrate efforts to attack these states. 

However, historical analysis of terrorist attacks from 1970 to 2006 suggests that 
terrorist attacks have been concentrated to specific countries. LaFree et al. [33] 
found that just 10 countries had been the location for 38% of all terrorist attacks, 
with 75% of attacks in 32 countries. Carter and Ying [12] directly contradict the 
conclusion that democracies are more like to be attack destinations. They found 
no relationship between a state being democratic, and the likeliness of a terrorist 
attack occurring or being organised on its territory. Instead, using the structural 
gravitation model, they propose that foreign policy objectives differences better 
predict attack destinations. It is the ‘extreme’ relative difference between the home 
state’s foreign policy goals when contrasted to destination’s, and their closeness to 
the United States, which ‘attracts’ the flow of transnational terrorist attacks. Thus, 
despite globalisation providing affordable travel opportunities, and facilitating inter-
continental connections, terrorist attacks do not appear to have similarly reached 
across the globe equally. Plümper and Neumayer [47] concur with this position, 
arguing the level of democracy is related to the power disparity between foreign 
counterterrorist alliances this finding, but found that regime type has no effect on the 
coverage of attacks. Insurgent terrorist organisations will, as an intermediate goal, 
begin to target foreign allies of their home country if this foreign ally is militarily 
more capable than the home country. This can lead to increased support for the 
group among the domestic base, due to the perceived illegitimacy of the foreign 
troops on the country’s soil. Carter and Ying [12] liken organisations to businesses, 
emphasising the hierarchy of political goals and balancing their associated costs, 
similar to D’Amato [18] above. These findings have considerable repercussions for 
the broader discussion on the linkage between democracy, security, and economic 
prosperity. It is a discussion on which many assumptions are made about the United 
States, its allies, and its position in the world. 

There are also debates on the effects that ideology plays on terrorist organi-
sations going transnational in their targeting. Due to the wider exposure Islamic 
fundamentalist attacks have been given, the question whether these groups conduct 
more, and deadlier attacks than non-fundamentalist groups, has arisen. Klein [31] 
investigated the hypothesis that Islamic fundamentalist attacks are both more likely 
to be transnational and deadlier, on the basis that religious justifications allow 
for the easier construction of a transnational ‘other’. He found, excluding the 
Kenyan 1998 embassy bombing and 9/11 as outliers, that transnational Islamic 
fundamentalist attacks did not create higher death counts than others. Saying that 
attacks across borders typically resulted in more deaths, potentially due to their 
increased complexity and scope. Carter and Ying [12] also demonstrate that Islamic 
fundamentalist groups are less likely to target non-Islamic states, countering the
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highly reductive conclusion of Huntington [65] and his belief in ‘bloody borders’ 
between ‘Islamic’ and ‘non-Islamic’ civilisations. 

Transnational terrorist attacks, despite potentially being organised anywhere 
around the world, it is clear they are clustered in a very limited number of countries 
and are motivated by political goals and antagonisms. Thus, it raises questions 
on where resources should be allocated to tackle these transnational actions most 
effectively. Policymakers should keep in mind the non-trivial costs transnational 
terrorist organisations incur when organising, and balance that with the potential 
goals it can achieve with a successful attack. 

‘Going Global’ in Allegiance 

Terrorist groups form alliances with each other to exchange best practices, technical 
knowledge, or receive needed supplies. Horowitz and Potter [28] found that, like 
cooperating states and businesses, terrorist groups partner up for mutual benefit. 
Among the effects of these alliances is the improved efficacy of their attacks— 
more elaborate attacks can be executed, and fatalities are increased. Some provided 
examples include the partnership between the Provisional IRA (PIRA) and the 
Colombia FARC, where it is speculated a series of successful assaults against the 
Colombian government were conducted by mortar inspired by the PIRA homegrown 
mortar device. The PFLP-Special Operations Group (SOG) hosted the Maoist 
organisation, the Japanese Red Army, and conducted an attack on the Lod Airport 
in Israel together. The trade here was more fighters for the PFLP-SOG to execute 
its attacks, in exchange for passing on experience, techniques, and knowledge to the 
Japanese Red Army to take back to their region. 

Not all alliances between groups are equally effective, they appear to operate on 
a core-periphery model. Groups with renowned reputations for being efficient and 
deadly seek alliances with similarly renowned organisations (2012). They also tend 
to have multiple alliances operating at once, with a higher degree of alliance depth, 
which align with higher predicted fatalities per attack. Thus, these organisations 
benefit the most from allying with sympathetic groups. Likewise, allying with 
less renowned organisations provides little benefit to either party [28]. However, 
there are so-called ‘alliance hubs’, organisations renowned for allying with several 
groups simultaneously and bridge collaboration between disparate ones [6]. Thus, 
alliance networks consist of a ‘core’ of organisations with similar political goals 
that collaborate with others often, and a periphery of smaller, satellite organisations 
that are perceived as less successful and smaller scale; there is little incentive for 
organisations to collaborate with the latter. Hub organisations appeal to smaller 
terrorist groups with their access to needed knowledge and resources that they 
usually would have no access to. Possession of territory and displays of capabilities 
act as advertisements for ideologically sympathetic groups to pledge allegiance to 
these hubs. As this group is combated, and loses access to much of its territory 
and resources, its alliance network begins to dwindle, and only attracts less capable
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groups [6]. These less capable groups are seen as less bother than they are worth and 
thus still do not attract former alliance hub organisations. This is the paradoxical 
situation the Islamic State ended up in after it lost most of its territory in 2017. 
Moderately successful organisations like Boko Haram ceased their allegiance to the 
Islamic State, and very few organisations (mainly in South Asia) wished to join the 
network [6]. 

When do terrorist groups ally with each other, and what are the consistent 
explanatory factors for these alliances? There are a number of factors that play into 
forming transnational alliances aside from consistent ideologies. Bacon [6] under-
lines that the first step is to consider the organisations’ primary needs in seeking an 
alliance with hub organisations. These are as followed: (a) training and operational 
assistance, (b) sanctuary or protection from adversary or counterterrorism efforts, 
and (c) mobilisation of needed resources. 

Yet, there are also obvious risks for organisations that ally together. Being 
clandestine in nature, survival of the cadre is always at the top of their priorities 
[5]. Alliances can jeopardise the survival of a group and its political mission; 
infiltration by an adversary is a particular concern [6]. As organisations exist for 
longer periods of time, the leadership becomes predominantly concerned with 
forcing allegiance, maintaining group solidarity, and preventing factionalism, rather 
than the achievement of their political goals [6, 15]. This undoubtedly hampers the 
efficacy and flexibility of these alliances and their willingness to risk it all for a little 
more. 

The characteristics of organisations, and their objectives, also affect the likeliness 
of them forming alliances. Phillips’ [70] survey of international alliances formed 
between 1987 and 2005 shows that groups motivated by religion are significantly 
more likely to form international alliances, as are groups sponsored by a state such 
as Iran (p. 1011). Group membership also plays a part in forming alliances. As 
stated above, small-size groups do not attract cooperation from more advanced, 
larger groups, as there is little to gain for them. However, groups with a ‘moderate’ 
membership (100–900 members) occupy the ‘goldilocks zone’, and attract similarly 
sized groups to assist in attacks on a more powerful enemy: such as a rival 
group, or a hostile state. Thus, it is important to understand that alliances do not 
necessarily improve terrorists’ capabilities to achieve their goals, rather it is a 
carefully calculated weighing of costs and benefits. 

Overall, across different world regions, insurgent and terrorist organisations use 
alliances to receive support as well as to increase their visibility and therefore their 
perceived power within and across their supporting base as well as in the eyes 
of their opponents [64]. The way these connections and supporting practices are 
implemented might vary but it is a very common feature and important aspect of 
terrorist campaigns that academics and policymakers alike should keep analysing.
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‘Going Global’ in Business 

Monetary support to terrorism takes several forms, facilitated and obfuscated due 
to decentralisation and globalisation. Remittances have historically, and continue to 
be, a primary source of income for clandestine groups. Mascarenhas and Sandler 
[38] found a strong linkage between a national of a ‘failed state’ with an insurgency 
sending remittances back home, and the likeliness of a terrorist attack occurring. 

The financing networks of terrorist organisations are eclectic and flexible. 
Conventional electronic transfers directly to suspects leave a potentially trace-
able payment trail, and financial regulations such as know-your-customer (KYC) 
protocols can help prevent this. However, digital transactions are not sufficiently 
regulated to prevent these transfers from being completed [2] and suspects are often 
convicted after attacks have been successfully funded [52]. Indeed, the considerable 
number of simultaneous global transactions would make this difficult to identify 
in one occasion [55]. Alongside remittances and transfers, terrorist organisations 
might establish charitable foundations to have a public-facing entity that can solicit 
donations for a sympathetic cause, and recruit new volunteers for their cause. The 
Irish-American charity Noraid, helped provide needed funds to the Provisional 
Irish Republican Army’s families, while the diaspora helped arm active militants 
[58]. Al-Qaeda and its use of overseas charities received significant attention after 
9/11, with the Saudi al Haramain Islamic Foundation operating in Bosnia and 
Herzegovina, or the Global Relief Foundation in Pennsylvania. Charity personnel 
thought to be sympathetic to Osama Bin Laden’s cause were named a considerable 
contributor to Al-Qaeda’s bottom line in the run up before 9/11 [48]. Accusations of 
this nature can also be highly politically motivated, however. Several organisations 
in the Netherlands have campaigned for the defunding of Palestinian human 
rights NGOs on the unsubstantiated grounds that they are monetarily supporting 
proscribed terrorist groups [21]. 

Another often cited means to transfer money with relative security, for transna-
tional terrorist groups operating in the Sahel, West and Central Asia, is the ‘hawala’ 
system. Hawala is an informal means of moving money across borders using trusted 
partners and a network of debt and repayment. It can be considered a physical 
version ofWestern Union [8]. There is very little paper trail, and hawaladars (money 
‘movers’) use unrelated business accounts to avoid suspicion that large deposits 
might incur [11]. Hawala is used primarily as a method to remit money abroad at 
a comparatively lower cost, and with less regulatory scrutiny, than other platforms. 
The degree of  hawaladar involvement in more serious illicit activity has not been 
fully surveyed, and it would be fallacious to tar the entire practice as heavily 
synonymous with terrorist financing [50]. Al-Qaeda’s use of hawala for its funding 
of attacks is also heavily disputed: Some claim it sourced most of its money through 
hawala networks before 9/11 [48], whereas others argue there is no evidence for 
this and is used to stigmatise this informal remittance system [42, 56]. This feat 
notwithstanding, the network can collapse should just one of the hawaladars be 
compromised, as was the case of the Al-Qaeda hawala network after 9/11 [48].
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A recent way to avoid crackdowns on front organisations has been the use of 
pseudonymous digital currencies, also known as cryptocurrencies. Cryptocurrencies 
use cryptography to encrypt the details (sender and recipient) of a transaction, but 
have a decentralised public ledger to record all transactions made. There is a critical 
flaw with many conventional cryptocurrencies, however: once they are ‘cashed-out’ 
into fiat currencies, the transaction can be traceable [20]. Additionally, the wallet 
address of individuals and organisations can be traceable through forensic analysis 
of their transactions. Once identified, transactions of associated accounts can be 
publicised through social media (see Neonazi BTC Tracker for an example). All 
of these transactions are publicly available, due to the nature of the blockchain. 
There are ways to subvert these limitations, such as using fully anonymous coins 
like Monero or Zcash, that hide transaction information from both parties and the 
blockchain. Another is to ‘mix’ the cryptocurrency with other transactions and 
currencies to hide the payer and the recipient [60]. Methods to counteract terrorist 
financing through cryptocurrencies is beyond the scope and technical focus of 
this chapter, but it is important to highlight the unfolding and changing funding 
landscape for transnational terrorist organisations. 

In many instances, such a focus on the use of technologies by terrorist organisa-
tions for financing purposes builds on a much broader discussion on the distinction 
between groups that employ violence to advance political goals (often referred to as 
an insurgency), and those that employ it for monetary gain (more properly referred 
to as criminality) [23, 27, 49]. Without entering the details of such debate, we find 
interesting to point to studies such as Palma [69] that problematise this dichotomy. 
Terrorist groups, it is found, require consistent funding, and being made illegal as 
an organisation drastically lowers the cost of engaging in illegal activities, the most 
profitable being the narcotics trade. Indeed, by negotiating with growers of narcotic 
products (coca leaves, opium, etc.) and providing security as well as a bulk buyer 
of their products, the terrorist organisation can gain a legitimate foothold in these 
communities [14]. In this sense, we highlight, local and global business of many 
groups and organisations is not necessarily about economic gain but rather about 
building legitimacy and increasing political control. 

‘Going Global’ in Communication 

Communications across borders remain a keystone part of transnational terrorism 
for recruitment, inspiration, and messages of solidarity between groups. As Klein 
[31] reminds us, terrorist attacks are messages in, and themselves, a ‘propaganda 
of the deed’, to quote Kropotkin [32]. Through messaging and online comments, 
groups often react to successful attacks, or military victories, expressing sup-
port or taking specific positions on particular matters or actions. For instance, 
jihadist organisations worldwide congratulated the Taliban for taking control of the 
Afghanistan government, Hayat Tahrir al-Sham organised parades in Idlib to cele-
brate [1]. Conversely, terrorist groups can also publicly distance themselves from 
others in the same field with statements. The Popular Front for the Liberation of
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Palestine (PFLP) distanced itself from the PFLP-General Command after it attacked 
the Palestinian Yarmouk camp in Syria [45]. Online far-right communities often 
collaborate to organise in-person events to facilitate networking and interaction 
across borders [19]. Overall, however, the primary goal of transnational online 
communication is gaining sympathies and new recruits [9]. 

Distinct from structurally decentralised, but ideologically compatible terrorist 
groups, globalisation provides a multitude of opportunities for all actors (both 
individual and organisation) to disseminate agitprop to susceptible audiences. Social 
media and messaging platforms are host to a number of small-to-medium-sized like-
minded communities that form an echo-chamber for its members to reaffirm their 
political beliefs. These are effective platforms for sharing ideologically sympathetic 
and riling content among its members but, perhaps out of fear of censorship or 
reprisal, instructions for how to exercise these ideological goals is scarce [72]. 
Contrary to expectation, though, Guhl and Davey [62] suggest these looser and 
more decentralised networks of sympathisers can be similarly effective in inspiring 
violent action. Wakeford and Smith [54], however, argue there are limits to proving 
causation in assessing the efficacy of online radicalisation. It is unclear to what 
degree regular consumers of online agitprop are converted to offline terrorists. 
They use the phenomenon of ‘clicktivist’ or ‘slacktivist’ to argue there is no such 
‘slippery slope’ (158). Despite this, the authors recognise the influence the internet 
had on the Manchester bomber in 2017. Thus, setting aside the efficacy of online 
communications, there are several spectacular terrorist attacks that can be attributed 
to online radicalisation, altering the modern, common conception of transnational 
terrorist groups. We find interesting to focus specifically on the use of digital 
communication for recruitment and agitation. 

Alongside the 2017 Manchester bombing, the Christchurch shooting, and the 
‘memeification’ of this reprehensible attack has demonstrated the power that online 
communications can have on susceptible candidates for ‘lone wolf’, stochastic 
attacks. This attack, committed by Brenton Tarrant, was livestreamed in its entirety 
on Facebook Live and viewed thousands of times. Before the attack commenced, 
Tarrant published his manifesto on the far-right 8chan/pol/internet message board. 
Although not unique in any of its composite elements, the Christchurch shooting 
was the most successful streamed mass shooting of all time and led to Tarrant, 
despite his incarceration, becoming a commemorated figure head of the online far-
right. As the shooting was unfolding, and even now, the footage featured in images, 
flashy promotional videos for far-right online communities, and Tarrant’s manifesto 
has been cited in other mass shootings (such as in the El Paso shooter’s manifesto). 

Much of the work on the communication of transnational terrorist organisations 
has primarily used jihadist extremist groups as case studies, a limitation that Conway 
[13] argues should be addressed in future scholarship. Zelin [59] demarcates four 
phases in jihadist communication, ending in modern online communication. The 
first phase used post and physical media such as magazines to advertise the 
organisation’s mission and activities, it then transitioned into the second phase of
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Web 1.0 websites and the networking of sympathetic terrorist media groups. The 
first two phases required the outlay of capital and a front face for the organisation. 
The third phase was the introduction of Web 2.0 and the relocation of propaganda to 
Internet forums and social media sites. The fourth phase involves the co-creation of 
propaganda by members of the terrorist organisation and sympathisers alike, using 
social media sites and ‘Software as a Service’ to minimise costs for disseminating 
their message. As time has gone on, then, transnational communication for terrorist 
organisations has become exponentially cheaper and decentralised. Although other 
ideologies may have different initial phases, the end point of using Web 2.0 
social media sites, such as Telegram, Gab, Twitter, or Facebook, is the same. As 
extremist movements decentralise, anonymous, dynamic, and quickly replaceable 
online platforms for disseminating agitprop (agitation propaganda) are the natural 
response to harsher counterterrorist efforts. Creating an echo-chamber or ‘pipeline’ 
for radicalising a susceptible demographic is essentially free, effective in affirming 
victim narratives [67], and quickly expands its consumer base. The existence of an 
actual ‘slippery slope’ from consuming extremist content to committing a terrorist 
attack is spurious, but the consumption alone affects how the audience interprets 
social relations. Using the examples of ISIS, extremist propaganda involves the 
simple dichotomisation of society [68] – the virtuous and pious (those who will 
comply with the primary message of the organisation) versus the ‘enemy’ (anyone 
who would resist it, regardless of how much). This mentally restructures the 
consumers’ outlook and colours how they interpret societal relations ([25, 39, 53]). 
The consumer morally justifies their actions; minimises, ignores, or misconstrues 
consequences of reprehensible behaviour; and blames the victim for this behaviour 
[7]. 

Mainstream social media sites (Twitter, Facebook, Instagram, YouTube, etc.) 
have attempted to clamp down on extremist content by banning far-right content 
creators. However, the migration of these creators to alternative sites with slacker 
moderation, or sympathetic moderators, only heightens the ‘tunnel vision’ con-
sumers of this propaganda experience, because they are drawn to a site with higher 
concentration of extremist content. 

How organisations recruit, organise, and inspire susceptible sympathisers online 
is an important part of understanding transnational terrorism. Unlike the other 
transnational conduct described above, distributing agitprop and attracting a sus-
ceptible audience is effectively cost-and-risk-free. Moreover, many of the most 
spectacular and scarring attacks in Europe, North American, and New Zealand were 
perpetrated by ‘lone wolf’ regular consumers of this propaganda. Finally, it is very 
difficult to fully ban this propaganda. Accounts that are taken down are very quickly 
brought back up with the same content as before, or moved to more sympathetic 
platforms. The method of communicating extreme messages also rapidly changes, 
requiring moderation staff to stay up-to-date constantly with the latest insinuations 
and inside ‘jokes’ of those communities.
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3 Transnational Terrorism, Responses, and Remaining 
Challenges: Final Remarks and Conclusions 

Transnationality today is a key, generalised and undeniable feature of many terrorist 
organisations. Across different world regions, political settings, and ideologies, 
we find groups implementing or taking advantage of transnational possibilities, 
especially facilitated by the dynamics of globalisation. As we have seen, the 
question for many policymakers and academics is how to respond to this. Indeed, 
the possibility to operate, communicate, and organise across borders presents some 
advantages to terrorist organisations and it challenges states’ security apparatuses, 
still largely dependent on national capabilities and operative structures [30]. One 
of the main issues for states concerns the realisation that the peculiar transnational 
nature of terrorism makes a traditional counterterrorism military strategy far less 
effective. Indeed, current forms of transnational terrorism do not represent a security 
challenge for their operative strategies on the ground but also in light of their 
facilitated communication and funding activities across the globe. The realisation of 
these shortcomings pushed a large part of the policy world to focus on a problem-
solving approach based on cooperation and creation of counterterrorism networks 
[43]. The idea is, as summarised by Nye [41] two decades ago, that ‘the best 
response to transnational terrorist networks is networks of cooperating government 
agencies’. As mentioned, cooperation on solely military terms did not prove to be 
particularly effective in solving the actual cause of transnationalism and therefore 
the overall problem in mid-long term. Crenshaw ([16]: 19), for instance, has recently 
underlined how ‘military force can destroy a terrorist base, remove key leaders, and 
disrupt operations in the short term, but it may increase local instability and motivate 
transnational terrorist attacks in the longer term. An added complication is that 
when foreign intervention intended to retaliate for terrorism or defend a threatened 
government precipitates more terrorism and internal disorder, the third party finds 
it hard to withdraw from its commitment because the local partner cannot provide 
security. IS is already regrouping in Syria and Iraq following the abrupt withdrawal 
of US troops in October 2019’. 

Accordingly, there has been an attempt to respond along different lines, espe-
cially when considering terrorist transnational business and communication, rein-
forcing dynamics of regionalisation and regional governance where security, polit-
ical but also economic interactions between different states are redesigned [44]. 
Border-spanning discourses, institutions, and agencies are generated as new social 
spaces to facilitate cross-border cooperation as well as information flow and sharing 
with preventive but also prosecuting purposes across the globe [10]. Nonetheless, 
cooperation in these fields also remains challenging. It is complex to sustain 
and generally significantly slower than the evolution of the nature and the tools 
employed by the threat they intend to address as it necessitates constant disclosure, 
convergence on bureaucratic practices, and a commitment in information sharing. 

Overall, this chapter aimed at addressing the main dimensions of transnation-
alism in order to discuss the varieties of features of this threat and the challenges
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it poses. We discussed, in particular, transnationalism over four dimensions indi-
cating different ways to cross-national borders, meaning movement and targeting, 
allegiance, business, and communication. Across these four dimensions, we have 
seen how the ‘global’ could be used in order to increase material and ideological 
support as well as a facilitator for economic interests and communicative strategies. 
On a conclusive note, what seems fair to argue is that the challenges posed by 
transnationalism terrorism do not only concern the characteristics of the threat itself 
but also the characteristics and difficulties related to many states’ structures as well 
as the features of the international system. 
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Resilience Against Hybrid Threats: 
Empowered by Emerging Technologies: 
A Study Based on Russian Invasion 
of Ukraine 

Scott Jasper 

1 Introduction 

Early on the morning of January 14, 2022, a cyberattack defaced more than 70 
Ukrainian government websites with threatening messages written in multiple 
languages [1]. The next day, Microsoft revealed that destructive wiper malware, 
disguised to look like ransomware but absent a recovery mechanism, was con-
currently emplaced in dozens of computers at Ukrainian government agencies [2]. 
The Ukrainian Ministry of Digital Development stated “all evidence indicates that 
Russia is behind the cyberattack. Moscow continues to wage a hybrid war and is 
actively building up its forces in the information and cyberspaces.” [3] National 
Defense University researcher Frank Hoffman, the originator of the term, has called 
hybrid war “a merger of different modes and means of war.” [4] Ever since the 
unlawful seizure of Crimea in 2014, Russia has used a blend of military, economic, 
and other measures to pull Ukraine closer into its sphere of interest [5]. The fused 
measures are meant to destabilize Ukraine, which is seeking to integrate with 
the West. As part of the Russian hybrid campaign, Ukraine suffered a series of 
cyberattacks that have knocked out power, frozen supermarket registers, and forced 
authorities to prop up their currency after bank IT systems crashed [6]. The dual 
cyber incidents came during the threat of an imminent invasion by over 160,000 
Russian troops and equipment near the border of Ukraine, accompanied by further 
cyberattacks [7]. 

Moscow leveraged military intimidation to demand that the North Atlantic Treaty 
Organization (NATO) halt any further enlargement, bar Ukraine from joining, and 
pull back forces and weapons from eastern European countries [8]. Moscow tried 

S. Jasper (O) 
Naval Postgraduate School, National Security Affairs, Carmel, CA, USA 
e-mail: sejasper@nps.edu 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
K. P. Balomenos et al. (eds.), Handbook for Management of Threats, Springer 
Optimization and Its Applications 205, 
https://doi.org/10.1007/978-3-031-39542-0_10

209

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-39542-0protect T1	extunderscore 10&domain=pdf

 885 55738 a 885 55738 a
 
mailto:sejasper@nps.edu
mailto:sejasper@nps.edu


210 S. Jasper

to use energy as a weapon to stymie a unified European position of defiance, 
since Russia provides about 40% of natural gas for the 27-country bloc. Germany 
in particular is highly reliant on Russia for half of its gas imports and was 
hesitant to embrace strict U.S.-led economic penalties should Russia invade. After 
meeting with President Biden, the new German Chancellor Olaf Scholz refused 
to publicly commit to stop the recently finished Russian-built Nord Stream 2 
natural gas pipeline [9]. Meanwhile, Berlin faced criticism for not exporting lethal 
weapons to Kyiv at the time and blocking fellow NATO ally Estonia from sending 
German-origin D-30 howitzers, citing arms export policies for conflict zones [10]. 
Diplomatic maneuvers and energy coercion are non-military methods for influence, 
while military forces provide the means for pressure by force. The Russian military 
was rebuilt after the Soviet collapse, with more tanks, rocket launchers, self-
propelled guns, and towed artillery than any other nation [11]. It is armed with an 
array of conventional missiles and new hypersonic missiles, like Avangard, Kinzhal, 
and Zirkon. On February 24, 2022, Russian President Putin said on state television 
“he had been left with no choice” but to launch “a special military operation” to 
demilitarize Ukraine [12]. 

A year earlier, at the 2021, Brussels Summit, the Heads of State and Government 
of the thirty NATO Allies, stated in their Communique that “we are increasingly 
confronted by cyber, hybrid, and other asymmetric threats, including disinformation 
campaigns, and by the malicious use of ever-more sophisticated emerging and 
disruptive technologies.” [13] Russia embodies this threat as evident by a range of 
hybrid actions taken to undermine NATO and partner nation stability and security. 
The 2021 Communique identifies that besides military activities, hybrid actions 
include “attempted interference in Allied elections and democratic processes; 
political and economic pressure and intimidation; widespread disinformation cam-
paigns; [and] malicious cyber activities.” In addition, Russia has embraced ever-
more sophisticated emerging technologies, such as hypersonics to surpass the 
United States in development of so-called invincible weapons. These technologies 
embolden and empower Moscow to be more assertive on the world stage as it 
strives to resume its status as a great power. This chapter will start by describing 
definitions of a hybrid threat, the origin of the idea, and the conceptual basis in the 
context of Russian applications. It will then outline US and NATO interpretations 
and classifications of emerging technologies, with subsections devoted to Russian 
development and employment of three select areas. Finally, the chapter will examine 
resilience, seen in the Ukrainian response to Russian aggression. 

2 Hybrid Threats 

The NATO Glossary of Terms and Definitions, found in AAP-6, formally defines 
hybrid threats as “a type of threat that combines conventional, irregular and 
asymmetric activities in time and space.” [14] The NATO definition emphasizes 
the fusion and synergy aspects of the threat but uses broad categories for the types
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of activities. The NATO Strategic Communications Centre of Excellence (StratCom 
COE) provides sample activities in stating the term hybrid describes “a wide array 
of measures, means and techniques including, but not limited to: disinformation; 
cyberattacks; facilitated migration; espionage; manipulation of international law; 
threats of force (by both irregular armed groups and conventional forces); political 
subversion; sabotage; terrorism; economic pressure and energy dependency.” [15] 
StratCom COE focuses on the characteristics of hybrid threats, with the most 
prominent being actions “coordinated and synchronized across a wide range of 
means.” These actions aim to “influence different forms of decision-making at 
the local (regional), state, or institutional level.” Those decisions can be made 
by political leaders, the general public, or military members, at the strategic or 
the tactical level of warfare. StratCom COE emphasizes that hybrid threats act as 
levers of influence using combinations of activities that span instruments of power, 
including Diplomatic, Information, Economic, and Military. StratCom COE admits 
that definitions of hybrid threats “lean heavily on Russian actions in Ukraine and 
Crimea.” 

Associate Professor Bettina Renz remarks that “in the aftermath of the Crimea 
annexation in March 2014, the idea of hybrid warfare quickly gained prominence 
as a concept that could help to explain the success of Russian military operations 
in this conflict.” [16] She notes that Russia’s swift victory in Crimea stood in stark 
contrast to previous campaigns in Chechnya and Georgia, which were primarily 
fought by heavy-handed conventional forces. Instead, Russia used a combination 
of military and non-military means in a covert manner in Crimea and Eastern 
Ukraine. Senior Research Fellow Andras Racz outlines Russian hybrid operations 
in three main phases based on concrete events [17]. In the first, the preparatory 
phase, Russia creates the means to capitalize on weakness and vulnerabilities 
of the target country. Those means include by establishing loyal political and 
cultural organizations, bribing officials and officers, contacting local organized 
crime groups, building media positions, launching disinformation campaigns, and 
fostering anti-government sentiments. In the second, the attack phase, Russia 
launches organized, armed violence. In both Crimea and Eastern Ukraine, unmarked 
military personnel setting up checkpoints and overrunning government buildings, 
while demonstrators in civilian clothes took over media television and radio outlets. 
Meanwhile, massive regular military units were positioned on the border with 
Ukraine. In the third, the stabilization phase, illegal referendums take place. In both 
regions, those showed support for independence, which resulted in the annexation 
of Crimea and the establishment of Separatist republics. 

Journalist Sam Jones at the Financial Times claims Russia had found a “new art 
of war” in their intervention in Ukraine [18]. Jones says the most lucid exposition 
of the new concept known as “hybrid war” is contained in an article by Valery 
Gerasimov, the Chief of the Russian General Staff, in a Russian defense journal 
in February 2013. In it, Gerasimov lays out his perspective on current and future 
warfare for a Russian audience. He highlights that war is now conducted by “a 
roughly 4:1 ratio of non-military and military measures.” [19] A graphic in the paper 
depicts the range of non-military measures to include diplomatic pressure, economic
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sanctions, and political opposition, along with military measures to include strategic 
deployment, all underpinned by information conflict. Gerasimov also identifies 
new forms and methods for warfare to include the use of asymmetric and indirect 
operations. His views on warfare presented in the article became known in the West 
as the Gerasimov Doctrine, for the way Russia conducted operations in Ukraine 
a year later. Although in Russian intellectual circles, the idea of hybrid war is a 
completely Western concept, used to foment a “color revolution” for a forced change 
of political regime. The Gerasimov article cites examples of supposed Western 
efforts to change unfavorable leadership in Iraq, Syria, and Kosovo. 

Researcher Ofer Fridman explains that Russian scholars and strategists interpret 
the Western theory for hybrid war in the context of Russian political–military 
experience, to conceptualize the Russian counterpart called gibridnaya voyna. This  
term is a direct translation of the Western term hybrid warfare. Yet, the Russian 
concept is broader in scope and involves “all spheres of public life: politics, 
economy, social development, culture.” ([20], 45) Fridman suggests the Russian 
view is based on the notion of subversion in war, expressed by philosopher Elliot 
Messner over 60 years ago. In subversion war, fighters are not just the troops, but 
also public movements. The most distinguishing characteristic of the subversion 
war is the psychological dimension of warfare. In the contemporary version of 
gibridnaya voyna, the aim is to first “break the spirit of the adversary’s nation by 
a gradual erosion of its culture, values, and self-esteem; and second, an emphasis 
on political, informational (propaganda) and economic instruments, rather than on 
physical military force.” ([20], 45) In gibridnaya voyna, these instruments, coupled 
with innovative military and information technologies, undermine the political 
legitimacy of an adversary. 

Senior fellow Mark Galeotti states a range of deniable irregular actors, from 
volunteers and mercenaries to militias and gangsters, are used by Russia to generate 
military capabilities with political utility. He claims that Russia armed forces, 
in addition to their obvious value in full-scale conflict, are “useful for coercive 
diplomacy and heavy-handed messaging.” [21] Displays of Russian military force 
are used in brinkmanship and for intimidation. During the threat of invasion in 2022, 
Russia conducted military exercises with Belarus that involved 30,000 troops near 
Ukraine’s border. They were extended to supposedly “prevent provocative actions 
by the armed forces of Ukraine against our country and Belarus.” [22] The drills 
included test launches of Russian strategic missiles, overseen by President Putin and 
his Belarusian counterpart Alexander Lukashenko. A Kremlin press office release 
stated Russian aerospace forces launched Kinzhal hypersonic missiles, Northern 
and Black Sea Fleet ships and submarines launched Kalibr cruise missiles and 
Zirkon hypersonic missiles, and ground forces launched the Iskander land-based 
cruise missile from the Kapustin Yar test site [23]. The military activities served 
as a diplomatic instrument to impose Moscow’s will upon NATO to accept their 
security demands. The conduct of the drills and tests, along with the massing of 
troops and advanced weapons on the border, amplifies an assertion by Galeotti 
that the military has a distinct role “in pursuit of Moscow’s wider strategic goal
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of dividing, distracting and demoralizing the West.” That role was amplified as the 
Russian invasion shifted into a classical way of brutal siege warfare. 

3 Emerging Technologies 

The 2018 US National Defense Strategy noted that the increasingly complex 
security environment is affected by “rapid technological advancements and the 
changing character of war.” [24] It asserts that competitors and adversaries will 
seek to optimize new technologies that are “moving at accelerating speed.” They 
will use these innovations in a more lethal and disruptive battlefield across domains, 
and in other areas of competition short of open warfare. Those areas encompass 
information warfare, denied proxy operations and subversion, hallmarks of hybrid 
war. New technologies include: 

Advanced computing, big data analytics, artificial intelligence, autonomy, robotics, directed 
energy, hypersonics, and biotechnology. 

The 2018 US National Defense Strategy construes that nation state access to 
these emerging technologies will erode US conventional overmatch. Furthermore, 
the 2020 US National Strategy for Critical and Emerging Technologies details 
aspirations by China and Russia to obtain such technological advancements [25]. 
It emphasizes that China is “dedicating large amounts of resources in its pursuit 
to become the global leader” in both science and technology. Furthermore, China 
is “implementing a strategy to divert emerging technologies to military programs, 
referred to as military-civil fusion,” whereas Russia is focusing government-led 
efforts “on military and dual-use technologies, such as artificial intelligence, that 
it believes will bring both military and economic advantages.” However, like China, 
the strategy claims that Russian will also enable “its defense industrial base through 
civil-military integration.” 

The 2020 US National Strategy for Critical and Emerging Technologies describes 
these sorts of technologies as “identified and assessed by the National Security 
Council (NSC) to be critical, or to potentially become critical, to the United 
States’ national security advantage, including military, intelligence, and economic 
advantage.” A 2022 report by the Fast Track Action Subcommittee on Critical and 
Emerging Technologies of the National Science and Technology Council provides 
the following updated list of technology areas deemed particularly important to US 
national security [26]:

. Advanced Computing . Advanced Engineering Materials . Advanced Gas Turbine 
Engine Technologies . Advanced Manufacturing . Advanced and Networked Sensing and 
Signature Management . Advanced Nuclear Energy Technologies . Artificial Intelligence .
Autonomous Systems and Robotics . Biotechnologies . Communication and Networking 
Technologies . Directed Energy . Financial Technologies . Human-Machine Interfaces
. Hypersonics . Networked Sensors and Sensing . Quantum Information Technologies .
Renewable Energy Generation and Storage . Semiconductors and Microelectronics . Space 
Technologies and Systems
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The Fast Track Action Subcommittee report also contains key subfields that describe 
the scope of each technology area in more detail. 

NATO recognizes that emerging technologies “are changing the nature of peace, 
crisis, and conflict.” It is adopting an implementation strategy for seven key 
disruptive technologies [27]: 

Artificial intelligence, data and computing, autonomy, quantum-enabled technologies, 
biotechnology, hypersonic technology and space. 

NATO plans to develop individual strategies for each, with the priority being 
artificial intelligence and data [28]. 

This chapter selects three emerging technologies to explore that are common in 
the US and NATO lists: artificial intelligence, autonomy, and hypersonics. The three 
are being advanced and exploited by China and Russia in novel forms of warfare 
although the focus here will be on Russia as a hybrid threat empowered by the three 
technologies. 

3.1 Artificial Intelligence 

In September 2017, President Putin declared that the nation that leads in Arti-
ficial Intelligence (AI) “will become the ruler of the world.” [29] He further 
illuminated that AI “comes with colossal opportunities, but also threats that are 
difficult to predict.” This determination is because AI promises to boost countries’ 
economies but will also be useful in warfare. IBM states that artificial intelligence 
“leverages computers and machines to mimic the problem-solving and decision-
making capabilities of the human mind.” [30] IBM explains that AI “combines 
computer science and robust datasets, to enable problem-solving.” The field also 
encompasses machine learning and deep learning. IBM construes that AI algorithms 
are used to create “expert systems which make predictions or classifications based 
on input data.” AI is classified as either narrow, where systems are trained to 
perform specific tasks, or strong, where machines have self-awareness equaled to 
humans. A Congressional Research Service (CRS) Report expounds that narrow AI 
is integrated into a variety of military applications, such as intelligence, surveillance 
and reconnaissance, logistics, cyberoperations; command and control; and semi-
autonomous and autonomous vehicles. Narrow AI technologies are intended to 
augment or replace human operators. The CRS Report highlights that AI-enabled 
systems can “react significantly faster than systems that rely on operator input” and 
“cope with an exponential increase in the amount of data available for analysis.” 
[31] 

AI technology can accelerate part of the list of StratCom COE hybrid threat 
measures, means, and techniques, particularly disinformation, that seeks to influ-
ence decision-making by leaders and the populace. CRS Researcher Kelly M. 
Sayler finds that AI can enable “increasingly realistic photo, audio, and video 
digital forgeries, popularly known as ‘deep fakes’.” [31] She notes that deep fake
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technology could “generate false news reports, influence public discourse, erode 
public trust, and attempt blackmail of government officials.” Russia exploited deep 
fake technology to target and amplify public debate during the 2020 US Presidential 
Election. Russian internet trolls formally associated with the notorious Russian 
Internet Research Agency created and ran a news website called Peace Data. They 
hired unaware real-life journalist to write articles on topics such as corruption, abuse 
of power, and human rights violations, with the aim to divide Democratic voters. 
While the freelancers were real reporters, editors for the site “were personas whose 
profile pictures were deepfakes, or algorithmically generated.” ([32], 3) The mixture 
of real persons writing the content and presumably amplifying it, made it difficult for 
social media tech companies to identify the activity as a subtle influence operation 
and block it. 

Deep fake technology also appeared during the Ukraine war in an attempt to 
influence Ukrainian fighters. In a deep fake video, Ukrainian President Zelensky is 
supposedly surrendering to Russia. He appears to stand behind a white presidential 
podium and backdrop that both display the country’s coat of arms. Zelensky slowly 
and deliberately speaks in Ukrainian, saying “I ask you to lay down your weapons 
and go back to your families.” [33] However, Professor Hany Farid said there are 
several obvious signs the video is a deep fake. It is low-quality and low-resolution, 
without much motion [34]. Even still, the widely spread deep fake video cast 
doubt during a tense time for the population. Another part of the StratCom COE 
hybrid threat menu that is prime for AI technology acceleration is cyberattacks. 
Researchers Nektaria Kaloudi and Jingyue Li outline the “application of AI-driven 
techniques in the attack process, which can be used in conjunction with conventional 
attack techniques to cause greater damage.” [35] They present case studies for how 
AI can be a basis to launch cyberattacks. For example, in a new class of evasive 
next-generation malware that uses deep learning algorithms to perform malicious 
tasks, or in password brute-force attacks using an intelligent dictionary based on 
patterns derived from prior password, or by intelligent social bots that spread 
machine-generated content automatically without a command-and-control channel. 
The authors map the AI-based cyberthreats across the Cyber Kill Chain to illustrate 
impact while AI advantages to target, aid, conceal, automate, and evolve are clear, 
in reality, the destructive wiper attacks seen in Ukraine in 2022 leading up to the 
invasion appear to still use conventional attack techniques [36]. 

The aforementioned CRS Report also contends that AI-enabled systems could 
“enable new concepts of operations such as swarming (i.e., a cooperative behavior 
in which unmanned vehicles autonomously coordinate to achieve a task) that could 
confer a warfighting advantage by overwhelming adversary defensive systems.” [31] 
Russian forces tested a form of “swarm” drones in combat in Syria in 2019 and 2020 
before invading Ukraine. They employed the KYB Kub (Cube) and its successor, the 
Lancet-3 which are small kamikaze drones, often called loitering munitions. Both 
are built by ZALA, the Kalashnikov Design Bureau (part of Rostec). The twenty-
six-pound Lancet-3, reportedly executed “dozens of precision strikes” with “high 
efficiency.” [37] Videos released by Russian media show the Lancet-3 diving toward 
the truck of a local commander and also striking a machinegun position. The Lancet-
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3 is launched from a simple catapult but there is no recovery provision. It flies at 
fifty-to-sixty miles per hours for about 40 min. It can be given coordinates to attack, 
or an operator can search for targets. Upon acquisition, the drone plunges down, with 
operator course corrections, to detonate a 6.6-pound warhead. The earlier version, 
the Kub, did not have the video feed adjustment capability. ZALA is also working 
on a different operational concept for the Lancet, to use it in an “aerial minefield” to 
intercept enemy drones. A swarm of Lancets would orbit overhead friendly troops 
in a 20-mile-square-box and ram any incoming hostile drones [38]. 

3.2 Autonomy 

The two operational concepts described for the Lancet drone represent semi-
autonomous (operator adjusts trajectory) and autonomous (itself rams enemy 
drones) AI-driven applications. A US Department of Defense Directive defines 
autonomous weapon systems as a class “capable of both independently identifying 
a target and employing an onboard weapon to engage and destroy the target without 
manual human control.” [39] That contrasts with the Directive definition of semi-
autonomous, where weapons systems “only engage individual targets or specific 
target groups that have been selected by a human operator.” The Russian military 
employed semi-autonomous drones extensively in Eastern Ukraine before their 
invasion. The Russians would identify a target with a high-level drone and pass 
the sighting off to another lower-level drone that would fix the target coordinates. 
Then, the Russians would adjust their artillery firing solutions with the drone. This 
target acquisition and destroy cycle can be done in as little as 10–15 min [40]. The 
drones can also collect signals intelligence or act as an airborne electronic warfare 
jamming platform. The drones used in the Donbass include the Forpost with a 
maximum altitude of 6300 m, Orlan-10 at 5000 m, and the Dozor-100 at 4200 m. 
Payload options can include infrared video, daylight video, laser range finder, and 
still camera. 

Russia is developing an AI-enabled rotary-wing type drone named Termit. The 
reconnaissance and strike helicopter drone have autonomous features. Termit will 
be equipped with ISR sensors and carry 80 mm laser-guided missiles and unguided 
munitions. Initially, an operator will identify and designate a target. Then, the drone 
can “act autonomously with the help of artificial intelligence algorithms embedded 
in the drone control system that allow Termit to choose the most optimal route to 
target.” Finally, upon target acquisition, the decision to launch a weapon is made 
by the operator [41]. Another Russian drone under design named Grom will be 
capable of control by human operators but also acting fully autonomously. Operators 
will give voice commands to Grom but it “will perform those tasks completely 
autonomously.” [41] A third Russian drone under development, the Okhotnik, will 
be able to operate without communicating with a human operator. While flying as a 
wingman to manned Su-57 fighters, the drone will be capable of returning to base 
if it loses connection and communication with the pilot. An AI-enabled operating
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system will eventually allow the Okhotnik to “perform combat missions in a fully 
autonomous mode.” [41] 

Russia has also tested its Orion unmanned air vehicle in a “drone killer” mode 
against a rotary-wing drone. The Ministry of Defense released a video showing 
Orion “firing a new version of the 9M113 Kornet anti-tank guided missile (ATGM) 
against the helicopter drone.” ([42], 26) The engagement began at 60 miles apart 
and the firing occurred at 2.5 miles. The head of the Russian General Staff Office for 
drone development claims the Orion can shoot down the Turkish-made Bayraktar 
TB2 drone. A statement intended to be a clear signal to Ukraine who acquired the 
TB2. Russia has also progressed in the development and fielding of ground robots. 
For the first time, two remote-controlled unmanned ground vehicles were deployed 
in combat formations during the Zapad military exercise with Belarus in September 
2021. The Russian Ministry of Defense reported that the Uran-9 engaged targets at 
more than 3 miles. Uran-9 is a tracked vehicle “equipped with a 30mm autocannon, 
anti-tank missiles and a flamethrower.” ([43], 4, 6) Russia previously tried to use a 
Uran-9 prototype in Syria. The second vehicle was the smaller Nerekhta that carries 
a mounted machine gun and a grenade launcher. The breakthrough use of the robots 
highlights the potential to move to more AI-enabled autonomous operations. 

The US Army Asymmetric Warfare Group proclaims that Russia’s use of drones 
proved “to be a game changer in Eastern Ukraine.” [40] Their dubious use by proxy 
forces in a frozen conflict at the time is a hallmark of a hybrid threat. The drones 
enabled the separatists to achieve fire superiority over a heavy conventional force 
in decentralized operations. Russia was able to deny involvement while achieving 
political objectives. Experts believed that Russian fleets of “killer robots” were 
likely to be a potent weapon in the invasion of Ukraine [44] although reporting is 
limited on their employment by the Russian invaders. Early in the war, the Russian 
Ministry of Defense released a video of the Orion drone striking a ground target in 
the Donetsk region while wreckage of other Russian drones, including the Forpost-
R, Orlan-10, and even the Kub loitering munition, indicate a variety have been 
used to some extent [45]. Senior Research Fellow Brendan Walker-Munro offers 
potential reasons for less than widespread usage. They could be held in reserve or 
hampered by logistic breakdowns [44]. Even still, evidence for the use of drones 
with some autonomous capabilities demonstrates that Ukraine is a proving ground 
for AI-enabled technologies. 

Subsequent large-scale fielding of AI-enabled autonomous systems is important 
to Russia to achieve military objectives. Autonomy enables reach and persistence 
deep into contested zones and independent operations in denied communications 
environment. AI-enabled autonomous systems are durable and expendable. They 
can conduct dangerous missions to reduce risk to human lives, especially before 
permissive conditions are established. For example, the Nerekhta unmanned ground 
vehicle delivered ammunition and equipment during the Zapad exercise, in addition 
to conducting fire support ([43], 4, 6). Autonomy also speeds the decision cycle by 
automated target acquisition and engagement without a human in the loop. While 
AI-enabled autonomous weapons provide tactical advantage in target processing, 
they create considerable ethical concerns in target selection and kill decisions.
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The main concern being the machines will unwittingly kill innocent civilian non-
combatants. Distinguished Professor Emeritus John Arquilla notes that heated 
discourse on so-called killer robots occurring in democracies is slowing their 
development although he is quick to point out that “neither China nor Russia has 
shown even the very slightest hesitation about developing military robots.” [46] 

3.3 Hypersonics 

On March 1, 2018, President Putin gave his poslanie, or State of the Nation speech to 
the Russian Federal Assembly. The location was moved from normal Georgievskii 
hall in the Kremlin to the Manezh to accommodate picture displays and video 
clips. The first part of the speech for 70 min concentrated on domestic matters, 
which received polite applause, while the second part for 45 min that addressed 
international relations and defense garnered standing ovations. Putin outlined the 
need to counter attempts by the United States to weaken Russian strategic deterrence 
which equated to an obligation to develop an array of new weapons to overcome the 
US missile defense network [47]. Putin spoke in front of large screens displaying 
vivid images of the weapons. An animated video showed “a cruise missile fired 
from northern Russia flying across the Atlantic Ocean, evading missile defenses, 
then circling around the southern tip of South America before heading north toward 
the U.S.” [48] While boasting about Russian military prowess, Putin focused in the 
elaborate video on a design vulnerability for American defenses. They are based on 
high-flying ballistic missiles that can be destroyed in the atmosphere. Instead, Putin 
said the new class of Russian weapons “travel low, stealthily, far and fast – too fast 
for defenders to react.” [49] For which, Putin labeled the weapons as “invincible.” 

Putin described a total of six weapons systems. In order, the Sarmat, a heavy 
Intercontinental Ballistic Missile; the Burevestnik, the nuclear-powered cruise 
missile in the video; the Poseidon, an armed nuclear-powered underwater drone; the 
Kinzhal, a hypersonic missile launched from a supersonic aircraft; the Avangard, a 
hypersonic glide vehicle for an Intercontinental Ballistic Missile; and the Peresver, 
a combat laser weapon [47]. A third hypersonic weapon, the Tsirkon, fired from 
surface ships, has also been in development. Hypersonic weapons fly at speeds of 
Mach 5 (five times the speed of sound) or more [50]. They do not follow a set 
trajectory but instead maneuver at low altitude on route to their target. The two 
primary categories of hypersonic weapons are hypersonic glide vehicles released 
from rockets to glide to a target or hypersonic cruise missiles that are powered 
by air-breathing engines. Russian hypersonic weapons are potentially armed with 
nuclear warheads whereas conventionally armed hypersonic weapons rely on kinetic 
energy to impact and destroy targets, which means greater accuracy is required to be 
effective. The unique features of the weapon in speed, maneuverability, and altitude 
are aptly suited to penetrate existing missile defenses and destroy their high-value 
targets.
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In October 2018, President Putin bragged at an international policy forum in 
Sochi, Russia that new hypersonic missiles give his country a military edge. Putin 
said “We have run ahead of the competition. No one has precision hypersonic 
weapons.” [51] He reiterated that stance in December 2019 at a meeting with his 
top military officers. Putin told them “Now we have a situation that is unique 
in modern history when they [the US] are trying to catch up to us.” [52] Putin 
referred to the pending deployment of the Avangard and the Kinzhal already in 
service. The Avangard hypersonic glide vehicle became operational a few days 
later [53]. It entered combat duty with a missile unit in the Orenburg region in the 
southern Urals Mountains. Avangard had passed its test program a year earlier with 
a flight of 6000 km, where it maneuvered “horizontally and vertically at hypersonic 
speeds” before engaging a simulated target at the Kara range in Russia’s Kamchatka 
peninsula. The hypersonic glide unit supposedly flies at Mach 27. It has been 
integrated with the Soviet built RS-18B Intercontinental Ballistic Missile, which 
will carry six of the hypersonic glide vehicles. The launch of multiple independently 
targeted re-entry vehicles (MIRV) will further complicate the tracking solutions of 
missile defenses. 

The Kinzhal hypersonic missile first debuted at the Victory Day military parade 
in May 2018, only months after Putin’s speech on the new super weapons ([54], 
1–2). It was carried underneath a Russian MIG-31K fighter in flight. The Kinzhal 
was successfully tested in July 2018, in a launch from a MIG-31K, NATO code 
name Foxhound, that struck a target 500 miles away. Russia claims Kinzhal can 
reach Mach 10, when fired from the MIG-31 [50]. Kinzhal is suspected to be a 
modified Iskander conventional missile, which reaches its Mach speeds only when 
fired from a high-speed, high-altitude launch vehicle [47]. Russia deployed MIG-31 
warplanes armed with Kinzhal for the first time outside its borders to Syria in June 
2021 [55]. The Tsirkon (or Zircon) is a ship or submarine launched missile capable 
of reaching speeds of Mach 6 to Mach 8 [50]. It can supposedly strike both ground 
and naval targets at a range of 250–600 miles. Evidence of these claims emerged 
in July 2021 when the Admiral Gorshkov frigate fired a Tsirkon missile in Russia’s 
Arctic region. It flew at Mach 7 to hit a surface target at 217 miles [56]. In October, 
the Severodvinsk nuclear submarine fired a Tsirkon missile that hit a target in the 
Barents Sea ([57], 1). Further Tsirkon tests occurred in December 2021, with 10 
fired from a frigate and two more from a submarine. Putin lauded the weapon as 
“part of a new generation of unrivalled arms systems.” ([58], 2–4, 14–15) 

Russia launched hypersonic missiles for the first time in combat during its 
invasion of Ukraine. On March 18, 2022, Kinzhal missiles destroyed a large 
Ukrainian warehouse of missiles and ammunition in the village of Delyatin. The 
next day, Kinzhal missiles hit a Ukrainian fuel depot in Kostiantynivka near a Black 
Sea port, as part of a coordinated strike with Russian warships firing cruise missile 
from the Caspian Sea. President Biden said “It’s a consequential weapon . . .  It’s 
almost impossible to stop it. There’s a reason they’re using it.” [59] While the 
hypersonic missile firings were against large stationary targets, they were likely tests 
of the weapon and intended to send a message to the West. That message, at least 
for now, is that Russia has the edge in hypersonic technology.



220 S. Jasper

Russia intends to use hypersonic technology to change the mutual nuclear 
deterrence paradigm, by altering the balance of strategic stability. Russia views 
strategic stability as primarily nuclear parity with the United States. Implementation 
of strategic stability is ensured by an appropriate relationship between strate-
gic offenses and defenses. Putin’s apparent reason to create so-called invincible 
weapons was based on his perception that the US missile defense network negatively 
affected strategic stability. The perception became acute when the US decided to 
place missile interceptors in Europe, supposedly to protect against ballistic threats 
from North Korea and Iran but suspected to be directed toward Russia. Thus, 
hypersonic technology is important to Russia to meet national interests. If the 
speed, stealth, and altitude of hypersonic weapons can defeat the US missile defense 
network, then the strategic balance tilts back into Russia’s favor. Russian military 
and political leaders believe “there is no alternative to mutual nuclear deterrence.” 
[60] After an April 2022 test of the heavy Intercontinental Ballistic Missile Sarmat, 
expected to carry the nuclear armed Avangard hypersonic glide vehicle, all the 
way to the continental United States, President Putin congratulated the military, 
saying the successful launch would “give thought to those who are trying to threaten 
Russia.” [61] 

4 Resilience Approach 

Resilience means “the ability to prepare for and adapt to changing conditions and 
withstand and recover rapidly from disruptions. Resilience includes the ability to 
withstand and recover from deliberate attacks, accidents, or naturally occurring 
threats or incidents.” [62] In regard to hybrid threats, that means to withstand attacks 
that penetrate defenses, by speed, stealth, or maneuver, or withstand attacks that 
overwhelm defenses, by resource concentration, mass, or volume. NATO finds in the 
2021 Communique that “resilience is essential for credible deterrence and defense.” 
While NATO recognizes that resilience is “a national responsibility,” it is committed 
to working “closely with our partners . . . to make . . . our broader neighborhood 
more secure.” One of those partners is Ukraine, for which NATO decrees they “stand 
firm in our support for Ukraine’s right to decide its own future and foreign policy 
course free from outside interference.” That firm support became evident in financial 
aid and weapon shipments to Ukraine for deterrence and defense against Russian 
invaders. The United States alone pledged over $1 Billion in military aid to Ukraine, 
and at least 30 other countries provided military assistance, including $551 Million 
from the European Union [63]. US shipments are a mixture of weapon systems, like 
Javelins and Stingers, and support and sustainment items, to include “food, body 
armor, helmets small arms and ammunition, medical and first aid kits.” [64] After a  
call for help from Ukraine to build cyber resilience, the European Union deployed a 
Lithuania-led cyber rapid-response team, with cyber experts from Croatia, Poland, 
Estonia, Romania, and the Netherlands remotely and on site in the country [65].
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Resilience usually occurs when a traumatic event, such as disaster, terrorism, 
or war, shocks and disrupts a system. Scholars Tomas Jermalavicius and Merle 
Parmak find that resilience is “more than the ability to endure pain, it is the 
ability to find unknown inner strengths and resources, to cope effectively with 
long-term pressures.” [66] They point out that resistance is another type of stressor 
coping mechanism. Jermalavicius and Parmak define resistance as the “mobilization 
and deployment of a system’s resources to cope with the immediate effects of 
stressors.” The United Kingdom Ministry of Defense determined that Russia has 
been “surprised by the scale and ferocity” of Ukrainian resistance, which stems 
from adaption and flexibility inherent in resilience [67]. In the first 2 days after 
the Russian invasion began, 40,000 ordinary citizens found inner strength to join 
the Territorial Defense Forces [68]. They constructed and man military defenses 
consisting of metal anti-tank barriers, concrete blocks, and sandbags. Those that 
were turned away still help by making Molotov cocktails, sewing camouflage nets, 
or distributing food to the volunteer soldiers. Likewise for cyberspace, Ukraine 
created a special IT army, comprised of volunteer hackers and IT specialists 
from around the world. An official at the Ukrainian cybersecurity agency said 
the goal of the IT army is to “do everything possible . . . to make [the] aggressor 
feel uncomfortable with their actions in cyberspace and in Ukrainian land.” [69] 
The IT army launched attacks against Russian and Belarusian websites and data 
exposure operations against their officials. They succeeded in taking down sites for 
the Kremlin, Russian state-owned Sberbank, Radio Belarus, and others [70]. 

Stout Ukrainian resistance on the ground and in the air against the Russian 
military onslaught has been partly enabled by Western-supplied shoulder-fired 
missiles, in particular the FGM-148 Javelin anti-tank weapon and the portable FIM-
92 Stinger anti-aircraft missile. Turkish-made Bayraktar TB2 armed drones have 
also offset Russia’s enormous military advantage. The TB2 can take off, land, and 
cruise autonomously, with a human operator decision to launch laser-guided bombs. 
The array of compact high-tech weapons has exacted a high toll on Russian forces. 
The Ukraine government claims to have destroyed more than 400 Russian tanks 
along with many other less-armored vehicles [71]. Ukraine flipped the Russian 
script on the use of armed drones to attack separatists in the Donetsk region in 
October 2021. When pro-Russian forces opened fire on Ukrainian positions with 
a D-30 howitzer, a Ukrainian controlled TB2 drone flying in the vicinity struck 
the cannon with a missile [72]. Days after Russian forces entered Ukraine, another 
TB2 destroyed a Russian mobile-air-defense system along a road with a missile 
[73]. Russian use of highways for convoys has enabled further TB2 drone strikes. 
Ukrainian operators also attack at night with modified octocopter drones when 
Russian forces are static. Heavy duty R18 model octocopter drones with thermal 
cameras have dropped 5 kg anti-tank grenades to destroy tanks and electronic 
warfare trucks [74]. 

Ukrainian President Zelensky pleaded directly to members of both chambers of 
Congress in a virtual address for the United States to help create a no-fly zone 
over Ukraine [75]. He also asked for the United States to provide air defense 
systems, such as the Russian-made S-300 surface-to-air missile system. The Stinger
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is only effective against helicopters and low-flying aircraft. While the no-fly zone 
would potentially stop Russia bombers from harming civilians, the S-300 system 
would theoretically defeat the barrage of conventional missiles. The United States 
decided to send some of its secretly acquired Soviet-style air defense weapons, 
including the SA-8 but not the S-300. The United States hoped the equipment 
“will enable Ukraine to create a de facto no-fly zone.” [76] Although none 
of these systems would be able to sufficiently counter the Russian hypersonic 
missile threat, hypersonic weapons “challenge detection and defense due to their 
speed, maneuverability and low altitude of flight.” [50] These characteristics mean 
detection by ground-based radars is very late in flight, which limits the ability of 
defensive systems to intercept the weapon. The late detection also hampers the 
ability of command-and-control systems to process data and react fast enough to 
fire interceptors. While point defense systems could attempt to deal with the threat, 
they can only defend small areas, not the range of targets seen in the Ukraine war. 

5 Future Applications 

Russia attempted to employ hybrid threat tactics to coerce NATO into accepting 
untenable security demands. When negotiations stalled, Putin elected to proceed 
with the military instrument to achieve his goals by force. The West responded 
with severe sanctions on Russian oligarchs, industries, and banks, while countless 
American companies severed operations in Russia. The effect will contract the 
Russian economy by 10% for a year and stagnation will hamper military production 
for years to come [77]. Meanwhile, Ukraine soldiers and volunteers displayed 
ferocious military resistance, through heroic strength found in national resilience. 
Their use of Western-supplied asymmetric anti-tank weapons in ambushes and 
skirmishes decimated Russia’s larger and heavily armed military [78]. At the 
time of this writing, the Pentagon estimates Russia “has between 85 and 90 
percent of its ‘combat power’ remaining” from the invasion force of about 150,000 
personnel [79]. To shore up unexpected combat losses, Russia resorted to bringing 
in reinforcements from the separatist republics of South Ossetia and Abkhazia in 
Georgia. In whatever fashion this terrible war plays out, the outcome will be a 
depleted Russian ground force with low stocks of missiles and rockets. That doesn’t 
mean the Russian military will not be a menace to the West, as other combat 
elements, like sophisticated nuclear submarines, advanced naval combatants, long-
range bombers, autonomous air and ground robots, and hypersonic weapons, that 
can be fired from land, air, or sea, will still exist. 

While an arsenal of hypersonic missiles will empower Russian with an invincible 
means of strategic deterrence, any future employment of conventional forces in the 
territory of NATO nations would bring the rath of their collective military might 
under Article 5 for self-defense. Instead, Russia will mostly likely revert to being a 
hybrid threat that capitalizes on non-military instruments in the prescribed 4:1 ratio. 
They can use covert means for direct action by special forces or military intelligence
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agents. Even turn to mercenaries in private military contractor groups for deniable 
operations. For example, United Kingdom officials claimed the Russian mercenary 
company Wagner Group has been tasked to kill Ukrainian President Zelensky [80]. 
Russia can also conduct shady disinformation campaigns to influence sympathetic 
and unaware audiences. For example, during the Ukraine war, groups linked to 
Russia and Belarus posed as independent news outlets and journalist online to push 
Russian talking points [81]. Those points can be enhanced with AI-enabled deep 
fakes in the form of realistic photo, audio, and video digital forgeries. Russia can 
also move beyond the traditional playbook of hacks and botnets, to AI-enabled 
cyberoperations that overwhelm defenses [82]. The West has to be ready with 
resilience measures to withstand an array of hybrid threat activities empowered by 
emerging technologies. 
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Earthquakes—Management of Threats: 
A Holistic Approach 

Eva Agapaki 

1 Introduction 

Earthquakes can cause irreversible damage to both the natural and built 
environments. They have incurred significant human casualties, with approximately 
8.5 million people losing their lives and damages up to $2 trillion since 1900 
[22]. Earthquakes are one of the most devastating natural disasters, causing 
nearly 750,000 deaths globally, impacting more than 125 million people between 
1998 and 2017, and causing $ 661 billion in losses [84]. These impacts include 
human injuries, homelessness, displacements, or evacuations. Despite previous and 
ongoing research on earthquake hazard mitigation, uncertainty quantification of 
earthquake-induced damages, there are limited frameworks for stakeholders and 
policymakers to better assess seismic hazards and improve their decision-making 
processes. 

Some recent major earthquakes have incurred substantial damages such as the 
2012 Sumatra earthquake (8.6 magnitude), which caused 10 deaths and 12 injuries, 
and the 2011 Tohoku earthquake (9.1 magnitude), which destroyed over 100,000 
buildings in Japan, caused nuclear disasters, and 10,000 deaths. The most powerful 
earthquake was recorded in Valdivia in 1960 with 9.5 magnitude. Earthquakes cause 
significant impacts on communities such as the collapse of buildings, water or power 
supply plants, and pose challenges in recovering and reconstructing structural sys-
tems. These challenges have raised the interest of multiple stakeholders, government 
agencies, and engineers. 

Figure 1 shows a European map with the recorded geophysical events since 
1970 related to a widely used parameter that describes the regions prone to seismic 
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Fig. 1 European map of the recorded seismic events since 1970 related to a seismic hazard map 
for the PGA with a 10% probability of exceedance in 50 years for stiff soil conditions. Map from 
the European Environment Agency (EEA) and the Human-Induced Earthquake Database 

hazards, the peak ground acceleration (PGA). For each seismic zone in the figure, 
the PGA corresponds to the reference probability of exceedance in 50 years of 
seismic action for the no-collapse requirement. In Northern Europe, human-induced 
earthquakes (also known as HiQuakes) [82] are more frequent. 

There are three main decision-making categories: (DC-a) resource allocation and 
(DC-b) communication and planning. DC-a decisions involve answering questions 
related to “How resistant should a structure be?” “What restrictions should be 
imposed for developments in high-hazard locations?” “How much should an
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earthquake insurance policy cost?” DC-b decisions include scenarios that plan 
recovery and encourage citizen awareness, without necessarily necessitating the 
development of probabilistic models [42, 56, 79]. 

The structure of this chapter is as follows: 

1. Introduction of seismic hazards and associated risks, analysis and hazard calcu-
lations, as well as basic earthquake management concepts 

2. Overview of macroscopic earthquake management approaches (metrics and 
earthquake management tools) for the prediction of hazards and risks 

3. Overview of microscopic earthquake management approaches (metrics and 
earthquake management tools) 

4. Discussion and conclusions 

1.1 Definition of Earthquake Hazards and Risks 

Earthquake hazards are the natural phenomena resulting from earthquakes, while 
risks are the consequences of those hazards such as structural failures, fatalities, 
and economic losses. Hazards can be divided into two categories: primary and 
secondary hazards. Examples of primary hazards include ground shaking and 
permanent displacements (e.g., surface fault ruptures, uplift, subsidence, and fold-
ing). Secondary hazards are landslides, tsunamis, soil liquefaction, and floods. The 
focus of this chapter is centered toward management approaches for mitigating 
or predicting the consequences of primary hazards and risks. A comprehensive 
overview of probabilistic models used for hazard and risk analysis is given by [5]. 

1.2 Hazard Analysis 

There are two widely adopted methodologies for identifying hazards and risks: 
deterministic and probabilistic. Many deterministic approaches have been proposed; 
however, there are three main limitations that question their use for hazard analy-
sis: 

1. The estimation of the magnitude of an earthquake that a fault (or a network of 
faults) produces is probabilistic. For example, the maximum magnitude (.mmax) 
can be computed either by statistical approaches using local data [40, 41]1 or 
a Bayesian approach [20, 73] for regions of low seismicity where historical 
earthquake databases are too sparse.

1 .mmax . is estimated by adding the largest observed earthquake magnitude in the region with the 
probability that x independent events should have magnitudes below m, assuming a magnitude-
frequency distribution is considered. More information can be found at [5]. 
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Fig. 2 (a) Observed peak 
ground acceleration values 
from the 1999 Chi-Chi, 
Taiwan, earthquake and 
median predicted PGAs based 
on the Chiou and Youngs 
(2014) model [5] and  (b) 
building fragility curves for 
various building types in the 
study area [67] 

2. The distance of the earthquake rupture to the site of interest is not linearly cor-
related to the ground-motion intensity measures. For instance, we can consider a 
location close to two earthquake ruptures with the first source (S1) producing an 
earthquake of magnitude 5 at 0 distance from the source, and the second source 
(S2) producing an earthquake of magnitude 7 at a distance of 15 km. When using 
the predictive model of [16] to estimate the peak ground acceleration (PGA) and 
peak ground velocity (PGV) from each rupture, these are .PGAS1 = 0.27g, 
.PGAS2 = 0.19g and .PGVS1 = 13cm/s, .PGVS2 = 15cm/s. Therefore, 
the “worst case” rupture cannot be determined since the earthquake hazard is 
dependent on the choice of the ground-motion intensity metric. The variability 
of the ground motion intensity (PGA in Fig. 2a) illustrates that there is no clear 
upper boundary on the worst-case amplitude of the ground motion. 

3. There is variability in impacts such as the structural damage, recovery costs, and 
time. The likelihood of these impacts needs to be quantified, so that decisions are
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not conservative or progressive. Figure 2b illustrates fragility curves for different 
building types based on the 1999 Chi-Chi, Taiwan, earthquake. 

Probabilistic Seismic Hazard Analysis Therefore, the use of probabilistic models 
that determine the annual rate or probability of exceeding a specific level of shaking 
at a site of interest is recommended. The approach used to perform this analysis is 
called probabilistic seismic hazard analysis or PSHA. PSHA is the process by which 
ground-motion intensity measures are estimated for a site. PSHA requires seismic 
source characterization and the definition of ground motion prediction equations 
(GMPEs). 

GMPEs are empirical and applicable to specific geologic/tectonic environments. 
The observations recorded during an earthquake event (i.e., ground-motion mea-
surements and macroseismic intensities when available) are collected, sometimes 
corrected from the site amplification factors (in order to revert the measurements 
from soil conditions to rock conditions). These are then used to update the 
distribution of the ground-motion field, which is referred to as a shake-map. In 
other words, a shake-map is an estimate of the ground motion usually in the form 
of intensity measures (IMs) such as peak ground acceleration (PGA), spectral 
acceleration (SA), peak ground velocity (PGV), or macroseismic intensity. The 
main algorithms used to generate shake-maps are the USGS ShakeMap algorithms 
[77, 83] and the Bayesian inference method [30]. A comprehensive review of shake-
map systems is provided by [33]. 

1.3 Ground-Motion Hazard Curves 

Hazard curves are constructed by combining many models and data sources to 
quantify the probability of observing a specified PGA value or greater given an 
earthquake. An example hazard curve is illustrated in Fig. 3. This hazard curve 
could be computed by direct observations, simply by computing the fraction of 
years in which the PGA amplitude of interest is exceeded. However, this approach 
requires a large data set of PGA observations for the specific site. If a ground-motion 
intensity measure, such as PGA, has a probability of exceedance, p, in a year, we 
need at least .1/p years to expect this PGA will be exceeded. In other words, we 
need at least .1/p years of PGA data to estimate p from observations based on 
the Bernoulli trials principle. However, since many locations have not experienced 
strong ground shaking in the past decades, it is not feasible to forecast rare ground-
motion shaking from just a few observations. Another limitation is the lack of 
ground-motion recording instruments (e.g., accelerometers) that are not available 
in many regions worldwide or even when available, they have recordings for a short 
observational period. Therefore, the use of direct observations to construct hazard 
curves cannot be widely applied.
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Fig. 3 Ground-motion 
hazard curve 

1.4 Seismic Resilience Concepts 

Resilience incorporates the ability to (a) anticipate, prepare for, and adapt to chang-
ing conditions, (b) absorb, (c) withstand, respond to, and (d) recover rapidly from 
disruptive events. Those events can be either severe weather hazards (e.g., dense 
fog, flooding, snow, drought, tornado, wildfire, hurricane), threats (e.g., equipment 
outages, political changes, economic downturn, pandemics, cyberattacks, physical 
attacks), and vulnerabilities (e.g., equipment outages, lack of staff). 

Resilience can be quantified by analyzing risks to a community (macroscopic 
level) or a building/building component (microscopic level). We adopt the definition 
of risks by the National Infrastructure Protection Plan (NIPP), where risk is 
defined by the likelihood and the associated consequences of an unexpected event 
[72]. Those risks are the hazards most likely to occur, potential threats, and 
vulnerabilities. Hazards and threats refer to incidents that can damage, destroy, or 
disrupt a site or asset. The difference between hazards and threats is that the former 
can happen unexpectedly, typically outside of a community’s control, whereas the 
latter happen purposefully and are usually manmade. Some examples of hazards 
are natural hazards (e.g., hurricanes, earthquakes, wildfire), technological (e.g., 
infrastructure failure, poor workmanship, or design), or human-caused threats (e.g., 
accidents, cyberattacks, political upheaval). The consequences associated with the 
vulnerabilities of a community, as a result of a hazard or threat being realized, is one 
way to measure the impacts associated with risks. Therefore, risk is defined in 1 by 

.Risk = Consequence × probability × vulnerability. (1) 

Resilience analysis includes both the time before (planning capability), during 
(absorbing capability), and after a disruption event occurs (recovery and adapta-
tion capability), including the actions taken to minimize the system damage or 
degradation, and the steps taken to build the system back stronger than before. 
Figure 4a shows this timeline and the planning [15, 25, 35, 36, 61, 62, 85, 90],
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Fig. 4 (a) Resilience framework overview with and without the use of digital twins and (b) risk  
assessment adoption framework (modified from Crosby et al. 2020) 

absorbing [15, 25, 61, 62, 65, 80, 85, 90], recovering [6, 78, 85, 90, 92], and adapting 
[7, 8, 15, 25, 78, 81, 85, 90, 92] phases of a resilience event. As shown in Fig. 4, 
the system initially is in a steady state. After the disruptive event occurs at . td , the  
system’s performance starts decreasing and then a contingency plan is implementing 
at time . tc. Then, there are four “recovery” scenarios. In the first scenario (blue line), 
the performance of the system gradually recovers without any outside intervention 
until it reaches the original steady state. In the second scenario (purple, dashed 
line), the system first reaches a new steady state, but eventually returns to its 
originally state. For example, temporary routes and measures are taken to meet 
immediate needs of a community’s operations when the system is damaged due 
to an earthquake. However, it may take weeks or months for the system to fully 
recover. The worst scenario is when the system cannot recover (red dashed line). 
The last scenario is to reach the recovery state earlier by using a holistic digital
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twin (DT) framework (green line), which will be discussed in the last section of this 
chapter. Figure 4b showcases a risk assessment adoption framework [21]. 

Seismic resilience is the evaluation of the post-earthquake functionality of 
structural systems that are critical for rescue and discovery [71], as well as the 
performance of the system after the damage has been mitigated [51]. Multiple 
seismic resilience frameworks have been proposed and implemented to evaluate 
the performance of aging structural systems [17, 18, 34, 39, 63, 64, 75]. The trans-
portation system, electric power and water supply systems, acute-care hospitals, 
and organizations for emergency management are critical for communities, and 
seismic resilience frameworks have been proposed to alleviate the associated risks 
between these systems [14, 45, 53, 57, 91]. According to [48], these methods can be 
grouped into eight types: (1) resource-constrained modeling, (2) machine learning, 
(3) dynamic economic impact modeling, (4) system dynamics simulation, (5) agent-
based simulation, (6) discrete-event simulation, (7) stochastic simulation, and (8) 
network modeling. 

A system’s performance can be measured by multiple metrics. Threats to the 
system can cause abrupt changes, which can either be gradual or disruptive. 
Community earthquake loss of resilience, with respect to a specific earthquake, 
can be quantified by measuring the expected degradation in quality (probability of 
failure) over time. This is mathematically expressed by [13] as  

.Loss =
f t1

t0

[100 − Q(t)] dt (2) 

where .Q(t) is the quantified metric of community functionality, . t0 is the time the 
earthquake begins, and . t1 is the time the repair process finishes. 

The normalized resilience index introduced by [17] is defined as 

.R =
f tOE+TLC

tOE

Q(t)

TLC

dt (3) 

where .TLC is the control time that makes the resilience index, R, a dimensionless 
indicator. It is usually considered to be 50 years for residential buildings or the 
longest recovery time under the considered seismic intensities. 

The values of R are in the range of .[0, 1] and measure a community’s seismic 
resilience. The higher R is, the more resilient the community is to earthquake 
hazards and the smaller the losses it has. However, a limitation of this indicator 
is that it only accounts for an earthquake of specific magnitude or intensity. 

The loss function is then determined by the direct and indirect losses as [17] 

.L = LD + (α × LI ) (4) 

where . LD and . LI are the direct and indirect losses, respectively, and . α is the weight 
factor that depends on the importance of structures to the society and their influence 
to other systems.
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Fig. 5 Summary of direct and indirect earthquake losses with their respective equations 

Direct losses of earthquakes refer to instant, quantifiable losses during a disaster, 
such as the number of fatalities or injuries and replacement or repair costs of 
damaged structures. 

A summary of direct and indirect losses is illustrated in Fig. 5. 
There are also important considerations when calculating the total losses. This is 

the rate of asset value depreciation [66]. The depreciation of a building is the process 
of methodically deducting the documented cost of the building from its current value 
until its value is either zero or is no longer worth salvaging the building. The annual 
rate of depreciation varies depending on the type of building being depreciated. 
The annual rate of depreciation for popular building types is summarized in Fig. 6. 
Furthermore, the yearly rate of depreciation can be calculated as the reciprocal of 
the asset’s useful life. 

Seismic Resilience Properties 

Seismic resilience consists of the following properties: 

Rapidity The capacity to meet priorities and achieve goals in a timely manner 
in order to contain losses, recover functionality, and avoid future disruption. 
Mathematically, it represents the slope of the functionality curve (Fig. 7) during 
the recovery time and can be expressed by the following equation:
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Fig. 6 Summary of rates of depreciation for various building types [66] 

Fig. 7 Dimensions of resilience: (a) rapidity,  (b) robustness, (c) resourcefulness, and (d) redun-
dancy [18] 

.Rapidity = dQ(t)

dt
for tOE <= t <= tOE + T RE (5) 

An average estimation of rapidity can be defined by knowing the total losses and 
the total recovery time to again reach 100% functionality.
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Robustness Strength, or the ability of elements, systems, and other measures 
of analysis to withstand a given level of stress or demand, without suffering 
degradation or loss of function. It is therefore the residual functionality right after 
the extreme event (Fig. 7b) and can be represented by 

.Robustness(%) = 1 − L(mL, σL) (6) 

where L is a random variable expressed as a function of the mean .mL and the 
standard deviation . σL. 

A possible way to increase uncertainty in the robustness of the system is to reduce 
the dispersion in the losses represented by . σL. 

Redundancy Is the extent to which alternative elements, systems, or other measures 
exist, which are substitutable, that is, capable of satisfying functional requirements 
in the event of disruption, degradation, or loss of functionality. In Fig. 7d, a network 
of systems is illustrated. In this case, we consider the simplest scenario, where the 
performance of each individual systemwill be aggregated to the overall performance 
of the network. We will elaborate on some more complex models in the section that 
follows. 

Resourcefulness Is the capacity to identify problems, establish priorities, and 
mobilize alternative external resources when conditions exist that threaten to 
disrupt some element, system, or other measure. Resourcefulness can be further 
conceptualized as consisting of the ability to apply material (i.e., monetary, physical, 
technological, and informational) and human resources in the process of recovery 
to meet established priorities and achieve goals. Resourcefulness is primarily an ad 
hoc action, which requires momentary decisions to engage additional and alternative 
resources. In Fig. 7c, a third axis shows that additional resources can be used to 
reduce the time to recovery. Theoretically, if there were infinite resources available, 
the time to recovery would asymptotically approach zero, but even in the presence 
of enormous financial and labor capabilities, human limitations will necessitate 
a practical minimum time to recovery. In fact, even in a resourceful society, the 
time to recovery after a disaster may be significantly longer than necessary due to 
adequate planning, organizational failures/inadequacies, or ineffective policies. On 
the contrary, in a less technology advanced society, where resources are scarce, time 
to recovery lengthens, approaching infinity in the absence of any resources (Fig. 8). 

There are four resilience dimensions: technical, organizational, social, and 
economic [13]. Each dimension is analyzed below: 

1. The technical dimension corresponds to the capacity of the structural/physical 
systems to perform at acceptable levels when subject to earthquakes. 

2. The organizational dimension corresponds to the capacity of organizations that 
manage critical facilities to make decisions and react toward achieving the 
resilience properties: robustness, redundancy, resourcefulness, and rapidity, as 
explained above.
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Fig. 8 Performance assessment methodology (MCEER approach) [17] 

3. The social dimension refers to government measures undertaken to mitigate the 
damages and loss of critical services induced by earthquakes. 

4. The economic dimensions refers to the capacity to mitigate both direct and 
indirect economic losses induced by earthquakes. 

These four dimensions of community resilience—technical, organizational, 
social, and economic (TOSE)—as defined by [13] cannot be addressed by a single 
metric. Instead, multiple metrics need to be taken into consideration in all the 
interrelated resilience dimensions. 

Figure 9 links the four TOSE dimensions to key infrastructure assets: power, 
water, hospital, and local emergency management systems. 

Seismic Risk Assessment Tools 

HAZUS. Initially used as mitigation tool, HAZUS has been increasingly deployed 
for response and recovery. HAZUS assesses a variety of hazards, including hurri-
cane wind, riverine and coastal floods, earthquakes, and tsunamis. This tool relies 
on a strong multidisciplinary coordination. Engineers, seismologists, geologists, 
and social scientists collaborate with decision-makers to provide a comprehensive 
risk assessment (from mitigation strategies to inventory modeling). Additionally, 
HAZUS relies on nationwide databases and is used for preparedness exercises
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Fig. 9 Community dimensions of resilience as adopted by [13] 

in the United States. International applications are also worth mentioning; for 
example, a collaborative study that was carried out in Egypt with the National 
Research Institute of Astronomy and Geophysics (NRIAG). The disaster response 
information timeline is of particular relevance as it points to one of the most critical 
aspects of crisis communication management: when and how decision-makers 
should be informed. When, for example, an earthquake occurs, the preliminary 
HAZUS models are run after 45 minutes. After the first hour, significant information 
(e.g., buildings, casualties, debris, shelter needs) is shared in a dashboard. An update 
on losses and products (e.g., utilities and essential facilities) is provided two hours 
after the event when additional data is available. 

CAPRA is a fully probabilistic and peril-agnostic risk assessment system. 
Overall, the CAPRA initiative aims at developing both risk assessment and com-
munication tools to 

1. Guide decision-makers about the potential impact of disasters associated with 
natural hazards 

2. Formulate comprehensive disaster risk management strategies at subnational, 
national, and regional levels 

3. Develop a common, open, and modular methodology to assess and quantify 
disaster risk from multiple perils 

4. Provide access to state-of-the-art fully probabilistic hazard and risk assessment 
5. Tools to local institutions, mainly needed in developing countries
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6. Develop a flexible methodology in which updates and improvements can be 
incorporated by universities, research centers, etc. 

Although originally developed for disaster risk management (DRM) and disaster 
risk reduction (DRR) planning activities, CAPRA’s risk assessment tools can be 
used for rapid post-event damage and loss assessments at different scales depending 
on information availability, having been tested with events in Asia, Europe, and 
Latin America. 

The PAGER (Prompt Assessment of Global Earthquakes for Response) 
system developed by the USGS constitutes a prime example of robust tools used 
for loss and damage estimation [37, 76]. Updated ground-motion maps are provided 
by the USGS ShakeMap system immediately after an earthquake occurs. This tool 
estimates potential casualties and economic losses due to country-specific vulner-
ability and loss models based on global population databases and exposed people 
to a given macroseismic intensity level. In developing countries, the approach is 
empirical, whereas in highly developed countries, the availability of building codes 
allows the use of analytical models and semi-empirical solutions. 

ShakeCast ([44]) (http://usgs.github.io/shakecast) is a similar fully automated 
open-source system using ShakeMap input, and HAZUS methodology [28]. 
Although HAZUS is used as the default methodology, the users can also define 
the input such as fragility curves for buildings, bridges, to name a few. Shake-
maps are applied to a list of critical and industrial facilities and the probability of 
damage is estimated based on fragility curves. Alerts are sent on a web interface 
and communicated via emails and texts to registered end-users in order to be used 
for prioritizing inspection (green, yellow, orange, or red). 

The Global Disaster Alert and Coordination System (GDACS) (www.gdacs. 
org) is a framework developed in collaboration between the United Nation and 
the European Union. It has data and tools from several organizations: JRC (Joint 
Research Center of the European Commission) and INFORM (Index for Risk Man-
agement), NEIC (National Earthquake Information Center) and USGS, OCHA (UN 
Office of Coordination of Humanitarian Affairs), and INGV. The data (earthquake 
magnitude, depth, location, population within 100 km, vulnerability) is obtained via 
web services at 5 min intervals and a qualitative three-level alert is issued (green, 
orange, or red) based on the extent of the event (earthquake or other natural hazard) 
and the ability of the country to address it. 

SeisDaRo 3 [69] is a near-real-time system based on the PAGER methodology 
and the SELENA module. It is directly connected to a custom shake-map system 
(based on the ShakeMap v3.5 approach), and users can visualize loss maps by 
running the system’s modules in less than 6 min. The process is as follows: (1) 
global loss statistics from the event are generated from the PAGER methodology 
and (2) a more detailed account of the earthquake’s impact is presented within 
a few minutes using the SELENA algorithm to estimate damages and losses. 
SELENA [49] is a capacity spectrum-based method, where the vulnerability is 
computed based on the spectral parameters (accelerations and displacements), 
and the ground-motion estimates are provided using deterministic or probabilistic

http://usgs.github.io/shakecast
http://usgs.github.io/shakecast
http://usgs.github.io/shakecast
http://usgs.github.io/shakecast
http://usgs.github.io/shakecast
www.gdacs.org
www.gdacs.org
www.gdacs.org
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analysis, including site effects. The uncertainties are calculated via a logic tree and 
a Monte Carlo approach. 

ELER is operational in the Istanbul area and uses the shake-maps generated by 
KOERI/RETMC, which are available within a few minutes after the event [93]. 
The damage and loss are calculated based on a grid, in addition to the shake-map, 
exposure, and vulnerability data. The grid-based building inventory was initially 
generated by using the 2000 Turkish Statistical Institute (TUIK) Building Census 
(including information on the construction year, number of floors, and building 
construction type and the demographic data). Then, a district-based building 
inventory of Istanbul was performed to update the TUIK statistics, and the final 
inventory was finalized into 0.005. ◦ grids by using 2008 building line geometries 
of 1/1000-scaled existing maps. The building damage is evaluated using the ELER 
methodology, and the loss is estimated using the HAZUS-MH methodology [28]. 

The BRGM (French Geological Survey) has developed a rapid response assess-
ment system (SEISAID) based on the PAGER approach [3, 4]. The tool generates 
rapid shaking estimates, and it projects population density data on seismic intensity 
levels, similarly to the PAGER approach. It allows to rapidly estimate the number 
of casualties and homeless people. The relation between the macroseismic intensity 
and the human losses is used to calibrate data from past French earthquakes and 
from most seismic scenarios. 

The following assessment tools are not based on shake-maps. They either 
simulate specific earthquake scenarios without accounting for field observations or 
they directly estimate losses from the earthquake’s parameters. 

The ICES Foundation (http://www.icesfoundation.org/Pages/QlarmEventList. 
aspx) developed the QLARM software [70], which provides loss estimates within 
less than 24 h after a potentially damaging earthquake occurs worldwide. This is 
achieved in partnership with the Swiss Seismological Service and alerts users with 
the number of fatalities and the average damage of buildings. The ground shaking 
is estimated for each population settlement using the earthquake characteristics and 
soil characteristics of each region (.Vs,30 map). The damage estimation is obtained 
using empirical relations derived from . 1000 earthquakes with known losses. The 
software also provides evaluations of the percentage of the population belonging 
to classes of vulnerability (definition of the classes based on the building type) 
including time variance of population distributions. It also provides the percentage 
of buildings in each of the five defined damage states, as well as the number of 
fatalities and injured people in each settlement. 

The Department of Civil Protection (DPC) has developed an Information System 
for Emergency Management (SIGE-DPC) to identify the characteristics of an 
earthquake event and estimate an expected distribution of structural damage and 
human casualties [54]. However, the shake-map is not used, which means measured 
or observed ground shaking is bypassed and intensity maps are not updated. The 
European Centre for Training and Research in Earthquake Engineering (EUCEN-
TRE) has developed web-based GIS tools to measure near-real-time damage for a 
wide range of exposed assets and systems, such as residential buildings [26], schools 
[9, 10], port infrastructure [11], road networks [24], or airports [12].

http://www.icesfoundation.org/Pages/QlarmEventList.aspx
http://www.icesfoundation.org/Pages/QlarmEventList.aspx
http://www.icesfoundation.org/Pages/QlarmEventList.aspx
http://www.icesfoundation.org/Pages/QlarmEventList.aspx
http://www.icesfoundation.org/Pages/QlarmEventList.aspx
http://www.icesfoundation.org/Pages/QlarmEventList.aspx
http://www.icesfoundation.org/Pages/QlarmEventList.aspx
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EQIA is an Earthquake Qualitative Impact Assessment [31], which provides fast 
and automatic damage assessment for crustal earthquakes that have a magnitude 5 
or higher worldwide. It provides a range of potential impacts (based on intervals 
of potential fatalities), in order to rate the severity of the event that triggers rapid 
actions. They have developed two empirical equations; a GMM for the estimation of 
impacted areas, and an equation regarding the number of fatalities to the earthquake 
magnitude and the population density. This approach has the merit of bypassing 
the shake-map step and of providing a direct impact estimate with limited input 
data. For large earthquakes of magnitude 7 or higher, the source is modeled 
as a 1D finite rupture, and different assumptions regarding the position of the 
fault and its nodal plane are taken into account, adding up to the uncertainties 
of the earthquake scenario. Julien-Laferriere [38] conducted a comparative study 
between EQIA predictions on past earthquakes and their actual impacts, which 
showcased satisfactory performance by EQIA. Currently, EQIA outcomes are not 
made publicly available; however, a group of selected end users has access or when 
prompted by governmental organizations (e.g., French civil protection). 

The Taiwanese system TELES (Taiwan Earthquake Loss Estimation System 
[86]) is based on the HAZUS methodology and provides decision support after 
strong earthquakes. The earthquake data comes from the Central Weather Bureau 
networks, and the parameters (location, magnitude) are given by TREIRS (Taiwan 
Rapid Earthquake Information Release System) within 90 sec after the earthquake 
event. This enables the estimation of ground motion parameters (such as PGA and 
PGV) from a scenario earthquake as well as prediction equations. The liquefaction 
effects are also considered and a probability of damage state for 15 different types 
of buildings is provided with the use of analytical methods. Damage maps and 
tables are automatically generated within 3–5 min after receiving the earthquake 
alert signal. This procedure does not seem to integrate the new Taiwanese shake-
map system yet. 

Two other systems are available in Japan: the READY system [47] and the 
SUPREME system [60] for possible damages to gas infrastructure assets. READY 
is a system with an associated array of strong motion accelerometers and borehole 
systems for liquefaction monitoring. The stations are connected to observation 
centers via high-speed telephone lines and satellites as a backup. The intensity 
map is immediately generated after an earthquake event, along with other useful 
information such as hospital or shelter locations. The SUPREME system uses 
Spectrum Intensity Sensors in order to evaluate damages on critical gas pipes. The 
response spectra are evaluated in the range 0.1–2.5 sec, and if the spectral intensity 
becomes greater than 30–40 cm/s, the decision to shut down the gas supply is made. 

The ISARD system, a collaborative project between France, Spain, and the 
principality of Andorra [32], has been used in operational mode since 2007 by the 
civil protection of Catalonia, Spain. This system performs rapid loss assessment 
by coupling a rough estimate of the seismic intensity properties using an intensity 
prediction equation (IPE), with a loss model similar to that described by [59]. The 
result is sent for validation by SMS to an on-call seismologist in less than 10 min.



Earthquakes—Management of Threats: A Holistic Approach 243

Then, the seismologist sends reports to civil protection via SMS and e-mails through 
this system. 

A summary of the rapid damage and loss assessment systems is presented in 
Fig. 10, with the required input data and the output format of each system. 

2 Overview of Macroscopic Earthquake Management 
Approaches 

Three models of recovery functions are considered at the community level as 
proposed by [18]. Those are analyzed below and illustrated in Fig. 11: 

1. Linear recovery, which is used when no information is available related to the 
community preparedness, resource availability, and societal response. 

2. Exponential recovery, which is used when there is an initial flow of resources, 
but then the rapidity of recovery decreases as the process nears its end. 

3. Trigonometric recovery, which is adopted when there is a lack of either orga-
nization or resources. After the community is organized (e.g., with the help of 
other communities), then the recovery phase starts and the rapidity of recovery 
increases. 

You et al. [88] proposed a framework to assess the seismic resilience of a 
community with the assumption that seismic performance parameters (SPPs) of 
buildings, such as their collapse capacity, repair cost, repair, time to name a few, 
are known. The framework is schematically presented in Fig. 12. 

Maroufi and Borhani [46] proposed a framework to evaluate the community 
resilience in Mashhad city in Iran. They employed 23 indicators as illustrated in 
Fig. 13. A comprehensive list of performance indicators is provided by [46]. Readers 
can refer to [87] for an inventory of community seismic resilience studies. 

3 Overview of Microscopic Earthquake Management 
Approaches 

Recently, seismic planners and policymakers have focused on achieving “better than 
code” seismic design and develop guidelines to estimate building downtime.2 The 
Federal Emergency Management Agency (FEMA) defines “functional recovery” 
of a building as its performance state, where it maintains its ability to perform 
at its intended use [58]. Both FEMA and the National Institute of Standards 
of Technology (NIST) develop performance objectives related to post-earthquake

2 Building downtime is defined as the time required to achieve a recovery state after an earthquake 
[50]. 



Fig. 10 Seismic risk assessment tools with their input, output data sources (Adapted by [33])
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Fig. 11 Functionality curves representing an (a) average-prepared community, (b) not well-
prepared community, and (c) well-prepared Community (Adapted by [18]) 

Fig. 12 Resilience framework linking long-term resilience indicator to seismic performance of 
individual buildings (Adapted from [88]) 

recovery times (REF) [19, 74]. For example, FEMA P-2082 recommends assigning 
target recovery times to every new building based on the building’s risk category 
[27]. Similarly, the San Francisco Planning and Urban Research Association 
(SPUR) has identified target recovery times for a resilient San Francisco [55]. 

Multiple frameworks and assessment tools have been developed to evaluate the 
post-earthquake recovery time of buildings. Figure 14 summarizes the most widely 
used assessment tools. 

A summary of REDi and FEMA P-58 resilience objectives is illustrated in 
Figs. 15 and 16. 

Earthquake damage varies based on the level of shaking and characteristics of the 
structural building components. Basic retrofitting includes buildings in areas of Risk 
Category IV (e.g., hospitals, emergency vehicles, fire stations). Buildings designed 
with the new-code have very low-casualty risks in the United States, with design 
choices affecting the amount of time required before a building can be occupied 
after an earthquake. More resilient buildings typically cost slightly more upfront, 
but result in lower post-earthquake repair costs and consequences.
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Fig. 13 Functionality curves representing an (a) average-prepared community, (b) not well-
prepared community, and (c) well-prepared Community (Adapted by [18]) 

Molina Hutt et al. [50] address delay factors that impede the initiation of repairs 
such as post-earthquake inspection, stabilization, engineering mobilization and 
review, permitting, contractor mobilization, and financing. If a building does not 
experience damage, then the delay estimate will be zero (Fig. 17). 

Building Robustness The National Earthquake Hazards Reductions Program [52] 
provisions propose a “function loss” performance metric that requires all buildings 
in risk category IV to have a probability of 10% or less of not being operational 
after a “functional-level earthquake,” which roughly corresponds to ground motion 
intensity with a return period of 475 years.
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Fig. 14 Comparison between performance assessment tools for individual buildings and their 
limitations
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Fig. 15 Summary of REDi resilience objectives [1] 

Fig. 16 Summary of FEMA P-58 resilience objectives
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Fig. 17 Sequencing of impeding factor delays [50] 

Rapidity FEMA P-2082 [27] recommends assigning target functional recovery 
downtimes (ranging from hours to months) to every new building, depending on the 
building’s risk category. Poland [55] requires all residences to be repaired within a 
4-month period of an earthquake representative of a 475-year intensity-level event. 

Methodical collection of historical data after earthquakes about the degree of 
damage to buildings and the time required to achieve each phase of recovery is 
needed to validate and refine the assumptions of existing frameworks such as FEMA 
P-58 and REDi. 

4 Discussion and Conclusions 

Earthquakes are complex loads to a structure. Apart from the implementation 
of design codes (e.g., Eurocode 8), various novel building damage evaluation 
techniques and retrofitting strategies can be employed to improve or accelerate 
the infrastructure’s recovery. Retrofitting an existing building is usually preferred 
compared to constructing a new building due to its cost-effectiveness. The decision-
makers, designers, or stakeholders prefer to select the retrofitting strategy with the 
maximum resiliency and the minimum cost. 

When it comes to the resiliency of a community, each subsystem should 
be considered with multidisciplinary and multicriteria methodologies. Resiliency 
models in those cases need to evaluate economic, technical, organizational, and 
social aspects of a community.
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The post-earthquake retrofitting practices adopted in numerous European coun-
tries reveal that energy efficiency and seismic vulnerability aspects have not been 
addressed in a unified framework following the corresponding standards/guidelines. 
Despite the increasing awareness about sustainability issues associated with the 
existing building stock, it is a matter of fact that major retrofit plans were undertaken 
only in the aftermath of devastating earthquakes [23]. 

The review of existing seismic assessment tools reveals that real-time updates 
on shake-maps are challenging for the estimation of the actual fault geometry, site 
amplification factors (such as soil conditions), and the choice of GMM models in 
areas where they are not available. Data collection is another challenge; however, 
data mining through social media (e.g., Twitter feeds [2]) can be efficient due to the 
reactivity of users right after an earthquake occurs. 

Systems such as PAGER, GDACS, or EQIA provide a holistic overview of 
the potential impact of an earthquake. These tools can rapidly size a disaster and 
decide the level (e.g., regional, national, international) at which crisis management 
operations need to be activated as well as aid and resources to be allocated. However, 
first respondents need to have a more detailed view at a local level (e.g., at which 
street and building block rescue teams are needed). In these cases, systems that 
estimate damages at a lower level of detail (e.g., SeisDaRo, ELER, SEISAID) 
provide reliable results to meet these operational needs. Therefore, the coupling 
of a shake-map system and a rapid loss assessment tool, which can be achieved 
via a digital twin implementation (e.g., at a city district level) is a suggested 
approach; shake-maps provide accurate ground motion prediction estimates, which 
feed fragility models of various structural types. 

None of the current systems have been deployed on critical facilities and further 
research efforts need to be undertaken to validate promising preliminary results [29]. 
Better quantifying human impacts is another research direction that needs to be 
further considered. Currently, human impacts are estimated based on simplified, 
empirical methods. For instance, they either directly apply predefined loss rates 
to resident population according to the seismic intensity (PAGER) or propagating 
predicted building damages to occupants (SIGE, SEISAid, ISARD). Dynamic 
population changes (e.g., accounting for hourly pendulum movements) and seasonal 
changes (e.g., accounting for tourist populations) is a noteworthy consideration for 
future research. 

New technologies such as laser scanning, unmanned aerial vehicles (UAVs), 
computer vision (i.e., automated damage identification), and digital twins offer a 
plethora of opportunities for improving the current approaches. For instance, [43] 
use UAVs to map a building and pre-earthquake structural analysis to predict a 
building’s post-earthquake response. The opportunity digital twins offer to simulate 
scenarios can be helpful toward predicting structural damage a priori. Currently, 
there have been a few researchers predicting the post-earthquake capacity of 
buildings using deep learning networks in simplified scenarios [68, 89].
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Efficiency Evaluation of Regions’ 
Firefighting Measures by Data 
Envelopment Analysis 

Fuad Aleskerov and Sergey Demin 

1 Introduction 

Unfortunately, emergency situations, both natural and technological, are an integral 
part of the modern world. They constantly accompany people, threaten their lives, 
bring pain and suffering, damage and destroy material values, and cause huge, often 
irreparable damage to the environment, society, and civilization. 

Over the past couple of decades, the number of natural disasters have increased 
worldwide. As a result, the number of victims and economic losses also go upward 
[1]. Global damage from natural disasters can amount up to about 250 billion dollars 
(Fig. 1). In addition, the scale of anthropogenic activities in modern society, and 
the complexity of technological processes increases, with the use of a significant 
number of explosions, fire, radiation, and chemically hazardous substances. It all 
emphasizes the importance of the problems associated with maintenance of security 
and preserving the economic potential and the environment in cases of emergency. 

As we can see, globally storms are hardest problem in the world. However, 
in different places, climate and natural circumstances vary. And for the Russia, 
wildfires are one of the main problems from all possible natural disasters. 

Russia is rightfully considered as a forest country, approximately 20% of all 
forests of the world, half of all coniferous forests are located here. Forests occupy 
about 50% of the total area of the Russian Federation and amount up to 1.2 billion 
hectares. 

It is registered from 10 to 35 thousand forest fires annually on the Russian 
territory, covering an area of 0.5–2.5 million hectares. Taking into account the 
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Fig. 1 Damage from different types of natural disasters in 2021 

Fig. 2 Degree of fire hazard in different Russian regions 

burning of a huge number of forests in the unprotected and occasionally protected 
territories in the northern parts of Siberia and the Far East, the total area covered by 
fire ranges from 2.0 to 5.5 million hectares (Fig. 2). 

Wildfires cause huge damage to the environment; it takes several decades and 
several generations of foresters to restore the forest. In the case when industrial 
facilities are located in the immediate vicinity of the forest, the damage from fire
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can be enormous. But the greatest danger is the threat to human settlements when a 
wildfire can cause the death of local people. 

Since it is important to predict and mitigate the consequences of disasters, the 
question arises how to execute this properly in certain conditions. Given that there 
are still no uniform rules, the only solution seems to be just a repetition of the 
most successful examples. For this reason, it is crucial to determine which cases are 
effective and which are not. 

Consequently, it is necessary to apply some methods of efficiency evaluation, 
compare the results for different examples, and choose the best alternative as a 
benchmark. 

Since Huang et al. [11] claimed that quantitative assessment is very sensitive to 
the importance of various factors, it is decided to use linear programming approach 
for the efficiency assessment. Similar approach was proposed by Farrell [9] and 
consists of using the fraction of weighted sums of several object characteristics as 
its efficiency. 

. eff iciency =
EM

i=1 uiyikEN
j=1 vjxjk

Later, Charnes et al. [5] carried out new methodology based on this idea—Data 
Envelopment Analysis. Nowadays, it is widely used in many spheres: machine tool 
manufactures [6], shops [18], universities [17], public galleries [19], etc. 

As mentioned above, Data Envelopment Analysis (DEA) is based on the idea of 
efficiency assessment of different decision-making units (DMUs) by the fraction of 
objects parameters. For this purpose, it is necessary to choose two groups of features 
which will characterize all DMUs—inputs, such as spent resources, and outputs, as 
obtained results [10]. 

In addition, considering rationality and interpretability of the results in terms of 
the obtained efficiency evaluations, constraints, which guarantee that the efficiency 
of all objects lies in the interval [0, 1] should be added. 

As a result, the statement of the problem is written as 

. max
ui ,vj

EM
i=1 uiyikEN
j=1 vjxjk

under the constraints 

. 

⎧
⎪⎪⎨

⎪⎪⎩

∀k

EM
i=1 uiyikEN
j=1 vj xjk

≤ 1

∀i ui ≥ 0
∀j vj ≥ 0

where yik and xjk are the output and input parameters of the k-th object, while ui, vj 
are nonnegative weight coefficients, illustrating the importance of output and input 
features respectively.
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Fig. 3 Example of basic 
DEA 

Solving this problem for each object in comparison, we get the optimal frontier, 
where the efficiency is equal to 1 (Fig. 3). For all DMUs lying below this frontier, 
the efficiency is evaluated using the distance from the benchmark frontier. 

DEA has been applied for different disasters. For instance, Dubey et al. [8] 
compared 21 districts of the Narmada River basin in central India in terms of 
flood vulnerabilities. Aleskerov and Demin [2] analyzed technological disasters 
in different Russian regions. Meanwhile, Wang et al. [20] applied DEA for the 
efficiency evaluation of different locations for the earthquake relief warehouses. 

In turn, de Almada Garcia et al. [7] proposed to use DEA for the assessment 
of the nuclear power plants safety. Considering complex structure of power plant, 
authors took into account the specification of some problems. For instance, it was 
claimed that the severity of the failure mode has higher level of significance than 
potential frequency of failures occurrence and their detectability. Therefore, it is 
necessary to place some constraints on the parameters weight coefficients. It allows 
the construction of a more realistic and more precise method, which will pay 
attention to the ratio of importance of different criteria. 

However, for the application of the majority of DEA methods, it is necessary to 
get precise values of all DMU features. Meanwhile some characteristics, such as 
budget spendings, region area, number of employees, region number of companies, 
are estimated roughly, because small deviations in these characteristics are not so 
crucial. 

Moreover, some features cannot be measured directly. For instance, in the case of 
a region’s disaster preventive measures efficiency comparison, such features as total 
economic losses or the potential human losses, are evaluated using some regression 
models. Therefore, these parameters cannot be precise because of inaccuracy of the 
simulation process and are usually given as approximate values. 

As a result, it is clear that in such cases it is necessary to use special modified 
DEA models which can work in case of lack of precise data. 

One of the approaches to solve this problem is the use of fuzzy logic [13, 21]. 
According to this theory, the concept of a fuzzy set A = {(x, μA(x))| x ∈ X}, where 
μA(x) is the membership function (a generalization of the concept of a characteristic 
function for ordinary clear sets), which indicates the measure of membership of 
element x to set A. By replacing the unambiguous exact values of the parameters
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of the objects being compared with similar fuzzy sets, the membership function 
corresponding to set A acquires the meaning of the probability of equality of the 
true value of the parameter to a specific number. 

Thus, it was proposed to apply α-slices (Aα = {x ∈ X| μA(x) ≥ α}) and the 
extension principle to transform the basic model of data envelopment analysis [12]. 
The upper and lower bounds of the membership functions for evaluating efficiency 
are determined at a fixed level α. 

Afterwards it was proposed to use certain types of fuzzy sets. At first, triangular 
fuzzy numbers have been considered [14]: 

. μA(x) =

⎧
⎪⎨

⎪⎩

x−a
m−a

, a ≤ x ≤ m,
b−x
b−m

,m ≤ x ≤ b,

0, otherwise.

It was proposed to replace all input and output parameters with such triangular 
numbers in the optimization problem of weight coefficients calculation. At the same 
time, the weights themselves remain ordinary real numbers. 

A slightly more general variant of fuzzy sets used in shell data analysis are 
trapezoidal fuzzy numbers ([15], Fig. 4): 

. μA(x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

x−a
m1−a

, a ≤ x ≤ m1,

1,m1 ≤ x ≤ m2,
b−x

b−m2
,m2 ≤ x ≤ b,

0, otherwise.

Fig. 4 Trapezoidal fuzzy 
number
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2 Framework 

Below, we apply interval modification of DEA methods which helps to solve the 
highlighted problem. We discard all aforementioned stochastic and probabilistic 
approaches based on fuzzy logic [4, 16]. Indeed, in some cases it might be too 
demanding to request stochastic or probabilistic evaluations of parameters. That 
is why we use simple intervals for the parameter assessment instead of single 
value (pair .

(
y−
ik, y

+
ik

)
instead of yik). In addition, we use for the comparison of 

the objects specified methodology for the parameters’ value comparison (>i— 
comparison according to the i-th output feature): 

. objectk>iobjectl ⇐⇒ y−
ik > y+

il

In turn, if intervals .
(
y−
ik, y

+
ik

)
and .

(
y−
il , y

+
il

)
are intersecting (both inequalities 

.y+
ik > y−

il and .y+
il > y−

ik hold), objects k and l are incomparable. For instance, in 
Fig. 5, there are three objects, and two pairs (l and k, k and m) are incomparable. In 
turn, objects l and m can be compared according to yi interval of m is completely 
higher than interval of l, therefore m>il. 

Using this type of data representation and parameters comparison, we can apply 
modified “best tube” IDEA. 

The core idea of this approach is based on the idea that some DMUsmight be near 
the efficiency frontier [3]. But, in the case of classic version of DEA, they will not 
get 100% efficiency. According to the “best tube” IDEA, we assign 100% efficiency, 
not only to the objects on the best efficiency frontier, but also to the DMUs, which 
are incomparable with them. Meanwhile, efficiency of all other DMUs is evaluated 
by the basic DEA. 

However, this method does not pay attention to the objects which might be near 
the efficiency frontier, but far from optimal DMUs (for example, object F in Fig. 6). 

Therefore, in this work we propose to modify procedure of choosing “almost 
best” objects. For this purpose, instead of the finding DMUs, which are incompara-
ble with 100% objects, we choose all objects, whose optimal version (minimal input 
and maximum output parameters) lies above efficiency frontier. 

Fig. 5 Comparison of interval feature values
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Fig. 6 An example of “best 
tube” IDEA application 

3 Application of the Model 

We compare firefighting policies in different Russian regions. For proper efficiency 
analysis, it is important to choose wisely DMUs objects, which will be taken into 
account. 

Achieved results of preventive firefighting measures are surely connected with 
happened wildfires. However, it is important to consider not only the number of 
disasters, but also their “quality.” 

Sometimes damage of different disasters is measured in economic losses or 
the number of injured and dead, however here it will be hard to evaluate even 
approximate data, because of huge territories. Therefore, instead of these parameters 
we consider total area covered with wildfires. Certainly, this approach has one 
disadvantage because some regions have an opportunity to control these outputs 
by choosing better moment of data collection and choose to claim several small 
wildfires or wait some time and afterwards claim only one united wildfire with 
higher total area. We try to overcome this problem with data collection for the whole 
year, so regions will collect the data only after the occurred disaster. In addition, in 
order to consider the size of the region output parameters are divided by the total 
area of the regions. 

In turn, it will be great to use as input parameters the total budget spendings on 
firefighting measures. However, unfortunately these data are not available. So, we 
choose to use the closest budget categories—investments in agriculture and forestry 
and expenditures on environmental protection. 

In addition, it is important to choose the set of compared regions so that all 
analyzed DMUs should face with the problem of wildfires. Because otherwise some 
districts will put too high benchmark and the majority of regions will obtain too low 
and indistinguishable efficiency evaluations. For this purpose, we analyzed only 46 
regions of the Russian Federation with at least ten wildfires.



264 F. Aleskerov and S. Demin

4 Results and Analysis 

Applying different methodologies, we got two efficiency evaluations for each 
region. On this basis, we construct rankings of the Russian regions, according to 
each of approaches. 

As expected, both methods give us similar results with minor distinguishes (the 
best regions are presented in Table 1 and the worst regions—in Table 2). The 
main difference is that best tube DEA evaluates milder and gives higher efficiency 
assessments, because it assigns 100% result to some additional objects in the 
comparison set, which obtain lower values according to basic DEA. In addition, 
the benchmark for all inefficient DMUs goes lower and improves their efficiency. 

Analyzing obtained rankings, it is necessary to examine the best and the worst 
objects from the set. Speaking of leaders, Tambov and Samara Oblasts are small 
regions, while mountainous terrain prevails in Chukotka, and only in the coastal part, 
as well as along the river valleys, there are small territories occupied by lowlands 
and forests. Therefore, it is fairly easy for these regions to cope with wildfires on 
their territory. 

Table 1 Regions with the best wildfire preventive measures 

Basic DEA Best tube IDEA 

Tambov Oblast 1 1 
Samara Oblast 1 1 
Chukotka Autonomous District 1 1 
Kaluga Oblast 0.93 1 
Sakhalin Oblast 0.88 1 
Republic of Karelia 0.87 1 
Republic of Khakassia 0.79 0.97 
Ulyanovsk Oblast 0.72 0.85 
Penza Oblast 0.63 0.77 
Yamalo-Nenets Autonomous District 0.56 0.69 

Table 2 Regions with the 
worst wildfire preventive 
measures 

Basic DEA Best tube IDEA 

Krasnoyarsk Krai 0.002 0.002 
Republic of Sakha (Yakutia) 0.003 0.004 
Irkutsk Oblast 0.005 0.006 
Sverdlovsk Oblast 0.012 0.014 
Chelyabinsk Oblast 0.016 0.019 
Omsk Oblast 0.023 0.028 
Khabarovsk Territory 0.028 0.034 
Republic of Bashkortostan 0.032 0.037 
Maritime Territory 0.033 0.040 
Transbaikal 0.033 0.040
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Meanwhile the worst regions, Krasnoyarsk Krai, Republic of Sakha (Yakutia), 
Irkutsk Oblast, and Sverdlovsk Oblast, obtain very low efficiency assessment— 
lower than 2%. 

It might be mentioned in their defense that all these regions have huge territories 
and low population density. For instance, Republic of Sakha is the world’s largest 
country subdivision (over three million square kilometers) with only 0.32 human 
being per km2. It is clear that, under such circumstances it is really hard to efficiently 
fight with wildfires, especially considering that 80% of the region territory is 
covered with forests. 

5 Conclusion 

We applied modified interval DEA model to different regions of the Russian 
Federation. It helped to find out that considering some uncertainties in the data 
efficiency in some regions is higher than according to the basic DEA. Meanwhile, 
obtained rankings of regions are similar so the list of leaders and outsiders stay 
the same, which shows that the main practical difference in these methods is the 
strictness of the model. We truly believe that using best tube DEA might help in 
many similar cases with approximate features values. 
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19. Vrabková, I., Bečica, J.: The technical and allocative efficiency of the regional public galleries 

in The Czech Republic. SAGE Open. 11(2), 1–15 (2021) 
20. Wang, Y., Xu, G., Zhang, W., Zhou, Z.: Location analysis of earthquake relief warehouses: 

evaluating the efficiency of location combinations by DEA. Emerg. Mark. Financ. Trade. 56(8), 
1752–1764 (2020) 

21. Zadeh, L.A.: Fuzzy sets. Inf. Control. 8(3), 338–353 (1965)



Superposition Principle for Tornado 
Prediction 

Fuad Aleskerov, Sergey Demin, Sergey Shvydun, Theodore Trafalis, 
Michael Richman, and Vyacheslav Yakuba 

1 Introduction 

Tornadoes are a major disaster hazard. For instance, direct losses to the US economy, 
caused by tornadoes for the period from 2010 to 2014 were about 16.5 billion 
dollars (NOAA, US National Weather Service). Therefore, accurately forecasting 
these events, as far in advance as possible (long lead time), is an important research 
activity. 

However, achieving forecasts with long lead times is difficult because tornado-
genesis process is still not completely understood and the time scale of some of 
the forcing mechanisms is on the order of minutes [13, 22]. Further, it has been 
noted that a crucial part of the space-scale process is on the order of centimeters 
(microscale), therefore, chaotic, which makes prediction of tornado even more 
complicated [12, 16]. 

The approach to model tornadogenesis using dynamic processes is time and 
resource consuming, and owing to the small spatial scale of a tornado relative to the 
resolution of most numerical models, physically based numerical weather prediction 
models still do not provide very good results [1, 9, 11]. Until measurement systems 
can account for every centimeter of the atmosphere and computational resources 
improve commensurately, allowing for the set of nonlinear equations that describe 
the atmosphere to be modeled, dynamic improvements will be a slow process. 
Until that time, there is an opportunity for data-driven methods to help improve 
the accuracy and lead time of existing forecasts. 
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In this work, we propose a new approach into disaster prediction by using the 
methods of smart data analysis for detecting tornadic circulations from the set of all 
observations. As a result, constructed models predict tornado occurrence with higher 
efficiency. In addition, smart data analysis methods work faster than simulation by 
dynamic weather prediction models, allowing extra time for reacting and preventing 
dangerous repercussions of the disaster. 

The basic goal here is to find the main patterns between different characteristics 
of air circulation and, given these patterns, detect tornadoes. For this purpose, the 
following parameters of air circulations are used—temperature, air pressure, relative 
humidity, velocity of the air flow, and many other physical characteristics of the 
near-storm atmosphere. 

There are numerous procedures that allow choosing alternatives from the initial 
set. In this work, we consider choice procedures of a special type based on the 
superposition principle [3, 5]. 

Superposition has several advantages. First, the computational complexity of the 
model can be managed. Unfortunately, most existing machine learning algorithms 
have a high computational complexity, so they cannot be applied in the case of a 
large number of observations or/and criteria. The use of superposition model allows 
reducing the complexity by applying methods with a low computational complexity 
on first stages and more accurate methods on final stages. Consequently, our models 
can be applied to larger initial datasets. 

Second, superposition allows us to combine different methods and use several 
criteria simultaneously on each step. Moreover, models based on the idea of 
superposition can be interpreted easily since we can apply several simple methods 
instead of a complicated one. In addition, superposition will help to reduce the 
influence of drawbacks of initial methods. Hence, our model may have advantages 
of all previous techniques. 

2 Literature Review 

We consider here only the studies on application of smart data analysis methods to 
the tornado prediction. 

Adrianto et al. [2] proposed the use of support vector machines (SVM) for 
tornado prediction, i.e., the algorithm constructs a hyperplane that separates a set 
of elements into two classes (e.g., tornadoes and non-tornadoes). 

The defining function is presented as a dot product of two vectors. The first one is 
a vector of circulation attributes, such as wind speed, temperature, air pressure on the 
surface, relative humidity at different levels, etc. In turn, the second vector consists 
of weight coefficients, which show the importance of each parameter in tornado 
prediction process. Therefore, a small absolute value of the weight coefficient for a 
particular parameter means that the parameter can hardly influence future tornado 
detection. Correspondingly, high value of the coefficient indicates high prediction 
power of the attribute.
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However, given the nonlinear relationships that lead to tornadogenesis, the 
accuracy of all methods based on linear regression is low. Recently, Trafalis et al. 
[24] also proposed other approaches to this problem. 

The first mentioned technique is an improvement of the aforementioned method 
of support vector machines with reverse features elimination (SVM-RFE). Accord-
ing to this approach, one should implement the standard SVM algorithm and 
compute the weight coefficients. Afterwards the attribute which has the lowest 
value of the weight coefficient is eliminated from the features list. Subsequently, 
the algorithm iteratively continues until only one parameter remains. 

At the end of the process, the sequence of eliminated attributes is transformed 
into the ranking of the parameters by using the rule that the number of the attributes 
in the ranking are equal to the number of iterations (backward), when the attribute 
was eliminated. 

However, the ranking is not the only goal of this method. Some features 
of atmospheric circulation might be prone to giving false alarms with tornado 
detection; therefore, the last step of the SVM-RFE algorithm is the choice of the 
number of parameters which are used for tornado detection. For this purpose, one 
evaluates the accuracy of the method according to the number of used attributes (it is 
important to point out that the algorithm uses only top attributes from the ranking). 

One more method proposed for tornado prediction is a neural network approach 
[10, 14, 15]. The main idea is the construction of a nonlinear function that maps 
real-valued input variables to a number varying between 0 and 1. The most popular 
version of neural network is used (a three-layer perceptron network). Such a neural 
network has one hidden layer of neurons. 

The next proposed technique is Random Forest method (RANF), developed by 
Breiman [7]. It is a group classifier with multiple decision trees, wherein each tree is 
trained on a part of all attributes, chosen randomly. Consequently, the predictions of 
all trees are aggregated by the classification based on the majority rule of the votes 
over all classifiers. 

The last proposed algorithm is Rotation Forest method (ROTF) by Rodriguez et 
al. [18]. This method utilizes principal component analysis (PCA) to distinguish 
attributes which are used to construct a decision forest. This forest consists of 
decision trees which are trained on the whole data set in a rotated feature space. 
The set of parameters are randomly divided into K groups. Afterwards, principal 
component analysis is performed simultaneously on each group. As a result, we 
receive K classifiers that compose one classification instrument. This instrument 
works in the same way as RANF; classification is based on the majority of the votes 
over all trees. 

It is important to note that each of the aforementioned methods has specific draw-
backs, which decrease the accuracy of tornado prediction, namely, all techniques 
detect only a fraction of the tornadoes (more than 25% of all tornadoes are missed). 
In addition, a significant part of tornado signals (about 20%) is false alarm, which 
is also very important. Thus, general accuracy of these methods (from 51% to 57%) 
is sufficient for operational application.
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In this work, we use choice functions, based on the superposition principle [3, 5] 
to make tornado prediction. Usually, a standard choice function C(•) consists in the 
choice of some subset of alternatives that satisfy a predefined condition. 

Ideally the specified condition should be “being tornadic circulation.” However, 
in real life, it is difficult to satisfy this condition. Hence, we use some simpler 
conditions, which narrow the initial set of observations and get trustworthy results 
by application of the superposition principle. 

Superposition of two choice functions C1(•) and C2(•) is a binary operation
o, the result of which is a new function C∗ (•) = C2(•) o C1(•), which has a 
form ∀Xe2A C∗ (X) = C2(C1(X)), A being the set of all observations [3]. In short, 
the latter function C2(•) is used on the data obtained by the application of the 
former one C1(•). It is necessary to mention that in the case of change of methods’ 
application order, the result might be totally different, as the superposition is not 
commutative operation and the functions C1(•) and C2(•) can be completely diverse. 
The properties of the superposition operator were studied in [3, 4, 20, 21] and other 
papers. 

3 Preliminary Data Analysis 

3.1 Data Description 

Here we use the same data as Richman et al. [17]. It is the dataset of meteorological 
parameters, circulations, and observations calculated by application of the National 
Severe Storms Laboratory Mesocyclone Detection Algorithm (MDA) [23] and near-
storm environment (NSE) algorithm from Doppler radar velocity data. These two 
methods were developed at the National Severe Storms Laboratory [8]. The main 
idea of these methods is an analysis of azimuthal shear in Doppler radar velocity 
and rotational strength data in three dimensions. 

In this dataset we have 10,816 observed circulations (721 of them are tornadic 
circulations) taken from 111 storm days. Unfortunately, these storm days are not 
consecutive—these circulations took place in the time period from 1995 to 1999. 
All observations contain 83 attributes (Table in the Appendix), which describe 
physical characteristics (e.g., pressure, temperature, wind velocity). In addition, 
one parameter shows the date of circulation occurrence (month). In turn, the target 
parameter is binary (tornado or non-tornado), which means that our problem is 
classification of these data into two classes. 

Additionally, it is important to highlight some specific features of these data 
which complicate their use for tornado prediction. For instance, in some cases, 
multiple observations account for one air circulation. The difference between them 
is explained by the fact that one mesocyclone was detected at different times by 
different radars.
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Since there is an assumption that the parameters leading to tornadogenesis are 
location invariant, the dataset does not contain an information about the place, where 
observation was made. Thus, we have neither information about any characteristics 
of observation location (terrain details or distance from the ocean, for instance), nor 
even approximate location (for example, state). 

Any data mining process requires data preprocessing, such as deleting duplicate 
or outlying values and verification of value intervals. In addition, in some situations, 
it can be important to check measure units. Detailed description of these procedures 
applied to the data under study can be found in Aleskerov et al. [6]. 

3.2 A Correlation of the Parameters 

To decrease the amount of information analyzed, we have examined the data more 
thoroughly and chosen parameters which are more important in our model. 

For this purpose, we examined the Pearson correlation between different parame-
ters to detect attributes with high correlation. These characteristics can be discarded, 
because we can predict the value of one parameter using the value of the other one 
[6]. 

3.3 An Analysis of the Distribution of Parameters 

The next step of choosing characteristics consists of selecting parameters that 
have different distribution of the tornadic and non-tornadic circulations. This 
procedure helps us to detect tornadoes in the following way. If a parameter has 
different distribution for circulations of different types, it has ranges, where tornadic 
circulations occur more rarely. As a result, we can be more confident that certain 
circulation is non-tornadic. 

For instance, on Fig. 1 we can see the distribution of tornadic and non-tornadic 
circulations according to the parameter V3 (meso depth of the circulation). For this 
parameter, if an element has a small value in the range 0–1,000 m, we can claim that 
it does not seem to be a tornado. In other words, it remained a mesocyclone that did 
not reach the ground. Meanwhile, if the value is in the range 10,000–12,000 m, the 
mesocyclone has a higher possibility to become a tornado. 

3.4 Additional Considerations 

The next step will help us to add attributes of circulation, which have not been high-
lighted. We divided the list of all parameters into two parts: a priori characteristics, 
which give a signal for tornado occurrence beforehand, and a posteriori ones, which
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Fig. 1 Distribution of tornadic and non-tornadic circulation according to V3 (meso depth) 

only fix the prediction when the disaster has already happened. For instance, such 
attribute as meso low-level rotational velocity might be good a priori predictor of 
tornadogenesis. However, in these data, we did not find evidence that this is the case 
and excluded it. Afterwards choosing only a priori parameters gives us the final list 
of characteristics used in finding patterns. 

4 Framework 

Consider a finite set A of alternatives evaluated by n parameters, i.e., the vec-
tor of values (u1(x), . . . , un(x)) is assigned to each alternative x from A, i.e., 
x ∈ A → (u1(x), . . . , un(x)). 

The problem lies in constructing a transformation C(•)—the rule of aggregation 
over A—such that C(•) : A → R1. 

Our model is based on a superposition principle, applied for different choice 
functions. There are different ways on how to construct a choice function C(•). One 
of the options is provided below:
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Table 1 Parameters used for construction of an example of choice functions’ composition 

Attribute number Meaning of the attribute 

V3 Meso depth (m) [0–13,000] 
V21 Meso strength index (MSIr) “rank” [0–25] 
V23 Meso low-level convergence (m/s) [0–70] 
V57 Average parcel LCL (m agl) 
V59 Average RH (percent) below the average parcel’s LCL 
V67 0–1 km sheer magnitude (knots) 
V68 0–3 km sheer magnitude (knots) 

Fig. 2 Example of choice functions’ superposition (inscriptions above the vertices present the 
parameters used at this stage) 

. ∀X ⊆ A C(X) = {yeX| αiui(y) + αjuj (y) ≥ b
}
,

where ui(•) and uj(•) are the values of two exact parameters i, j ∈ {1, . . . , n} of 
an observation, while b is the threshold value that depends on the initial set X and 
chosen parameters i and j. In turn, the values αi, αj are automatically defined by the 
following least-squares problem: 

. 

⎧
⎪⎨

⎪⎩

min
αi ,αj

EN
l=1 el

el = (
tl − t̂l

)2∀l = 1, .., N
t̂l = αiui (yl) + αjuj (yl) ∀l = 1, .., N,

where tl is the variable, which shows the binary value of l-th observation (tornado 
or no tornado); N is the number of observations in the dataset X. 

Note that other forms of the choice function can be used in the model. 
As a result, we obtain subgroups of tornadic observations and work with them 

sequentially. For example, in case of using parameters from Table 1, we got the 
following composition of choice functions (Fig. 2). On this figure, parameters which 
were used for alternatives selection are written above the vertices. 

The main idea of our model is the construction of a certain number of such 
superposition sequences in order to distinct tornadic and non-tornadic observations. 
Afterwards, we combine them, and the resulting prediction of our model will be the 
union of observation sets, obtained by different superpositions.
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5 Application of the Model 

As it was mentioned above, we apply our model to the preprocessed data obtained 
from the University of Oklahoma. For the correct application, we need to construct 
training and testing datasets, so we divided our dataset into two parts in the ratio 
70:30, where the larger part is the training set. 

However, here we face the following problem. At the end of the study, we will 
compare our model with the previous ones. In their study, Trafalis et al. [24] used  
another separation ratio—they divided the original dataset into two equal parts. As 
a result, if we use the standard ratio, the comparison would not be correct, because 
increasing the size of training dataset improves the accuracy of the model. Thus, we 
decided to apply the model twice. The first application will use equal separation and 
help us to compare the results. In turn, the second application will use standard data 
division ratio and show the accuracy of the model in standard conditions. 

After the data sampling, it is important to choose the metrics for model compar-
ison/evaluation, because there are numerous available “efficiency calculations.” In 
Table 2, four of them are presented. 

Analyzing the efficiency calculation methods, at the first stage we reject Prob-
ability of Detection and False Alarm Ratio, because any one of these techniques 
does not take into account a significant part of the results. For instance, the former 
takes into consideration only predictions for tornadic circulations. In turn, the latter 
does not consider the number of missed tornadoes. Two methods would need to be 
examined in tandem to obtain a characterization of the model. 

At the second stage we should choose between Classification Accuracy (CA) 
and Critical Success Index (CSI). Given the imbalance of the data, wherein about 
93% of observations are non-tornadic, we reject Classification Accuracy since if we 
use Classification Accuracy, all models will have almost the same results. Thus, we 
choose Critical Success Index as the arbiter of success. 

When all preparations are over, we apply the constructed tornado prediction 
model and evaluate its efficiency. As a result, we obtained the following results 
(Table 3) for 50:50 division ratio (the tornado prediction procedure was repeated 20 
times and the value in Table 3 is the mean value—the efficiency is equal to 0.61). 

In turn, in case of standard 70:30 data division for training and testing sets, the 
efficiency of our model is even higher and equal to 0.63. 

Table 2 Different efficiency 
calculation methods 

Efficiency calculation method Formula 

Classification accuracy . CA = tp+tn
tp+tn+fp+f n

Probability of detection . POD = tp
tp+f n

False alarm ratio . FAR = fp
tp+fp

Critical success index . CSI = tp
tp+fp+f n

tp, true positive prediction; fp, false positive prediction; 
tn, true negative prediction; fn, false negative prediction
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Table 3 Comparison of the 
constructed model with 
previous works 

Prediction technique POD FAR CSI 

SVM 0.68 0.22 0.57 
Logistic regression 0.7 0.25 0.57 
RANF 0.58 0.17 0.51 
ROTF 0.61 0.21 0.53 
Superposition with mixed parameters 0.68 0.16 0.61 

Fig. 3 Roebber’s performance diagram for the performance results of all classifiers. The solid 
lines represent CSI 

Comparing all tornado prediction methods in terms of three techniques of 
efficiency evaluation (POD, FAR, and CSI), we will get the following Roebber’s 
[19] performance diagram (Fig. 3). 

As we can see, the improved decision tree Pareto-dominates all other models 
except slight predominance of logistic regression in terms of probability of detec-
tion. 

6 Conclusion 

As it was expected, the results of the improved decision tree model exceed the 
results of all models, which were applied before. The improvement arises as the 
false alarm ratio is notably smaller with this technique. There is a small tradeoff of 
POD, compared to logistic regression. According to meteorologists’ opinion, a skill 
improvement equal to 0.05 is significant development [24]. As CSI is an important 
component of skill, the constructed model is a successful attempt to improve the 
tornado prediction technique. Therefore, the improved decision tree model provides 
the best opportunity to obtain accurate tornado formation predictions with sufficient 
lead times.
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A Network-Based Risk-Averse Approach 
to Optimizing the Security of a Nuclear 
Facility 

Eugene Lykhovyd, Sergiy Butenko, Craig Marianno, and Justin Yates 

1 Introduction 

Nuclear security is among the most critical issues in global policymaking [12]. 
The physical security of nuclear facilities is of particular importance nowadays 
due to the ever-increasing level of threats associated with terrorism and tensions in 
international relations. Hence, this topic has been attracting a significant amount 
of research effort in academia and governmental laboratories in the last several 
decades, yielding general guidelines and recommendations concerning various 
aspects of nuclear security [4, 8, 9]. 

The Design and Evaluation Process Outline (DEPO) framework is commonly 
used to analyze and enhance the physical security of nuclear facilities [8]. In 
particular, Estimation of Adversary Sequence Interruption (EASI) model is typically 
utilized for estimation of outcomes resulting from an adversary following a certain 
sequence of actions [4–7, 10]. To assess the resilience of a facility to a threat, 
this modeling framework takes into account the most important factors specified in 
nuclear security recommendations by the International Atomic Energy Agency [9], 
including the detection, delay, response, and communication. In this chapter, we 
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Fig. 1 A network representation of a nuclear facility 

follow this framework and specifically focus on making decisions concerning the 
first crucial component, that is, detection, aiming to maximize the resilience of a 
facility to potential threats under constrained budget. 

We take advantage of a network representation of a nuclear facility, where the 
nodes correspond to different layers of security (such as outside the fence, inside the 
fence, inside the building, inside the cage) and the arcs model direct accessibility 
between the layers (i.e., getting inside the fence by entering through the gate or 
climbing over the fence; entering the building through the door or by breaking a 
wall, etc.). Figure 1 provides an illustration. 

We assume that each arc can be enhanced by installing one or more detection 
or delay components from a given set of options. The corresponding objects 
(components, assets) are characterized by the following parameters: (1) detection 
probability; (2) delay time; and (3) associated cost. If the object already exists in the 
facility, for simplicity of the mathematical model we can either put its cost to 0 or 
force the corresponding object to be chosen in the model by setting to 1 the decision 
variable, indicating whether the object is selected (indeed, an object must be chosen 
if it benefits the security and comes at no cost). An example is given in Table 1. 
Upon detection of a threat, the system communicates with the responders (i.e., onsite 
guards or off-side troops) that will secure the area. This action is associated with the 
probability of successful communication (typically high, 0.9–0.99) and the time for 
response personnel to arrive.
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Table 1 A sample list of objects and their characteristics 

Object Detection probability Delay time average Delay time .σ Cost 

Walkway to building 0 40 s 5 s $0 

Front door 0.3 10 s 1 s $500 

Inside camera 0.8 0 0 $600 

While we follow the EASI concept to create our mathematical model, in this 
work we limit ourselves to placing detection objects, assuming that the barriers and 
other delay objects are already presented in the facility. 

The decisions we make regarding allocating the available budget to the detec-
tion components associated with the network’s arcs determine the probability of 
detecting an adversary that follows a certain course of actions (path). Since the 
path a potential adversary will follow is not known in advance, we need to allocate 
the resources in a way that would minimize the overall system’s vulnerability to a 
possible attack. In a robust optimization approach, one mitigates risks by planning 
for the worst-case scenario. That is, one allocates the budget so that the minimum 
probability of detecting a threat over all possible paths an adversary may take is as 
large as possible. Alternatively, one may use a more flexible risk-averse approach 
by optimizing or constraining some function that quantifies the risks by taking into 
account the risk preferences of the decision-maker. 

In this work, we employ a modern risk measure called conditional value at 
risk (CVaR) to model risks associated with uncertainty in threat detection. This 
measure is closely related to value at risk (VaR), which essentially describes the 
maximum risk (loss function) value for a given percentage of worst-case scenarios. 
Given a parameter .α ∈ [0, 1], .α-CVaR is defined as the expected loss under the 
fraction .(1 − α) of the worst-case scenarios (see Fig. 2 for an illustration). This risk 
measure generalizes two popular approaches in risk management, optimizing the 
average risk (corresponds to .α = 0) and the robust optimization approach, which 
is optimizing the worst-case outcome (corresponds to .α = 1). Moreover, it gives 
the decision-maker a flexibility to balance between these two approaches and utilize 
the advantage of both of them while taking into account their risk preferences. In 
addition, unlike VaR, CVaR has appealing mathematical properties, such as sub-
additivity and convexity, which are important in optimization modeling [14, 15]. All 
these factors made CVaR a popular choice in managing risks in various engineering 
applications [3, 11, 16], as well as in optimization modeling in networks subjected 
to uncertain nodes/arcs failures [2, 17]. 

The remainder of this chapter is organized as follows. The proposed models are 
formalized and solution algorithms are given in Sect. 2. The results of numerical 
experiments with sample networks are presented and discussed in Sect. 3. Finally, 
conclusion is made and directions for future work are outlined in Sect. 4.
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Fig. 2 A graphical illustration of VaR and CVaR 

2 The Proposed Approach 

Assume that the nuclear facility of interest is described as a network . G = (N,A)

where N is the set of nodes and A is the set of arcs. The adversary will try to get to 
the “core” of the facility. Thus, we assume that the attacker will try to follow some 
path from the outside of the facility to its core. We denote the starting node of the 
adversary path by s (source) and the last, target node by t (sink). Before describing 
the optimization models, we introduce the following notations. 

Sets: 

• . a ∈ A: arcs.  
• .k ∈ Ka : available components for the arc a. “Do nothing” is included in .Ka as a 

no-cost component. 

Parameters: 

• B—the total available budget 
• . ck

a—the cost of component .k ∈ Ka in arc . a ∈ A

• . pk
a—the probability of detection for component .k ∈ Ka in arc . a ∈ A

• . pc—probability of successful communication with the responders 
• . dt

a—delay of reaching t from a 
• . dc—responders’ time to arrival 

For simplicity of exposition, we make the following assumptions. 

Assumption 1 Any two detection events with nonidentical indices (i.e., they differ 
in either a or k) are independent of each other.
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In general, this assumption is unnecessary as long as the probability of detection can 
be computed for a given arc and components configuration. 

Assumption 2 For each arc a, .Ka = {0, 1, . . . , |Ka| − 1} and the elements of . Ka

are monotonically ordered such that for .k' < k'' we have .pk'
a ≤ pk''

a and . ck'
a ≤ ck''

a .

In particular, .k = 0 corresponds to the “do nothing” option with .c0
a = 0. 

If .pk'
a ≤ pk''

a but .ck'
a > ck''

a for some .k', k'' ∈ Ka , then it is always more reasonable 
to use the component . k'' because it is better in terms of detection probability and 
cheaper. Thus, the component . k' never appears in the optimal solution and we can 
remove it from . Ka . 

For a given path from s to t , our point of interest is the probability of this path 
to withstand the adversary attack. For example, in a robust approach, we want to 
maximize the smallest such probability among all the possible paths. 

We say the path fails if for each arc included in the path one of the following 
three conditions holds: 

1. The arc fails to detect the adversary. 
2. The arc detects the adversary, but fails to communicate this to the responders. 
3. The arc detects the adversary and successfully communicates to the responders, 

but the responders’ time to arrival exceeds the adversary overall delay time of 
reaching the target from the current arc. Hence, the responders cannot stop the 
adversary in a timely fashion. 

Thus, for a single arc a the probability to fail under configuration k is 

.pa
f ail = (1 − pk

a) + pk
a

(
(1 − pc) + pc1{dt

a<dc}
)
. (1) 

Here the indicator .1{dt
a<dc} is 1 if the adversary still cannot be stopped due to 

the poor response time of the security personnel (assuming that the arc detects the 
adversary and successfully communicates this to the responders), and 0, otherwise. 
To simplify the discussion, below we will assume that .1{dt

a<dc} = 0, that is, 
responders always arrive on time. 

A path .π = (a1, a2, . . . , ar ) fails if every single arc in the path fails, so 

.P {path π fails} =
r||

i=1

p
ai

f ail . (2) 

We will follow the EASI concept to create the mathematical models. As men-
tioned above, in this work we limit ourselves to placing detection objects, assuming 
that the barriers and other delay objects are already present in the facility. The 
following two subsections present a robust and CVaR-based optimization model, 
respectively. The proposed formulations can be thought of as more complicated 
variations of the classical shortest path problem in networks [1].
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2.1 Robust Optimization Model 

In a robust optimization approach, we want to allocate the available budget such that 
the highest probability of any single path failing in the resulting system is as low as 
possible. We introduce the following decision variables: 

.xk
ij =

{
1, if the arc (i, j) uses the detection element k,

0, otherwise.
(3) 

Since “do nothing” is available as an option for each arc, we can assume that exactly 
one detection configuration needs to be picked for each arc, that is, 

.

E

k

xk
ij = 1 ∀(i, j). (4) 

Also, we cannot exceed the overall budget B: 

.

E

a=(i,j)

E

k

ck
ax

k
ij ≤ B. (5) 

To specify the objective function, we will use the following auxiliary variables: 

. yk
ij =

{
1, if the arc (i, j) with the detection element k is in the worst path,

0, otherwise.
(6) 

Then, since . yk
ij can be equal to 1 only if component k is selected for the arc .(i, j), 

we have 

.yk
ij ≤ xk

ij ∀k, (i, j). (7) 

Note that the model’s output is supposed to define a single path with the highest 
probability of failure under the configuration given by x. To ensure this, we use the 
conservation of flow constraints [1] in the form 

.

E

k

(
E

j

yk
ij −

E

j

yk
ji) =

⎧
⎪⎪⎨

⎪⎪⎩

1 if i = s

−1 if i = t

0 otherwise

(8) 

Let . π be the path consisting of the arcs for which .yk
ij = 1 for some k. Then our 

objective is to maximize .
||
a∈π

pa
f ail , where .pa

f ail = 1 − pk
a + pk

a(1 − pc) for k with 

.yk
ij = 1. Taking the logarithm of this expression and denoting by . wk

a = − log((1 −
pk

a) + pk
a(1 − pc)), we can write the objective as
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Fig. 3 A multi-arc path network 

. max
x

min
y

E

a=(i,j)

E

k

wk
ay

k
ij . (9) 

The worst-case probability of failure of a path can be computed using the 
expression .e−z∗

, where . z∗ is the optimal value of the model (3)–(9). 

The Case of a Multi-Arc Path Network 

Most nuclear facilities can be represented as a multi-arc path network (Fig. 3). This 
is the case when there are layers through which an adversary should move to reach 
sensitive elements. For example, in Fig. 1 such layers are outside the facility, inner 
outdoors area, inside the building, and inside the cage. Similar models are also 
typical for barrier placement; see [6] and Example 4 below. 

To solve the robust optimization model for this case, we use dynamic pro-
gramming to obtain a pseudo-polynomial algorithm for the robust path problem, 
drastically reducing the time needed to find an optimal solution. 

We will call all arcs from node . l to .l + 1 the layer . l; denoted by . Al. Then 
observe that the shortest path from 0 to n consists of the minimum-weighted arcs 
from each layer. The first step toward our final dynamic programming algorithm is a 
subroutine maximizing minimum arc weight in a layer with a given budget . Bl. This  
subroutine can be solved with the following simple algorithm (Algorithm 1), using 
Assumption 2. The running time is .O(|Kl|), where . Kl is the set of components that 
can be assigned to arcs in the layer, that is, .Kl = U

a∈Al

Ka . 

Now we are ready to present the dynamic programming algorithm. The idea is to 
compute the solution layer by layer for every budget. We store the previous result 
in array .d[i, b] which denotes the solution for layers up to i and budget b. The 
algorithm can be implemented to run in .O(|V | · |Kl| · B) time [13]. 

2.2 CVaR-Based Model 

Next, we propose a model that, instead of minimizing the probability of failure of 
the worst path, minimizes the risk expressed in terms of CVaR for the loss function 
given by the probability of a path failure for a given configuration. To demonstrate 
potential advantages of a CVaR-based approach over a robust optimization model,
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Algorithm 1 Subroutine for optimally allocating budget . Bl to layer . l
SolveLayer(Al,Bl) 
ka = 0, a  ∈ Al > component selected for arc a 
budget ← Bl > available budget 
while budget > 0 do 

LB ← min 
a∈Al

p ka 
a > the lowest probability of detection among the layer’s arcs 

Amin
l = {a ∈ Al : p ka 

a = LB} > arcs with the lowest probability of detection in the layer 

if
E

a∈Amin
l

c ka+1 
a ≤ budget then 

for every arc a ∈ Amin
l do 

ka = ka + 1 > choose the next (better) component for each arc in Amin
l

end for 
end if 
budget = budget − E

a∈Amin
l

c ka 
a > update the available budget 

end while 
return LB 

Algorithm 2 Dynamic programming algorithm for a multi-arc path network 
DynRobust(B, G = (V , E)) 
d[0, b] ← 0 for b = 0, . . . , B  
for i = 1, . . . ,  |V | do 

for b1 = 0, . . . , B  do 
for b2 = 0, . . . , b1 do 

d[i, b1] ←  SolveLayer(b1 − b2, i)  + d[i − 1, b2] 
end for 

end for 
end for 
return d[|V |, B] 

Table 2 Possible output of 
the robust optimization and 
CVaR-based models for the 
same example 

.P1 .P2 .P3 .P4 .P5 .P6 . P7

Robust 0.09 0.09 0.09 0.09 0.09 0.09 0.09 

CVaR 0.10 0.01 0.01 0.01 0.01 0.01 0.01 

consider a hypothetical network with seven possible paths from source to sink, with 
results obtained using both approaches presented in Table 2. More specifically, the 
table presents the probability of an adversary to succeed for each of the seven paths 
for the robust and CVaR-based approaches, respectively. We observe that with the 
robust solution every path has the same probability 0.09 of failure, whereas CVaR-
based solution has a slightly less secure most vulnerable path, but much more secure 
remaining paths compared to the robust solution. In the case when there are many 
adversary paths, one might see the CVaR-based approach as a more appropriate 
method for placing security devices. 

To develop an algorithm for optimizing CVaR, observe that the loss function can 
be equivalently thought of as a length of the corresponding path with arc weights 
given by . wk

a’s described above. Then minimizing CVaR is equivalent to maximizing
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the average of the fraction . α of the shortest paths. The procedure for finding an 
optimal solution to the problem is described in Algorithm 3. 

Algorithm 3 Finding optimal solution for the CVaR-based model 
pmin ← 1 
for every configuration x do 

if x satisfies the budget then 
compute fraction α paths from s to t with the minimum weight 
compute the average probability from weights as p 
if p <  pmin then pmin ← p 
end if 

end if 
end for 
return pmin 

The algorithm uses the depth-first search (DFS) subroutine described in Algo-
rithm 4 to find all paths from s to t . Here the variable cur stores the current weight 
of the path being constructed, the variable pathnumber contains the number of 
paths detected so far, and the array weights saves the weight of each path. 

Algorithm 4 Depth-first search 
DFS(v,to,cur,weights) 
cur← 0; pathnumber ← 0; weights ← []  
for every arc (v, u) do 

cur ← cur + weight(v, u) 
if u = t then 

pathnumber ← pathnumber +1 
weights[pathnumber]← cur 

else 
DFS(u, to, cur, weights) 

end if 
end for 
DFS(s, t , 0, ∅) 

3 Case Studies 

The program producing the IP described above was created using GNU C.++11 
and solved using CPLEX v12.6.3. The host machine used Intel(R) Xeon(R) CPU 
@ 2.40 GHz, 11 GB RAM. The CVaR-based approach was compared against the 
robust optimization formulation on four sample instances presented in the following 
four subsections. The results for each example are summarized in a table in each 
corresponding subsection, which, for a given budget, contains the probability P
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of a successful adversary attack along the most vulnerable path for the robust 
approach, and the average probability of a successful attack along fraction . α of 
most vulnerable paths for the CVaR-based approach. If the two approaches resulted 
in different choices of detection components, the corresponding values are shown in 
bold. 

3.1 Example 1 

We consider a simple network given in Fig. 4. The data for the input files can be 
found in Appendix “Input Data for Example 1”. We assume that the barriers have 
infinite delay time. Since there are only two alternative paths from node 0 to node 4 
in this network, the CVaR approach is equivalent to the robust optimization method 
for any .α ∈ (0, 1] and optimizes the expected probability of adversary success 
when .α = 0. Therefore, .α = 0 is considered, which is equivalent to minimizing the 
average probability. 

Tables 3 and 4 and Fig. 5 present the results and a graphical comparison of 
optimal objective values as a function of budget for the two approaches. 

We observe that the budget increase is particularly beneficial when the overall 
budget is low, whereas improvement in the objective becomes insignificant with 
higher budget levels. Setting the budget that allows implementing the best available 
option for each arc, we obtain the optimal value with the adversary success 

Fig. 4 The network of adversary paths used in Example 1 

Table 3 Results table for Example 1 

Budget 1200 1400 1600 1800 2000 2200 2400 2600 2800 3000 

Robust 0.033 0.026 0.018 0.016 0.009 0.007 0.007 0.007 0.007 0.007 
CVaR 0.030 0.021 0.015 0.012 0.008 0.006 0.005 0.005 0.004 0.004 

Table 4 Decisions comparison between robust and CVaR approaches for budget . B = 1800

Arc .a1 .a2 .a3 .a4 . a5

Robust Component Camera1 Camera1 nothing CameraX CameraX 

Probability 0.7 0.7 0 0.9 0.85 

Price 300 300 0 600 600 

CVaR Component Camera2 Camera1 Camera3 CameraX Camera3 

Probability 0.8 0.7 0.6 0.9 0.5 

Price 500 300 200 600 200
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Fig. 5 Results obtained using the robust optimization method and the CVaR-based approach for 
Example 1. (a) Worst path value. (b) CVaR value  

Table 5 Results table for Example 2 

Budget 1200 1400 1600 1800 2000 2200 2400 2600 2800 3000 

Robust 0.064 0.064 0.036 0.028 0.022 0.020 0.015 0.015 0.011 0.011 

CVaR 0.064 0.064 0.032 0.028 0.022 0.018 0.015 0.013 0.011 0.011 

probability being .P1(success) = 0.0043 = 0.43%. Reducing the budget to $1200, 
the probability of the adversary success becomes .P1(success) = 0.029 = 2.9%. The  
optimal objective for the CVaR-based approach is always smaller since it is given 
by the average over the two possible adversary paths rather than the worst path. 

In addition, from Table 3 one might observe that when the budget is high, 
opposite to CVaR, robust approach stops optimizing remaining adversary paths. 

3.2 Example 2 

The second example we consider deals with the network in Fig. 1. The CVaR-
based approach was applied with .α = 0.5, which corresponds to optimizing the 
average security for two worst paths out of the total of four paths. Table 5 shows the 
probability of a successful adversary attack for different budget levels produced by 
robust paths and CVaR methods. These results are illustrated graphically in Fig. 6.
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Fig. 6 Results obtained using the robust optimization method and the CVaR-based approach for 
Example 2. (a) Worst path value. (b) CVaR value  

Fig. 7 The network used in Example 3 

3.3 Example 3 

In the next example, we consider a more sophisticated network presented in Fig. 7. 
The network has seven different adversary paths. For the CVaR-based approach, we 
optimize over 2 and 4 worst paths, which corresponds to .α ≈ 0.285 and .α ≈ 0.57, 
respectively. The results are shown in Table 6 and Fig. 8. In Table 6, the cases where 
the decision was different from robust approach are shown in bold, while the cases 
where the decision for CVaR-0.57 was different from CVaR-0.285 are shown in 
italic.
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Table 6 Results table for Example 3 

Budget 2000 2300 2600 2900 3200 3500 3800 4100 

Robust 0.048 0.042 0.030 0.027 0.019 0.019 0.014 0.014 

CVaR-0.285 0.048 0.039 0.030 0.026 0.019 0.017 0.014 0.014 

CVaR-0.57 0.045 0.034 0.027 0.022 0.018 0.015 0.013 0.011 

Fig. 8 Results obtained using the robust optimization method and the CVaR-based approach for 
Example 3. (a) Worst path value. (b) CVaR-0.285 value. (c) CVaR-0.57 value 

In addition, Table 7 shows the optimal solution produced by robust approach and 
CVaR for the budget of $3500. In this table, we show the probability of an adversary 
to succeed along every possible path. Recall the focus of the CVaR risk measure. It 
returns the average of the worst paths. So, minimizing CVaR results in decisions that 
optimize the resilience of some subset of worst paths. In the considered example, 
while the robust optimization and CVaR decisions result in worst paths of the 
same quality, the latter approach tends to have more balanced remaining paths. In
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Table 7 Comparison of the robust optimization and CVaR-based approaches for . B = $3500

.P1 .P2 .P3 .P4 .P5 .P6 . P7

Robust 0.019 0.019 0.019 0.015 0.006 0.006 0.005 

CVaR 0.019 0.013 0.013 0.013 0.013 0.011 0.011 

Fig. 9 A network representation of a nuclear facility from [6] 

particular, its second, third and fourth worst paths are more secure than those for the 
robust approach. 

3.4 Example 4 

The last considered example is borrowed from a previously published study [6], 
where the delay component analysis was presented. Here we model the assignment 
of detection components using the data presented in Appendix “Input Data for 
Example 4”. The corresponding network representation of the facility is shown in 
Fig. 9. There are 12 arcs and .3 × 5 × 2 × 2 = 60 paths. We consider .α = 0.2 and 
.α = 0.3, which corresponds to 12 and 18 most vulnerable paths out of 60 (Fig. 10). 

In this example due to small . α for CVaR and similar components for arcs, robust 
approach decisions are almost identical to CVaR-based decisions (Table 8). 

4 Conclusion and Future Work 

In this chapter, we described the foundation of the network-based risk-averse 
approach to solving nuclear security decision problems. The natural extensions 
could include the barrier placement decision, different security personal placements, 
and more. Also, one might want to model the dependencies of the probabilities on 
certain factors, for example, the communication probability could vary depending 
on the arc instead of being constant, detection probabilities might depend on other 
camera placements, etc. The proposed approach could be naturally extended to 
include all cases mentioned above.
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Fig. 10 Results obtained using the robust optimization method and the CVaR-based approach for 
Example 4. (a) Worst path value. (b) CVaR-0.2 value. (c) CVaR-0.3 value 

Table 8 Results table for Example 4 

Budget 2000 2400 2800 3200 3600 4000 4400 4800 5200 5600 

Robust 0.053 0.035 0.023 0.019 0.014 0.012 0.009 0.007 0.006 0.005 

CVaR-0.2 0.052 0.034 0.023 0.019 0.014 0.011 0.008 0.006 0.005 0.005 

CVaR-0.3 0.049 0.032 0.023 0.019 0.013 0.010 0.008 0.006 0.005 0.004 

Appendix 

Input Data for Example 1 

# communication prob 
0.95 
#budget 
1000.0 
#s and t 
0 4



294 E. Lykhovyd et al.

# Available Components 
# please no comments later, only empty lines 
# must have the next line
-----------------------------------------
Camera1 0.7 300 a1 
Camera2 0.8 500 a1 
Camera3 0.6 200 a1 

Camera1 0.7 300 a2 
Camera2 0.8 500 a2 

Camera2 0.8 500 a3 
Camera3 0.6 200 a3 

Camera1 0.7 300 a4 
CameraX 0.9 600 a4 

Camera3 0.5 200 a5 
CameraX 0.85 600 a5 

Graph Data 

n 5 5  
e 0 1 a1  
e 1 2 a2  
e 2 3 a3  
e 3 4 a4  
e 1 3 a5  

Input Data for Example 2 

The object data is the same as for Example 3. 

Graph Data 

n 4 5  
e 0 1 a1  
e 0 1 a2  
e 1 2 a3  
e 1 2 a4  
e 2 3 a5
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Input Data for Example 3 

# communication prob 
0.95 
#budget 
3800 
#s and t 
0 5  
# Available Components 
# please no comments later, only empty lines 
# must have the next line
-----------------------------------------
Camera1 0.7 300 a1 
Camera2 0.8 500 a1 
Camera3 0.6 200 a1 

Camera1 0.7 300 a2 
Camera2 0.8 500 a2 

Camera2 0.8 500 a3 
Camera3 0.6 200 a3 

Camera1 0.7 300 a4 
CameraX 0.9 600 a4 

Camera3 0.5 200 a5 
CameraX 0.85 600 a5 

Camera1 0.7 300 a6 
Camera2 0.8 500 a6 
Camera3 0.6 200 a6 

Camera1 0.7 300 a7 
Camera2 0.8 500 a7 
Camera3 0.6 200 a7 

Camera1 0.7 300 a8 
Camera2 0.8 500 a8 
Camera3 0.6 200 a8 

Camera1 0.7 300 a9 
Camera2 0.8 500 a9 
Camera3 0.6 200 a9
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Graph Data 

n 6 9  
e 0 1 a1  
e 0 2 a2  
e 1 3 a3  
e 2 1 a4  
e 2 3 a5  
e 2 4 a6  
e 3 4 a7  
e 3 5 a8  
e 4 5 a9  

Input Data for Example 4 

# communication prob 
0.95 
#budget 1200.0 as min 
3600 
#s and t 
0 4  
# Available Components 
# please no comments later, only empty lines 
# must have the next line
-----------------------------------------
Camera1 0.7 300 a1 
Camera2 0.8 500 a1 
Camera3 0.6 200 a1 

Camera1 0.7 300 a2 
Camera2 0.8 500 a2 
CameraX 0.9 600 a2 

Camera1 0.5 100 a3 
Camera2 0.8 500 a3 
Camera3 0.6 200 a3 

Camera1 0.7 300 a4 
CameraX 0.9 600 a4 

Camera3 0.5 200 a5 
Camera2 0.7 400 a3 
CameraX 0.85 600 a5
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Camera10.75 300 a6 
Camera2 0.8 500 a6 
Camera3 0.6 200 a6 

Camera1 0.7 300 a7 
Camera2 0.8 500 a7 
Camera3 0.65 200 a7 

Camera1 0.7 300 a8 
Camera2 0.85 500 a8 
Camera3 0.6 200 a8 

Camera1 0.75 300 a9 
Camera2 0.8 500 a9 
Camera3 0.65 200 a9 

Camera1 0.7 300 a10 
Camera2 0.8 500 a10 
Camera3 0.85 600 a10 

Camera2 0.8 500 a11 
Camera3 0.6 200 a11 

Camera1 0.7 300 a12 
Camera2 0.8 500 a12 
CameraX 0.9 600 a12 

Graph Data 

n 5 12  
e 0 1 a1  
e 0 1 a2  
e 0 1 a3  
e 1 2 a4  
e 1 2 a5  
e 1 2 a6  
e 1 2 a7  
e 1 2 a8  
e 2 3 a9  
e 2 3 a10  
e 3 4 a11  
e 3 4 a12
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Post-Disaster Damage Assessment Using 
Drones in a Remote Communication 
Setting 

Ecem Yucesoy, Elvin Coban, and Burcu Balcik 

1 Introduction 

Over the last twenty years, the number and impact of disasters have increased 
drastically with 7348 recorded disaster events, which affected more than 4 billion 
people and caused approximately 1.23 million deaths [11], which underline the 
increased importance of effective disaster management. Although preparedness 
efforts are known to bring the most benefits to minimizing the adverse effects 
of a disaster [46], well-planned and effectively organized emergency response 
operations, especially within the first hours, are critical for saving lives. In particular, 
rapid damage assessment operations are vital for humanitarian organizations to 
identify and serve disaster victims in need effectively [27]. 

The recent advances in technologies create opportunities to mitigate and prepare 
for disasters and respond faster. One technology that provides several advantages 
to pre-disaster and post-disaster operations is unmanned aerial vehicles (UAVs), 
which are also called drones. Since obtaining accurate data quickly during disaster 
management operations is crucial, the use of drones for these operations has become 
widespread recently. Drones provide many advantages during response operations, 
such as shortening the required time to discover victims since they can explore 
a vast area in a short time, providing information regarding the route to take for 
rescue teams, and identifying alive victims trapped under rubble by using noise 
sensing, binary sensing, vibration sensing, and heat-sensing features [13]. Usage 
areas of drones for disaster management include, but are not limited to, monitoring, 
information generation and sharing, situational awareness, evacuation, stand-alone 
communicating system, search and rescue operations, and damage assessment [17]. 
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Even though drones provide many advantages to disaster management operations, 
there exist challenges to deal with while using drones, such as the limited battery 
capacity and flight range, as well as legal and ethical considerations. 

Although drone technology is relatively new, drones have already been utilized 
after several recent disasters to support assessment activities. For example, drones 
were used for 3D mapping of the area during the California campfire in 2018 
[23], and in rescue services for the fire activities in the United Kingdom [34]. 
After hurricanes Harvey, Irma, and Florence in 2017, 2017, and 2018 respectively, 
drones were used for damage assessment and were found to be practical, safer, 
and less expensive compared to the traditional manned aerial inspection [39]. 
Drones assisted with flood mapping activities in Dar es Salaam in 2018, and spatial 
modeling of displaced landmines after the 2014 Bosnia-Herzegovina floods [22]. 
Moreover, drones were used for mapping purposes to identify the damage after the 
earthquakes in Nepal in 2015, Haiti in 2010, Ecuador in 2016 [22], and Petrinja in 
2020 [15]. 

Most use cases of drones for disaster management operations require drones to 
systematically hover over a certain area, creating the need to construct drone routes. 
Since speed is an important factor for damage assessment operations, optimal or 
near-optimal routes should be determined quickly, considering the characteristics 
and aim of the task. Problems where drones are utilized for disaster management 
operations have been widely studied recently in the operations research literature. 
So far, the existing studies have focused on the transportation and delivery, sur-
veying and monitoring, and communication and integration capabilities of drones. 
However, since this is a relatively new area, there exist numerous important features 
related to the usage of drones that needs to be further explored. For example, 
as highlighted by Rejeb et al. [42], investigating the data collection activities of 
drones is important for surveying and monitoring purposes. Moreover, from a 
technological perspective, examining the real-life limitations of drones (e.g., battery 
levels, recharging times, communication ranges) in different problem settings (such 
as path planning, scheduling, and task assignment) would contribute to the literature. 

In this study, we are motivated by using drones for damage assessment in an 
earthquake-affected area and investigate a setting where remote data transmission by 
drones is possible as they scan the region. The affected area is assumed to be divided 
into grids with different criticality levels. Moreover, there exists an operation center 
where the transmitted information is analyzed and the drones initially take off. Since 
drones have a limited battery capacity, we consider recharge stations (RSs) that are 
located on certain grids. Drones have to visit the RSs to recharge their batteries 
as required along their route. An exemplary network that shows drone routes is 
provided in Fig. 1. 

The online setting brings two advantages to disaster management operations 
compared to an offline setting where en-route information transmission is not 
possible and drones can transmit information only at the end of the assessment 
horizon after they return to the operation center [1]. Firstly, in the online setting, the 
information regarding the situation of the scanned grids can be sent to the operation 
center faster, decreasing the response time to these grids. Secondly, since the drone
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can recharge and transmit data without the need to return to the operation center, 
more grids can be assessed within a shorter period of time. 

We consider an online setting where drones can remotely transmit the footage 
that is obtained by scanning the areas. In this online setting, we assume that 
the data transmission will only occur at the grids that include an RS. After a 
disaster, the communication infrastructure in the affected area can be damaged 
in some parts of the network. For instance, after the Indian Ocean tsunami in 
2004, the telecommunication infrastructure was severely damaged, and there was an 
immediate reconstruction of infrastructure to improve data collection and decision-
making infrastructure as part of the response operations [38]. After the earthquake 
in Kobe, Japan, in 1995, the communication failures caused significant delays in the 
response operations under harsh weather conditions since the severity of damage 
was unknown [47]. Khaled and Mcheick [29] review the communication systems 
and their weaknesses under harsh environments, such as the New York City WTC 
attacks in 2001, the Indian Ocean earthquake in 2004, the Haiti earthquake in 2010, 
and the Nepal earthquake in 2015. The recovery of telecommunications from several 
disasters, such as the earthquakes in Christchurch in 2011, Maule in 2010, and the 
Indian Ocean in 2004, is analyzed and modeled in [50]. In our setting, we assume 
that a partially reconstructed infrastructure is available; that is, drones can transmit 
information in all or some of the RS grids in the network. This is a reasonable 
assumption since a temporary portable communication network can be established 
at the RS grids for this purpose, which is a common approach in post-disaster 
settings [47]. 

We aim to present a mathematical model that support constructing optimal 
or near-optimal routes for drones in order to assess a disaster-affected area sys-
tematically and gather information quickly by considering a setting with remote 
data transmission. The collected damage assessment information is critical for 
all upcoming time-sensitive disaster relief activities, such as search and rescue 
operations. Formulating and solving such a routing problem by considering several 
important factors (such as the different criticality levels of the affected areas, battery 
limitations of drones, and different routing characteristics of the communication 
settings) is quite challenging. To address this challenge, we propose a path-based 
formulation, which is adapted from Adsanver et al. [1], in which the authors show 
that the path-based formulation performs better than the arc-based formulation for a 
similar drone routing problem. In the path-based formulation, the routing decisions 
are made based on the selection of path segments (see Fig. 2) to reduce the number 
of decision variables and enhance the performance of the model. In our mixed 
integer linear programming (MILP) model, we maximize the total priority scores 
obtained from the visited grids within an assessment horizon to facilitate assessing 
urgent areas quickly while reducing the response time for the assessed grids. We 
present computational results to test the proposed MILP and conduct sensitivity 
analysis on randomly generated instances to explore the benefits of an online setting 
compared to a setting where data transmission is only possible at the end of the 
routes.
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The rest of this chapter is organized as follows. In Sect. 2, we review the  
related literature. In Sect. 3, we define the drone routing problem with remote 
communication (DRP-RCOM) and introduce our mathematical model. In Sect. 4, 
we present the test instances, propose the performance metrics, and discuss the 
results. Finally, we give concluding remarks in Sect. 5. 

2 Literature Review 

Our study is related to the stream of literature that focuses on drone route planning 
problems in the context of humanitarian assessment operations. In this section, the 
studies that focus on drone usage in humanitarian operations and the related vehicle 
routing problems (VRPs) are briefly reviewed. For a more detailed review of routing 
problems with drones, the reader is referred to Macrina et al. [36]. 

2.1 Drones in Humanitarian Operations 

The number of studies that focus on drone-aided humanitarian logistics has grown 
drastically over the past ten years. One of the most commonly studied areas of use 
for drones is post-disaster assessment operations. The primary aim of the assessment 
operations is to rapidly collect information for damage detection. We first review the 
relevant example studies that focus on modeling and solving drone routing problems 
to assist damage assessment operations and then provide examples that focus on 
using drones to assist humanitarian operations in different ways. 

Oruç and Kara [37] address using drones and motorcycles to assist post-disaster 
assessment operations. The authors consider the importance of road segments 
and population points and present .e-constraint and heuristic methods to solve the 
proposed bi-objective model. In [10], the authors aim to find optimal routes and 
trajectories of a fleet of gliders to survey a set of locations. Similarly, the flight 
dynamics of gliders are considered, and the solution methods are tested in a case 
study. Zhu et al. [49] solve a variant of the team orienteering problem that constructs 
the assignment plan for multiple drones in a rapid-assessment task with a hybrid 
particle swarm optimization algorithm with simulated annealing. While assigning 
tasks to drones, the authors consider the weights of potential targets, the endurance 
of the drones, and the sensor errors. Worden et al. [48] solve a task assignment 
problem with drones, where the aim is to maximize the information gain from the 
scanned damage-affected areas. The authors consider a setting in which drones 
are able to communicate with the control station at all times, and there exist 
limitations regarding data broadcast. Adsanver et al. [1] focus on the drone routing 
problem for the assessment of a disaster-affected area that is divided into grids, 
where the grids are clustered based on different attributes. The authors define an 
offline setting, where no en-route data transfer is considered, and they compare two
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different, arc-based and path-based, formulations in terms of run-time performance. 
Chowdhury et al. [9] define a Heterogeneous Fixed Fleet Drone Routing problem 
to minimize the post-disaster inspection cost, while the drone-specific features are 
taken into account. The problem is solved with adaptive large neighborhood search 
and modified backtracking adaptive threshold accepting algorithms and tested on a 
real-life case study. 

Assessing the infrastructure network conditions and accessibility with drones is 
also beneficial while planning the distribution of relief goods with ground vehicles. 
Macias et al. [35] present a stochastic vehicle routing problem, where the drones 
determine the damaged infrastructure and ground vehicles are simultaneously 
routed. The authors present results that highlight the benefit of using drones for 
assessment. Reyes-Rubiano et al. [43] propose an online routing algorithm for 
drones to detect disruptions on the road network after a disaster. The authors assume 
that the information obtained with drones are sent to the operation center with real-
time video, and based on the detected disruptions, the drones are re-routed with an 
exploration strategy. 

An important goal of the post-disaster damage assessment operations is to 
support the search and rescue operations by locating disaster victims. Bravo et al. [6] 
solve an area coverage problem to find the victims based on a Partially Observable 
Markov Decision Process. The algorithm considers the information collected so far 
with the drones to update the likelihood of finding victims in different areas and 
make routing decisions accordingly. Ejaz et al. [16] focus on an energy-efficient task 
scheduling scheme for data collection with drones, where drones are equipped with 
necessary sensors and can analyze the vital signs data collected from the victims. 
The areas are prioritized based on the health risk status of the victims, which is 
classified with a decision tree algorithm. In [26], the authors suggest incorporating 
the tornado weather data into search and rescue procedures and create drone routes 
accordingly to minimize the time span. Similarly, [31] focus on a search and rescue 
mission with drones, with the aim of minimum latency, where the disaster-affected 
area is assumed to be divided into grids. Different objectives are tested, and heuristic 
algorithms are analyzed as the solution methods. 

The distribution of small-sized relief goods, such as vaccines, blood, and water-
sanitizer tablets, is another area where drones are used in the aftermath of a disaster. 
Chowdhury et al. [8] propose a continuous approximation model to determine the 
optimal distribution center locations, where the relief goods can be distributed 
with drones or trucks. Similarly, Golabi et al. [24] study a stochastic combined 
mobile and immobile facility location problem to locate the relief distribution 
centers after an earthquake. The authors assume that drones will deliver relief 
items to the recipients that are at inaccessible edges. Fikar et al. [19] focus on 
developing a simulation and optimization-based decision support system to carry 
the coordination of transportation of relief items via drones or off-road vehicles. A 
MIP formulation, agent-based simulation, and heuristic algorithms are proposed to 
solve the scheduling and routing problem. Rabta et al. [40] focus on the last-mile 
delivery of multiple small packages with drones as well, where experiments are 
conducted under different prioritization schemes of nodes.
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Besides the previously mentioned use cases, drones are also deployed to support 
the damaged communication structure as temporary base stations, with the examples 
of Sharafeddine and Islambouli [45] and Akram et al. [2], which maximize the 
number of serviced users with minimum number of drones; Reina et al. [41], which 
focuses on maximizing the total user coverage; Cui et al. [12], where the coverage 
of indoor users and outdoor users are maximized while considering fairness; and 
Demiane et al. [14], in which the strategic waypoints are identified considering 
the heterogeneous importance levels of users, and the path among these points is 
optimized. 

Among the reviewed studies that focus on damage assessment and relief 
distribution problems, Chowdhury et al. [8], Rabta et al. [40], Adsanver et al. [1] 
and Chowdhury et al. [9] consider recharging stations for drones in the network, 
whereas the others assume that the endurance of the drone is enough for conducting 
the operation and returning to the depot. Moreover, the en-route data transmission 
features are mentioned in Macias et al. [35], Bravo et al. [6], Reyes-Rubiano et 
al. [43], Ejaz et al. [16] and Worden et al. [48]; however, these features are not 
incorporated in the suggested formulations except for in Worden et al. [48], in which 
the authors focuses on a task assignment problem without the intermediary recharge 
possibilities. To the best of our knowledge, there exists no study that focuses on the 
routing problem of drones while considering the intermediary recharging stations 
and integrating the en-route remote data transmission in the proposed formulation 
simultaneously. 

2.2 Related Routing Problems 

The routing problem of drones holds similarities with the recharging electric vehicle 
routing problem (E-VRP) [44] or green vehicle routing problem (G-VRP) [18] 
in terms of battery endurance and charging limitations. Thus, the battery level-
related constraints in the formulation suggested in this chapter are adapted from 
the E-VRP literature, specifically, from the notations proposed in Schneider et al. 
[44] and Froger et al. [21]. E-VRP is a widely studied area, where an extensive 
literature review can be found in Küçükoğlu et al. [30]. We provide examples from 
the literature which are closely related to our problem that considers previously 
located intermediary recharging stations. 

Schneider et al. [44] introduce an E-VRP problem where they consider time 
windows and recharge stations. The vehicles are assumed to leave the recharge 
stations fully charged. The authors present a hybrid heuristic that combines a 
variable neighborhood search algorithm with a tabu search heuristic to solve the 
introduced problem. Keskin et al. [28] also focus on the electric vehicle routing 
problem with time windows while considering the time-dependent queueing times 
at the stations. An exact formulation is presented to solve small instances, where a 
combination of adaptive large neighborhood search and of the solution of a mixed 
integer linear program is developed for larger instances. Froger et al. [21] focus
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on the nonlinear charging rate of vehicles, where the vehicles can be partially 
charged upon their visit to charging stations. An arc-based formulation is developed 
as an alternative to the classic node-based model, where the recharge stations are 
replicated as nodes, and a path-based formulation to avoid this replication that 
outperforms others. Bruglieri et al. [7] consider a setting where electric vehicles can 
partially recharge their batteries at the recharge stations and propose a three-phase 
metaheuristic that combines the exact method, variable search, and local branching. 
Andelmin and Bartolini [4] propose an exact algorithm to solve a path-based G-
VRP modeled as a set partitioning problem. The authors apply dominating rules 
with valid inequalities to reduce the number of paths for an improved run-time. 

As pointed out in Küçükoğlu et al. [30], it is a basic assumption of E-VRP that 
each route starts and ends at the depot node, which is also the general assumption 
in the reviewed E-VRP literature. In the setting considered in this study, the UAVs 
do not need to return to the operation center to transmit the gathered information, 
thus, our problem is also related to the open vehicle routing problems (O-VRP). 
There is a vast amount of literature on O-VRP, which is reviewed in Li et al. 
[33]. Brandão [5] proposes a tabu search algorithm developed for this problem and 
compares the performances with previously published heuristics, where Fleszar et 
al. [20] solve the problem with variable neighborhood search heuristic. Letchford 
et al. [32] develop a branch-and-cut algorithm considering the capacity limitations. 
The authors highlight the differences between the classical vehicle routing problem 
and the O-VRP modification and compare the results of these two notations. 
Allahviranloo et al. [3] focus on a selective version of the problem since it is more 
suitable in cases with uncertainty and limited resources. Three new formulations 
are proposed to undertake the uncertain demand levels. The DRP-RCOM, with 
recharging station features and the information transmission considerations, also 
contributes to the vehicle routing literature with new objectives motivated by a 
humanitarian context, such as expanding the coverage of assessment and decreasing 
the response time. 

In summary, the use of drones in humanitarian operations is a growing literature; 
however, there is a gap in terms of incorporating the information transmission 
and battery recharge without the need to return to the operation center in the 
presented formulations. Our study contributes to the literature by introducing 
a novel mathematical formulation to the post-disaster assessment drone routing 
problem that considers the intermediary recharge stations and en-route information 
transmission in a partially available communication infrastructure network. 

3 Problem Definition 

In this study, we focus on assessing the damages in a disaster-affected area, which 
is represented by grids. Without loss of generality, we consider a post-earthquake 
setting since earthquakes cause significant damage to the built-in infrastructure, and 
the speed of assessment operations is critical to rescuing people that are stuck in
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buildings. Each grid is given a priority score that represents the criticality level, 
whereas higher priority scores are given to more critical grids. The priority score 
of the grids may be assigned by disaster management authorities by considering 
different factors, such as the likelihood of damage, the importance of the buildings 
in the grid (e.g., schools, hospitals), and the density of the population. 

We aim to determine the routes of multiple identical drones completed within 
an assessment horizon so that the total priority scores obtained from the visited 
grids are maximized while reducing the response time for the assessed grids. We 
assume that the length of the assessment horizon, which specifies the maximum 
route duration for a drone, is decided a priori by the authorities based on the specific 
context. Moreover, we assume that in order to obtain information from a grid, the 
drone should spend a certain scanning time on that grid. The travel time between 
two grids is the time required to travel from the center of one grid to another. 

We consider a homogeneous drone fleet with battery limitations and required 
hardware to record and transmit data. Drones are assumed to have sufficient storage 
capacity for recording and transmitting the footage obtained by grids during the 
assessment horizon. The battery limitation is an important aspect of the problem as 
the drones may not have enough battery to travel, scan, and transmit data within the 
assessment horizon. Thus, we consider RSs located in the center of certain grids in 
the grid network. One or more RS may be included in the routes of drones more 
than once, and the battery is assumed to be fully charged upon a visit to an RS. The 
charging time at RSs is determined by a linear battery charging rate. We assume that 
multiple drones can be charged at a single RS simultaneously. 

We assume that there is a single operation center in this problem where the drones 
initially take off fully charged, and the information obtained from grids is processed 
and analyzed. Moreover, we assume an online setting, where the communication 
structure exists in the RS grids, and drones can transmit footage of the assessed 
grids to the operation center without the need to return to the center. During a route, 
a grid’s footage is sent to the operation center at the next RS visit. This remote 
communication setting enables the decision-makers at the operation center to reach 
the necessary information regarding the situation of the area faster. We also take the 
data transmission features into account as follows. The necessary time to transmit 
the data is directly proportional to the amount of data to be transmitted, and the 
transmission rate is inversely proportional to the square of the distance between the 
operation center and the transmitting RS, due to the simplified path loss function 
[25], which results in required transmission time to increase proportionally to the 
squared distances. 

Although all drones take off from the operation center at the beginning, there 
is no need for them to return to the operation center at the end of the assessment 
horizon since en-route footage transmission and recharge is possible. However, in 
order to send the information of all scanned grids to the operation center, all routes 
must end at an RS. 

The aim is to visit as many grids as possible and transmit the collected 
information quickly, considering the criticality of the grids within the limited 
assessment horizon. Due to the remote communication structure that we consider
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Fig. 1 An exemplary solution of DRP-RCOM on a disaster-affected area divided into 16 grids 

in this approach, we define this problem as the drone routing problem with remote 
communication (DRP-RCOM). 

An exemplary network and the routes for DRP-RCOM are presented in Fig. 1. In  
this network, there are 16 grids, three RSs located at the center of grids #3, #5, and 
#12, and two drones. Initially, both drones start their route from the operation center. 
Drone#1 follows the route of grids #13, #9, #5, #5(RS), #2, #3, #3(RS). Note that 
the footage of grids #13, #9, and #5 are transmitted at #5(RS), whereas the footage 
of grids #2 and #3 are transmitted at #3(RS) at the end of the route. Similarly, Drone 
#2 follows the route of grids #14, #10, #15, #12, and #12(RS), where the footage of 
all grids is transmitted to the operation center at #12(RS) at the end of the route. We 
observe that both routes allowed the drones to scan the grids with higher priority 
scores. 

We next present our mathematical model formulation for the DRP-RCOM. 

3.1 Mathematical Model 

We develop a path-based formulation for DRP-RCOM since it is shown to perform 
better than the arc-based formulation for the drone assessment routing problem [1]. 
In this approach, all possible paths are enumerated before the model is executed. 
All drones take off from the operation center, denoted as grid 0 in the formulation, 
at the beginning of the assessment horizon, and they follow routes consisting of one 
or more consecutive paths over the assessment horizon, as shown in Fig. 1. A path
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Fig. 2 Possible path structures 

consists of a departure grid and an arrival grid, with zero or at least one RS grid in 
between, as illustrated in Fig. 2. Departure grids consist of the grids to be scanned 
and the origin grid, which is the operation center, whereas the arrival grids involve 
the grids to be scanned and the dummy sink node. All drone routes are ensured to 
end at an RS node so that all the information obtained from the scanned grids can 
be transmitted. The dummy sink node is used to ensure that all routes end at an RS 
grid. For this, we generate paths that start from a departure grid, visit the nearest 
RS grid, and end at the dummy sink node, and enforce each drone to take such a 
path at the end of their routes. We note that the travel times from the dummy sink 
node to all grids are considered to be equal to zero. All possible path structures are 
illustrated in Fig. 2. 

We next present our formulation for the setting in which en-route transmission of 
data is performed in all visited RS grids. Afterward, we also explain how we adapt 
the proposed formulation to the setting where data transmission can only occur at 
the end of the route. 

Notation 

Sets and Parameters 

.I set of grids to be scanned 

.VR set of RS grids 

.S dummy sink node 

.V set of nodes; .V = I ∪ {0} ∪VR ∪ {S} 

.V0 set of departure grids, . V0 = I ∪ {0}

.V1 set of arrival grids, . V1 = I ∪ {S}

.P set of paths that originate from grids in . V0, and ends at grids in . V1

.Pij set of paths that connects grid i to grid j , .i ∈ V0, .j ∈ V1
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.Lp ordered set of RSs in path . p ∈ P

.o(p) starting grid of path . p ∈ P

.d(p) ending grid of path . p ∈ P

.sj scanning time of grid (in minutes) . j ∈ I

.tp travel time of path (in minutes) . p ∈ P

.t 'ij travel time from grid i to grid . j , .i ∈ V0, . j ∈ V1

.πp(l) RS at position . l ∈ Lp

.αd(p) closest RS to the ending grid of path . p ∈ P

.cp(l) distance between the RS on path .p ∈ P at .πp(l) and the operation center 

.ρj priority score of grid . j ∈ I
B maximum battery capacity (in minutes) 
r time taken to recharge one unit (in minutes) 
.Tmax the route duration limit (assessment horizon) (in minutes) 
D number of drones 
e time taken to send one unit of information at RS (in minutes) 
.w1 weight assigned to the first term of objective function, related to the total 

priority-weighted grid visits 
.w2 weight assigned to the second term of objective function, related to the total 

untransmitted information amount before paths start 
M a very large number 
.e a very small number 

Decision Variables 

.xp 1 if a drone travels on path .p ∈ P, and 0 otherwise. 

.zj 1 if grid .j ∈ I is visited by a drone, and 0 otherwise. 

.ap time before the drone starts traveling on path . p ∈ P.

.yp remaining battery level before the drone starts traveling on path . p ∈ P.

.np untransmitted amount of stored footage obtained from grids before the drone 
starts traveling on path . p ∈ P.

.qpl remaining battery level after the drone travels on path .p ∈ P and before visits 
. πp(l).

Objective Function 

The objective function of DRP-RCOM consists of three terms. The first term, 
denoted as .Ops , maximizes the total priority scores obtained from the visited grids, 
as in (1). 

.Ops =
E

j∈I

ρj zj (1) 

The second term of the objective function minimizes the total amount of stored 
but untransmitted footage before the paths start, which is denoted as .Otr and 
calculated as shown in (2).
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.Otr =
E

p∈P
np (2) 

The third term minimizes the flowtime, as shown in (3). However, this term only 
aims to eliminate alternative optima and is thus multiplied with a small coefficient 
in the objective function of DRP-RCOM. 

.Of low =
E

p∈P
ap (3) 

The first and second terms are multiplied with importance weights in order to 
observe the trade-off in between. To eliminate the magnitude differences between 
the values of these two terms, they are scaled with respect to the maximum and 
the minimum possible values that can be obtained so that both terms take a value 
between 0 and 1. In order to scale the first two terms of the objective function, we 
calculate the minimum and maximum values of .Ops and . Otr , which are denoted as 
.O

ps
min, .O

ps
max , .Otr

min, .O
tr
max , respectively. 

The minimum values for the first and second objectives, .Ops
min and .Otr

min, 
respectively, can be obtained without any calculations. That is, due to the constraints 
that ensure each path can be taken at most once (see (6)) and flow balance constraints 
(see (7)) in our formulation, one drone will take the path that travels from the 
depot to the nearest RS and then the dummy sink node, where other drones will 
visit a single grid to be scanned each, and then follow the path that travels to the 
nearest RS before the dummy sink node. In this case, .D − 1 grids will be visited. 
Thus, .Ops

min and .Otr
min will be equal to .D − 1. However, calculating the maximum 

values for these objectives (i.e., .Ops
max and .Otr

max) is not as straightforward since 
there are many factors that need to be considered, such as the total route lengths, 
recharge limitations, and time requirements. To obtain upper bounds, the proposed 
formulation is solved with only the first and third terms of the objective function, as 
in (4). 

.max Ops − eOf low (4) 

This way, the total priority scores obtained from the visited grids and the amount 
of untransmitted stored footage will also be at their largest values since there is a 
time trade-off between visiting more grids and transmitting footage more frequently. 
The .Ops

max and .Otr
max values are then a posteriori calculated from the obtained 

solution. 
The resulting combined objective function of DRP-RCOM is shown in (5). 

.max w1

(
Ops − O

ps
min

O
ps
max − O

ps

min

)
− w2

(
Otr − Otr

min

Otr
max − Otr

min

)
− eOf low (5)
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Constraints 

In this section, we introduce and explain the constraints of DRP-RCOM. 

.s.t.
E

i∈V0
i /=j

E

p∈Pij

xp ≤ 1 ∀j ∈ I, . (6)

E

i∈V1 
i /=j

E

p∈Pij 

xp −
E

i∈V0 
i /=j

E

p∈Pji  

xp = 0 ∀i ∈ V1. (7)

E

j∈V1

E

p∈P0j 

xp = D. (8)

E

j∈V0

E

p∈PjS  

xp = D. (9)

E

i∈V0 
i /=j

E

p∈Pij 

xp = zj ∀j ∈ I. (10)

E

k∈V1 
k /=j

E

p∈Pjk  

yp =
E

i∈V0 
i /=j

E

p∈Pij 

(yp − (tp + sj )xp 

+
E

l∈Lp 
|Lp |/=0 

(Bxp − qpl)) ∀j ∈ I. (11) 

yp − t
'
o(p),πp(0) 

xp = qp0 ∀p ∈ P : |Lp| /= 0. (12) 

Bxp − t
'
πp(l−1),πp(l) xp = qpl ∀p ∈ P : |Lp| /= 0, l  ∈ Lp\{0}. (13) 

yp = Bxp ∀i ∈ V1, p  ∈ P0i . (14) 

yp ≤ Bxp ∀p ∈ P. (15) 

qpl ≤ Bxp ∀p ∈ P, l  ∈ Lp. (16) 

yp − (tp + sd(p))xp +
E

l∈Lp 

(Bxp − qpl) − t
'
d(p),αd(p) 

xp ≥ 0 ∀p ∈ P. 

(17)
E

j∈V1

E

p∈P0j 

np = 0. (18) 

np ≤ Mxp ∀p ∈ P. (19)
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E

k∈V1, 
k /=j

E

p∈Pjk  

np =
E

i∈V0, 
i /=j

E

p∈Pij 

(np + sd(p)xp −
E

l∈Lp, 
|Lp |/=0 

np) ∀j ∈ I. 

(20)
E

j∈V1

E

p∈P0j 

ap = 0. (21)

E

k∈V1, 
k /=j

E

p∈Pjk  

ap =
E

i∈V0, 
i /=j

E

p∈Pij 

(ap + (tp + sj )xp 

+
E

l∈Lp, 
|Lp |/=0 

(r(Bxp − qpl) + npc2 l e)) ∀j ∈ I. (22) 

ap ≤ Tmax − (tp − sd(p))xp −
E

l∈Lp, 
|Lp |/=0 

(r(Bxp − qpl) + c2 l enp) ∀p ∈ P. 

(23) 

ap ≤ Mxp ∀p ∈ P. (24) 

xp ∈ {0, 1} ∀p ∈ P. (25) 

ap ≥ 0, yp ≥ 0, np ≥ 0 ∀p ∈ P. (26) 

qpl ≥ 0 ∀p ∈ P, l  ∈ Lp. (27) 

zj ∈ {0, 1} ∀j ∈ I (28) 

Constraints (6) ensure that each path can be taken at most once. Constraints 
(7) are flow balance constraints for grids. Constraints (8) and (9) indicate that the 
number of taken paths that depart from the origin grid, and the paths whose arrival 
grid is the dummy sink node are equal to the number of available drones. Constraints 
(10) associate the visited paths with the visited grids. Constraints (11) track the 
drone’s battery level at each grid. Constraints (12) determine the remaining battery 
level when the drone arrives at the first RS .(πp(0)) on each path that consists of at 
least one RS, where constraints (13) track the battery level when the drone departs 
from an RS and arrives at the next RS for each path that contains more than one RS. 
Constraints (14) indicate the charge level at the origin grid at the beginning of the 
assessment horizon. Constraints (15) and (16) associate the battery level variables. 
Constraints (17) guarantee the path feasibility between a grid and the nearest RS, 
that is, the drone may arrive at the nearest RS without running out of battery. 
Constraints (18) and (19) ensure that the untransmitted stored footage amount is 
zero at the beginning of the assessment horizon and for the paths that the drones do 
not travel on. Constraints (20) define the untransmitted stored footage amount at the 
beginning of each path, where if an RS is visited, the stored amount is considered 
to be transmitted, and the newly scanned footage is added to the stored amount.
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Constraints (21) define the starting time of the assessment operations. Constraints 
(22) determine the departure time from each grid, where the departure time from a 
grid is equal to the sum of the departure time from the previous grid, traveling time 
in between the grids, the scanning time of the current grid, total recharging time 
on the path, and the time required to transmit the stored footage from the visited 
RS grids. Since the data transmission occurs at the RSs, we assume that the battery 
limitations of the drones can be omitted since drones can recharge and transmit data 
simultaneously; however, the transmission increases the time spent at a path when 
it occurs. Constraints (23) ensures that the total route duration does not exceed the 
maximum route duration (.Tmax). Constraints (24) guarantee that the time before the 
drones start traveling on a path is 0 if the drones do not travel on that path. Lastly, 
constraints (25)–(28) define the decision variables. 

We also formulate a setting where no en-route transmissions are considered, and 
all stored data is transmitted at the last RS visited at the end of the route. We modify 
several constraints in the proposed formulation. Specifically, while determining the 
untransmitted stored footage amount in (20), we assume that the stored information 
is not transmitted in the intermediary RSs in this setting; thus, this constraint is 
modified as in (29). 

.

E

k∈V1,
k /=j

E

p∈Pjk

np =
E

i∈V0,
i /=j

E

p∈Pij

(np + sd(p)xp) ∀j ∈ I (29) 

Moreover, the time required to transmit the data in the intermediary RSs is not 
considered anymore, and constraints (22) are modified to (30). 

. 
E

k∈V1,
k /=j

E

p∈Pjk

ap =
E

i∈V0,
i /=j

E

p∈Pij

(ap + (tp + sj )xp +
E

l∈Lp,

|Lp |/=0

r(Bxp − qpl) ∀j ∈ I

(30) 
Finally, the time required for the data transmission is taken into account for the 

paths that arrive at the dummy sink node. For this adjustment, constraints (23) is 
adapted as (31). 

.

ap ≤ Tmax − (tp − sd(p))xp −
E

l∈Lp,

|Lp |/=0

(r(Bxp − qpl) + c2l enp)

∀p ∈ Pij , i ∈ V0, j = S
(31) 

4 Numerical Analysis 

In this section, we introduce our proposed performance metrics, illustrate the test 
instances, and discuss our findings on the results. We analyze the tradeoff between
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the total priority scores obtained from the visited grids and the untransmitted 
data amount before the paths start. We also highlight the advantage of en-route 
transmission with the proposed performance metrics. 

4.1 Performance Metrics 

We propose four performance metrics to assess the effectiveness of the drone routes 
as follows. 

• Percentage of unvisited grids (m1) represents the unvisited number of grids 
divided by the total number of grids in the given maximum route duration. 

• Priority-weighted percentage of unvisited grids (m2), which considers the 
priority of assessed grids, allows us to observe the importance of the unvisited 
grids in the network. The lower this metric is, especially compared to the 
percentage of unvisited grids, the better, since it means that the unvisited grids 
have low priorities. 

• Total response time (m3) indicates the sum of the time passed between the 
beginning of the routes and the time that the footage of the grid is transmitted. 
We assume that for the setting where en-route transmission occurs, all footage 
obtained and stored between two RS grids is sent at once upon any RS visit, 
whereas for the setting without en-route transmission, the response time of all 
grids is equal to each other, the total route duration. Lower values for this metric 
may occur under two circumstances; either the footage is transmitted frequently, 
resulting in a considerably low response time, especially for the grids assessed at 
the beginning of the interval, or fewer grids are visited. 

• Total priority-weighted response time (m4) is calculated as the summation of 
the priority score divided by the response time of each grid. High values indicate 
that the footage of more critical grids is transmitted faster. 

In addition to these performance metrics, we also report the optimality gap and 
the runtime information while presenting results. 

4.2 Test Instances 

We tested our model on small-sized randomly generated instances. The model is 
coded with Java and Concert Technology and solved on a computer with Intel Core 
i9-10980XE CPU 3.0GHz and 128 GB of RAM. In all instances, the time required 
to charge the drones for one unit (r) is assumed to be one minute, and a fully charged 
drone can operate for 60 minutes (B). Travel times between grids (. tij ) are calculated 
based on the Euclidean distance between the coordinates of the grid centers, and the 
speed of the drones is assumed to be constant. We assume that the scanning times 
(. sj ) for each grid are equal to 1 minute. The time required to transmit one unit of
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Fig. 3 Illustration of the test instance network 

data (e) is assumed to be 0.1 minutes. There exist two RS grids in the network, 
and on both RSs, the communication infrastructure is assumed to be established. 
We test the model on varying maximum route duration (.Tmax) of 60, 90, and 120 
minutes. The results were also compared for one, two, and three identical drones 
(D) scanning the disaster-affected area. 

The experiments were conducted on networks with 4, 9, 16, and 25 square grids 
with a side length of one kilometer and with varying priority scores between 1 and 
5, where the most critical grid is represented with a priority score of 5. Presenting 
insights from the computational results is not possible when the network has few 
grids, such as four or nine grids, whereas a network with 25 grids is too large for 
the model to obtain results that are optimal or close to optimal. Thus, the analysis is 
performed on networks with 16 grids. We set a one-hour computational time limit 
for all instances. 

Figure 3 illustrates the test instance network with 16 grids. Note that the RSs 
are assumed to be located in the center of the grids; however, in the figure, they are 
illustrated slightly distant from the grid center so that the visits to the grid centers 
and RSs can be differentiated. 

4.3 Results 

In this section, we first introduce a base instance where .Tmax is equal to 90 minutes, 
D is equal to 2, and the weights in the objective function . w1 and . w2 are equal
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to 0.9 and 0.1, respectively. Then, we perform sensitivity analysis on . w1 and . w2
to observe the tradeoff between the total priority scores obtained from the visited 
grids and the untransmitted amount of information before each path starts. If higher 
importance is assigned to the total priority scores obtained from the visited grids, 
fewer visits to RSs occur since the travel time can be spent scanning more grids 
instead. Whereas if higher importance is assigned to the untransmitted amount of 
information before each path starts, more frequent visits to RS grids are expected to 
transmit the information, decreasing the amount of untransmitted information. 

Moreover, we compare the numerical results with the case where the data 
transmission is only allowed at the RSs at the end of the routes. The aim of this 
comparison is to analyze the effect of en-route transmission on the number of visited 
grids and the response time. In the aftermath of a disaster, the communication infras-
tructure can be damaged, preventing the stored information from being transmitted 
from further points. In our approach, we propose a setting where the communication 
infrastructure is partially reconstructed or a temporary communication network is 
established only at the RS grids. The analysis in this section also highlights the 
importance of the re-established communication infrastructure, even if only for the 
RS grids. 

Finally, we experiment under different D and .Tmax values in order to observe 
the effect of the number of drones operating over the disaster-affected area and the 
maximum route duration. Table 1 presents the parameter values and the results of 
our instances, including the value of four performance metrics m1, m2, m3, and m4 
introduced in Sect. 4.1, optimality gap, and runtime values. 

First, we analyze the trade-off between the first two terms of the objective 
function that are the total priority scores obtained from the visited grids and the 
total amount of untransmitted footage before each path starts by varying . w1 and . w2
values in 0th, 1st, and 2nd instances in Table 1. The resulting routes for both drones 
are presented in Table 2.We observe that increasing the weight on the second term of 
the objective function related to the untransmitted footage amount results in a higher 

Table 1 Randomly generated small instance parameters and resulting performance metrics 

En-Route .Tmax m1 m2 Gap Runtime 

Instance Transm. w1 w2 D (min) (%) (%) m3 m4 (%) (s) 

0 (Base) YES 0.9 0.1 2 90 0.0 0.0 3945.3 0.51 4.5 3604.8 

1 YES 0.5 0.5 2 90 25.00 12.0 1594.5 0.51 17.2 3608.5 

2 YES 0.1 0.9 2 90 93.8 90.0 68.6 0.07 0.0 1.2 

3 NO 0.9 0.1 2 90 43.8 32.0 796.5 0.38 0.0 193.1 

4 NO 0.5 0.5 2 90 56.3 38.0 616.1 0.35 0.0 37.8 

5 NO 0.1 0.9 2 90 93.8 90.0 68.6 0.07 0.0 1.3 

6 YES 0.9 0.1 2 60 0.0 0.0 5199.4 0.24 6.3 3601.5 

7 YES 0.9 0.1 2 120 0.0 0.0 2888.8 0.54 3.1 3604.6 

8 YES 0.9 0.1 1 90 37.5 24.0 3243.0 0.30 0.0 1627.1 

9 YES 0.9 0.1 3 90 0.0 0.0 2317.2 0.7 1.8 3605.6
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Table 2 Routes of drones computed for instances 0, 1, and 2 to analyze different weight settings 

Instance Drone #1 Route Drone #2 Route 

0 (Depot)0 - 1 - (RS)1 - 5 - (RS)1 - 3 - 4
- 8 - 12 - 16 - 15 - (RS)11 - Sink  

(Depot)0 - 2 - 6 - (RS)1 - 9 - 13 - 14 -
10 - 11 - 7 - (RS)11 - Sink 

1 (Depot)0 - 1 - (RS)1 - 9 - 5 - (RS)1 - 13
- 14 - 15 - (RS)11 - Sink 

(Depot)0 - 2 - 7 - 6 - (RS)1 - 3 - 4 - 8 -
(RS)11 - Sink 

2 (Depot)0 - 6 - (RS)11 - Sink (Depot)0 - (RS)1 - Sink 

percentage and priority-weighted percentage of unvisited grids that are represented 
by metrics m1 and m2, respectively. The reason for this increase is that decreasing 
the total untransmitted footage amount before each path starts can be achieved by 
reducing the obtained footage amount, thus, visiting fewer grids. For example, the 
results of the 2nd instance indicate that minimizing the total untransmitted footage 
amount before the paths start results in the minimum possible number of grids to 
be visited, as explained in detail in Sect. 3.1. According to the routes presented in 
Table 2, since there are two drones in the network, one of them travels through the 
nearest RS to the operation center and then the dummy sink node, where the other 
visits one critical grid and then transmits the footage on the nearest RS to that grid. 
In order to prevent fewer grids from being visited while decreasing the response 
time, a certain threshold for the minimum number of grids to be scanned can be 
imposed in the model. 

As expected, metric m3 in Table 1 shows that the total response time decreases as 
higher importance is assigned to the second term of the objective function; however, 
this is due to the fact that fewer grids are visited. The total priority-weighted 
response time metric m4, in which the response time is at the denominator, stays the 
same in the 1st instance and then decreases in the 2nd instance. The m4 values for 
0th and 1st instances show that although fewer grids are visited in the 1st instance, 
the critical grids are included in the routes, and their footage was transmitted earlier 
compared to the 0th instance. In addition, as shown in Table 2, the routes of drones 
in the 1st instance include fewer but critical grids in between RS visits and more 
frequent stops at RSs. Note that as we give equal weights to the first two parts of 
the objective, the model becomes more difficult to solve, and the optimality gap 
increases. 

Next, we compare the results of two settings, where the obtained footage can be 
transmitted each time the drones visit an RS grid and where the transmission can be 
made only at the last visited RS. The results for these two settings are presented 
in Table 1 with instances 0, 1, 2, 3, 4, and 5. We observe that when en-route 
transmissions are allowed, the percentage and the priority-weighted percentage of 
unvisited grids (metrics m1 and m2) decreases for instances 0 and 1 compared to 
instances 3 and 4. The 2nd and 5th instances yield the same results since the weight 
setting causes the minimum possible amount of grids to be visited. The resulting 
routes from instances 0 and 3 are illustrated in Fig. 4 for the test instance. 

Figure 4 shows that in the case where en-route transmission is allowed all grids 
can be visited within .Tmax . Moreover, the drones visit RS grids multiple times
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Fig. 4 The routes of drones where en-route transmission is allowed (Instance 0) vs. not allowed 
(Instance 3) 

during their routes to transmit footage and recharge. We observe that the last visited 
RS grid is further away from the operation center; thus, the drones have ray-
shaped routes. The reason for this structure is the intermediary transmissions in 
the closer RS grids and less amount of footage to be transmitted from RSs that are 
further away. This structure also allows more grids to be visited since the travel 
time required to return to the RS grid that is closer to the operation center can 
be spent scanning more grids. All grids are visited by drones when the en-route 
transmission is possible, whereas 43.75% of the grids cannot be visited when the 
en-route transmission is not possible, as depicted in Fig. 4. Without the en-route 
transmission, the routes are constructed in a way to cover the critical grids that are 
closer to the operation center, as observed from the values of metrics .m2,m3, and 
m4 in Table  1 and Fig. 4. This is due to the fact that the time required to transmit 
data depends on the distance from the operation center, and although returning to 
the depot is not necessary for DRP-RCOM, we observe that the routes end by an 
RS grid that is close to the operation center and form a petal shape to minimize the 
required amount of time for transmission. That is, we observe a trade-off between 
the travel time to the closest RS grid and the time required to transmit data from RS 
grids that are further from the operation center. 

Similar results were obtained for the 1st and 4th instances, where en-route 
transmissions allow more grids to be visited than the case with no en-route 
transmissions. However, in order to decrease the total amount of untransmitted 
information in this weight setting, fewer grids are visited in both communication 
settings compared to instances 0 and 3. We also observe from Table 1 that the 
runtimes for this setting are considerably low, and all instances could be solved at 
optimality since the RS grids are solely visited for recharge purposes, and the time 
required to transmit data is not taken into account for the routing decisions except 
the last transmitting RS in the case without the en-route transmission.
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Next, we experiment on different .Tmax values for the given network with the 
0th, 6th, and 7th instances. We observe from Table 1 that for each given value to 
.Tmax (i.e., 60, 90, 120), all grids in the network can be visited. However, there exists 
a decrease for the total response time metric m3 and an increase for the priority-
weighted total response time metric m4 as  .Tmax value increases. Since all grids are 
visited for all three instances, the increase in metric m4 indicates that the footage 
of scanned grids is transmitted to the operation center earlier as the maximum route 
duration increases. Thus, we can infer that the routes of the drones are constructed 
in a way that more intermediary RS grids are included when the route duration is 
longer. Note that the further the RS is from the operation center, the longer time 
(proportional to the squared distance) is needed to transmit the data, as shown in 
constraints (22) and (23). We observe that increasing the total route duration has a 
positive effect on decreasing the response time. 

Finally, the effects of the number of drones can be assessed from the solutions of 
instances 8 and 9. From Table 1, we observe that with a single drone, 37.5% of the 
grids cannot be visited; however, the critical grids are included in the route of the 
drone, as the priority-weighted percentage of unvisited grids, metric m2, is less than 
the percentage of unvisited grids (metric m1). Although metric m3 has decreased 
for the 8th instance compared with 0th, this is due to fewer grids visited. Another 
indicator of the decreased number of visited grids for the 8th instance is the total 
priority-weighted response time (metric m4). 

With two and three drones, all grids can be scanned within the assessment 
horizon. Metrics m3 and m4 presented in Table 1 indicate that using more drones is 
beneficial in terms of the response time to grids, as with three drones, more frequent 
visits to RSs are possible. 

With the obtained results, we observe that decreasing the untransmitted footage 
amount at the beginning of each path results in visiting fewer grids. Moreover, the 
results show the positive impact of partially available communication infrastructure 
and en-route remote data transmission on the number of visited grids, and the 
response time. We finally discuss the benefit of increasing the number of drones 
and maximum route duration with the proposed performance metrics. 

5 Conclusion 

This study aims to support the response operations by determining routes for drones 
in order to systematically assess the damage levels in the disaster-affected area. 
We consider an online setting where the obtained information is transmitted to the 
operation center without the need to return. This approach brings the advantages 
of decreasing the response times for the assessed grids, and obtaining information 
from more grids in the case where the time for assessment operations is limited. 
Moreover, we consider intermediary recharge stations in the routes of drones, so 
that the limited battery endurance is handled. We divide the affected area into grids 
and prioritize the critical grids using priority scores. We consider multiple drones 
assessing the area.
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We develop a mathematical model that incorporates a number of essential factors 
that must be accounted for using drones in a post-disaster assessment environment. 
The proposed model aims to maximize the total priority scores obtained from the 
visited grids and transmit the information earlier in the route. We also minimize the 
flowtime with a small penalty to eliminate alternative optima. To measure and be 
able to compare the performance of the model under different settings, we propose 
four performance metrics that are mainly based on the number of visited grids and 
the response time. We present the behavior of our model under different parameter 
settings on a set of small-sized instances. We show the effect of the value of the 
weights in the objective function, where we present a trade-off between the total 
priority scores obtained from the visited grids and the response time. Moreover, we 
show the advantage of considering en-route transmission of the information to the 
operation center rather than transmitting all the information at the end of the route, 
both for the total priority scores obtained from the visited grids and the response 
time. Finally, we comment on the changes in the proposed metrics as we experiment 
with different maximum route duration and number of drone values. 

Since post-disaster drone routing is an emerging topic in the literature, there can 
be many interesting extensions to the presented work. First, due to the complexity 
of the presented model, only trivial-sized instances could be solved to optimality for 
validation purposes. Therefore, an effective practical heuristic algorithm would be 
necessary for solving realistic larger-sized instances quickly. Varying charging rates 
and effect of different movements of the drones, such as escalating, declining, or 
rotation activities on the battery consumption, are possible extensions of this work. 
Finally, considering different possibilities for the availability of communication 
infrastructure and information transmission frequency (e.g., transmitting data after 
scanning each grid) can be addressed in future research. 
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Identifying Critical Nodes in a Network 

Ashwin Arulselvan and Altannar Chinchuluun 

1 Introduction 

Many network applications require the elements of their network in working 
condition in order to guarantee the overall operation of the network. However, not all 
elements of the network contribute equally to the operational efficiency. From this 
standpoint, it is imperative to identify the nodes that contribute to the operations of 
the network. We refer to [8, 12] that treats the subject of quantifying operational 
efficiency of various network applications with respect to its topological properties. 
For the purposes of this chapter, we present our problems and methods with respect 
to network fragmentation and cohesion. Both these terms are quite loose and 
vague, but we will make them more precise as we introduce the problems and 
motivate them through concrete applications. Much of the problems and methods 
discussed in this chapter will be introduced as a combinatorial problem and discrete 
optimization techniques will be used to solve them in a deterministic setting. 
A lot of developments have happened in the last decade, and techniques based 
on simulation, heuristics, machine learning algorithms, and uncertainty modeling 
have been developed. For a full overview of these topics, we refer the reader 
to [13, 18, 22]. An alternative way of looking at these problems would be as 
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Fig. 1 Vertex cover and 
independent set problem. (a) 
k-vertex cover. (b) 
.(|V | − k)-Independent set 

generalizations of well-known graph theory problems. Most classical graph theory 
problems involve requiring us to identify a set of nodes or edges to be deleted 
or included in a graph, so the resulting graph would satisfy some requirement. 
However, one must be aware that there is no unique way to generalize these 
problems. In the maximum clique problem (MCP) [7], we are given an undirected 
graph .G(V,E) and we seek the largest subgraph that is complete. A generalization 
of this is to seek a graph that is as dense as possible given we can pick at most k 
nodes. This is the densest k-subgraph problem (DkS) that was introduced in [14]. 
There are numerous other generalizations such as k-cliques, k-plex, k-clubs, etc. 
(see [5]). In an independent set problem (ISP), we are given an undirected graph 
.G(V,E) and we seek to find the largest subgraph that is empty. In other words, 
we are interested in finding the largest subgraph that is empty or the smallest set 
of nodes to be deleted that results in an empty graph. A similar generalization, as 
the DkS for Clique, would be to seek a set of k nodes to be deleted that maximizes 
pairwise disconnectivity. We call this the critical node detection problem (CNDP), 
[3]. In a vertex cover problem (VCP), we are given an undirected graph and seek 
the smallest set of nodes such that every edge in the graph has at least one end point 
in the graph. An alternative way of looking at this is by minimizing the set of nodes 
deleted such that the resultant subgraph is empty (see Fig. 1). 

A set of vertices that has at least one endpoint of every edge is called a vertex 
cover. A minimum vertex cover is the complement of the maximum independent set 
of the graph. A natural extension of the vertex cover problem, as we extended the 
ISP to CNDP, would be the cardinality-constrained critical node detection problem 
(CC-CNDP). This was introduced in [4], where we are interested in determining the 
minimum set of nodes to be deleted, so that the size of the largest component in 
the remaining graph is bounded by an input integer L. Although VCP and ISP are 
equivalent in the optimization sense, they are not equivalent in the approximation 
preserving sense. Independent set problem has no constant factor [6] approximation 
and Vertex cover problem has a two-factor approximation [21]. This kind of result 
also exists for the CNDP and CC-CNDP. We will look at these complexity results 
in the subsequent sections. As we mentioned earlier, various other generalizations 
are possible for all these problems. We are interested in the exposition of these three 
generalizations in this chapter.
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1.1 Applications of the Problems 

All these problems have many direct applications in the real world. In addition to 
being viewed as generalizations of classical graph theory problems, these can be 
motivated through these applications. We mention some of them here. In covert 
networks, we are interested in suppressing or jamming communications. One can 
identify critical nodes to place jammers in case of a communication network, and in 
case of social network, we can think of these networks as individuals who need to be 
significantly influenced to prevent propagation of information. In social networks, 
particularly in contagion of epidemic in contact networks, we are interested in 
identifying individuals who should be targeted for immunization in order to have 
maximum control over the spread of a pathogen. In drug design, protein networks 
are analyzed to identify proteins that are present in multiple pathways. In emergency 
response, we are interested in identifying shelter locations in order to minimize the 
distance of nodes from the located shelters. In case of social networks, in addition 
to identifying nodes that are responsible for propagation of information, we are 
also interested in identifying dense clusters that represent a homogeneous group of 
individuals with similar interests. 

2 Critical Node Detection Problem 

The critical node detection problem was introduced in [3]. Given an undirected 
graph .G(V,E) and an integer k, the critical node detection problem seeks a 
subset of node .S ⊂ V , with .|S| ≤ k, whose deletion results in maximum 
pairwise disconnectivity (or minimum pairwise connectivity). This problem can be 
formulated as follows: 

.min
E

i∈V

E

j∈V :i /=j

xij . (1) 

xij + yi + yj ≥ 1 ∀(i, j) ∈ E. (2) 

xij + xjk  + xik /= 2 ∀(i, j, k)  ∈ V × V × V . (3)
E

i∈V 
yi ≤ k. (4) 

x ∈ {0, 1}n2 . (5) 

y ∈ {0, 1}n (6) 

In the above program, the binary variables . yi take a value 1 if node .i ∈ V is deleted 
and 0 otherwise. Binary variables . xij take the value 1 if i and j are connected in 
the node-deleted subgraph. Constraint set (2) models the requirement that for every
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edge .(i, j) ∈ E in the graph, either node i or node j must be deleted or the pair of 
nodes i and j must be connected. Constraint set (3) models the requirement that no 
two pairs of nodes from the triple .{i, j, k} can be connected if the third pair of the 
triple is disconnected. The “. /=” constraint is modeled as a set of three constraints 
for every triple .{i, j, k}: 

. xij + xjk − xik ≤ 1

xij − xjk + xik ≤ 1

−xij + xjk + xik ≤ 1

Constraint set (4) model the requirement that at most k nodes can be deleted. 
Constraint sets (5)–(6) model the binary requirement of the decision variables. 
The objective function (1) simply counts the number of pairs of nodes that are 
disconnected from each other. The correctness of the above formulation has been 
discussed in [3]. The work also proposed a heuristic where maximal independent 
sets were randomly sampled and the complement set gets deleted. If the complement 
set is less than k, then it gets augmented in a greedy fashion. The final set is further 
improved with a local search. The maximal independent set sampling algorithm 
was applied to a wide variety of computer-generated and real-world instances. The 
relaxation of the formulation given in (1)–(6) has an unbounded gap. Tightening 
of the formulation using valid inequalities is still open. There is an alternative 
perspective to the objective function of CNDP. We are given a subset of nodes, 
.S ⊆ V , whose deletion from G results in M connected components in the node-
deleted subgraph .G[S]. Let  . σh be the size of component h of .G[S]. An algebraic 
representation of the pairwise connectivity in terms of the connected components in 
.G[S] is 

. 
E

h∈M

σh(σh − 1)

2

Based on this, the following lemma was provided to characterize the properties of 
the objective function of the CNDP in [3]. 

Lemma Let M be a partition of .G = (V ,E) into L components obtained 
by deleting a set D of nodes, where .|D| = k. Then the objective function 

.
E

h∈M
(σh(σh−1))

2 ≥ (|V |−k)2

2(L−1) , with equality holding if and only if . σh = σl,∀h, l ∈
M , where . σh is the size of . hth component of M. 

This lemma indicates that when we have .|M| components in the graph, the best 
possible objective value can be attained if all components are of equal size. 

Lemma Let . M1 and . M2 be two sets of partitions obtained by deleting . D1 and . D2
sets of nodes, respectively, from graph .G = (V ,E), where .|D1| = |D2| = k. Let 
. L1 and . L2 be the number components in . M1 and . M2, respectively, and .L1 ≥ L2.
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If .σh = σl,∀h, l ∈ M1, then we obtain a better objective function value by deleting 
the set . D1.

This lemma indicates that among two solutions both resulting in an equal compo-
nent size upon deletion, the solution with the most number of components provides 
the best objective value. The intuition behind both this lemma in characterization 
is that the objective function is seeking nodes to delete that results in maximum 
fragmentation of the graph. From an application perspective, we want to have as 
many clusters (or components) of nodes as possible and at the same time we do not 
want the individual clusters to be of disproportionate size from one another. 

In addition, the problem was shown to be NP-complete. A simpler reduction 
could be given through a reduction from the decision version of the independent 
set problem, wherein we are given a graph .G(V,E) and we are interested in 
knowing if there is a subset of vertices S with .|S| ≥ K such that the node induced 
subgraph .G[S] is empty. The critical node detection problem on the same graph 
with input .k = |V | − K will have an objective value of 0 if and only if the 
corresponding instance of independent set problem has a YES solution and a value 
of at least 1 otherwise. This reduction also provides the hardness of approximation 
hardness for CNDP for general graphs. For optimization, it does not matter whether 
we study CNDP as a maximization or a minimization problem, but this becomes 
relevant when we are interested in designing approximation algorithm. As we are 
interested in studying CNDP as a generalization of ISP, we take the objective to be 
maximization of the graph’s disconnectivity. 

Definition For a maximization problem, an algorithm is .α-approximate if it 
terminates with a solution with a value .≥ α OPT, where OPT is the optimal value. 

The following result about approximation hardness is well known [28]. 

Lemma Let A be an NP-hard problem and there is a polynomial time reduction 
.A ≤P B such that for each instance I of A, the corresponding instance . I ' of B 

• Returns a value of at most . α if I is a YES instance 
• Returns a value at least . β if I is a NO instance 

We cannot have . 
β
α
approximation algorithm for problem B 

From the above lemma, we have that CNDP cannot be approximated unless P. =NP. 
Unlike the independent set problem that has approximation guarantees for graph 
families like the planar and degree-bounded graphs, we do not have such guarantees 
for CNDP for special graph families if the independent set problem is NP-complete 
for those families. In fact, the problem is a lot harder as it has been shown in [11] 
that CNDP is NP-complete in trees when we consider general cost coefficients in 
the objective function. However, the weighted independent set problem on trees can 
be solved in linear time. On the positive side, there is a polynomial time algorithm 
for CNDP for trees with unit weights on nodes and unit cost coefficients [11]. An 
enumerative dynamic program was provided to solve the general case that runs in 
.O(1.618n) time.
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We define a fixed-parameter-tractable problem as follows. 

Definition Given a parameter k as an input and size of the input is n, is there an 
algorithm to an NP-complete problem that runs in .f (k)O(nc), where .f (k) is a 
function (possibly exponential) in k. 

Unfortunately, through a reduction from clique cover problem CNDP was proved to 
be not fixed-parameter-tractable [10] either. 

2.1 Further Research 

As we have seen, CNDP is hard to approximate just as ISP from a worst-case 
perspective even for special graph families. Randomized greedy algorithms have 
been proposed for the independent set problem [17] that provide good bounds. 
Results in similar flavor or results that rule out such possibilities would be of 
interest. With the advances in data science, learning methods have been developed 
recently [13] to solve these problems with a number of interesting open questions. In 
addition, we do not have too many polyhedral results and valid inequalities proposed 
for the integer program proposed or any alternate formulations. 

3 Cardinality-Constrained Critical Node Detection Problem 

A cardinality-constrained node detection problem takes an undirected graph 
.G(V,E) and an integer L as input and it seeks to minimize the number of nodes 
deleted such that the remaining node-deleted subgraph has no component of size 
greater than L. In terms of a mixed integer formulation, a minor adjustment to 
(1)–(6) would result in 

.max
E

i∈V

yi . (7) 

xij + yi + yj ≥ 1 ∀(i, j) ∈ E. (8) 

xij + xjk  + xik /= 2 ∀(i, j, k)  ∈ V × V × V . (9)
E

i∈V 
xij ≤ L − 1, ∀j /= i. (10) 

x ∈ {0, 1}n2 . (11) 

y ∈ {0, 1}n (12) 

The constraints (8) and (9) perform the same function as in CNDP. Objective 
function (7) simply minimizes the total number of nodes deleted and constraint (10)
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restricts the number of nodes connected to any single node by .L − 1. This in  
turn restricts the size of the largest component by L. Note that this problem falls 
under the more general category of node deletion problems proposed in [20]. 
In node deletion problems, we are given an undirected graph and are interested 
in minimizing the number of nodes deleted such that the node-deleted subgraph 
satisfies a certain property. Examples of these properties include planarity, empty 
subgraph, and bounded degree. The properties, however, need to be hereditary, 
which means that if a graph satisfies the property then any subgraph must also satisfy 
the property. From an optimization perspective, if a node-deleted subgraph satisfies 
this property, deleting more nodes will not result in violation of the property. The 
second condition for the property is that it has to be nontrivial, that is, it should 
hold true for an infinite family of graphs. It is not difficult to see that CC-CNP is a 
node deletion problem and our property that the largest component of node-deleted 
subgraph has to be of size at most L is both hereditary and nontrivial. [19] has 
shown both NP-hardness and Max-SNP hardness of these problems. On the positive 
side, we note that this problem is similar to set cover problem that can be observed 
through an alternate formulation. Just as the case in CNDP, the above formulation 
has an unbounded gap. An alternative formulation would be in terms of the set cover 
problem, wherein we have a better formulation: 

. min
E

i∈V

xi

E

i∈S

xi ≥ 1, ∀S ⊂ V, |S| = L + 1,G[S] is connected

x ∈ {0, 1}|V |

The above corresponds to a set cover formulation. We can get . min(. O(L),

O(log n))-approximation using the LP relaxation [28] of the set cover based 
formulation. Note that formulation has exponentially many constraints. However, 
separation boils down to finding the largest component in a graph, which can be 
done in .O(|V |) time using a depth-first search. In terms of the hardness, one can 
only state one cannot approximate the problem within a factor of .2 − e from the 
results of vertex cover problem [15]. It is not clear whether the approximation 
hardness results of set cover problem can be carried over to CC-CNP. 

From a heuristic perspective, the independent set sampling heuristic can be 
adapted to solve this problem [4]. However, pathological instances can be created, 
and in addition, the authors have provided a genetic algorithm that significantly 
outperforms the MIS-based heuristic. 

One of the open questions for this problem is that we do not whether fixed-
parameter-tractable algorithm that runs in .f (k, L)O(nc) is possible for CC-CNP.
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Fig. 2 Densest subgraph problem. The nodes inducing the densest subgraphs corresponding to 
.k = 4 (blue) and .k = 5 (red) are given 

4 Densest k-Subgraph Problem 

In the densest k-subgraph problem (DkS), we are given an undirected graph 
.G(V,E) and an integer k. We are interested in finding a set of k nodes, which 
induces the densest subgraph, that is, the number of edges in the induced subgraph 
is maximized (Fig. 2). 

The problem was introduced in [14] and was shown as NP-hard even when the 
maximum degree is less than or equal to 3. The problem is also APX-hard in general. 
The best-known approximation in the general case is .O(n). For the bounded degree 
graphs with degree less than d, a few more results are known for the densest k-
subgraph problem (DkS-d) [2]: 

4.1 Hardness of DkS-d 

• APX-hard assuming the small set expansion (SSE) conjecture is true 

• (1 − e 
1 
d )-approximation is possible (≈ 1 

d
) 

Given d-regular graph G(V, E), expansion of a subset S ⊂ V is defined by 

. ΦG(S) := |E(S, V \S)|
d|S| ,

Now we define the expansion of the graph with respect to δ >  0 as  

. ΦG(δ) := min|S|=δ|V | ΦG(S).

We define the Gap-SSE problem as follows: 

Definition (Gap-SSE (η, δ)) Given a d-regular graph G(V, E) and constants 
η, δ > 0 distinguish whether 

Yes: ΦG(δ) ≤ η 
No: ΦG(δ) ≥ 1 − η 

The SSE conjecture is stated as follows:
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Conjecture ([23]) For every η >  0, there exist a δ such that Gap-SSE (η, δ) problem 
is NP-hard. 

Theorem ([2]) The DkS-d is APX-hard. 

We outline the proof here. First, an intermediate problem is set up where one is 
interested in finding a set S of k nodes that has the maximum value for 2|E(S)| 

dk . Next  
note that this intermediate problem is equivalent to DkS. Let Φ̄G(δ) := 1 − ΦG(δ). 
This would distinguish instances 

Yes: Φ̄G(δ) ≥ 1 − η and 
No: Φ̄G(δ) ≤ η. 

Assuming that the SSE conjecture is true, this would yield a contradiction. 

4.2 Algorithms for DkS-d 

The algorithms discussed here also work when there are weights on nodes . w : V →
R+ and profits on edges .p : E → R+. In this case, one wants to pick nodes whose 
weights are within a budget B given as input. The DkS problem has unit weights 
and profits with a budget of k. The algorithms can also be applied to hypergraphs 
(where an edge can correspond to more than two nodes). For an edge .e ∈ E, we  
denote .N(e) as the set of nodes corresponding to that edge. For a simple graph 
.|N(e)| = 2. We define weights on edges based on the set of nodes corresponding 
to them. Define .w'

e := E
i∈N(e)

wi

di
, where . di is the degree of node i. Note that we 

are interested in a d-degree-bounded graph and the largest degree .maxi∈V di = d. 
We first provide a weak algorithm to DkS-d and write the mixed integer program 
for this problem: 

. P1 : max
E

e∈E

pexe

E

i∈V

wiyi ≤ B

yi ≥ xe, ∀e ∈ E, i ∈ N(e)

y ∈ {0, 1}|V |

x ∈ {0, 1}|E|

In the above formulation, . xe is a variable corresponding to edge e, indicating if it is 
picked in the optimal solution or not. Consider a formulation 

.P2 : max
E

e∈E

wexe
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E

e∈E 
w'

exe ≤ 
B 
d 

y ∈ {0, 1}|V | 

Note that every integral feasible solution to . P2 is feasible to feasible to . P1. Also,  
every feasible solution to . P1 scaled down by d is feasible to . P1. So .

1
α
-approximation 

to . P2 immediately gives a . 1
dα

-approximation to . P1. . P2 is a knapsack problem that 
has a FPTAS. So one could get a . 1

d+e
-approximation to DkS-d. However, a greedy 

algorithm with a tighter analysis would give a better approximation. A description 
of the greedy algorithm is given below: 

1. Arrange edges by profit to weight ratio . 
pe

(
E

i∈N(e)w'
i )

2. Enumerate all edge sets of size . ≤2
3. Augment the set with edges in the above order (until budget B is not violated) 

Note that the greedy algorithm is the same as the one given by [16, 24, 29]. With a 
tighter analysis, one can show that 

Theorem ([2]) The greedy algorithm results in .(1−e
−1
d )-approximation for DkS-d. 

5 Distance-Based Critical Node Detection Problem 

The distance-based critical node detection problem (DCNDP) was introduced and 
studied in [25] as a generalization of CNDP and but can also be perceived as a 
generalization of classic graph theory problems. In a DCNDP, we are given an 
undirected graph .G(V,E) and an input integer k. We seek a subset of nodes . S ⊂ V

with .|S| ≤ k to be deleted such that the sum of pairwise distances of the nodes 
is minimized. We predominantly focus on the following two classes of distance 
functions defined on a pair of nodes i and j : 

Class 1 Minimize the number of node pairs connected by a path of length at most 
L, where L is an input 

.f1(dij ) =
{
1, if dij ≤ L

0, if dij > L
(13) 

. dij is the shortest distance between nodes i and j in the node-deleted subgraph 

.G[V \ S] and L is a given positive integer representing the cut-off distance. The 
case where .L ≥ |V | − 1 when we have unit weights on edges is the CNDP that we 
studied earlier where we simply minimize the number of connected node pairs. 

Class 2 Minimize the Harary index or efficiency of the graph
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. f2(dij ) =
{

d−1
ij , if dij < ∞
0, if dij = ∞

. dij is the shortest distance between nodes i and j . This is based on the assumption in 
networks that operational efficiency between node pairs is inversely proportional to 
the distance between them [9]. We assume disconnected nodes are at a distance 
of . ∞. This corresponds to the fragmentation objective of CNDP. In [27], the 
authors introduced a threshold model, where two nodes separated by some distance 
threshold, L, cannot communicate directly, resulting in the following modified 
Harary distance function. 

.f3(dij ) =
{

d−1
ij , if dij ≤ L

0, otherwise
(14) 

A compact mixed integer formulation was given [26] and computational results were 
provided. An exponential-sized formulation was given in [1] which was tightened 
further using cutting planes. 

5.1 Compact MIP Formulations 

We can assume WLOG that G is connected. If this is not the case, we simply have to 
apply our algorithms to the individual components. We first have a binary decision 
variable . xi for each node i that takes a value 1 if node i is deleted and 0 otherwise. 
We then have the connectivity variables 

. yl
ij =

{
1, if (i, j) are connected by a path of length ≤ l in GR

0, otherwise.
(15) 

The following compact model was provided in [27]. 

. y1
ij + xi + xj ≥ 1, ∀(i, j) ∈ E, i < j . (16) 

yl 
ij + xi ≤ 1, ∀(i, j) ∈ V,  i  <  j,  l  ∈ {1, 2, . . . , L} . (17) 

yl 
ij + xj ≤ 1, ∀(i, j) ∈ V,  i  <  j,  l  ∈ {1, 2, . . . , L} . (18) 

yl 
ij = y1 

ij , ∀(i, j) ∈ E, i < j, l ∈ {2, . . . , L} . (19) 

yl 
ij ≤

E

t∈(i 
yl−1 
tj , ∀(i, j) /∈ E, i < j, l ∈ {2, . . . , L} . (20) 

yl 
ij ≥ yl−1 

tj − xi, ∀(i, t) ∈ E, (i, j) /∈ E, i < j, l ∈ {2, . . . , L} . (21)
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E

i∈V 
xi ≤ k. (22) 

yl 
ij ∈ {0, 1} , ∀(i, j) ∈ V,  i  <  j,  l  ∈ {1, . . . , L} . (23) 

xi ∈ {0, 1} , ∀i ∈ V (24) 

Constraints (16) ensure that .y1
ij = 1 if there is an edge between i and j and neither 

of the nodes i and j are deleted. Constraints (17)–(18) enforce . yl
ij to be zero if 

either node i or j is deleted. These constraints are not required but provide a tighter 
formulation. Constraints (20)–(21) force the binary variable . yl

ij to take a value 1 
between two non-adjacent nodes i and j if and only if node i is not deleted and 
there exists a path of length .l − 1 between node t and node j for some immediate 
neighbor t of i. We denote the set of neighbors of node i as .N(i). Constraint (22) 
limits the number of nodes to be deleted to k. Constraints (23)–(24) enforces the 
binary restrictions. The binary restriction on the . y variables can be relaxed without 
losing integrality in the optimal solution. 

In [27], they noted that for all node pairs i and j with the shortest path distance 
.dij > l we can set .yl

ij = 0 and constraints (20)–(21) have to be defined only for 
.l ≥ dij . In addition, only the neighbours .t ∈ N(i) with the shortest path . dtj ≤
l − 1 have to be considered in constraints (20)–(21). These preprocessing steps 
significantly reduce the number of variables and constraints in the model. The set of 
possible solutions to the DCNDP is then given by the set 

.P := {x ∈ {0, 1}n, y ∈ {0, 1}m×L : (x, y) satisfies(16) to (24)} 

Note that we only need to change the objective function if the distance class 
changes. The MIP model corresponding to the distance function (13) will be 

. min
(x,y)∈P

E

i,j∈V :i<j

yL
ij (25) 

Objective (25) minimizes the number of node pairs whose shortest path distance 
is at most L. Similarly, the MIP model corresponding to distance connectivity 
metric (14) will be: 

. min
(x,y)∈P

E

i,j∈V :i<j

(
f3(1)y

1
ij +

LE

l=2

f3(l)
(
yl
ij − yl−1

ij

))
(26) 

Note that the objective function (26) computes the sum of the inverse of distances 
of all pairs of nodes. We assume the distance past the threshold (L) as  . ∞. Note  
that this MIP model is not technically compact. If we do not consider hop distances, 
then we have pseudopolynomially many variables. An alternative formulation was 
given in [1] that has exponentially many constraints but polynomial number of
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variables regardless of the distance. This exploits the structure of the first distance 
objective (13). Since we only need to consider paths of length at most L, by keeping 
track of paths within this threshold, we can guarantee that any given node pair 
.(i, j) is L-distance disconnected if and only if at least one node along every path 
within a distance L between i and j is deleted. This avoids using the l- index in the 
distance connectivity variable . yl

ij and has polynomially many variables. The path-
based model has exponentially many constraints as each constraint corresponds to a 
path and there can be exponentially many of them. However, these can be separated 
very efficiently in practice. The connectivity variable . yij is defined for every node 
pair i and j . It takes a value of 1 if nodes i and j are connected by a path of distance 
at most L and 0 otherwise. The same node deletion decision variables . x will be used 
along with the new connectivity variables . y. For a path P , we denote .V (P ) as the 
set of nodes in the path and .P(i, j) as the set of all paths between nodes i and j . 
The path-based model for distance objective function (13) is formulated as follows: 

.minimize
E

i,j∈V :i<j

yij . (27) 

s.t.
E

r∈V (P )  
xr + yij ≥ 1, ∀P ∈ P(i, j), |P | ≤  L, (i, j) ∈ V,  i  <  j . 

(28)
E

i∈V 
xi ≤ k. (29) 

yij ∈ {0, 1} , ∀(i, j) ∈ V,  i  <  j . (30) 

xi ∈ {0, 1} , ∀i ∈ V (31) 

Objective function (27) minimizes the number of node pairs that are connected 
by a path of distance at most L. Constraint (28) ensures that for every path of length 
at most L between node pairs .(i, j) at least one node is deleted or node i and j 
are connected. Constraint (29) restricts the number of nodes that can be deleted 
to k. Constraints (30)–(30) enforce binary restrictions. The integrality constraint 
on the connectivity variables can be relaxed as they will be integers at optimality. 
The straightforward extension of the path-based formulation for the second distance 
function, class (14), does not avoid the use of pseudopolynomially many . y variables. 
It is as follows. 

.minimize
E

i,j∈V :i<j

(
f3(1)y

1
ij +

LE

l=2

f3(l)
(
yl
ij − yl−1

ij

))
. (32) 

s.t.
E

r∈V (P )  
xr + y|P | 

ij ≥ 1, ∀P ∈ P(i, j), |P | ≤  L, i, j ∈ V,  i  <  j . 

(33)
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E

i∈V 
xi ≤ k. (34) 

yl 
ij ∈ {0, 1} , ∀(i, j) ∈ V,  i  <  j,  i /= j, l ∈ {1, . . . , L2} . (35) 

xi ∈ {0, 1} , ∀i ∈ V (36) 

The constraints are similar to those of the previous model. Like in all previous 
cases, the binary restriction on the connectivity variable . y does not have to be 
imposed. One could aggregate the connectivity variables and treat them as a 
continuous variable, that is, . yij is a continuous variable that denotes the distance 
between nodes i and j . This gives us a modified formulation that has polynomial 
many variables (see [1] for a complete description). However, such an aggregated 
model would result in a poor primal bound. In [1], the formulations were further 
tightened using cuts that were based on odd holes present in the network. An 
efficient separation heuristic was provided based on depth-first trees constructed 
from the linear relaxation values. 

Much of the investigation on other distance classes and heuristic and machine 
learning-based computational studies can be explored. 

6 Conclusions 

In this work, we explored four different critical node identification problems that 
could be either perceived as generalizations of classic graph theory problems or 
be motivated directly through their applications. We looked at their definitions, 
characterizations, and computational complexity. We also discussed some exact, 
approximate, and heuristic algorithms to solve them. We finally provided some open 
lines of investigation for these problems. 
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Machine Learning-Based Rumor 
Controlling 

Ke Su, Priyanshi Garg, Weili Wu, and Ding-Zhu Du 

1 Introduction 

As the world enters the era of Web2.0, social media, such as Facebook, Twitter, 
and Weibo, have undergone rapid development in recent decades and have already 
become an inseparable part of our lives. According to the survey from Pew 
Research, the proportion of online social media adult users in all American adult 
population was 5% in 2007 and has grown to 65% in 2015 [57]. In the world, billions 
of people are connected by social media. 

The content on traditional media, such as television, radio, and newspapers, is 
created by professionals and verified before being published to an audience or 
readers. On social media, every user is eligible to publish content, and the fact-
checking mechanism is absent. Every day, tons of messages, images, and videos are 
posted to social media without verification. Due to connectivity, information spreads 
rapidly over social media, including rumors. 

For example, starting in 2019, the world entered a pandemic period with the 
outbreak of the new crown epidemic. At the same time, various widespread COVID-
19 rumors appeared on social media. For instance, someone linked the 5G network 
to COVID-19 [40]. One version of this rumor claimed that all news reports about 
COVID-19 were an elaborate scam, and the 5G network was the real reason that 
led to the COVID-19 symptom. Another version was that the 5G network could 
weaken the immune system, making people susceptible to viruses, according to 
an analysis by the New York Times [62]. On Facebook, the COVID-19/5G rumor 
communities attracted half a million followers in just two weeks. The rumor was 
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found in more than 30 countries. The COVID-19/5G rumor fueled people’s panic. 
During the pandemic period, multiple cities reported that the 5G tower was attacked, 
and telecommute technicians were harassed. The COVID-19/5G rumor caused not 
only significant economic losses but also affected public security. 

Intensive efforts have been made to control rumors [17, 18]. However, it is 
hard to analyze social network data due to its size, noise, and dynamism [59]. 
Machine learning, a technology that aims to enable autonomous learning based on 
a large volume of data to find out hidden patterns and make predictions, could be 
an effective solution. Machine learning significantly reduces human intervention 
compared to traditional expert systems based on rules. However, machine learning-
based solutions still rely on carefully crafted features (feature engineering). Deep 
learning, the most popular machine learning branch, goes one step further. It can 
capture optimal features and discover indirect relations between features and goals. 
Research shows deep learning models can achieve the same level of accuracy 
without feature engineering [30]. Among all kinds of deep learning algorithms, it 
is worth mentioning graph neural network (GNN), which has attracted the research 
community’s attention in recent years. GNN works on graph data. Therefore, they 
naturally fit the social media data. GNN can capture the structure of the social 
network, which is the pain point of other machine learning models that are not 
designed for graph data. 

The structure of this chapter is as follows. Section 2 covers the related concepts, 
which are the graph model of OSN and the definition of rumor. Section 3 explains 
basic machine learning algorithms, including conventional machine learning models 
and neural network models. Section 4 shows features that could be used for social 
rumor research. Section 5 reviews the machine learning-based solutions for rumor 
detection, rumor source detection, and rumor prevention, which are three aspects 
of rumor control approaches. Section 6 is the conclusion. In each section, existing 
research efforts are reviewed and possible potential research problems are explored. 

2 Related Concepts 

2.1 Online Social Network 

Online social network (OSN) is a virtual social network that consists of online users 
and the relations between them. OSN usually is modeled as a graph .G = (V ,E), 
where .V = {

v1, v2, . . . , v|V |
}

representation all nodes, and .E ⊆ V × V represents 
all edges. .eij ∈ E means there is an edge between nodes . vi and . vj . The graph could 
be directed or undirected, depending on the intrinsic characteristics of the OSN. 
Pallavicini et al. [56] divided the relations between users into two types (Fig. 1): 

• “Two way”: Represented by an undirected graph, a typical social platform is 
Facebook. Friends on Facebook are all following each other. Connected users can
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Fig. 1 Online social network example 

exchange private messages and check each other’s profiles and recent activities. 
Friends form a closed social network, and members know each other. 

• “Star”: Represented by a directed graph. A typical social platform is Twitter. The 
sender and receiver of information are not equal, and they do not know each 
other. 

Each social network is associated with an information diffusion model. Among 
many types of models, the most popular ones are the linear threshold (LT) model 
and the independent cascade (IC) model, which are proposed in [32] with many 
practical application backgrounds. 

In the IC model, the information diffusion consists of discrete steps. Each node 
has two states, active and inactive. The active means that the information has been 
accepted by the node. Initially, a certain set of nodes (called seeds) is set to be 
active and others are inactive. Associated with each arc (i.e., directed edge) .(u, v), 
there is a propagation probability . puv . If  u becomes active at step t , then u attempts 
to activate each inactive neighbor v at step .t + 1 with a success probability . puv . 
Two important rules are as follows: (a) The attempting of u is allowed only at Step 
.t + 1, not later. (b) If there are two or more nodes .u1, ..., uk attempting to activate 
v, then those attempting are considered as independent events, that is, the success 
probability of activating v is .1 − (1 − pu1v) · · · (1 − pukv). The diffusion process 
ends at the step that no inactive node is activated. 

In the LT model, each node has two possible states, active and inactive. Each arc 
.(u, v) is associated with a weight .wuv such that for each node v, .

E
u∈N−(v) wuv ≤ 1
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where .N−(v) = {u | (u, v) ∈ E}. Initially, every node v selects a threshold value 
. θv uniform-randomly from [0,1]. Meanwhile, a certain set of nodes (called seeds) is  
set to be active and others are inactive. At each subsequent step, each inactive node 
v evaluates the total weight of active nodes in . N−(v). If .

E
active u∈N−(v) wuv ≥ θv , 

then v is activated. Otherwise, v is kept being inactive. The diffusion process ends 
at the step that no inactive node is activated. 

When the information diffusion process ends, the expected number of active 
nodes is called the influence spread. 

A problem in different information diffusion models may have different compu-
tational complexity. For example, consider the influence maximization problem, that 
is, given a social network with a diffusion model and an integer .k > 0, find k seeds 
to maximize the influence spread. In a special network (called in-arborescence) 
with the LT model, the influence maximization is polynomial-time solvable [80]. 
However, the same problem in the same network with the IC model is NP-hard 
[47]. More surprisingly, the following is still open. 

Possible Research 1 Is there a polynomial-time good approximation (e.g., 
constant-approximation) for the influence maximization in general social networks 
with the positive influence model? 

The definition of the positive influence model can be found in [74, 95], which is 
a special case of the general threshold model [86]. For some cases of the general 
threshold model, it is already proved not to have a polynomial-time constant-
approximation if P. /=NP [45, 46]. However, the positive influence model is not 
among them. 

From the above background, we may know clearly that in the traditional study of 
social network problems, it is important to make clear what information diffusion 
model lies in the background. Here, let us mention a sequence of works about 
rumors lying in variations of the LT or IC model [16, 24, 55, 71, 72, 91, 92, 98]. 

An interesting advantage of machine learning approaches is that sometimes, the 
information diffusion model may not be necessarily known explicitly [70]. 

2.2 Rumor 

There is no universal definition of rumor, and different publications have pro-
posed different descriptions. DiFonzo et al. [13] defines rumor as “unverified and 
instrumentally relevant information statements in circulation that arise in contexts 
of ambiguity, danger or potential threat, and that function to help people make 
sense and manage risk”. Merriam-Webster Dictionary explains rumor as “talk 
or opinion widely disseminated with no discernible source, and a statement or 
report current without known authority for its truth”. Xiao et al. [87] propose a 
definition as “Rumor refers to the information that has not been publicly confirmed 
by the government or has been denied by the government. It has false, anonymous,
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unofficial and other characteristics.” Most definitions describe the rumor from three 
aspects: 

1. A rumor is unverified. 
2. Rumor has the power to spread 
3. Rumors can cause negative effects. 

This chapter focuses on debunking rumors and minimizing the spread of rumors. 
So we highlight the first two aspects. Therefore, we propose our rumor definition 
as “rumors are disseminated information whose veracity has not been confirmed or 
finally verified as false.” 

A concept similar to the rumor is the fake news. Some scholars have a stricter 
definition of the fake news, which should be in the form of a news article 
[5]. Because the fake news on OSN and the rumor on OSN have fundamental 
similarities, that is, the fake news is also unverified when circulating and can spread 
widely on OSN, we do not distinguish between the rumor and the fake news in this 
chapter. 

3 Machine Learning Technique Models 

3.1 Conventional Machine Learning Models 

SVM 

Support vector machine (SVM) was one of the most effective supervised machine 
learning algorithms for classification and regression tasks [53] before the rise of 
deep learning. SVM works by mapping data to the N-dimensional feature space and 
finding a hyper-plane as the decision boundary. The objective of SVM is to find a 
hyperplane that has the largest distance from itself to the nearest data points, a.k.a., 
support vectors. SVM can also work for nonlinear classification tasks by integrating 
kernel functions [9] (Fig. 2). 

Decision Tree 

The decision tree [61] uses a tree structure to represent the progress of classification 
or regression. When used for regression tasks, a decision tree is called a regression 
tree. A decision tree is composed of three types of nodes: 

• Root node: representation of all input samples. 
• Internal node: representation of a test on an attribute. 
• Leaf node: representation of the result of the decision. 

In a decision tree, a judgment is made at the inner node of the tree with a 
specific attribute value. The judgment result determines which branch to enter. The
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Fig. 2 SVM example 

algorithm ends when reaching a leaf node that represents the class labels (for the 
regression task, the leaf node outputs a value). Various algorithms are designed for 
generating a decision tree, and the most widely used are ID3, C4.5, and CART. 

Figure 3 shows a decision tree on how to make a decision to buy a computer. 
From root node to leaf node, we evaluate the CPU model, RAM size, and storage 
size until we reach the leaf node as the final decision. 

The decision tree model is easy to interpret and visualize. It can be applied to 
large datasets because of its high efficiency. But with the tree depth growing, the 
decision tree is prone to be overfitting. One way to overcome over-fitting is pruning, 
which is a technique to reduce the decision complexity by removing certain parts of 
a tree. Another way is using a random forest to replace a single decision tree. 

Random Forest 

Random forest is an ensemble learning algorithm for classification and regression. 
A random forest consists of decision subtrees that are trained on different samples. 
Each decision tree will generate its own prediction. For classification tasks, the class 
label selects from outputs of decision trees by majority vote. For regression tasks, it 
averages the output of each tree’s output as a result. Compared to a single decision, 
a random forest is less sensitive to data variations. Therefore, a random forest is a 
more robust model than a decision tree and can alleviate the overfitting problem.
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Fig. 3 Decision tree example 

Logistic Regression 

Logistic regression is a supervised classification algorithm. This algorithm is often 
used for binary classification. The algorithm wraps the linear combination of 
independent attributes with the sigmoid function to force its output value between 0 
and 1. For binary classification, the output can only be 0 or 1, which is decided by 
0.5 as the threshold. The training stage of the algorithm aims to learn the weights 
of the linear combination of attributes. Besides binary logistic regression, other 
variants include multinomial logistic regression for multiclass classification, and 
ordinal regression for classification with ordered class.



348 K. Su et al.

Fig. 4 Logistic regression example 

Figure 4 is an example of a linear regression. Two types of samples are 
distinguished by fitting a sigmoid function, with 0.5 as the threshold, and those 
above 0.5 are classified as 1, and those below 0.5 are classified as 0. 

3.2 Neural Network Models 

Recurrent Neural Network 

A recurrent neural network (RNN) is a neural network trained on sequence data, 
and it is widely used in natural language processing (NLP), time-series data 
analysis, etc. RNN is distinguished by its structure, which recurrently links neurons. 
Unlike conventional neural networks, which assume inputs are independent, RNN 
recurrently connects neurons and can unfold with time to form a chain-like structure. 
The RNN neuron takes the last time step as the input of the current time step, and all 
neurons share parameters. That is to say, RNN has memory. However, the memory 
is short term since RNN surfers vanishing or exploding gradient problems when the 
input sequence is long. 

x represents the time series elements and h represents the hidden state. The time-
series elements are sequentially input to the same RNN unit, and the RNN unit 
will generate the current hidden state based on the current input and the previous 
hidden state for each input. After the last time-series element is input, the generated
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Fig. 5 RNN example 

hidden state contains memory of the whole sequence. The two sides of the equal 
sign are two common representations of RNN neural network workflow, and they 
are equivalent 

Long short-term memory (LSTM) [29] is an enhanced version of RNN that has 
the ability to learn long sequence data. LSTM adds several small neural networks to 
RNN neurons that are referred to as gates. The gates regulate the flow of information 
to make sure helpful information is kept and nonimportant information is discarded. 
In essence, the gates can be seen as an attention mechanism. Gated Recurrent Unit 
(GRU) [3] is a variant of LSTM. It has a simpler neuron structure but without 
comprising performance. Therefore, GRU has become more and more popular in 
recent years (Fig. 5). 

Convolution Neural Network 

Convolution neural network (CNN) [39] achieves remarkable success in the com-
puter vision domain and has been used for image classification [39], object detection 
[22], and face detection [63]. 1-D CNN, also called time-delay neural network, is 
suited for time-series data. A typical CNN architecture is a stack of convolution 
layers and pooling layers. 

• Convolution Layer: The main component in CNN. It extracts features (or feature 
map) using learnable parameter filers (or kernels). The filters are applied along 
width and height to the input (for 1-D CNN only along with height), and the dot 
product between the overlapped part of input and filter is estimated and stored in 
order. In this way, the convolution layer learns the spatial features and position of 
the input. The result is sent to the activation function and then the pooling layer. 

• Pooling Layer: Although convolution is effective in extracting feature maps, it 
also learns the position of features. If the input feature maps position changes, 
the model performance may drop significantly. The pooling layer aims to 
downsample the feature maps to make the model less sensitive to position and 
more robust. It receives the output from the convolution layer and applies pooling 
operations. Common pooling operations include average and max pooling. 

By stacking convolution and pooling layers, CNN learners the local relevance of 
information and maps low-level features to high-level features. That is why CNN is 
suitable for learning image and text data (Fig. 6).
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Fig. 6 1-D CNN example 

Attention 

LSTM embeds the information into a fixed-length vector, regardless the how 
long the input is. The vector length determines the amount of information that 
can be stored. Although LSTM alleviates the long-term memory issue of RNN, 
its performance still degrades when processing long sequences. The attention 
mechanism is proposed by Vaswani et al. [77]. It aims to solve the information loss 
caused by embedding the long sequence into a fixed-length vector. The attention 
mechanism assigns different weights to items of the input sequence and highlights 
the critical parts. 

Graph Neural Network 

A graph neural network, as the name implies, is a neural network that can process 
graph data. GNN has been used in computer vision [2], drug discovery [21], 
recommendation system [93], etc. 

Data can be divided into Euclidean data and non-Euclidean data. Data such as 
text and images can be clearly represented as a grid. Text is a 1-D grid, and image 
pixels form the 2-D grid. The points in the grid are ordered and the number and order 
of neighbors are defined in advance. Traditional neural networks have achieved 
excellent results for tasks based on Euclidean data. While the social network is a 
graph, which is typical non-Euclidean data, with no grid-like structure, the nodes on 
the graph are not ordered, and the number of neighbors of each node is not fixed. 
Conventional neural networks cannot handle graph data well [7]. Therefore, GNN 
has received increasing attention in recent years.
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When processing graph data, there are two main advantages of GNN compared to 
conventional neural networks. Firstly, conventional neural networks cannot handle 
graph data input properly because they process inputs in a predefined order, while 
graph nodes are not ordered. This problem is solved because GNN is insensitive 
to the input order of the node. Secondly, the conventional neural network cannot 
capture the dependency of nodes or can only treat the dependency as a node feature. 
While GNN updates node representation based on node connectivity, preserving the 
graph structure information. 

The computational process of a typical graph neural network consists of two steps 
[89] The operations in each neural network layer can be abstracted into two steps: (i) 
AGGREGATION: aggregate neighbor nodes representations; (ii) COMBINATION: 
combine the neighbor aggregation and node itself. 

Take a widely used GNN model, GCN [33] as an example. In each GCN layer, 
all nodes’ embeddings are updated iteratively, for node . vi , its embedding is updated 
by the below formula: 

.x'
i = 0T E

j∈N (v)∪{i}

ej,i/
d̂j d̂i

xj (1) 

Here x is the current node embedding. . 0 is learnable weight matrix. .N (v) means 
all neighbor nodes of . vi . The update formula considers both .N (v) and . vi , thus it 
covers both AGGREGATION and COMBINATION. Moreover, .ej,i is the weight of 
the edge from source node . vj to . vi , . d̂i is the in-degree value of . vi plus one. The 
graph structure information is integrated into the node embedding . xi by considering 
the edge weight and node degree. 

Other commonly used GNN models include GraphSage [27], GIN [89], GAT 
[78], etc. They use different Aggregation and Combination methods than GCN. For 
example, GAT uses an attention mechanism instead of a static aggregation step to 
aggregate the information of neighbors. 

Moreover, GNN is usually stacked in multiple layers. In a k-layer GNN, every 
node receives k-order neighborhood information since the aggregation step is 
applied k times. This process can be seen, to some extent, as simulating the spread 
of social influence (Fig. 7). 

3.3 Discussion 

In applications of machine learning, it is very important to determine the technique 
model that properly fits the input–output relationship in a considered problem. For 
example, Tong [70] successfully established a technique model for the relationship 
between the attackers and protectors, so that based on historical data of input–output 
pairs, a strategy can be learned to compute locations of protectors against future 
attackers. Tong’s work suggests the following possible research.
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Fig. 7 GNN updates node 
embedding 

Possible Research 2 In [98], a robust method is introduced to determine protector 
locations without knowing locations of the attackers. Based on this robust method, is 
it possible to establish a machine learning technique model that fits the relationship 
between networks and locations of protectors? 

Possible Research 3 In the literature, there are many influence types, such as 
adaptive influence [26, 75], group influence [97, 100], composed influence [99], 
community-based influence [25], and interaction-aware influence [19]. They can be 
extended to many types of rumors and corresponding types of protectors. Could 
Tong’s model fit those types of rumors and protectors? If not, what new models 
should be constructed? 

4 Features 

4.1 Textural Feature 

The text content is the most straightforward material for rumor detection. 
Rumors are fabricated with the aim of spreading rapidly and widely. Therefore, 

they have some special properties compared with ordinary content. For example, 
rumors tend to use extreme words to attract people’s attention. Based on granularity, 
textural features have three levels.
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Lexical Level 

Lexical level is the word-level feature such as bi-grams, tri-grams, and bag-of-
word (BoW). The words can reflect emotional tendencies also deserve attention. It 
is proven that rumors tend to have more negation, inferring, and tentative words 
[79]. Castillo et al. [10] count the question mark, exclamation mark, emoticon, 
etc., as features. Kwon et al. [36] utilize LIWC, a tool that counts the words 
in psychologically meaningful categories analyzed text, and showed rumors and 
nonrumors are different in terms of positive affect words, inferring action words, 
and cognitive words. 

Syntactical Level 

Syntactical-level feature is sentence level feature. Include the pattern of the POS of 
sentence words [28, 101]. The sentence length and grammar complexity [6, 79], the 
sentence sentiment score [6], etc. 

Semantic Level 

With the rise of deep learning, semantic embeddings, such as word embedding 
[52], are widely used, and effectiveness has been proven. Word embedding models 
allow us to represent words using predefined dense vectors. Each element in the 
vector is a parameter and will be learned using a deep neural network. Similar 
words will have similar vector values. Compared to the bag-of-word (BoW) model, 
which also represents words as vectors. BoW only concerns word counts, while 
word embedding takes into account the context, which means word embedding can 
learn the semantic information. Doc2vec [38], an extension of word embedding, 
is also worth mentioning. Doc2vec works well for generating embedding for short 
documents, such as tweets. 

4.2 Temporal Feature 

Temporal feature is about the pattern of the life cycle of rumors. Know et al. [35] 
compare the time series of rumors and nonrumors and notice that nonrumors tend to 
have multiple and periodic spikes in tweet volume compared to nonrumors, which 
tend to have a single prominent spike. Ma et al. [49] trace the change in frequency of 
specific keywords over time and notice rumor and nonrumor show different patterns.
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4.3 Structural Feature 

We can represent the rumor propagation process using a tree-like structure named 
propagation tree [85]. The tree is constructed based on who-replies-to-whom 
relationships. The root is the original message, and the other nodes are reposts. If 
there is a directed edge from . mi to . mj , it means . mj responds . mi

The structure of the propagation tree, such as size, depth, node degree, etc., could 
be used for debunking rumors. Kwon et al. [36] compared the rumor and nonrumor 
propagation trees and showed rumor propagation tree tends to be a singleton. They 
also designed 15 structure features. Wu et al. [85] proposed a novel propagation tree 
that integrated user information. Wang et al. [81] evaluated rumor and nonrumor 
propagation tree structure from a temporal view. It shows the structures evolving 
processes are more distinguishing than static structures. 

4.4 User Feature 

Rumor spreader usually has low social influence, and how to use rumor attract 
more public attention. Celebrities are unlikely to spread rumors since it would 
damage their reputation. User features include single user’s features, including 
“age,” “gender,” “register time,” “number of follower,” etc. 

Kwon et al. [35] researched the relation between the social influence of rumor 
spreaders. They use the number of followers, friends, and tweets as a proxy of social 
influence, and nonrumor users show a higher feature value than rumor spreaders. 

Moreover, user features benefit early rumor detection. At the early stage of rumor 
spread, available information is limited. The user feature is more available than other 
features. 

Discussion 

According to the research of Kwon et al. [35], user feature and textural feature 
are more available at the early stage of rumor spread, and they benefit early 
rumor detection. While, for long-term stage, structural and temporal show better 
effectiveness. A single type of feature can only provide limited information and is 
not reliable. For example, the textural feature is the most widely used feature and 
has been intensively studied. However, some rumor spreader deliberately imitate the 
style of nonrumors. Therefore, it leaves room for the following research. 

Possible Research 4 Use not only one feature, but combine multiple features for 
comprehensive judgment.
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5 Applications of Machine Learning in Rumor Controlling 

With the development of Web 2.0, the role of social media users shifted from 
an information receiver to an information producer. Due to the role shift, rumors 
surged dramatically in social media platforms in recent years, which makes the 
rumor-controlling research become significantly important. Rumor detection and 
rumor blocking are two major research problems in rumor control. Rumor detection 
aims to distinguish rumor from genuine news also known as content-based rumor 
identification problem [14] while rumor blocking aims to minimize the number of 
users or nodes that accept (or are influenced by) the rumor in social networks. There 
are primarily two strategies followed for rumor blocking: first, misinformation 
prevention that aims to minimize the spread of rumors by launching the opposite 
positive cascade and second, rumor source identification that aims at detecting the 
possible origin(s) or source(s) of rumor propagation in social networks [20] and then 
clean up the rumor from the root. 

5.1 Rumor Detection 

Problem Statement 

Given a story, which consists of a collection of messages .m1,m2, ..., mn, of which 
. m1 is the source message, and . m2 to .mn are reply messages. Each message has its 
own properties, including textural content, image, video, URL, etc. Each message 
is posted by a user, who has properties such as gender, account creation time, count 
of followers, etc. The rumor detection problem aims to decide whether the story is a 
rumor or nonrumor. Therefore, the rumor detection problem is a classification task. 

Dataset 

Most of the datasets are from Twitter and Weibo. 

• Twitter is a US social networking and microblogging platform that was founded 
in 2006. Users can send short messages of up to 280 characters on Twitter, these 
messages are also known as tweets. Twitter has more than 200 million daily users. 

• Weibo is one of the largest social media in China, which is launched in 2009. 
“Weibo” means microblog in Chinese. It is a microblogging website similar to 
Twitter, Instagram, and Tumblr. Weibo has over 200 million daily users and over 
500 million monthly users. 

Details of the datasets are shown in Table 1.
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Table 1 Rumor detection dataset 

Dataset Total claim Platform Label Data source 

Twitter15 1490 Twitter True rumor, false 
rumor, 
nonrumor, 
unverified 
rumors 

[43] 

Twitter16 818 Twitter True rumor, false 
rumor, 
nonrumor, 
unverified 
rumors 

[50] 

Ma-Twitter 992 Twitter Rumor, 
nonrumor 

[49] 

Ma-Weibo 4664 Weibo Rumor, 
nonrumor 

[49] 

PHEME 6425 Twitter True rumor, false 
rumor, 
nonrumor, 
unverified 
rumors 

[34] 

SemEval19 325 Twitter, Reddit True, false, 
unverified 

SemEval 2019 Task 7 data set 

Evaluation Metrics 

Since the rumor detection problem is a classification one, accuracy, precision, recall, 
and F1 score, which are often used evaluation metrics for most classification tasks, 
can be applied to rumor detection problems. 

Accuracy is the proportion of correct predictions. It is the most straightforward 
and easy-to-interpret metric. However, it does not take into account the distribution 
of labels. If the dataset is heavily skewed, the model always predicts the majority 
label with very high accuracy, but the result does not mean the model can really tell 
whether the input is a rumor or not. 

Precision is the proportion of correctly detected rumors to all the rumor 
predictions. We want a model that has high precision. However, if the precision 
is too high, it means the model is picky and too cautious when making a prediction. 

The recall represents the proportion of samples predicted as rumors to all 
rumor samples. However, if a model always treats the input sample as a rumor, 
it achieves a very high recall. The score is misleading and cannot reflect the model’s 
performance. 

Precision and recall hold a reversed relationship. In general, recall values tend to 
be low when precision is high and vice versa. Usually, precision and recall should 
not be used in isolation. 

As a tradeoff for precision and recall, F1 is proposed. F1 is the harmonic mean 
of precision and recall. The goal of F1 is to improve precision and recall as much



Machine Learning-Based Rumor Controlling 357

as possible, and we also hope that the difference between the two is as small as 
possible. 

Compared to precision and recall, F1 gives a more fair and comprehensive 
assessment. Compared to accuracy, F1 is a more robust evaluation metric since 
it takes into account the distribution of data and can still accurately reflect the 
performance of the model if the label distribution is unbalanced. 

The formulas of accuracy, precision, recall, and F1 are shown below: 

.Accuracy = true positive + True Negative

All Samples
(2) 

. Precision = True Positive

True Positive + False Positive
(3) 

.Recall = true positive

True Positive + False Negative
(4) 

.F1 = 2 × Precision ∗ Recall

Precision + Recall
(5) 

Conventional Machine Learning Approach 

In the early research stages, traditional machine learning methods with feature 
engineering approaches are popular. Castillo et al. [10] predict the credibility level 
by levering the decision tree on Twitter based on text and re-tweeting behavior and 
links to external resource features. Kown, Cha, and Jung [35] study the temporal, 
linguistic, and structural features and evaluate the performance of SVM, decision 
tree, and random forest, and decision tree on selected features. Wu et al. [85] 
proposed a graph-kernel-based SVM classifier for rumor detection. The model was 
trained on the features including topic, sentiment, propagation patterns, and user 
profiles. 

RNN-Based Approach 

This is the first study to introduce RNN-based model for rumor detection on 
microblogs. The authors realized that the temporal and textural features of sequen-
tial text streams in social media can reflect the characteristic of rumors. First, they 
model the social context information of an event as a variable-length time series and 
applied RNN models to learn both temporal and textural features of the time series. 
Considering that an event could contain a large number of posts, they batch posts 
into time intervals and treat them as a single unit in time series. The representation 
of each unit is generated based on top-K TF-IDF values of vocabulary terms. Then 
they developed three different RNN structures to learn the time series data, which
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are tanh-RNN, single-layer LSTM/GRU, and multilayer GRU. They test their model 
on Twitter and Weibo data to compare the performance of different RNN models. 
Multilayer GRU achieved the best performance (88% accuracy on Twitter dataset 
and 91% accuracy on Weibo dataset), demonstrating that the hidden layer can 
help the model to overcome noise. LSTM/GRU also overperforms the tanh-RNN, 
demonstrating the superiority of the gated units over, the tanh unit.RvNN, which is 
a type of recurrent neural network for tree structure data that original application is 
to learn the sentence parse tree [67]. Ma et al. [51] bring RvNN to rumor detection 
area. Unlike other RNN models, the input of RvNN is a propagation tree rather than 
a temporal sequence. Therefore, RvNN can learn both the structural information of 
the propagation tree and the semantic content of tweets. The author proposed two 
variants of RvNN to learn the propagation tree using a top-down and bottom-up 
manner. Top-down RvNN starts from root and recursively integrates the features of 
parent nodes into children nodes, recursively up to leaf nodes. Finally, the pooling 
of all the leaf nodes is used for prediction. Bottom-up RvNN recursively integrates 
the features of the child nodes into the parent node starting from the leaf node until 
the root node. Finally, the root node is used for prediction. 

CNN-Based Approach 

Convolutional neural networks can concentrate on local information before synthe-
sizing it at a higher level to obtain global knowledge. .CNN is commonly used in 
rumor detection. 

CNN-based approaches usually first create a matrix using word embeddings that 
could represent sentences as input to the model. We could collect features between 
numerous consecutive words in this fashion, and weights could be shared when 
computing the same type of feature. 

Sarkar et al. [12] developed a hierarchical architecture based on CNN to detect 
satire news, which attempted to capture the important information of satire in the 
news at the sentence and document levels. Despite the fact that they did not manually 
extract sentence elements to represent satire, their method produced results that were 
equivalent to the existing models. A single layer of .CNN, on the other hand, can only 
create representations from a few close words. Qian et al. [58] presented a two-level 
convolutional neural network (TCNN) that could represent phrases in two ways and 
capture deep semantic information to detect whether an article was fraudulent or 
not. In the end, TCNN outperformed the other approach in the study. Because of its 
ability to extract deep information and propose a two-level representation, TCNN 
outperformed CNN. 

GNN-Based Approach 

Bian et al. [4] proposed a novel GCN-based rumor source detection model Bi-
GCN, which is the first attempt that applies GCN to rumor detection in social
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media. Standard GCN cannot learn directed graph topology; however, direction is 
important for rumor detection. Bi-GCN is a novel directed GCN model to model 
both rumor propagation and dispersion. GCAN proposed by Lu and Li [44] uses  
GCN to model user propagation and use co-attention mechanism to model the 
correlation between the information source and other user’s interaction. Wang et 
al. [82] proposed a content-based rumor detection model KMGCN that combines 
GCN and knowledge graph. KMGCN converts text content to a graph instead of 
a sequence to better capture nonconsecutive phrases and uses a GCN to extract 
the semantic representation of the graphs. Besides, KMGCN introduces real-world 
knowledge graphs as complementary semantic information to improve prediction 
performance. Dong et al. [15] proposed GCNSI, which is the first ConvGNN-
based model for multiple rumor source detection problems. Compared to some 
other rumor source detection models, we need to know the underlying propagation 
model in advance, GCNSI is closer to real world since it does not rely on prior 
knowledge of the underlying propagation model. Song et al. [68] proposed TGNF, 
a GNN-based solution that works on continuous-time dynamic graphs (CTDG). 
TGNF captures textural, structural, and temporal features. Especially for learning 
temporal propagation patterns, TGNF shows superior performance than models that 
work on a static graph. Moreover, TGNF also integrates adversarial learning [23] 
framework to force the model to learn the difference between interactions rather 
than similarities. 

Hybrid Approach 

Ajao et al. [1] developed a hybrid model of recurrent neural networks and 
convolutional neural networks to detect and categorize fake news messages from 
Twitter tweets, which recognizes acceptable features linked to fake news without 
prior knowledge of the subject. With the aid of a hybrid model of RNN and CNN, it 
automatically finds features among Twitter messages without any prior information 
about the topic domain or subject of conversation. It then uses text and images to 
identify and classify bogus news on Twitter. Because deep learning methods allow 
for automatic feature extraction, the associations between words in phony texts will 
be known without explicitly manipulating them within the network. Their approach 
has an accuracy rate of 82%. 

Lao et al. [37] present a system that combines RNN, CNN, and GNN to capture 
multiple levels of rumor feature. In greater detail, the linguistic feature is captured 
by CNN, the temporal diffusion pattern is captured by RNN, and the nonlinear 
diffusion pattern is captured by GNN. 

Discussion 

Each of the three types of neural networks, RNN, CNN, and GNN, has a unique set 
of features. RNNs are better compared to capturing patterns with linear structure,
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such as the time sequence of a rumor. However, RNNs have a strict order-sensitive 
structure, which means that adjacent elements in the default sequence cannot be 
interchanged. CNN can also capture linear structure features, but the presence of a 
filter enables CNN to find local patterns more effectively, and unlike RNNs, they 
are strictly order-sensitive. Moreover, CNN usually runs much faster than RNN 
on GPU. GNN, as a type of neural network that has gained popularity in recent 
years, has garnered considerable interest. It is capable of recognizing the graph’s 
global structure, which is not possible with RNN or CNN. Nonetheless, it is not 
a perfect substitute for RNN and CNN. RNN/CNN-based learning of linear rumor 
propagation structures remains a viable complement and enhancement to the GNN-
based approach. 

Future Direction 

Model Interpretability 

Usually, the more complex a model is the more difficult it is to interpret. Decision 
trees, for example, are highly interpretable by making only basic conditional 
judgments. Neural networks, with a large number of parameters and multilayer 
structure, have a strong fitting ability, which also makes the model very complex 
and turns it into a black box. 

Most of the current deep learning-based rumor detection model research merely 
pursues performance and ignores the problem of model interpretability. Some 
questions still need to be answered. 

Possible Research 5 How does the model make predictions? What features play 
the most important role when making the decision? What is the glass ceiling of the 
deep learning model? 

Studying the interpretability of the model helps us to understand the mechanism 
of rumor propagation, which can guide us in designing and collecting features and 
improving the model. 

Early Detection and Knowledge Base 

Due to the harm of rumor spreading, it is the consensus of everyone to stop the 
spread of rumors as soon as possible. However, early rumor detection is challenging 
since the available information is limited during the early stages of rumor spreading. 
Introducing knowledge from an external source, such as a knowledge base (KB), 
is a feasible solution. KBs store entity information in a triple format. Each triple 
represents two entities and their relationship. KB not only stores a wide range of 
entity information but also emphasizes the connections between them. 

Possible Research 6 Due to the wide variety of OSN content, the content could 
be structured, unstructured, text, image, video, URL, etc. It is impossible to have a
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KB cover all the OSN contents. For the uncovered part, rumor debunking is still a 
challenge. 

Dynamic Graph 

Social network is a typical dynamic graph. A dynamic graph denotes a graph that the 
nodes and edges and features can change over time. For example, in social networks, 
new users may join, old users may leave, and users may establish new relations or 
remove old relations. Dynamic graph introduced can lead to new graph topology 
and new node profiles. A dynamic graph-friendly model should be able to capture 
temporal changes of graph and incrementally update results. Moreover, there are 
two categories of dynamic graphs: discrete-time dynamic graphs (DTDG), which 
are composed of a sequence of snapshots taken at interval time; and continuous-
time dynamic graphs (CTDG), which are composed of a list of timed node or edge 
events. It is obvious that CTDG is more general. Some representative CTDG-based 
GNN models were also proposed. For instance, TGAT [88] and TGN [60]. Based 
on TGAT, Song et al. [68] proposed a CTDG-based fake news detection solution. 

Possible Research 7 The current rumor detection solutions are still mainly based 
on static graphs, and exploring dynamic graph models is a valuable direction. 

5.2 Rumor Source Identification 

Problem Statement 

Rumor source identification focuses on locating the propagation source(s) or seed 
node(s) of rumor in social network. This problem aims to learn the reverse dynamics 
of the diffusion process means tracing the diffusion dynamics back to its initial state 
and identifying the first nodes that started spreading the rumor [64]. The ability to 
quickly identify the source(s) of rumor can help in controlling the spread of rumor 
at an early stage by cutting off the critical paths of rumor diffusion. This research 
is also used in a wide variety of domains such as detecting the source of epidemics 
to control infection spreading, finding the source of a computer virus in a network, 
and locating gas leakage source in wireless sensor network [31]. Generally, the 
methods of rumor source identification found in the literature take the information 
propagation/diffusion model, network structure, and the states of a portion of nodes 
into consideration while emerging studies try to identify source(s) without knowing 
the underlying propagation model. 

Commonly used models for rumor propagation in social networks are IC model 
and epidemic models. Widely adopted epidemic models for rumor propagation 
are (susceptible-infected (SI) model, susceptible-infected-susceptible (SIS) model, 
susceptible-infected-recovered (SIR) model, and susceptible-exposed-infected-
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recovered (SEIR). According to the model, the nodes in the graph are in one of the 
following states: (S) who are susceptible to rumor but not yet activated; infected 
(I) who has been activated or infected by the rumor and are infectious, that is, they 
will spread the rumor and recovered (R) who are removed from consideration after 
being in the full activation period, as they will not pass the rumor to their neighbors 
anymore. Given an initial set of source nodes, the above propagation models are 
utilized for generating the state of the network and based on the type of network 
observation rumor sources are determined. 

Network observation provides knowledge about the different states of nodes 
in the network while the diffusion process is undergoing or completed. Complete 
observation of the network provides the exact state for each node in the network 
at a given moment. Snapshot-based observation provides the details of activated 
nodes at the time of the snapshot, but cannot discriminate between susceptible or 
recovered node. To overcome this problem, multiple snapshots are taken at varying 
time slots to get sufficient knowledge of the network. In monitor-based observation, 
initially monitor or sensor nodes are inserted into the network, which works as an 
observer for evolutionary propagation in the network. Monitor nodes collect the 
information that passes through them and also their infection time is gathered. In this 
type of observation, the accuracy to detect rumor sources depends on the number of 
monitors placed in the network [66]. 

In the literature, we can find a vast amount of algorithm-based methods for source 
identification problem [54, 90, 96]. For the scope of this chapter, we will focus on 
machine learning-based approaches to this problem. 

Conventional Machine Learning Approach 

We aim to identify the source of the rumor based on the state of nodes as 
well as the underlying network structure using the prior information about the 
probabilistic rumor propagation model. Since there is no additional information 
(i.e., a uniform prior), the maximum likelihood (ML) estimator is utilized that 
minimizes the estimation error, that is, maximizes the correct source detection 
probability. Research focused on this approach first identifies a computationally 
tractable representation of the ML estimator if possible and evaluates the source 
detection probability of such an estimator [65]. The majority of the work based on 
this approach focuses on finding the single source in the network. 

GNN-Based Approach 

Shah et al. [64] proposed a GNN-based approach for finding the source of epidemic, 
namely, patient zero in general graph when the disease propagates in the networks 
based on SIR and SEIR model. One-hot encoded node states, that is, xi ∈ {0, 1}M, 
where M is the number of possible states for a node where state of a node is either 
{S, I, R} or {S, E, I, R} are the input to the GNN. The output is the probability



Machine Learning-Based Rumor Controlling 363

of a node being a patient zero. They showed with experimental analysis that 
GNN performs better compared to the famous algorithm-based approach called 
dynamic message passing as GNNs are model-agnostic and do not require access 
to the epidemic dynamics parameters or the time t of the graph snapshot. Also, 
inference through GNN is 100 time faster compared to algorithm-based methods. 
Li et al. [42] also proposed a GNN-based model called Source Identification Graph 
Convolutional Network (SIGN) when rumor diffusion follows the SI model for 
single-source identification problem under the complete snapshot. Their model is 
based on the idea that the source should be in the center of the infection subgraph 
and far from the uninfected frontier also known as rumor centrality. 

Wang et al. [83] proposed for the first time a semi-supervised learning model 
called Label Propagation-based Source Identification (LPSI) for multiple source 
detection method when the underlying rumor propagation model is unknown. It 
encodes the state of the node at the time t of snapshot, +1 if node is infected 
otherwise −1. Based on the propagation probability of each node and state of nodes 
at time t , state of nodes at time t + 1 is determined. The output is a label for each 
node indicating the probability of a node being an infection source. LPSI encodes 
only an integer for each node that is insufficient to express the structural information 
of the network and also the time of the snapshot has to be known. To improve upon 
these deficiencies, Dong et al. [14] proposed a GNN-based model, namely, Graph 
Convolutional Networks-based Source Identification (GCNSI) to locate multiple 
rumor sources without prior knowledge of the underlying propagation model. They 
assign a multidimensional vector for each node for input to the GCN. One feature 
is the infection state of the node, and other feature captures the rumor centrality and 
source prominence: nodes surrounded by a larger proportion of infected nodes are 
more likely to be rumor sources. They also compared the performance of GCNSI 
with the algorithm-based approach, where GCNSI outperformed the algorithm-
based methods. 

Dataset 

Both real-world networks and synthetic networks are used in the literature to study 
the methods proposed for source identification problem. In Table 2 dataset name and 
its source, the papers discussed above that are using the dataset, number of nodes 
and edges in that dataset, along with the graph density, that is, the ratio between 
the edges present in a graph and the maximum number of edges that the graph can 
contain, are average clustering coefficient that can be defined as .

E|V |
i=1 Ci , where 

. Ci is the clustering coefficient of each node i in the graph defined as .Ci = ni

ki
, 

where . ni is the number of edges between the . ki neighbors of node i. Other than 
that we also show whether the particular dataset is used for multisource detection or 
single-sourced detection or both and type of diffusion model adopted by the papers 
for rumor source identification problem. The datasets in the table are arranged in 
ascending order of nodes.
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Evaluation Metrics 

Top-k accuracy measures that rumor source can be retrieved among the k nodes with 
the highest probability of being the rumor source. If one of them is a true label, it 
classifies the prediction as correct. Top 1 accuracy is a special case, in which only 
the highest probability prediction is taken into account. 

5.3 Misinformation Prevention 

Problem Statement 

Misinformation Prevention problem source from the Information Maximization 
(IM) problem proposed by Kempe et al. [32]. The authors also propose two basic 
diffusion models, Independent Cascade (IC) model and Linear Threshold model. 
Based on the work of Kepme et al., IM problem aims to select the optimal seed 
node set under cordiality limitation and maximize the influence on social network. 

Misinformation Prevention (MP) problem, also named Misinformation Con-
tainment Problem, or Least Cost Rumor Blocking Problem in some research, is 
proposed as a variant of the IM problem. As a variation of the IM problem, the 
MP problem was first proposed by Budak [8] et al. There are two competing 
cascades on social network, the rumor cascade and positive cascade. MP problem 
aims to minimize the number of nodes influenced by rumor cascade by selecting 
positive seed set called protector nodes under cardinally limitation. The MP problem 
is extensively researched under the IC and LT model. Budak et al. prove the 
MP problem is a submodular optimization problem when there are two cascades, 
which guarantees a .1 − 1/e approximation greedy algorithm exists [8]. However, 
computing the cascade influence is #P-hard, making it hard to evaluate the objective 
function of MP problem [11]. A breakthrough comes from the reverse sampling 
technology proposed by C. Borg et al. Based on reverse sampling, a series of 
solutions are proposed in [69, 73, 76]. 

Machine Learning-Based Approaches 

Existing research assumes the underlying diffusion model is already known, for 
instance, IC or LT model. However, in the real world, the underlying diffusion could 
be complicated, leading to the existing solution’s application range being limited. 

To tackle the MP problem without knowing the underlying diffusion model in 
advance, Tong [70] et al. propose a novel method named StratLearner. The core 
idea is that to parameterize the objective function of the MP problem, the algorithm 
takes historical attackers and optimal protector pairs as input to learn how a strategy 
can maximize the parameterized objective function. Tong adapted SVM to train the 
model and achieve state-of-the-art performance.
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Possible Research 8 Currently, there are relatively few solutions based on machine 
learning in this area, but it is a direction worth exploring. 

6 Conclusion 

In this chapter, we made a comprehensive survey on research works aimed at 
issues on widespread rumors over the online social network. We first introduced 
basic concepts, including OSN and rumor, then explained machine learning models 
and features. Then, from the perspective of machine learning, we reviewed works 
in rumor detection, rumor source detection, and rumor prevention, which are the 
three important research areas for debunking rumors or limiting rumor spread. 
We emphasized public datasets, conventional machine learning-based solutions, 
and deep learning-based solutions, including the latest graph neural network-based 
solutions. Meanwhile, we identified several possible research directions for future 
study. 
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Strategic Communication as a Mean for 
Countering Hybrid Threats 

Konstantinos Balomenos 

1 Introduction 

Recently, the international security environment has changed dramatically and as a 
result, the global community is facing with new security challenges and threats. As 
Robert Kagan points out in his book, “The Jungle Grows Back: America and Our 
Imperiled 

World” [6], the world as we know, is changing fast and new actors are emerging 
in global politics. Today the jungle is growing back, history is returning, and we are 
witnessing a time when nations are reverting to the old and traditional geopolitical 
patterns. Great-power spheres of interests and geopolitical ambitions are creating 
international instability and regional conflicts [6]. 

One of the most important threats to international peace and security is hybrid 
warfare. 

Hybrid warfare is a type of war in which all available resources of a state 
or a nonstate actor are used in combination with conventional, unconventional 
(unorthodox), and political means. These actors can act in both the physical, digital, 
and cognitive domains, and can use a variety of strategies and tactics to achieve their 
strategic objectives and finally, to undermine and destabilize their opponent [7]. 

In particular, the hybrid actors (states, teams, individuals) use means and 
unconventional techniques, such as covert military operations and soft power tactics, 
in order to exploit the vulnerabilities of the opponent without violating the limits of 
deterrence, which would lead to total war and finally to achieve his coercion. 
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These tactics referred to a conflict mode that is called as “gray zone conflict.” 
Actors in the gray zone are, employing sequences of gradual steps to secure strategic 
leverage. The efforts remain below thresholds that would generate a powerful 
response, but nonetheless are forceful and deliberate, calculated to gain measurable 
traction over time [8]. Others argue that, the gray zone is characterized by intense 
political, economic, informational, and military competition more fervent in nature 
than normal steady-state diplomacy, yet short of conventional war [9]. In the same 
frame, gray zone conflicts, involve some aggression or use of force, but in many 
aspects their defining characteristic is ambiguity about the ultimate objectives, the 
participants, whether international treaties and norms have been violated, and the 
role that military forces should play in response [10]. 

The toolkit for coercion below the level of direct warfare includes informational 
and psychological operations, political coercion, economic coercion, cyber opera-
tions, proxy support, and provocation by state-controlled forces [11]. 

From the above, it is understandable that most hybrid warfare strategies are 
related to information and communication. Communication is a component of all 
operations and its effective use is crucial during informational and psychological 
operations. Information dominates in all fields of operations; therefore, it is 
paramount for a manager of hybrid threats and crises to understand the information 
environment in which hybrid operations are conducted and how the hybrid actors 
use communication to influence different forms of decision-making and undermine 
citizens’ trust in their leadership. 

In this vein, the author will use the perspective of strategic communication as a 
basic function of statecraft for the understanding of actors and audiences, and the 
integration of policies, actions, and words across the government in a coherent way 
so that strategic communication is used as a means of countering hybrid warfare 
threats. 

Under this frame, hybrid warfare will be defined in the beginning, followed by 
an analysis of the theory of strategic communication to explore the utility and extent 
to which it can be applied as a means of countering the hybrid warfare threats. 

2 Definition of Hybrid Warfare 

Hybrid warfare is a type of a war in which all available resources of a state 
or a nonstate actor are used with a combination of conventional, unconventional 
(unorthodox), and political means. Specifically, the term “hybrid” has been used to 
describe a wide array of measures, means, and techniques including, but not limited 
to: disinformation; cyberattacks; facilitated migration; espionage; manipulation of 
international law; threats of force (by both irregular armed groups and conventional 
forces); political subversion; sabotage; terrorism; economic pressure; and energy 
dependency [12]. These multifaceted activities may be conducted by separate units 
or even by the same unit and are operated and regularly directed and coordinated
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within the main battlefield in order to achieve synergistic results [13]. Taking into 
consideration the above frame, hybrid threats can also be created by a state actor 
using a proxy force. A proxy force sponsored by a major power can generate hybrid 
threats readily using advanced military capabilities provided by the sponsor [14]. 
According to Hoffman: “hybrid threats incorporate a full range of different modes of 
warfare including conventional capabilities, irregular tactics, terrorist acts, including 
indiscriminate violence and coercion, and criminal disorder” [15]. Hoffman later 
expanded this definition to reflect hybrid war as being, “sophisticated campaigns 
that combine low-level conventional and special operations; offensive cyber and 
space actions; and psychological operations that use social and traditional media 
to influence popular perception and international opinion” [16]. He also, points 
out that: “In hybrid warfare, each adversary uses simultaneously and on the same 
battlefield a tailored mix of conventional weapons, unconventional tactics, and 
terrorist and criminal actions to achieve its political objectives” [17]. 

Russia’s actions in Ukraine in 2014 intensified interest in the concept of hybrid 
warfare. 

The Russian doctrine of hybrid warfare as expressed—through an article in 
2013 in the Russian Newspaper Military Industrial Courier—by the current Chief 
of the Russian General Staff and Deputy Minister of Defense General Valery 
Gerasimov, stresses that “civilian means achieve better military or political results 
than military means” [18]. In particular, Russian techniques included the traditional 
combination of conventional and irregular combat operations, but also the support 
and sponsorship of political protests, economic coercion, cyber operations, and, 
in particular, an intense disinformation campaign. According to General Valery 
Gerasimov, this new generation of warfare includes the following elements: [19]

. Military action is started during peacetime (without declaring war).

. Noncontact clashes between highly maneuverable specialized groups of combat-
ants.

. Annihilation of the enemy’s military and economic power by quick and precise 
strikes on strategic military and civilian infrastructure.

. Massive use of high-precision weapons and special operations, robotics, and 
technologically new weapons.

. Use of armed civilians.

. Simultaneous strikes on the enemy’s units and facilities throughout all of its 
territory.

. Simultaneous battles on land, air, sea, and in the information space.

. Use of asymmetrical and indirect methods.

. Management of combatants in a unified information system. 

NATO, in trying to contextualize the events occurring in Ukraine presented it 
as being, the use of asymmetrical tactics to probe for and exploit weaknesses via 
nonmilitary means such as political, informational, and economic intimidation and 
manipulation and are backed by the threat of conventional and unconventional 
military means.
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Especially, NATO defines hybrid threats as a “type of threat that combines 
conventional, irregular, and asymmetric activities in time and space” [20]. This 
provides the essence of something produced by the synergy of different measures 
but used alone it is too broad. 

This perspective of hybrid war establishes an environment that is complex, 
rapidly changing and nonlinear in character. In this complex environment, the 
methods employed by a hybrid actor are “the use of military and nonmilitary 
tools in an integrated campaign, designed to achieve surprise, seize the initiative, 
and gain psychological as well as physical advantages utilizing diplomatic means; 
sophisticated and rapid information; electronic and cyber operations; covert and 
occasionally overt military and intelligence action; and economic pressure” [21]. 
In this vein, we can conclude that hybrid threats are characterized by the following 
actions [22]:

. Are coordinated and synchronized across a wide range of means

. Deliberately target democratic states’ and institutions’ systemic vulnerabilities

. Use a wide range of means

. Exploit the threshold of detection and attribution as well as the border between 
war and peace

. Aim to influence different forms of decision-making at the local (regional), state, 
or institutional level

. Favor and/or gain the agent’s strategic goals while undermining and/or hurting 
the target 

Finally, the central theme of this new form of warfare, is the blurring of the 
boundaries between war and peace between those involved in the conduct of 
a hybrid conflict (regular and irregular forces or terrorists, criminals, and other 
nonaligned actors), that see an opportunity to achieve their own goals such as the 
destabilization of the government or abets the insurgent or irregular warrior by 
providing resources, or by undermining the host state and its legitimacy [23]. 

In summary, hybrid warfare is characterized by a hybrid mix of conventional and 
asymmetric tactics, decentralized planning and execution, with the participation of 
nonstate actors and the use of both simple and complex technologies in an innovative 
way [24]. 

Furthermore, hybrid warfare involves the synchronized use of multiple instru-
ments of power against targeted vulnerabilities of the adversary across the entire 
spectrum of society’s functions, aiming at effects resulting from the sum of the 
combined use of the various instruments of power [23]. Finally, hybrid warfare is 
asymmetrical in texture, employing a variety of power tools in multiple dimensions 
and levels of escalation simultaneously in a synchronized pattern, emphasizing cre-
ativity, unpredictability, and unaccountability, and primarily targeting the cognitive 
underpinnings of War [23].
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3 Definition of Strategic Communication 

An effective communication response to a hybrid threat or crisis requires effective 
coordination and the use of all the resources of a state’s national power. That is, 
it requires that a state’s diplomatic, intelligence, military, and financial resources 
be effectively combined to meet the communications objectives of the crisis 
management team [25]. 

Strategic communication is approached as a process aimed at understanding key 
audiences and ensuring their participation and support through informational and 
psychological operations, public affairs, and public diplomacy [26]. 

In the implementation of strategic communication, the emphasis goes to the 
way each organization communicates during the realization of its aims and how 
it works as a societal structure to promote its mission. The nature and the target 
of strategic communication play an important role when dealing with a crisis, 
because while the organizational communication in the broad meaning examines 
the communication procedure and how people interact in complex organizational 
situations (interpersonal, collective, digital), strategic communication focuses on the 
way the organization will represent itself through targeted actions and initiatives of 
its personnel [27]. 

According to Richard Halloran [28], strategic communication is a method of 
persuasion to make others accept ideas, actions or a situation. In other words, it 
is the mean that an actor has and uses to convince friends and allies to support or 
to stay neutral, and to adversaries in order they understand that he has the power 
to dominate on them. It pointed out also, that strategic communication is viewed 
through the lenses of exercising persuasion in the citizens of a country, in order to 
support the choices that the political leadership makes, and to that end, build national 
consent as far as it concerns national goals. Therefore, during the communication 
confrontation of a crisis, strategic communication is able to exert effective influence 
in the target—audience, to achieve required perceptions and behaviors, to influence 
the attitude—stance of the stakeholders involved in a crisis, to moderate or change 
negative or hostile views of public opinion, allowing the interested actor to acquire 
the desirable legitimacy to materialize its strategy [27]. 

In the case of military operations, strategic communication is a continuous 
function that occurs throughout the whole spectrum of military operations. Joint 
force strategically communicates with friends and rivals. Similarly, it strategically 
communicates with the public, population groups, governments, and other organi-
zations, in the framework of conflicts, competition, and cooperation, while it also 
includes communication with domestic audiences [29]. 

Furthermore, as Dr. Harlan K. Ullman points out hybrid war is like old wine 
in a new bottle, in which technology and globalization have transformed aspects 
of war in the twenty-first century. Limits in military achievements, economic 
interdependency, and cyber technology are just a few examples of how the new 
bottle has taken another contour [30].
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Moving further, the boundaries between the different aspects of strategic com-
munication are blurred and this is reflected as to whether strategic communication 
should be considered as “communication of strategy or communication as a strat-
egy.” In the first case, the role of communication is limited to the implementation of 
a strategy, in a primarily secondary role. The strategy makers decide for it and then, 
activities are coordinated, such as press conferences and information campaigns, 
which operate as a reactive measure in times of crisis. 

In this context, the coordination capacity of the policymakers focuses on the 
process of getting the right message from the target audiences and addressing the 
factors that can weaken the strength of this message. However, this perspective 
overlooks the ways in which each government actor communicates, by engaging in 
activities involving separate actions, words, and policies. In relation to the definition 
of the term “strategic communication,” it should be noted that, despite the fact that 
strategic communication is widely used in international relations, the academics 
and professionals of strategic communication do not clearly define its content and 
the way it can be used. 

In particular, from the perspective of international relations, strategic commu-
nication is approached as a process aiming at enabling publics to understand, 
and ensure their participation and support, through information operations, actions 
related to public affairs and public diplomacy ([31], Paxviii). 

Approaching this procedure, thus, seeks to ensure consistency between the 
messages transmitted and the objectives pursued, in order to avoid communication 
overlaps or inefficiencies. In order to achieve this consistency, a strategic communi-
cation program requires the participation of all of the above components, either at a 
strategic or at an operational level [31]. Strategic communication is also approached 
as a capability or an activity supported by certain capabilities ([32], p. 22). 

Specifically, in line with this approach, in order for an actor to communicate 
strategically, it should have the ability to develop a communication plan, syn-
chronize all the functional parts involved in the implementation of the strategic 
communication program, and, finally, the ability to use specific channels of 
communication to transmit its messages [32]. 

In addition, strategic communication is approached as a means of achieving 
results [31]. More specifically, according to this approach, strategic communication 
is the means for a body to inform its stakeholders and the public and to exercise 
influence on them over specific issues. Lastly, strategic communication is viewed 
as an art form [31]. According to this approach, strategic communication seeks to 
control the communication environment of an international actor with the aim of 
shaping the attitudes and behavior of its stakeholders and public. 

In 2009, the US Department of Defense in a Strategic Communication Report 
pointed out that strategic communication should be approached as a process, not a 
set of capabilities or distinct organizational activities. In this respect, it was stressed 
that strategic communication “is the process of integrating the stakeholders’ issues, 
as well as of those that affect the public, in the policy development and the imple-
mentation planning of operations to be executed at each hierarchical/functional 
level” [33].
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Therefore, the strategic communication process can result in a more efficient 
harmonization of government activity to lead and coordinate the decision-making 
process in a manner favorable to national interests. It should be supported as a 
guiding principle at all government sectors and levels in order to be effectively 
implemented. This principle fits into the articulation of strategic communication 
as a philosophy or mindset. The implementation of strategic communication as 
a process can function as a binding film between strategy and action, integrating 
efforts across the government and favoring the unity of effort toward the common 
strategic objectives. 

Such an approach would maximize the use of available resources and reduce the 
risk of failure. This requires a strategic culture of communications absorbed at all 
levels of government that looks at foreign policy through the “lens” of communi-
cation, identifying relevant audiences and understanding how they form views and 
make decisions. There will inevitably be specific competence requirements, such 
as assessment and analysis, planning and implementation of transnational activities, 
such as media management, public opinion management of stakeholders, marketing, 
and the level of engagement of actors. 

It is understandable that as much as strategic communication is stronger, the 
fewer procedures are required. In practice, these two approaches—communication 
at the core of the strategy’s development, or subsequently in the implementation 
phase—are not mutually exclusive. They are often incorporated in varying degrees, 
either deliberately or as a feature of the way that governments operate. This is 
reflected in the balance that governments need to find between the expansion of 
all specialized communication capabilities and the encouragement of a strategic 
communication culture, which is indispensable in every section, policy, and strategy 
[34]. 

4 Strategic Communication as a Mean for Countering 
the Hybrid Threats 

According Sun Tzu, the first attack a general will launch is against the moral 
of the enemy. Moreover, Sun Tzu writes down: «In times of war, adaptability 
and flexibility are needed», concepts strongly related with hybrid threats almost 
2500 years before. He continues in his masterpiece “The art of war”: “the greatest 
achievement is not to fight and win all of your battles, but to break the will of the 
enemy to resist, without a battle” [35]. 

A smart leader overwhelms the enemy without a fight. He conquers his cities 
without besieging them. He wins his empire without long-lasting operations in the 
battle field. He invades to his terrain against its governor and his triumph is ultimate 
without losing a single man [35]. 

The shift of the conflict from the physical to the information environment, as 
a theory, is based on the idea that the “War for Hearts and Minds” is an integral,



378 K. Balomenos et al.

permanent, and decisive existing element in today’s conflicts, the implementation 
of which is carried out after thorough planning by the participants. The impact of 
public opinion on military actions creates the need for those involved to incorporate 
communication as one of the key elements in the planning and execution of any 
operation. However, as the media environment becomes increasingly complex, 
results can be pursued and achieved even without an actual—physical conflict [36]. 
Modern conflict can range from political confrontation to physical confrontation. 
The boundaries between peace and war have blurred and the information environ-
ment acts as a battlefield, where rival narratives clash to prevail over one another, to 
guide and shape public opinion. Even actual conflicts or proxy wars can be exploited 
as strategic communication platforms, serving the interests of third parties [36]. In 
the context of hybrid warfare, the focus of the strategic competition is the so-called 
“information battles,” in which information is turned into a weapon, and a struggle 
for the predominance of one’s “truth” becomes a struggle. Under this perspective, 
hybrid threats have the malign intent of manipulating the political decision-making 
processes of a targeted nation by influencing the behaviors and attitudes of key 
audiences such as media organizations, the general public, and political leaders [12]. 
Furthermore, can be considered as information or influence activities. These are 
actions that influence audience perception and decision-making. Such activities are 
not limited to the “Information” instrument but involve the combination of different 
instruments of power, including diplomatic, economic, and military [12]. The smart 
use of information, through the tailoring of messages, narrative, and persuasion, is 
able to potentially reach the whole world and provide a dynamic impact on various 
target audiences. The use of information in a strategic way can exert influence on 
the stakeholders of a hybrid crisis and a crisis manager wins legitimacy and support 
from them during the management of the crisis. In this vein, during the management 
of a hybrid crisis, it is a necessity the delivery of information at the right time and in 
a coherent manner via the correct message, the suitable and effective communication 
tools, so that to provide a satisfactory advantage over an opponent, with a massive 
effect and precision in disrupting and balancing him. 

The hybrid warfare is conducted on three interrelated fields of operation. The 
first is the physical domain, the second is the digital domain, and the third is the 
cognitive domain. On all three domains, the most hybrid warfare strategies are 
related to information and communication. The quintessence of all operations is 
communication and its effective utilization during information and psychological 
operations. That is, information dominates all fields of operations; therefore, it 
is of paramount importance to understand the information environment in which 
hybrid operations are conducted. The information environment represents a set of 
factors, resources, and processes, which demonstrate the knowledge that has been 
accumulated and used by a specific society, community, or individual, looking also 
at ideas and assumptions. There is also the issue of how this knowledge can be 
obtained, created, expanded, and used. This means that the information environment 
is a requirement for the survival of individuals and societies and for progress in the 
development of individuals and societies. That is because information provides an 
opportunity for necessary exchanges between and among us [37].
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In summary, the Information Environment (IE) is a model for understanding 
how actors and audiences interact, how people see the world around them and 
consequently make decisions based on the meaning they deduce from it [38]. In 
this context, during a hybrid operation, a hybrid actor tries to control and influence 
the information environment of its enemy. Through the control and manipulation of 
information, a hybrid actor tries to influence the cognitive level of the population 
and the stakeholders of its opponent. He conducts operations that affect the mind 
and the emotional level of his audiences through the spread of fear, doubt, and 
uncertainty about the outcome of the crisis. His objective is to break the morale 
of the opponent’s citizens, to create polarization and controversy so as to shake the 
citizens’ trust in its leadership, and to create social instability and destabilization in 
the targeted nation. 

Taking into consideration the above mention, the author of this article believes 
that strategic communication is the appropriate tool for the prevention, detection, 
and reduction or elimination of the consequences of hybrid threats. Since the 
hybrid information environment is complex and the confrontation of hybrid threats 
requires the allocation of significant national resources, strategic communication 
can contribute to the understanding of the information environment. In particular, it 
helps the managers of hybrid threats or crises to proceed in the human perception 
assessment and in the shaping of human perception about the situation of a 
hybrid threat or crisis. Human perception’s assessment should be central to the 
understanding of the dynamics of hybrid threats, the way they are being perceived, 
interpreted, and attributed to. The analysis should focus on the relevant issues and 
components of a hybrid threat or crisis: actors (political leaders, civil society, and 
military), networks (military, economic, cyberspace), and the means (disinforma-
tion, cyberattacks, bribery) and understanding how they could exploit vulnerabilities 
to harm national security interests. The continuous assessment should define the 
basic regularity lines (of operations, for instance, during an operational planning) 
and define modifications in standards (operational standards) [29]. In this procedure, 
strategic communication can ensure the exchange of information, both within and 
between governments, and the ability to synthesize different types of information 
and elaborate intelligence. It can put suitable information at the heart of all levels 
of policy, planning, and implementation, and then, as a fully integrated part of the 
overall effort, ensure the development of practical, effective strategies that will make 
a real contribution to the successful management of a hybrid threat or crisis. 

Additionally, strategic communication consists the mean of the sensemaking 
of a hybrid threat or crisis from the managers of a hybrid threat or crisis and 
also from the stakeholders in a specific way that favors the crisis managers. 
Sensemaking is the process of social construction that occurs when discrepant cues 
interrupt individuals’ ongoing activity, and involves the retrospective development 
of plausible meanings that rationalize what people are doing. Central to the 
development of plausible meanings is the bracketing of cues from the environment, 
and the interpretation of those cues based on salient frames. Sensemaking is thus 
about connecting cues and frames to create an account of what is going on [39].
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Crises, by their nature, come as a surprise. They often shock a system so 
radically that responders, at least for a moment, have no clear idea how to respond. 
From the perspective of sensemaking, understanding of a crisis situation comes 
from taking action and observing the feedback to that action. Organizations make 
sense of their environments retrospectively through a sequence of three stages: 
enactment (action), selection (interpretation), and retention (learning). This process 
is generally based on interpreting feedback from an organization’s environment. If 
the feedback is positive, more of the same action is warranted. Conversely, negative 
feedback requires divergent response strategies [40]. Taking into account the above 
definition, in the case of a hybrid threat or crisis, strategic communication is central 
to interpreting this feedback and developing a coordinated response. 

Furthermore, strategic communication consists of the meaning-making [41] of a  
hybrid threat or crisis from the managers of a hybrid threat or crisis. Via meaning-
making crisis, leaders employ deliberate and concerted moves to influence public 
perceptions and emotions [42]. In this vein, the managers of a hybrid threat or 
crisis utilize strategic communication for the framing [43] of the crisis in such a 
way that highlights positive elements of the crisis and which will exert influence on 
stakeholders and the citizens so that managers of a hybrid threat or crisis receive 
legitimacy and support. 

Additionally, during the procedure of managing a hybrid threat or crisis, 
strategic communication is a reliable strategic tool for planning, coordinating, 
and implementing a crisis communication plan that will cover the following 
strategic communication goals. It helps in the deconstruction of the rhetoric and 
the argumentation of hybrid actors (it is the right instrument for dealing directly 
and effectively with the disinformation campaigns), in the mitigation of disputes 
and the negative attitude of stakeholders or social groups affected by the crisis, in 
the mobilization of all institutional and social forces, as well as the alliances of an 
agency/organization involved in the crisis, in order to support the efforts of the crisis 
management team to cope with the hybrid threat or crisis and support the procedure 
of legitimization of the crisis manager’s strategy by the audiences who are in their 
internal and external environment and the wider national and international audiences 
[44]. 

Furthermore, strategic communication is the proper mean for the information 
and education of the stakeholders who are involved in a hybrid crisis as well as 
the wider population of one hybrid target. During the management of a hybrid 
threat or crisis, many managers fail to communicate with their audiences because 
the audience members resist their messages because they contradict adopted habits 
and ingrained behaviors. Understanding of human perception and behavior should 
be central to understanding the dynamics of hybrid threats. Through strategic 
communication, the managers of hybrid threats or crises can understand how their 
audiences are perceived, interpreted, and attributed in their messages and can 
produce effective narratives where they will appeal directly or indirectly to targeted 
audiences using appropriate emotional or logical persuasive appeals designed to 
elicit desired attitudes and behaviors.
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Another field where strategic communication can contribute to managing a 
hybrid threat or crisis is the area of deterring a hybrid actor. Successful deterrence, 
in the form of a decision not to pursue intended action, is induced in the mind of the 
hostile actor, meaning both public and private communications play an important 
role in shaping the perception. When deciding on a deterrence strategy, one should 
consider steps to ensure that a hostile actor understands that the pressure imposed is 
linked to its hybrid activity. 

Effective communications are crucial to ensuring this and can reduce the risk of 
the hostile actor spinning the narrative by portraying the actions as provocative or 
hostile. 

As already mentioned above, strategic communication is a method of persuasion 
to make others accept ideas, actions, or a situation, and all actions, images, words, 
and policies, a government takes (or does not take) communicate something. If 
a government communicates with its audiences strategically via a collective and 
integrated strategic communication campaign and is guided by a national strategy 
that has the consensus and the legitimacy of the population, strategic communication 
can be utilized as a deterrence means of any hybrid actor. The notion of deterrence is 
based on the core principle of changing the hostile actor’s calculus. The goal should 
be the deterring actor’s words and actions leading to a situation where the hostile 
actor decides not to pursue a particular activity [45]. Via strategic communication, 
the deterring actor can communicate its strengths, capabilities, and resilience 
effectively with a message to be seen as coherent and credible and to influence 
the cognitive and psychological domain of the hybrid actor so that to cancel his 
purposes. Moreover, as part of resilience-building, strategic communication with 
one’s population is important. It is important to make sure the public is aware of 
both the threats to national security and the state’s preparedness to respond. The 
same applies to international partners and allies—popular support is a powerful and 
important tool in democracies. Hostile actors should also have an understanding of 
a deterring actor’s resilience, with the aim of showing that hostility will be futile 
[45]. 

5 Conclusion 

This article consists of an interdisciplinary approach to the communication manage-
ment of hybrid threats and crises. Specifically, through an interdisciplinary study of 
International Relations and Communication disciplines, an attempt has been made 
to approach these disciplines in a multidisciplinary manner in order to identify the 
concept of hybrid warfare and to present the role that strategic communication plays 
as a means to counter them. Hybrid warfare is an attractive option for countries 
seeking to change the status quo, but lacking the power to impose their will by 
brute force. With the innovative use of new and relatively low-cost tools, they 
can achieve their goals by taking small steps at a time, but also by achieving the 
surprise of their opponents with minimal risk. As Frank Hoffman [23] points out,
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“Hybrid threats are those covert or illegal activities of nontraditional politicians 
that fall below the threshold of armed organized violence, including disruption 
of order, political subversion of governmental or nongovernmental organizations, 
psychological actions, abuse of legal processes, and financial corruption as part of 
an integrated plan to achieve strategic advantage.” 

Such actions are coordinated, synchronized, and deliberately target the vulner-
abilities of democracies and institutions. Activities can take place, for example, in 
the political, economic, military, civil or information domains. They are conducted 
using a wide range of means and designed to remain below the threshold of detection 
and attribution [46]. 

The hybrid tactics which can be used by an attacker are various forms of 
sabotage, disruption of communications, and other services including energy 
supplies. The aggressor may work through or by empowering proxy insurgent 
groups, or disguising state-to-state aggression behind the mantle of a “humanitarian 
intervention.” Massive disinformation campaigns designed to control the narrative 
are an important element of a hybrid campaign [47]. Furthermore, NATO defines 
hybrid threats as a “type of threat that combines conventional, irregular, and 
asymmetric activities in time and space.” This provides the essence of something 
produced by the synergy of different measures but used alone it is too broad [20]. 

In a combination of the above definitions, some characteristics can be used so 
that a common understanding can be built concerning this “modus operandi” [48]. 
Specifically:

. Cyber today is a military domain and in the near future the cognitive domain 
probably.

. There are no physical borders.

. All actions are coordinated and synchronized across a wide range of means.

. They deliberately target democratic states and institutions systemic vulnerabili-
ties.

. Actors use a wide range of means; they exploit the threshold of detection and 
attribution as well as the border between war and peace.

. The aim is to influence different forms of decision-making at the local (regional), 
state, or institutional level, favor and /or gain the agent’s strategic goals while 
undermining and/or hurting the target. 

Until now, in the conventional war, there was a clear distinction between peace 
and war, but hybrid warfare is a form of war that is in the “gray zone” between peace 
and war. It is an act of guerilla tactics and means aiming to coerce and to pressure 
the opponent and to maintain a continuum of war [3]. 

With the new realities, in the hybrid warfare: [49]

. There is no traditional battlefield (this can be a capital city, a religious site, an 
airport, a school, a theater, a soccer stadium, etc.).

. The means have fundamentally changed (for example terrorism, piracy, incite 
social disorder, kidnapping, social media, etc.).
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. The strategic aim of the hybrid actor is to terrify the society and to decline 
the morale of the population of the opponent, so he will subdue the enemy by 
corrosion in the internal and international field of legitimacy in many domains of 
the confrontation. 

Through the employment of hybrid tactics, the attacker seeks: [50]

. To undermine and destabilize an opponent

. The dominance of an actor in the physical and psychological battlefield through 
control of information and media

. Exercising influence in order to bend the will of the opponent and to weaken his 
support from his population and his state services 

Under these developments, it is necessary to consider that the weaponization 
of the communication as a means of hybrid warfare will further deteriorate the 
worldwide stability and security environment. Particularly, the failure to cope with 
this threat would definitely increase the conflicts between state and nonstate actors. 

In the contemporary complex information environment, a strategic communica-
tion campaign aims to create, promote, and maintain a stable image of a country or 
an organization [51]. It transmits messages, information, and images with a certain 
scope and serves as both a way and a means to achieve the desired political ends 
[52]. Especially, in the context of hybrid warfare, information plays a critical role 
as conflict does not usually escalate into direct armed conflict [53]. The role of 
nonmilitary means to achieve political and strategic gains has increased, because 
in the balance among costs and benefits each actor calculates, the use of hard 
power comes as a following option, considering the destructiveness of the high-
tech weapons and the severe economic cost. Within this context, the paper presented 
how strategic communication as a component of national strategy can help the crisis 
managers or the decision makers of a government to counter hybrid threats and 
respond to current and future national security challenges. Specifically, strategic 
communication is approached as a process aiming at enabling publics to understand 
and ensure their participation and support, through information operations, actions 
related to public affairs, and public diplomacy [31]. This approach seeks to ensure 
consistency between the transmitted messages and the pursued objectives in order to 
avoid communication overlaps or inefficiencies. In order to achieve this consistency, 
a strategic communication program requires the participation of all of the above 
components, either at a strategic or operational level [31]. 

Therefore, the strategic communication process can result in a more efficient 
harmonization of government activity to lead and coordinate the decision-making 
process in a manner favorable to national interests. It should be supported as a 
guiding principle at all government sectors and levels in order to be effectively 
implemented. This principle fits into the articulation of Strategic Communication 
as a philosophy or mindset. This requires the exchange of information, both within, 
and between governments and the ability to synthesize different types of information 
and elaborated intelligence. The communication must be governed by the whole of 
government approach. It should be, therefore, collective and comprehensive. Based
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on a comprehensive understanding and continuous assessment of the information 
environment, governments should have a clear understanding of means available 
in order to reach audiences. This could be anything, from financial sanctions to a 
change in stance through the use of military force. All these should be incorporated 
and used coherently to achieve the desired strategic impacts and results. Actions 
taken to counter threats/hybrid threats should be guided by a strategy. The reflection 
on strategic communication must be at the core of the development and imple-
mentation of the strategy from the outset, and this process should be supported by 
the availability of appropriate resources and highly specialized personnel. National 
strategy should have a broad consensus for the population to support it and be 
supported from the top by the political leadership. This includes the formulation of 
the strategic position that a nation wants to take, and the way it would be structured 
throughout the government, engaging ministries, such as those responsible for 
culture, education, and home affairs. Such an approach ensures that any “story” 
(or national narration/narrative) that the government wants to communicate is 
authorized at all levels, coherent and consistent. National authorities should have 
structures that are flexible, decentralized, and adaptable, capable for preparation, 
agility, and response. The nature of threats/hybrid threats means that there are no 
identified handbooks that can be followed. Adversaries will continue to develop, 
test, and implement measures targeted at vulnerabilities. Fostering a culture of 
strategic communication in all government agencies will allow a nation to maintain 
its initiative to act [34]. The attribution of hybrid threats to an adversary is a political 
effort based on the public’s confidence, so reliability should be protected as a vital 
resource. Any governmental action, which impairs public’s confidence, will reduce 
the actions available for preparedness and response to hybrid threats. In any case, 
it should be understood that, even if there is no obvious link between the particular 
area of responsibility of each of the parties involved and national security, their 
actions can weaken national resilience [29]. 

References 
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Aday, S., Andžāns, M., Bērziņa-Čerenkova, U., Granelli, F., Gravelines, J.-P., Hills, 
M., Holmstrom, M., Klus, A., Martinez-Sanchez, I., Mattiisen, M., Molder, 
H., Morakabati, Y., Pamment, J., Sari, A., Sazonov, V., Simons, G., Terra, 
J.: Hybrid Threats. A Strategic Communications Perspective. NATO Strategic 
Communications Centre of Excellence (NATO StratCom COE), Riga (2019) 

Sellnow, T.L., Seeger, M.W.: Theorizing Crisis Communication. Wiley-Blackwell 
(2013) 

Tzu, S.: The Art of War, 2nd edn. Communication Publications, Athens (2002) 
Transcripts of Seminar: Applied and Holistic Management of Hybrid Threats and 

Crises, Hellenic Ministry of National Defence – General Directorate for National 
Defence Policy and International Relations (DGPEADS) (2020) 

Yarger, H.R.: Strategic Theory for the 21st Century: the Little Book on Big Strategy. 
Strategic Studies Institute, Carlisle (2006)



Strategic Communication as a Mean for Countering Hybrid Threats 389

Articles 

Mumford, A.: Proxy warfare and the future of conflict. RUSI J. 158(2) (2013) 
Celso, A.N.: Superpower hybrid Warfare in Syria. Marine Corps Gazette. 9(2), 92– 

116 (2019) 
Balomenos, K.P.: Speak or not to Speak with One Voice during a Crisis? In: NRDC-

HERALD –The magazine of NATO Rapid Deployable Corps-Greece, Issue. 19 
(2022) 

Coombs, T.W.: Impact of past crises on current crisis communication: insights from 
situational crisis communication theory. Business Commun. 41(3) (2004) 

Tom, C., Per, L., Rykkja, L.H.: How to cope with a Terrorist Attack? A challenge 
for the political and administrative leadership. In: European Commission Coor-
dinating for Cohesion in the Public Sector, 6th edn, (2012) 

Entman, R.M.: Framing: Toward Clarification of a Fractured Paradigm. Communi-
cation. 43(4) (1993) 

Andreas, J., Guillaume, L.: NATO’s Hybrid Flanks – Handling Unconventional 
Warfare in the South and the East NATO Research Paper, No. 112, Brussels 
(2015) 

Andis, K.: Hybrid War – A New Security Challenge for Europe. Centre for East 
European Policy Studies, Latvia (2015) 

Coalson, R.: Top Russian General Lays Bare Putin’s Plan for Ukraine,” The World 
Post, September 2, 2014 

David, G.C., Binnendijk: The Power to Coerce Countering Adversaries Without 
Going to War. Rand (2016) 

Conway, J.T., Roughead, G., Allen, T.W.: A Cooperative Strategy for 21st Century 
Seapower. Naval War College Rev. 61(1), 3 (2008) 

Bruce, G.: Public Diplomacy and Strategic Communication, Cultures, Firewalls and 
Imported Norms. George Washington University and Georgetown University, 
Washington, DC (2015) 

Keršanskas, V.: DETERRENCE: proposing a more strategic approach to countering 
hybrid threats, The European Centre of Excellence for Countering Hybrid 
Threats Paper 2, March 2020 

Maitlis, S., Sonenshein, S.: Sense-making in crisis and change: Inspiration and 
insights from Weick. J. Manag. Stud. 47, 3 (2010) 

NATO Standardization Office (NSO): AAP-6, NATO Glossary of Terms and 
Definitions (2018 edition), 62 
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The Integrated Approach in Countering 
Contemporary Security and Defence 
Threats 

Fotini Bellou 

1 Introduction 

Current security threats touching also upon the realm of defence have become 
increasingly ambiguous, composite and complex. A growing propensity is observed 
in which state or not state actors are engaged in hostile activities against a state 
and its society by using a number of methods and instruments and often times a 
combination of them, in order to destabilize or distract segments of sovereignty, 
or the decision-making process of a state. These activities, which can also lead to 
conflicts, involve a combination of conventional and asymmetric practices, taking 
the form of a composite nexus of ‘actors, narratives, tactics and technologies’, whilst 
at the same time this nexus may interact at local, national or international level ([28]: 
49). 

By looking at the evolution of the comprehensive approach in managing inter-
national crises, this chapter aims to establish that such an approach, if adjusted at 
the national level in the form of an integrated approach (for some governments, 
the whole of government approach), can serve better a state’s effort to counter 
contemporary hybrid threats and hybrid warfare. As will be shown, hybrid warfare 
and threats target the victimized state’s vulnerabilities, intertwining military, civilian 
or societal aspects of governance. Recent experience from post-conflict international 
stabilization and peacebuilding operations has offered analytical and practical tools 
through the prism of a comprehensive approach in managing crises. This approach 
started to be fashioned primarily since the international peacebuilding/stabilization 
involvement in Afghanistan in 2001 and gained further popularity from scholars and 
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practitioners so long as it was providing convincing policy responses in countering 
multifaceted destabilizing conditions in post-conflict environments. An examination 
of the defining elements of hybrid threats and hybrid warfare indicate that the 
grey area in which these subversive activities occur striving to disrupt segments 
of governmental authority as well as societal coherence also seek synchronized and 
multilayered responses. Precisely for this reason, a comprehensive approach evolves 
as the most appropriate response against contemporary hybrid threats. For they 
primarily require counter measures having also a society-centred approach [23], 
pointing to the ability of state to sustain resilience at all levels of governance. 

For this reason, it is important to underline that building resilience at all levels of 
governance as an endgame resembles to a great degree the effective functioning of 
a comprehensive approach in crisis management. Indeed, it has evolved as the most 
appropriate strategy, or organizing principle, in order to address international crises 
that were involving all segments of governance. For a comprehensive approach in 
such a context embraces a combination of proactive, inclusive and intersectoral logic 
upon which all international activities, providing peacebuilding activities, have to be 
performed. As an organizational structure, it has become also increasingly popular 
with modern governments in implementing their national high-level strategy, since 
they have been called to respond to an increasing number of multifaceted and 
complex hostile actions including hybrid threats and challenges. 

In this sense, what was considered a comprehensive approach in the context 
of international crisis management, involving all different international actors with 
different cultures and operational logics (military, civilians, international institutions 
and non-governmental organizations), which had to coordinate their interaction with 
the local political and societal dynamics of post-conflict spaces, now has taken the 
form of an integrated approach at the national level. At this level, an integrated 
approach implies the ability of the state authorities to organize a unified decision-
making body through which all activities can be integrated and thus coordinated, 
synchronized and implemented. It is this logic of synchronized coordination that a 
number of governments and organizations, such as the United States, the United 
Kingdom, the EU and NATO, have been using the term of integrated approach 
(and whole of government approach) in recent years in order to describe the 
organizational principle through which building resilience against hybrid warfare 
and hybrid threats can be assumed. 

The analysis begins with a discussion about the character of hybrid threats 
as these have been analysed by respective scholarship and institutions. It will be 
showed that the character of those hybrid activities cut across all levels of analysis: 
strategic, operational and tactical, by destructing or distorting both military and 
civilian spaces through conventional or/and asymmetric methods enmeshing also 
societal issues. The chapter continues by examining the comprehensive approach in 
managing international crisis through a discussion of the evolution of peacebuilding 
and stabilization operations in recent years. The chapter concludes with a presen-
tation of the integrated approach that a number of governments and institutions 
have adopted in recent years as a response to the multifaceted character of hybrid 
threats primarily viewed under the prism of building state and societal resiliency
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by bolstering coherence at all levels of governance. This article advocates that an 
integrated approach in managing crises, as a number of governments and institutions 
have already adopted, provides the optimal strategy for states and institutions in 
order to prevent or deter hybrid threats and attacks. 

2 The Comprehensive Character of Hybrid Threats 

The concepts of hybrid treats and hybrid warfare have received much attention in 
recent years from scholarly literature, even if hybridity in warfare is not a novelty. 
Asymmetric wars are neither a novelty [6]. As Ofer Fridman has rightly observed, 
there is also a difference in meaning of the term hybrid warfare between Western 
military theorists and Russian strategists [13]. The former focuses primarily on 
different tactical and operational activities that can be coordinated in the field in 
order to produce multiple and ‘synergistic effects’([13]: 43). The latter adopts a 
broader interpretation by involving ‘all spheres of public life: politics, economy, 
social development, culture’ which resembles much of subversion war ([13]: 43). 

The Russian interpretation of hybrid warfare also point to the corrosive activities 
aiming at challenging sociocultural cohesion of the enemy’s population in order 
to gradually inflict a regime change, whilst the use of force is expected to be 
reduced at the minimum possible level. For Western interpretations, as these were 
first depicted by Frank Hoffman, hybrid warfare combines irregular warfare and 
conventional capabilities, whilst it can involve ‘terrorist acts including indiscrim-
inate violence and coercion and criminal disorder’ ([18]:14). For some military 
practitioners hybrid threats ‘exploit operational, informational and legal ambiguities 
and vulnerabilities across all domains’ ([17]: 29). 

For a number of scholars, the wars in Iraq and Afghanistan should be considered 
as contemporary hybrid wars since they involved an amalgam of ethnic or tribal 
conflict, ideologically driven insurgents and organized crime affiliates, all ready 
to interact with local warlords and other third actors with little interest to state-
building [31]. In hybrid warfare a combination of conventional military operations, 
insurgency and terrorism may be observed whilst the cyberspace is employed 
for propaganda, recruitment and communication purposes [31]. Frequently, as 
Weissmann describes, it ‘blurs the distinct and combatants and both demands and 
permits all activities necessary to achieve success’ (in [17, 18]: 5) For this reason, it 
is not surprising to observe a wider exploitation of societal vulnerabilities aiming 
at distracting social cohesion through a number of distorting ‘soft’ instruments 
of public diplomacy or influence operations along with the use of ‘full spectrum 
capabilities, including long distance weapons and Special forces’ ([17, 18]: 5). 
For this reason, as Mikael Weissmann highlights in the respective conference 
proceedings, the concept of Key Terrain gains increasing importance, and it might 
be protected or threatened by ‘increasingly potent Anti-Access Area Denial (A2AD) 
systems’ ([17]: 5).
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Due to different actors involved, in hybrid warfare, namely, state and non-state 
actors, special operations units, private militias, insurgents and terrorist groups, the 
international law of war and humanitarian law is sidelined if not instrumentalized 
in order to serve the actors who use it ([30, 31]: 868). In addition, as Siman points 
out, hybrid warfare ‘covers the much broader range of influence operations. These 
seek to undermine trust in the target’s system, through mis/disinformation, coercion, 
‘Lawfare” Threat Finance, “DeepFakes”, assassinations and “Active Measures”, 
“use of useful idiots”, and criminal activities’ ([32]: 2). In an apparent trend to 
adopt wider interpretations of hybrid warfare in the aftermath of the wars in Iraq and 
Afghanistan and following Russia’s first aggression to Ukraine, which culminated 
with the annexation of Crimea in 2014, scholarly discussion started to involve all 
those activities that could have possibly have a subversive effect whilst at the same 
time remain at the level below the declaration of war [38]. These activities ‘short 
of war’ are considered to be found in the grey zone between war and peace, and 
thus military responses cannot be justified [19, 40]. The corrosive effect of those 
practices, or strategies, can prove important so long as they aim at changing the 
status quo [8, 40]. Most importantly, hybrid threats and hybrid warfare can optimize 
the technological advances but also societal vulnerabilities according to the target 
space and thus operate in subversive modes by combining different operational 
domains against which a very demanding military and civilian coordination posture 
may be required. Indeed, whilst the optimization of different operational domains 
remains a key aspect of concern in contemporary strategy [22], hybrid warfare has 
further underlined its importance. 

For this reason, a change in strategic thinking is required as to incorporate the 
interchangeable levels to which hybrid threats can apply whilst at the same time 
adopt a holistic or comprehensive approach aiming at bolstering those aspects of 
governance, in multiple domains, that could augment resilience against subversive 
activities. It is for this reason, that most scholarly discussion correctly points to the 
importance of states adopting a comprehensive approach in order to counter hybrid 
threats and warfare [35, 39]. Analysis continues with a discussion on the evolution of 
the notion of comprehensive approach in managing crises from recent international 
experience since it provides the most optimal approach in addressing multifaceted, 
multilayered and composite challenges against state governance. 

3 The Comprehensive Approach in Crisis Management: A 
Paradigm to Be Followed 

The shift in post-Cold War international practice, from traditional peacekeep-
ing operations to multidimensional peace support operations and stabilization 
missions, necessitated the international adaptation of both governments and inter-
national organizations involved (UN, NATO, OSCE, EU). In the new context, 
international actors’ (governments and institutions) support in providing certain
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segments of governance services became known as post-conflict peacebuilding. 
International involvement often entailed almost the entire range of the related 
governance services [5, 11, 12, 41]. 

As indicated in UN documents, actions and policies implemented in a region 
in the context of post-conflict peacebuilding operations involve different activi-
ties at different stages of progress, a variety of actors, governmental and non-
governmental, military and civilian, and even numerous international organizations 
([36]: 23). Each external actor used to provide services that in practice set a single 
stone in the big mosaic governance patterns, or they were inextricably intertwined 
in a specific sector. Depending on the related know-how functions and capabilities, 
each international actor was expected to contribute to the provision of services, 
both tangible and intangible, in order to re-establish the necessary conditions for 
governance in the region [1]. 

The aim of these operations had been to strengthen local institutions/authorities 
in the long term so that they could operate on their own by means of sustainable 
peace. In other words, the international actors evolved as an integral part of the 
state’s effort to ensure – in practice to build – the right environment for a functioning 
government that lacked signs of a return to the previous conflict situation. It 
was important, for the internationals to secure the provision of goods and ser-
vices to citizens, whilst essential security, development and political inclusiveness 
requirements are retained [37]. In practice, these ‘international actor’ services are 
provided by different international organizations, governments, private companies, 
non-governmental organizations but also military or police forces as well as civilians 
operating under governmental decisions or international organizations’ mandates, 
usually on the basis of UN Security Council resolutions. 

Peacebuilding operations following the violent dissolution of Yugoslavia and the 
end of the subsequent wars in the 1990s have offered a real learning opportunity 
and a valuable familiarization process for the ‘international actors’ regarding the 
obligations arising from the difficult task of peacebuilding. Despite the difficulties 
and initial failures, the operations were carried out almost in their entirety, with 
no dramatic incidents of engagement in dangerous confrontations (spoilers) and 
obstruction of peacebuilding work. In other words, they were implemented in a 
‘permissive environment’ where international actors have pursued, and to some 
extent continue to pursue, the demanding policies required by the peacebuilding 
toolbox [16]. Of course, such a process does not unfold without problems since cer-
tain different actors’ perceptions and strategic cultures often make communication 
and cooperation problematic or even impossible. Nevertheless, internationals offer 
their different services to support the military, police, civilian, judicial, development, 
economic and social spheres of operation of the country or region in need. Examples 
included NATO (IFOR/SFOR, KFOR), the United Nations (UNBiH, UNMIK, 
UNPREDEP) and the EU (Althea, EULEX, EUForce Concordia, EUPOL Proxima), 
in Bosnia, Kosovo and North Macedonia. Depending on the complexity of the 
relevant governance challenges, the international factor focused on specific actions 
in these areas under the logic of peacebuilding.
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The experience of operations in the Western Balkans was often exposed to 
coherence questions, whilst inconsistencies amongst different actors and often dif-
ferent tactics and cultures delayed or obstructed effective peacebuilding. Therefore, 
whilst the need for constructive coordination amongst international actors had 
been documented by both decision-makers and relevant conflict resolution massive 
literature, there seemed to be no intention of many stakeholders to coordinate under 
a specific framework for action [25]. Much discussion was focusing on the need 
for effective civil-military cooperation rather than measuring results [4, 7]. Yet, the 
expectation of an integrated or comprehensive approach which requires, sustains 
and engenders unity of purpose has become much more visible and pressing since 
the mid-2000s through the respective operations of NATO in Afghanistan and the 
United States in Iraq in 2003 [7, 37]. 

The unpleasant experience for the ‘international actors’ (governments, organi-
zations and NGOs) in Afghanistan and of the United States in Iraq, respectively, 
following the overthrow of the Saddam Hussein regime in 2003, highlighted 
the need not only for the involvement of an increasing number of international 
organizations and governments in peacebuilding but also the need for a much more 
complex and highly demanding response. As also discussed above, multiple hostile 
actions and terrorist attacks in the field which aimed at disrupting not only the 
peacebuilding mission but also the international presence itself had to be countered. 

Most importantly, it was the practice of weakening the image and practical 
effectiveness of the internationals through a combination of irregular warfare, 
taking the form of terrorism, insurgency and criminal activities that Frank Hoffman 
described also as hybrid warfare (cited in [34]). Their purpose was to demoralize 
their victims by merging ‘different modes and means of war’ including information 
warfare and modern media [34]. Although such modes of actions were not a novelty 
in warfare, the need for multiple responses cutting across different levels of conduct 
had become of profound importance [14]. It was the time at which a comprehensive 
approach started to be advocated as the best possible responses [7, 37]. 

The Alliance for the first time in the conclusions of the [26] Riga Summit in 
Latvia, with a reference guide to NATO’s mission in Afghanistan referred to the 
need for a comprehensive approach by the international community in view of 
modern challenges which would integrate a wide range of civilian and military tools 
(NATO Riga Summit Declaration, par10. The need for the Alliance to improve 
the coherent application of its own crisis management tools and to strengthen 
practical coordination with other relevant international organizations as well as 
non-governmental organizations, military and civilian actors as well as local actors 
involved in such operations was also stressed. 

Thus, the integrated or holistic approach to crisis management focused in 
principle on coordinating action by different actors who used their own know-
how and capabilities to contribute to a commonly accepted outcome of sustainable 
peace, although often achieving stability, seen as the absence of conflict, was 
a more feasible objective. From a strategic point of view, the NATO operation 
in Afghanistan and the United States’ peacebuilding effort in Iraq following the 
overthrow of the Saddam Hussein regime had ‘upgraded’, if not reinforced, the
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necessity of the integrated approach, namely, not only a coordination amongst 
different actors working at multiple levels of governance but at the same time being 
able to conform under a unified single command. 

The scope of operations was not just a permissible environment where local 
authorities named highways in the name of the Alliance and Western leaders (e.g. 
Balkans) but weak governments very often attacked by local guerrilla groups, 
fanatic theocratic groups or simply groups that forcefully opposed the operations 
and who used terrorist or other asymmetrical methods to obstruct the operations 
as well as all those who conducted them. Therefore, peacebuilding tools and 
mechanisms had to be combined with counterinsurgency, which certainly requires 
responsiveness against asymmetric shocks and terrorist actions, whilst at the same 
time maintaining the legitimacy of the operations in the conscience of local 
communities who have not always been supportive of the international actor. Such 
an experience of the international community in crisis management of the two post-
Cold War decades has made the comprehensive approach a very useful organizing 
principle to be adopted in order to coordinate actions and tools of a different 
nature and thus address complicated and complex threats of a conventional and 
nonconventional nature. 

4 From a Comprehensive Approach to the Integrated 
Approach in Managing Hybrid Threats 

The importance of a comprehensive approach in managing complex emergencies 
and crises lies in its very nature. As an organizational principle, it involves all tools 
(procedures, policies and resources) to address a threat throughout its numerous 
development phases. It seeks interconnectedness and transferable links as well as 
flexibility between different areas of action such as internal and external security, 
defence as well as social cohesion and economic development whilst presupposing 
resilience of coordination and decision-making. Today, the nature of modern threats 
is multifaceted, interdependent and complex. Addressing these challenges and 
threats often requires a whole complex of different actions aimed at achieving a 
common goal. 

At the international level, the concept of a comprehensive approach, as men-
tioned above, refers to the use of different (political) tools and mechanisms by many 
different actors, organizations, governments, international financial institutions, 
development banks, NGOs, local actors, civil society and local governments in order 
to tackle an armed conflict and, above all, the phase of building a lasting peace. 
The international practice of the first two post-Cold War decades has shown that an 
integrated approach can build and restore the unity of purpose ‘vertically’, i.e. at all 
levels (strategic, operational and tactical) whilst at the same time can ‘horizontally’ 
orchestrate various related policies, i.e. in different areas (military, judicial/police, 
political, economic, development, social and communication [29, 33]. Nowadays,
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most international organizations advocate the use of this organizational principle 
in their actions [21]. At national level, the comprehensive ‘whole of government’ 
approach has already started to be integrated into state’s strategy. A holistic 
approach in a national context could be understood as the use of the organizing 
principle, which requires the integration of all sectors and thus the capacities of 
state governance (agencies-bodies-ministerial services) under the coordination of 
a decision-making structure, which would orientate and coordinate the spill-over 
effect triggered by top-down actions and policies, in order to be able to effectively 
resolve or manage a multidimensional threat or challenge to the interests of the 
State. The aim is to maximize the capitalization and the effective use of national 
resources and capabilities (military, economic, social, cultural, scientific, commu-
nication), state-of-the-art technology capabilities as well as those of international 
actors who share a common understanding with the state authorities, in order to 
respond to a crisis in terms of resilience (status quo ante). 

However, as Egnell [7] has convincingly showed, a comprehensive approach 
in current multifaceted operations has to ensure ‘civil-military integration at the 
strategic level, but separation of actors and responsibilities in the field of operations’ 
([7]: 250). He insists that ‘coordination through unity of command and formal 
hierarchy should be brought in. These are concepts’, as he rightly observes, ‘that 
make sense in traditional state governance and military affairs, but are unlikely 
to attract support within the community-based NGO approach’ ([7]: 250). At the 
strategic level, a single unified command is cardinal, whilst different actors involved 
at the lower levels should serve a unified purpose under a pre-existent common 
analysis and planning. 

It is for this reason that a number of governments have adopted an integrated 
approach in managing international multifaceted including hybrid threats, such as 
the United Kingdom and the United States, taking the form of whole of government 
approach), or even Canada whilst they have agreed on the support from different 
states or institutions. More specifically, as Engell argues, in order to serve this 
condition, the British government sets up ad hoc committed within the inherently 
interagency oriented Cabinet office, which works directly for the prime minister 
rather than the ministries’ ([7]: 252). It is also suggested that another option 
that would have been employed is ‘the establishment of structures that gather 
the necessary people from all relevant departments to create a cross-government 
analysis of and policy towards a problem’ ([7]: 252). 

Such an approach, indeed, can be better served at the national level rather 
than at the international level where international organizations promote their own 
organizational structure, and thus optimization of a unified single command at 
the strategic level might require constant legitimization procedures. It is for this 
reason that countering hybrid threats, as Weissmann et al. [39] advocate, can be 
better countered through ‘a cross sectoral and cross temporal understanding of the 
interaction between actors, threats, responses and results’, whilst effectiveness has 
to be measured and evaluated ([39]: 266). One could argue that it is perhaps the key 
element in sustaining agility and responsiveness to the evolution of hybrid threats
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and respective practices, since a process of constant adaption and adjustment has to 
be performed. 

This is because, as Filipec also insists, the centre of gravity in the context of 
countering a hybrid attack has to be adjusted according to the nature of the threat 
which in turn informs accordingly the appropriate response and all those other 
aspects and spaces with which it interacts [10]. For this reason, one could argue that 
tools to be used and their effects have to constantly be evaluated by acknowledging 
that military, as well as primarily nonmilitary disturbing capacities, may require 
nonmilitary responses. In light of the above, national preparedness and agility in 
building resilience also take up a comprehensive perspective merging the civilian 
and military aspects of policy responses. 

It is for this reason that transatlantic institutions, NATO and the EU, have both 
incorporated into their strategies the concepts of resilience at times both giving 
emphasis on their institutional advantages. Yet, the EU prefers the term hybrid 
threats instead of hybrid warfare in its documents in order to highlight the security 
rather than its defence perspective of the planned responses ([24]: 383). By the 
same token, for NATO hybrid deterrence appears more appropriate. Yet, it should 
fashion, as Paul Cornish suggests, the notion of ‘Integrated Deterrence’ pointing to 
a horizontal, vertical, functional and temporal integration of NATO instruments in 
order to avoid a war [2]. In 2015, NATO adopted its Hybrid Warfare strategy, whilst 
the EU adopted a year later its Joint Framework for Addressing Hybrid Threats. 
Importantly it remains to be seen whether its integrated approach in managing crises 
will be also embrace in practice its commitments on paper. 

However, it is worth mentioning that both organizations since 2016 have agreed 
on a number of activities on which they can unite efforts. As Kremidas-Courtney 
argues, from the ‘74 areas of deeper cooperation, 20 of which relate to counter 
hybrid threats. In 2017 the European Centre of Excellence for Countering Hybrid 
Threats was established in Helsinki destined to support respective cooperation 
of both organizations’. Moreover, in 2018 NATO ‘also adopted the concept of 
establishing Counter Hybrid Support Teams (CHST) to give ad hoc assistance 
to allies in the event of a hybrid crisis’([20]: 2). However, given the differing 
perceptions amongst its members as regards the importance of hybrid warfare, it 
remains to be seen NATO’s commitment as well as its approach in the forthcoming 
strategic concept. 

At European level, the EU could not be an exception to adopting a comprehensive 
approach to crisis management. In 2013, the European Commission reaffirmed 
the EU’s previous effort to operate on the basis of the organizational principle 
of an integrated approach in its external action by also setting out their common 
understanding of both the Commission and the then High Representative regarding 
the need to further strengthen this organizational principle. In their Joint Com-
munication it is argued that: ‘Comprehensiveness refers not only to the joined-up 
deployment of EU instruments and resources, but also to the shared responsibility 
of EU-level actors and Member States’[3]. 

With the announcement of the Global Strategy for the EU’s Foreign and Security 
Policy in 2016, the EU now integrates the comprehensive approach to EU crisis
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management as one of its priorities. In January 2018, in the Council Conclusions 
on the Integrated Approach, Member States welcomed the efforts so far to integrate 
the capabilities of Member States as well as EU services, mechanisms and bodies 
which can be better coordinated through a permanent structure within the EEAS 
(European External Action Service), which was certainly created as a major 
bureaucratic innovation at the service of implementing a comprehensive approach 
against threats facing the EU and its members including hybrid threats. Apparently, 
the comprehensive approach can be considered as ‘an integrated approach’ so long 
as a central body, in this case the EEAS or ad hoc coordination structures, undertakes 
the coordination of all activities, instruments and policies around which a threat or 
a multidimensional issue is planned to be addressed even with the cooperation of 
third-party international actors [3]. 

Although there is a certain level of ‘useful’ creative ambiguity regarding the way 
the organizational structure of a comprehensive (integrated), EU approach can be 
linked to EU Member States’ resilience issues and the EU’s work on security and 
defence, the EU’s comprehensive approach, as a guideline for action underlines the 
importance of orchestrating its different capabilities under a coordinated decision-
making process. This very acknowledgement can be a useful legacy in the evolution 
of European security and defence. The modern nature of threats and challenges 
calls on governments to redefine how to respond to crises. It is not necessary that 
such crises take the character of a conventional armed conflict. The concept of 
hybrid threats or hostile actions of asymmetric nature has now been incorporated 
both into the vocabulary of government decision-makers and strategic international 
organizations, e.g. NATO, EU and in international literature. 

According to the European Commission’s report on hybrid threats, hybrid threats 
or crises can comprise ‘the mixture of coercive and subversive activity, conventional 
and unconventional methods (i.e. diplomatic, military, economic, technological), 
which can be used in a coordinated manner by state or non-state actors to achieve 
specific objectives whilst remaining below the threshold of formally declared 
warfare. There is usually an emphasis on exploiting the vulnerabilities of the target 
and on generating ambiguity to hinder decision-making processes’ [9]. 

Some of the most important features of hybrid threats and crises are (a) that they 
are in most cases below the threshold of a conventional conflict and therefore do not 
justify an immediate military response; (b) instrumentalize political, social, sporting 
or other phenomena arising with certain humanitarian aspects in order to disrupt the 
normal day-to-day life of citizens; c) by invoking a misinterpretation of law or even 
through a disguised hostile act to affect citizens’ daily lives or state decision-making 
by disrupting the provision of essential services to citizens, e.g. the supply chain or 
services relating to critical national infrastructure, such as the supply of electricity 
or access to the Internet. 

However, it is worth stressing that countering hybrid threats is a multifaceted, 
complex and demanding exercise. It requires a holistic approach involving different 
actors depending on the nature of the threat. It requires the best possible reading 
of the situation, the identification and assessment of capabilities, planning and
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commitment. Countering hybrid threats requires an environment that is prepared 
and resilient to disruptions that can affect every aspect of governance. 

For this reason, a holistic approach as an organizational principle to be adopted 
in managing a crisis is extremely important. Its proactive nature creates resilience 
through orchestration and production of response policies at all three levels: 
prevention, crisis response and recovery. Perhaps one of its serious drawbacks is that 
it presupposes a lengthy and demanding process based on the robust coordination 
between the different actors, including the citizens of a state. Nowadays, there are 
states that take for granted the involvement of their citizens in the implementation 
of their high strategy [27]. If the culture of the integrated approach is created, it is 
easier to apply in complex emergencies [16], which can result from the application 
of hybrid threats towards a region. 

5 Conclusion 

A country’s National Security and Defence Strategy must incorporate tools to 
respond to all kinds of threats, not only those affecting the country’s territorial 
integrity or sovereignty but also those affecting everyday life and the protection 
of its citizens. Thus, when the state, including its constituent societies, continental 
regions, border regions, big cities, island regions, or strategic regions (transit hubs, 
ports, railways), and critical infrastructure, is subject to disruptive or coercive action, 
then an integrated approach to counter such hybrid threats is not a luxury but a 
necessity. 

As already highlighted, the comprehensive approach requires the inclusion of 
civilian and military response tools whilst it also supports actions to address any 
problem along the whole spectrum of its development, namely, prevention, response 
and rehabilitation. As the prevention phase is included in the response planning, 
this means that the comprehensive approach has the advantage of a proactive action. 
At each stage, multisectoral orientation is necessary. Therefore, involvement in the 
design of the whole spectrum of governance, (central government, parties, lobby 
groups, civil society, and citizens), as well as the whole spectrum of decentralized 
administration, becomes imperative. This is a difficult multivariable equation that 
is very difficult to solve in the absence of a common understanding between 
stakeholders. It is only when citizens, the state as a whole and decision-makers 
become aware of what the state is constantly trying to secure that the integrated 
approach becomes a way of thinking. 

This is one of the key prerequisites for implementing the above approach in 
democratic societies. The United Kingdom’s logic behind its recent integrated 
strategy describes in the most eloquent fashion the importance of the integrated 
approach to countering hybrid threats. In order to substantiate the importance of the 
integrated approach, it is advocated that the strategy, ‘is a response to the fact that 
adversaries and competitors are already acting in a more integrated way – fusing 
military and civilian technology and increasingly blurring the boundaries between
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war and peace, prosperity and security, trade and development, and domestic and 
foreign policy. It also recognizes the fact that the distinction between economic and 
national security is increasingly redundant’.[15]. 

Therefore, when states are currently called upon to stem but also quickly recover 
from not only conventional military threats but also from the instrumentalization 
of actions and practices aimed at disrupting the daily lives of citizens by creating 
uncertainty in order to block or paralyse the decision-making process, then the 
response is not limited to defence and security but also to maintaining law and order. 
As the European Commission states in a formal document, ‘Insofar as countering 
hybrid threats relates to national security and defence and the maintenance of law 
and order, the primary responsibility lies with Member States, as most national 
vulnerabilities are country-specific’ [9]. Accordingly, each state should in principle 
operate in terms of self-help and the creation of a national unity of purpose before 
it invokes or structure more cooperative international response schemes with third 
parties and organizations. 
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European Union and NATO Cooperation 
in Hybrid Threats 

Mikhail Kostarakos 

This Chapter captures the perception of two important international organizations 
on the newest form of warfare: Hybrid. In order to clarify not only the term but also 
the perception on it, we need to take things from the beginning. 

The term “hybrid force” was used for the first time in 1998 by US Navy (USN) 
Lieutenant Robert G. Walker in his thesis at the US Naval Postgraduate School, 
on “US Marine Corps (USMC) Special Operations.” The term was attributed to 
the USMC that historically has demonstrated itself as a “hybrid force,” capable of 
conducting operations within both the conventional and unconventional realms of 
warfare. This tradition was continued to the present day with the Special Operations 
capable Marine Expeditionary Unit (MEU) (a joint amphibious brigade size forma-
tion) described as “a Hybrid force for Hybrid Wars” [1]. The term “Hybrid,” of 
Latin and Greek origin, is used to indicate an organism, or a product or an offspring 
of mixed character; composed of different elements, or different parents. 

The first question on the hybrid term pops up immediately: Why this terminology 
was suddenly adopted at the beginning of twenty-first century as the terminology of 
choice, by not only NATO and the EU, but also by Russia and other global powers? 

As the Prussian theorist of war, Carl von Clausewitz, argued, war is an ever-
evolving, interactive phenomena. Understanding the complexity and distinctions of 
various modes of warfare conducted across the continuum of conflict is critical, as is 
understanding our adversaries, their methods, and conceptions of victory. To better 
understand this, let me guide you in a small historical journey [2]. 
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The US Marines and their scholars were not the ones who invented neither the 
term nor the necessity for this warfare combination. War, in the form of an armed 
conflict, is indigenous in human history since man first appeared on earth. Ancient 
Greek, Chinese, and Roman history is full of paradigms of combined use of military 
brutal force, together with nonlethal, religious, diplomatic, economic or any other 
nonmilitary means based on assessments tailored to the adversaries. 

In the Middle Ages and in Renaissance, although brutal military force was used 
extensively, it is now very well known that the Byzantines, as well as some Italian 
city-states, were using the military force as their last resort. Their preferred modus 
operandi included active and extensive engagement of spies, ambassadors, bribers, 
monks, priests, and the offer of ransoms, all kinds of gifts, beautiful princesses 
offered as wives, as well as “exclusive intelligence” that God is standing by them 
and against their adversaries. It was still warfare, but the pikes, the muskets, the 
swords, and the cannons were absent or carefully hidden under heavy, rich, and 
impressive clothing and piles of coins or gold and gifts. 

Gradually, the ancient Phalanx and the Roman Legions were replaced by Regi-
ments of Blue, Red or Green coats in close line, conquering or defending territory in 
human squares against saber-rattling cavalry charges and artillery explosions. Big 
men, big horses, big rifles, big sabers, big moustaches, huge formations, genius 
military thinking, lots of strength, lots of courage, lots of bravery, and eventually, 
lots of blood. 

The two World Wars of twentieth century with the tenths of millions of casualties, 
and the estimated total destruction and hundreds of millions of deaths in case of a 
possible thermonuclear war during the Cold war that followed suite, reminded to 
the decision-makers and to the politico-military scholars that another way should be 
found in order to impose our own will to the adversaries. 

In the meantime, the Soviet Union understood that they had at their disposal a 
spiritual weapon of equal power with religion: the ideology of communism. And 
they started using it, exactly the same way various religions were used by various 
actors in the previous centuries. 

In a lot of cases and in a lot of countries (not everywhere though), there was no 
need for columns of battle tanks to invade or to occupy a country. Ideology, political 
maneuverers, exploitation of personal vulnerabilities, subversion, guerilla groups 
and tactics, unconventional warfare, press influence and fake news, undermining, 
corruption, and blackmailing became the new weapons of choice in this different 
type of warfare. Sometimes the traditional military means were used in conflicts but 
most of the time this was due to necessities and impossible to avoid confrontations 
and certainly not as the first choice. This period known as Cold War, saw little 
combat action and little blood by the Great Powers, but a lot of bloody proxy wars, 
as well as intense political, diplomatic, economic, and ideological activities and 
skirmishes that could achieve the same results as the bloody wars of the past. 

When the Soviet system collapsed, new ideologies started filling the gap: 
globalization and liberal order together with Islamism. A new charter for the 
combined forms of Warfight started and this time it was called “Hybrid.” This term 
was immediately adopted by everyone. Most of the academia, ignoring the first
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appearance of the term in 1998, they gave credits for the term “Hybrid Warfare” to 
Major USMC William J. Nemeth at his thesis, again at the US Naval Postgraduate 
School, on “Future War and Chechnya: A Case for Hybrid Warfare,” in 2002 [3]. 

Another USMC military theorist, LtCol (retired) Frank Hoffman significantly 
contributed to the popularization of the term, studying hybrid through historical 
examples of deliberate creation of uncertainty within the battlespace, challenging 
thus the conventional military thinking. It was him, like a modern apostle of Hybrid 
Warfare who used this term to describe Hezbollah tactics and strategies as seen 
in the summer 2006 battle between Israel and Hezbollah in Lebanon. Hezbollah 
clearly demonstrated the ability of nonstate actors to study and deconstruct the weak 
points and vulnerabilities of Western style militaries, even of one of the best among 
them like the Israeli Armed Forces, and to devise appropriate counter measures with 
surprising effective results [4]. The term gained immense popularity and further 
proliferated and mainstreamed from 2008 onwards, largely due to its adoption by 
NATO’s Allied Command Transformation (ACT) and the interconnected nature of 
military and policy makers within NATO. 

In the US, the officials in their effort to sustain the world dominance jumped 
on the wave. In their Strategies and Defense Reviews starting from 2006, they 
quite properly recognized that future challenges will avoid the US overwhelming 
military strength and seek alternative paths. New investments were required for this 
nonmilitary nature of challenge and the Pentagon was obliged to set its mission 
and capabilities beyond its preference for fighting conventional forces in battles 
against preferred enemies and be ready now to fight against irregular but thinking 
opponents, instead. 

This rise of the Hybrid Warfare concept however, does not represent the end of 
traditional or conventional warfare. The bloody terrible warfighting remains always 
“alive”; this new term just inserted a new complicating factor for defense planning 
in the twenty-first century. It also made clear to politico-military planners that future 
opponents in this realm will be dedicated, will learn rapidly, will adapt quickly to 
more efficient modes of killing already tested at the Twin Towers attack, and they 
will not remain focused on low-tech applications. 

The benchmark of the new era of war was already there. The tragic attack of 
September 11, 2001 clearly punctuates the end of the war as we knew it and awaken 
everyone to the dawning of the new one. None is entitled to be surprised, if they had 
studied military history in the past. It is well known that Clausewitz has recognized 
that every age has its own conception of war and although globalization has made 
war more dangerous, the emergence of Hybrid Warfare in our time is one more 
undeniable justification of Clausewitz’s theory. 

In effect, Hybrid Wars blend the lethality of state conflict with the fanatism, 
the ruthlessness, and the protracted fervor of irregular warfare. The term “Hybrid” 
captures both organization and means [4]. Hierarchically, political structures will 
always remain at the top, but this will be coupled with a decentralized networking 
of semi-independent cells, representing the tactical level and a loose or prac-
tically nonexisting command and control system. Cunning savagery, continuous
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improvization, and rampant organizational adaptation combined with a polymorphic 
nature, will finally mark this new form of warfare. 

As always in the planning process, the starting point is the identification, 
understanding and proper assessment of the threats and challenges in the hybrid 
domain and how they differ from the more conventional “nonhybrid” ones. For a 
threat to be of Hybrid nature, it should be the product and the mix of different 
origin and methods, conventional and nonconventional, military and nonmilitary, 
new and old, modern and traditional. In this sense, not all threats appearing today 
are of Hybrid nature or have Hybrid characteristics. And this needs to be clearly 
understood by all planners. On the other hand, terrorism, trafficking of all kinds, 
cybercrime, criminal activity, and extortion are not Hybrid per se in nature. They 
may become Hybrid, depending on how and to what extent they will be used, by 
whom they will be pursued simultaneously, and by using what kind of multiple 
tactics. 

It seems that there are no limits at the Hybrid landscape. There is a possibility 
that threats emanating from a particular organization or state are Hybrid while others 
coming from the same actor are not. A continuously reviewed threats assessment, 
in light of new developments or policies, is paramount for the situation awareness. 

We conclude that in general terms, Hybrid Threats are characterized by:

. A capacity to identify and the ability to exploit the vulnerabilities and the 
weak points of the targets across the political, military, economic, social, 
informational, and infrastructure (PMESII) spectrum, in ways that were not 
previously considered

. A combination of conventional and unconventional, military and nonmilitary, 
overt and covert actions

. A wider set of military, political, economic, and civil information (MPECI) tools 
and techniques that cannot usually be found at traditional threat assessments

. An effort of creating confusion and ambiguity on the origin, the nature, and the 
aim of the threat

. A difficulty to be identified as Hybrid until it is well underway, with damaging 
effects having already begun manifesting themselves and degrading a target’s 
capability to defend itself

. A synchronization of means in novel ways

. A capacity of keeping the level of hostility below any threshold of conventional 
war or armed aggression and therefore to stay out of any UN Chart and Inter-
national Laws and Conventions on War and Conflicts provisions and jurisdiction 
[5] 

On the other hand, Hybrid Threats are not:

. Defined by their actors or origin, since states, nonstate actors, and even individu-
als might be considered as such

. Related to some specific technology, because this list keeps growing, as new 
technologies become available
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. Aiming to specific effects, as a hybrid campaign may result in different outcomes, 
such as human casualties, decision changing, government swap, social or 
economic destruction, altered public perception, etc. [5] 

All in all, perhaps the best way to put it, is that “Hybrid Threat” could be a clear 
manifestation of a Total War (an “Anything War”) but out of any classical definition 
of conflict or war, and below all armed aggression or conflict thresholds. 

Based on all these considerations, we may proceed to an initial definition of “the 
Hybrid Opponent” profile: 

“The Hybrid Opponent, seeking to exploit the full range of target’s weaknesses, possesses 
the capacity and the initiative of simultaneous escalation at different points along a broadly 
defined spectrum of conflict, moving beyond the limits of any battlefield at will, in order 
to target state or society. At the same time, he may use different channels and proxies for 
unlawful actions, often making not only attribution difficult but also identification of clear 
strategic objectives almost impossible” [5]. 

There are many types of state and nonstate actors which potentially could be our 
“Hybrid opponents” and may create Hybrid Threats by leveraging at least two of 
the following key entities:

. Military force

. Nation-state owned paramilitary force (internal security forces)

. Insurgent groups

. Guerilla units (irregular forces operating in territory)

. Mercenaries

. Foreign Intelligence Services

. Transnational or subnational political movements

. Criminal organizations (gangs, drug cartels, hackers)

. Transnational corporations

. News media

. Idealists’ groups

. Activists’ groups

. Amateur hobbyists

. Religious movements

. Various Foreign Fighters

. Isolated idealists/“warriors”/activists known as “Lonely Wolfs” [5] 

These actors may cooperate by pursuing common objectives, thus allowing them 
being adaptive and difficult to define. 

Hybrid threats can also be created by a state actor using a proxy force. A 
proxy force sponsored by a major power can generate hybrid threats readily using 
advanced military capabilities provided by the sponsor. Proxy wars, appealing 
to some as “warfare on the cheap” are historically ubiquitous but chronically 
understudied. The hybrid threat concept captures the ongoing implications of 
globalization, the diffusion of military-related technologies, and the information 
revolution. Hybrid threats are qualitatively different from less complex irregular 
or militia forces. They, by and large, cannot be defeated simply by Western
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counterterrorism tactics or protracted counterinsurgency techniques. Hybrid threats 
are more lethal than irregular forces conducting simple ambushes using crude 
improvised explosive devices, but they are not unfamiliar to Western forces and 
can be defeated with sufficient combat power [2]. 

Now that we have described Hybrid Threats, challenges, and opponents, we 
may finally turn the famous and universally accepted Frank Hoffman’s definition of 
Hybrid Wars which largely contributed to establishing hybrid in US and eventually 
NATO military thinking: 

“Hybrid Wars can be conducted by both states and a variety of nonstate actors. They 
incorporate a range of different modes of warfare, including conventional capabilities, 
irregular tactics and formations, terrorist acts including indiscriminate violence and 
coercion, and criminal disorder. These multimodal activities can be conducted by separate 
units, or even by the same unit but are generally operationally and tactically directed and 
coordinated within the main battlespace to achieve synergistic effects. The effects can be 
gained at all levels of war” [4]. 

Continuing in the historical and definition’s part, a new question emerges: To 
whom these labels of Hybrid Threats and Opponents are ascribed, within the 
contemporary geopolitical framework? If Hybrid Warfare characteristics, as some 
scholars argue, were deduced from “looking at the enemy,” then who the enemy is 
and what should we do about it? 

In Western perceptions, Russia is the embodiment of an actor conducting Hybrid 
Warfare. Events in Georgia, Crimea, and Eastern Ukraine have led US, NATO, and 
EU security officials to pay greater attention to Russia’s assertive behavior and its 
ways of war. Russia’s Soviet past pays its toll as well. For these reasons, Hybrid 
Warfare is now an explicit discussion point among NATO and EU military and 
civilian leaders. 

Numerous intelligence sources describe President Putin’s preferred method as 
“Hybrid Warfare,” identified by him as a blend of hard and soft power. Indeed, 
according to a statement by Putin in 2006, Russia’s approaches to conflict “are to 
be based on intellectual superiority. They will be asymmetrical, and less costly.” He 
then told the Defense Ministry Collegium in 2013 that the Armed Forces must reach 
a “new level” of capability within 5 years due to the “dynamics of the geopolitical 
situation,” again emphasizing the need to develop capabilities. A rich Hybrid 
toolbox containing military and nonmilitary tools, diplomatic, social and economic, 
their use choreographed by surprise, and facilitated by ambiguity in both source and 
intent, will eventually confuse and wear down most of the opponents, making it hard 
for multinational bodies such as NATO and the EU to craft a response. 

According to western intelligence experts, the Russians have been able to 
combine various military forms of warfare with economic, information, and diplo-
matic means into a Hybrid Threat based on “Whole of Government Approach” 
maximizing advantages for Russia, as well as minimizing risks and cost. This 
approach adds a new dimension to Hybrid Warfare. It is not only that Hybrid 
Warfare is deduced from “looking at the enemy, but it was also deduced by 
looking in the mirror.” This means that Hybrid Threats could be the product of 
a sudden NATO and EU realization of their own weakness and vulnerabilities
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when faced with an increasingly uncertain environment in which Russia has 
the initiative. Russia’s adoption of Hybrid Warfare then is normal, being the 
product of a combination of strategic opportunity and necessity, tailored to today’s 
global environment, characterized by heightened societal connectivity, fragility, and 
vulnerability. Kremlin is pursuing objectives of the highest importance through the 
active, but calibrated employment of mostly nonmilitary means together with the 
necessity to avoid a highly destructive and decisive use of force by an adversary [6]. 

For some Western experts, it is now clear that the West must adjust to the situation 
in which it now finds itself in relation to Russia to a “permanent Hybrid War” 
referring to Russian General Gerasimov statements and his famous “Gerasimov 
Doctrine.” Although the existence of this Doctrine was put into question, whether it 
was an official Doctrine by the top Russian military officer (Chief of the General 
Staff) or just some impressive headlines of an explicit interview, being able to 
evaluate Russian intent on this subject, it is and will remain paramount for the 
West. According to the “Gerasimov Doctrine”: “ . . .  ..In the twenty-first century, 
Russia has witnessed a tendency toward blurring the lines between war and peace 
and in recent conflicts, methods of conducting military operations that cannot 
be considered purely military have emerged. The role of nonmilitary means in 
achieving political and strategic goals had grown, and in many cases exceeded the 
power of force of weapons in their effectiveness. All this, is supplements by military 
means of a concealed character, including carrying out actions of informational 
conflict and the actions of special operations forces. The open use of forces—often 
under the guise of peacekeeping and crisis regulations—is resorted to only at a 
certain stage, for the achievement of final success in the conflict. This is often 
coupled with asymmetrical actions that have come into widespread use, and are 
enabling the nullification of an enemy’s advantage in armed conflict through the 
cross-over of different domains..... Long-distance, contactless actions against an 
enemy through the use of cyber elements are being combined with the use of special 
operations forces, internal opposition and informational action, devices and means 
that are constantly being perfected, in order to achieve combat and operational 
goals..... In conclusion, no matter what forces the enemy has, no matter how well-
developed his forces of armed conflict may be, forms and methods for overcoming 
them can be found. The enemy will always have vulnerabilities and that means that 
adequate means of opposing him exist” [7]. 

Maybe what was perceived as the “Gerasimov Doctrine” was nothing more than 
his understanding of the current character of the warfare. There is no doubt that 
the Russian understanding of conflict constitutes a full spectrum approach which 
means it can include measures short of war or more violent Hybrid approaches 
as appropriate to the situation. Historically, Russia’s approach has appreciated 
the value of indirect approaches and nonmilitary instruments, without however 
disregarding or neglecting Hard power. The West would do well to better relearn 
Russia’s strategic culture and history and especially the part inherited from the 
Soviet Union. 

In reality, after the first attempt at the Israel Hezbollah conflict in Lebanon, 
Russia with its invasion and annexation of Crimea and the following operations
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in Ukraine offered to the Hybrid Warfare the first crash and reality check. The 
theoretical assumptions and hypotheses of Western scholars appeared suddenly at 
the 8 o’clock TV News and started keeping worried and busy western political and 
military decision-makers and scholars. 

But this is not exclusively a European or Atlantic issue. China remains a very 
old player who recently remerged at the global scene. One should not forget that the 
Sun Tzu writings about winning wars without giving battles were the real incentive 
and leverage of this form of warfare. As Western scholars discovered, China is 
well organized to conduct operations short of military conflict. Chinese employ 
diplomatic pressure, rumor, false narratives, and harassment to express displeasure, 
assert hegemony, and convey threats. Guided by their doctrinal principle of “dis-
integrating enemies,” conducting “political warfare,” they promote the suppression 
of perceived threats with the use of Psychological Operations in order to influence 
policies of friends and foes as well as propaganda amplifying or attenuating the 
political effects of the military instrument of their national power. At the same 
time, Chinese hybrid operations conducted against and inside neighboring countries 
suggest that Beijing’s doctrine is much more than merely academic [2]. 

Analysts from Chinese People’s Liberation Army (PLA) contributed to the 
Hybrid theory as well. They argue that future wars will be marked by the “three 
Non” warfare(s):

. Noncontact

. Nonlinear

. Nonsymmetric 

In “Noncontact warfare,” which sounds more and more as their preferable course 
of action, the more technologically advanced adversary exploits its advantage by 
staying outside the reach of opponent’s weapons while retaining its ability to 
directly target and strike its rival. China’s conception of “Quasi-War,” (a term 
referring to an undeclared, although fiercely conducted, mostly naval form of 
warfare) which is part of their Conception of Military Operations (Wartime-Quasi 
War-Nonwartime) widely known as “Three War Concept,” clearly embraces “legal, 
psychological, and information (media) activities” short of war, while at the same 
time builds up national power, increases conventional military capabilities, and 
extends its military reach. It remains to be seen to what extent China will retain an 
interest in Hybrid Warfare when it will obtain global parity or superiority. Moreover, 
a convergence of Russian and Chinese Hybrid tactics has been observed taking place 
recently, emanating from Chinese interpretations of Russia’s actions in the Crimea 
and the Cyber Cloud, while at the same time a possible Chinese success in the East 
China Sea or Taiwan issues may be copied by Russia in its international relations 
[2]. 

Russia however, is not the only perceived Hybrid Threat by the West. In the 
current European security environment, the other major Hybrid Threat is perceived 
to be the Al Qaida Islamic Organization, the Islamic State (IS) known also as ISIS or 
DAESH, and various sister-organizations of Islamic extremism and/or terrorism in 
the Middle East or Africa. ISIS has shown a high level of expertise, knowledge,
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and professionalism on hybrid issues, exploiting effectively and successfully all 
hybrid tools it had at its disposal. They created, managed, and spread out terror 
in such a way that made the multibillion New Iraqi Army to collapse without big 
battles within weeks. It took a global “Coalition against Terror” under US leadership 
to fight against it and finally defeat it with the use of excessive military power. 
France was the first in this approach having in mind the jihadist nexus in Sahel and 
together with NATO Parliamentary Assembly, they both classified Islamic State as 
Hybrid Threat [6]. This was due to its effective ability to employ a range of tactics 
from terrorism to conventional, and its global recruiting and operational networks, 
combined with effective use of media in order to generate fear and intimidation 
and to accelerate even “lonely wolf” recruitments. It is obvious that all these are 
perfectly fitting to the characteristics of the Hybrid Threat [8]. 

In addition, the instrumentalization of migration can be used as a tool for hybrid 
war. In this context, the military power projection and the aggressive policy, along 
with the constant violations of national sovereignty (Hybrid tools by definition), 
have been combined in the past from different actors with the uncontrolled sending 
of refugees and immigrants to violate borders. This is a Hybrid invasion that 
is designed to create problems in other countries, forcing them to succumb to 
geopolitical and economic demands. Above all, this Hybrid invasion is expected 
to create a huge social, economic, and security problem in these countries. The 
Hybrid nature of this migratory “invasion” is therefore self-evident, and should be 
considered as Hybrid because it is carried out by unarmed civilians. 

With this Hybrid Operation, the actor seeks to implement the usual modus 
operandi which always leaves the adversaries with only two choices: whether 
to agree with the actions, demands, and “faits accomplis,” or to face massive 
and uncontrollable Migration, with the opening of the borders and the massive 
and uncontrolled exodus of poor immigrants and refugees, or in another Hybrid 
variation, to face sometime in the future in the context of an immediately exploitable 
crisis, actor’s huge and strong army. The aim is, through the use of Hybrid tools 
and without any conventional warfight, to revise the existing geopolitical situation 
and the borders and to gain serious political and financial benefits from the target 
countries. 

An effort to identify what the West and its two main international organizations 
are doing to protect their status and their citizens from all those “Hybrid Threats,” 
is necessary. 

At the beginning, Hybrid Warfare became the buzzword of choice for NATO and 
later for the EU. Unsurprisingly, there was no common understanding of the term 
among NATO Allies and EU Member States. 

NATO was the first to develop an approach toward Hybrid Warfare. Differenti-
ated perceptions of Hybrid were surfaced by NATO experts, against the established 
term which should be seen as just another form of warfare in the twenty-first 
century, where an adversary can use every means in its power and Hybrid should 
not definitely be put on a pedestal. In addition, Hybrid Warfare was an opportunity 
for the military defense planners to remain relevant, to remain involved in NATO 
defense planning and in crisis response measures, and to guarantee for the military a
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sustained level of attention. In the meantime, the officials acknowledged that NATO 
was seeing Hybrid as “a form of warfare aiming to destabilize and make a country 
more attackable,” providing at the same time “a useful, holistic understanding 
of the security challenges from both the East and the South” and tools for a 
comparative strategic perspective while allowing for a differentiated response. 

Nevertheless, NATO’s approach to hybrid seems largely connected to a pre-
viously “dominating term,” known as “Comprehensive Approach,” a by-product 
of Alliance’s experiences in the Balkans and Afghanistan. During these crises, 
NATO recognized that the military cannot resolve crises or conflicts by itself. 
Achieving acceptable and sustainable solutions requires capabilities that the military 
alone cannot provide. A comprehensive political, civilian, and military approach is 
necessary to effectively manage today’s complex crises. NATO’s Comprehensive 
Approach therefore, can be understood as a concept, philosophy or mind-set 
rather than a documented process or capability. It is also better to speak of “a” 
Comprehensive Approach instead of “the” Comprehensive Approach. Moreover, 
NATO decided to not develop and publish any definition on what Comprehensive 
Approach exactly is, not to claim ownership. Even NATO Secretary General, 
Stoltenberg, in his effort to achieve continuity to NATO’s Adaptation efforts stated 
that “hybrid is the dark reflection of our Comprehensive Approach” and started 
talking about “preparing for, deterring, and defending against” Hybrid Warfare 
[6]. 

Following the three “Ds” rule, although with Dialogue or Collective Defense 
there were clear guidance and plans, with Deterrence the situation was more 
complicated. Hybrid was assessed as less deterrable and deterring Hybrid as such, 
not really useful for the Alliance. To this end, the new idea of “Deterrence by 
denial” was established within the Alliance. This concept is based on reducing the 
perceived benefit of an action by hardening the defense and making unbearable for 
the opponent the cost of a potential attack. This form of “Deterrence by denial,” 
although initially counterproductive and costly, is expected to bring better results 
than the low-success possibilities of “Deterrence by punishment,” another form 
of deterrence which aims to persuade the adversary that the cost of achieving its 
objective will be prohibitive. All these second thoughts make finally another form 
of deterrence, “Deterrence by resilience” the new, logical, and natural choice for 
Hybrid Warfare NATO’s defense planning [6]. 

Cyberattacks, one of the main tools in the Hybrid toolbox, made the Allies realize 
the importance of resilience. Ensuring the survivability of governments and the 
endurance of state mechanisms, resilience of critical infrastructure, services, and 
societies, is a very important tasking, because it complements NATO’s Military 
Mobility. This is a common NATO-EU project guaranteeing fast mobility and 
deployment of Allied troops throughout Allied territory in order to counter Hybrid 
Warfare. In addition, NATO developed guidelines to enhance national resilience and 
established a new civil-military Intelligence Division in NATO HQ in Brussels, in 
order to persuade Allies to share intelligence, something that is a paramount factor 
for the identification, understanding, knowledge, and anticipation of Hybrid Threats 
[9].



European Union and NATO Cooperation in Hybrid Threats 415

Moreover, Hybrid Threats are qualitatively different from threats emanating from 
less complex irregular or militia forces. Since it is important to distinguish between 
Hybrid and Irregular Warfare, a revised definition of Hybrid related to Irregular 
Warfare could be: 

“The purposed and tailored violent application of advanced conventional military capabil-
ities with irregular tactics, with terrorism and criminal activities, or combination of regular 
and irregular forces, operating as part of a common design in the same battlespace.” The 
addition of the word “violent” to a Hybrid definition is particularly telling [2]. 

As NATO Secretary General, Stoltenberg recently stated describing the NATO 
reaction to the ongoing Hybrid Threat situation, “Hybrid methods of warfare, 
such as propaganda, deception, sabotage, and other nonmilitary tactics have 
long been used to destabilize adversaries. What is new about attacks seen in 
recent years is their speed, scale, and intensity, facilitated by rapid technological 
change and global interconnectivity. NATO has a strategy on its role in countering 
hybrid warfare and stands ready to defend the Alliance and all Allies against any 
threat, whether conventional or hybrid.” The main points of this strategy are the 
following:

. The primary responsibility to respond to Hybrid Threats or attacks rests with the 
targeted Nation.

. NATO is prepared to assist any Ally against hybrid threats as part of Collective 
Defense. The Alliance has developed a strategy on its role in countering Hybrid 
Warfare in order to help addressing these proper threats.

. In July 2018, NATO leaders agreed to set up Counter-Hybrid support teams, 
which provide tailored targeted assistance to Allies upon their request, in 
preparing against and responding to Hybrid activities.

. NATO is strengthening its coordination with partners, including the European 
Union, in efforts to counter Hybrid threats.

. NATO’s Joint Intelligence and Security Division has a hybrid analysis branch 
that helps improve situational awareness.

. The Alliance actively counters propaganda—not with more propaganda, but with 
facts—online, on air, and in print [10]. 

In sum, NATO’s approach and reaction to Hybrid Threats and Warfare can 
be described as military-centric, pragmatic, not over-obsessed by the nature of 
Hybrid Threats, based on and sustaining Comprehensive Approach and finally 
effectively protecting the Allied Centers of Gravity which are the Allied Solidarity 
and Cohesion. 

At the same time, and in the same geopolitical landscape, another international 
actor appeared to be particularly better fit for addressing Hybrid, namely the 
European Union. 

In general, the EU keeping distances from whatever has to do with the military, 
avoided the term “Hybrid Warfare” and preferred the term “Hybrid Threats.” The 
usual lack of coherence was obvious when the Union, failing to agree to a definition, 
started crafting a number of policy responses. In a video released by the Council
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of the EU, “Hybrid Threats” were described as “a combination of military and 
nonmilitary means having the objective to destabilize opponents, create confusion, 
mask the real situation on the ground, and hamper decision-making.” To understand 
the EU’s relaxed approach to Hybrid Threats, one should have in mind that already 
in 2015, the then EU High Representative and Vice President of the Commission 
(HR/VP) Mrs. Federica Mogherini called them “the new normal” [6]. During 
the same period, a number of Member-States (MS) started drafting nonpapers on 
Hybrid, focusing on different issues. So, the Nordic Group’s nonpaper was focusing 
on Russia, the French one on the Southern flank, and the Finnish on resilience. The 
Latvian and Luxembourgish EU Presidencies drafted background notes providing 
context and recommendations on possible ways forward, following a tasking to 
the Crisis Management Planning Directorate (CMPD) of European External Action 
Service (EEAS) to draft an initial paper for discussion, circulated in May 2015. 

Officially, however, the process started with the invitation of the Foreign Affairs 
Council to the European Commission (EC) and HR/VP in May 2015, to draft a 
joint framework on Hybrid Threats “with actionable proposals.” The EU, as always, 
sought taking all MSs’ concerns into consideration. This all-inclusive approach led 
to confusion within the EU. The inability to provide a clear definition was called 
“need for flexibility,” while the then CMPD Director Amb. Gabor Iklody stated that 
“hybrid is just a bumper-sticker” and that “there is no need for a definition . . . as 
long as we know what we mean by it.” Within the same context, the CMPD stated 
in an early document that: 

“Hybrid warfare can be more easily characterized than defined, as a centrally designed and 
controlled use of various covert and overt tactics, enacted by military and/or nonmilitary 
means, ranging from intelligence and cyber operations through economic pressure to the 
use of conventional forces.” 

Eventually, the CMPD prominence in shaping the EU’s overall response to 
Hybrid Warfare resulted to an approach similar to NATO. CMPD authors argued 
that “Hybrid attacks are designed to exploit country’s vulnerabilities” and can 
“generate ambiguity both in the affected population” as well as internationally with 
the “aim to swamp a government.” This emphasis on vulnerabilities leads directly 
to the issue of “building resilience” and finally on “how the EU sees its role in 
countering them?” [6] 

Although there is no doubt that the EU is better placed than any other organi-
zation to counter Hybrid Threats, the EU officially recognized that “responding to 
and countering them, is and will remain national responsibility,” and the Union’s 
role is described as a platform for harmonizing responses on specific issues, as well 
as providing added value on awareness, resilience, and response. 

This EU’s approach to countering Hybrid Threats materialized in April 2016, 
when the Council welcomed the “Joint Communication on countering Hybrid 
Threat and fostering resilience of the EU and its MS as well as Partners” [11] and 
invited the Commission and the HR/VP “to provide a report by July 2017 to assess 
progress” on the topic, highlighting “the need for closer dialogue, coordination, 
and cooperation with NATO.”
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In July 2016, following the bold launching of the EU Global Strategy, the 
leadership of the EU together with the Secretary General of NATO, signed a Joint 
Declaration in Warsaw with a view to giving new impetus and new substance to 
the EU-NATO strategic partnership. Two years later, in 2018, the leaderships of 
EU and NATO signed a second Joint Declaration in Brussels, calling for swift and 
demonstrable progress in implementation [12]. 

The Declarations outlined 74 concrete actions in seven areas where coopera-
tion between the two organizations should be enhanced. One of these areas is 
“Countering Hybrid Threats,” including ten concrete actions. Five progress reports 
have been submitted highlighting main achievements and added value of EU-NATO 
cooperation in different areas. 

The study of these documents is essential for the understanding of EU’s reaction 
to Hybrid [13]. To this end, the EU identified three steps besides Cooperation with 
NATO:

. Awareness

. Resilience

. Response 

The first step of the EU reaction to Hybrid Threats involves “improving aware-
ness” and a key element of this is establishing a clear understanding of exactly what 
Hybrid Threats are and how they differ from non-Hybrid ones. Not all contemporary 
threats are Hybrid. It is well accepted now that Hybrid Threats are the mix of 
different methods—conventional and unconventional, military and nonmilitary— 
and this is what makes a threat Hybrid. This is a clear position to the usual debate 
when such new concepts appear, whether conceptual clarity is necessary in order to 
craft a sound policy response or constructive ambiguity is preferable. Eventually in 
Hybrid Warfare this is not the case. Both the HR/VP and the MS were encouraged to 
launch their own “Hybrid risk surveys” and the Commission to take actions in order 
to identify common tools and indicators for the protection of critical infrastructure, 
as well as to “promote and facilitate information sharing platforms and networks” 
in cyber security. The flagship initiative to address the ambiguity of Hybrid was the 
creation of an “EU Hybrid Fusion Cell” within the “EU Intelligence and Situation 
Center” in order to:

. See the patterns of a Hybrid Campaign in intelligence provided by MS and EU 
Bodies

. Cooperate with NATO

. Provide top EU decision-makers with better situation awareness [14] 

Moving to the second and the third steps of EU’s reaction to Hybrid Threats, 
identify “resilience” and the “response as appropriate.” The multilayered and 
multifaceted nature of this kind of threats calls for an equally multipronged 
response, theoretically embracing the widest range of actions, with a view to 
“building resilience” and “responding to attacks.” 

Although the first approach on countering Hybrid Threats has mainly been 
military-centric, and this is valid especially in the context of NATO, the nonmilitary
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and predominately unconventional nature of this kind of threats arguable require 
their tackling to be done through nonmilitary means and civilian approach. Most 
importantly, in an EU context, it is the mix and continuity of external and internal 
security policies and instruments which are likely to provide the most appropriate 
response. 

EU therefore is in need of a specific kind of policy based on the balanced use 
of Smart Power. It was initially known as EU Comprehensive Approach Policy, 
not to be confused with NATO’s policy with the same name. Later became known 
as “Integrated Approach Policy to Conflicts and Crises” and became a strategic 
priority for EU external action. It entails a more coherent use of the various policies 
and instruments at the disposal of the EU, ranging from conflict prevention and 
diplomacy, security and defense to development, governance, humanitarian aid, 
trade, and finance [15]. As these policy domains are under the remit of various EU 
bodies and institutions, implementing the integrated approach requires a high degree 
of coordination, while also respecting different mandates, roles, legal frameworks, 
and chains of command. In operational terms, any EU-wide response Policy would 
need to feature responsibilities and identify synergies among four sets of actors 
and/or instruments:

. Member States (MS) instruments and activities

. EU internal security instruments (security, justice, etc.)

. EU external security instruments including CSDP Operations and Missions

. NATO activities on the same issue or area [3] 

Exploring the idea of deterrence which should be included in EU responses 
to Hybrid Threats, the focus here again remains in resilience. Although the EU 
officially is not mentioning deterrence and unofficially the EU people announce 
that “we do not deter,” several elements do point in this direction. Deterrence-like 
signaling can easily be identified in the possible invocation by any MS of the Article 
42.7 of the Treaty of the EU requesting “Mutual Assistance” in case of multiple 
serious Hybrid Threats constituting armed aggression against this same MS (as 
happened in 2016 following the terrorist attacks in Paris). This can be easily assessed 
as “Deterrence by Resilience” or “Deterrence by Mutual Assistance.” “Deterrence 
by Resilience” through increased cooperation with NATO, was observed in the 
coordinated NATO-EU response at the refugee crisis in the Aegean Sea in 2016, 
with the objects of resilience being mainly Greece and the EU MS adjacent to the 
area or at the end of the “refugee corridor” in Austria, Germany or Sweden. 

Moreover, although economic sanctions are considered as EU’s sole Hard 
Power tool, the very interesting following sentence can be found in the EU Joint 
Framework on Hybrid Threats: 

“In the context of CFSP (Common Foreign and Security Policy) instruments, tailored and 
effective restrictive measures could be explored to counter Hybrid Threats” [14]. 

Overall, although the EU indeed, for obvious soul-saving political reasons, does 
not subscribe to the deterrence concept, this does not mean that EU will not use 
“Deterrence by Denial” when necessary, by using the proper denial toolbox.
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To conclude, the EU’s response to Hybrid Threats, can be seen as a mix of 
existing measures together with new attempts to improve situational awareness and 
address vulnerabilities. Although the first line of defense will likely (and maybe 
should) remain with MS, the EU needs to demonstrate its added value when it 
comes to improving awareness, building resilience, and responding to attacks. The 
response should include:

. The existing national policies combined with cooperation at EU level at the 
sectors of law enforcement, border control, antidrug, anti-trafficking, anti-
terrorism, and intelligence sharing

. Possible EU initiatives aimed at capacity building in third countries or disrupting 
hostile activities whenever they take place

. The development of various sectoral strategies (most of them delivered already) 
like maritime, or cybersecurity, and finally a broader “Global Strategy” as 
happened in 2016 [16]

. Synchronization of all these aspects, in a tailor-made fashion 

While NATO-EU cooperation outside the “Berlin Plus” arrangements and due 
to, from time-to-time, US controversial position on this issue, is mired by political 
obstacles, in the context of Hybrid Warfare, a new dynamic of engagement has 
emerged [6]. Due to a perceived urgency, MS and Allies granted more space to 
the staff members of both organizations to improve cooperation, find synergies, and 
progressively deepen their relationship. Despite the slow progress and the ups and 
downs of formal EU-NATO cooperation, Hybrid set the tone for closer NATO-EU 
Institutional relations, paving the way for subsequent developments in EU-NATO 
cooperation. As it was stated in a Joint Communication to the EU Parliament “The 
High Representative, in coordination with the Commission, will continue informal 
dialogue and enhance cooperation and coordination with NATO on situational 
awareness, strategic communications, cybersecurity and ‘crisis prevention and 
response’ to counter Hybrid Threats, respecting the principles of inclusiveness and 
autonomy of each organization’s decision-making process” [14]. 

In general, the discussion on Hybrid Threats significantly contributed to further 
NATO-EU coordination. Indeed, while both the EU and NATO see their MS and 
the Allies as the first responders in Hybrid crises, it became clear that closer 
cooperation between both organizations can make their assistance more focused 
and more effective. 

The migration crisis of 2015–2016 in the Aegean Sea was not only a real 
test of the EU-NATO cooperation in emerging crises, but also an important and 
clear symbolism with serious impact on European public opinion on how the two 
organizations can face crises together. Seen as a “key test of relevance” for the 
Alliance, it led to NATO engaging its naval assets in patrolling the Aegean Sea, 
exchanging intelligence with the EU’s FRONTEX through liaison officers. NATO 
also launched Operation SEA GUARDIAN and supported and still supporting, 
mainly with assets and intelligence, EUNAFORMED in the Central Mediterranean. 

Any new development in their cooperation is a product of months of intense 
negotiations among the staff members, sometimes with the participation of some
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MS and Allies and in some cases directly between involved national ministries. It 
can be said clearly, that it is the sense of urgency created by Hybrid and especially 
by Russian actions in Ukraine which created the existing impetus in the official 
EU-NATO relationship. 

In order to counter Hybrid, NATO has been engaged in mostly unofficial talks 
with the EU, in four different areas:

. Civil-military planning

. Cyber Defense

. Information Sharing

. Strategic Communications 

Although the frequency and the topic areas of staff-to-staff meetings have ups 
and downs, in general, they have grown both at political and expert levels, with the 
informal cooperation network being based mainly on personal and not institutional 
relations. The cooperation is considered as generally well-functioning. 

Another aspect of this unofficial cooperation is linked to the Centers of Excel-
lence (COE). The European Center of Excellence for Countering Hybrid Threats 
known also as “Hybrid COE,” is a network-based international and independent hub 
for practitioners and experts based in Helsinki, Finland. The Hybrid COE focuses 
on responses to hybrid threats under the auspices of the European Union (EU) and 
NATO [17]. 

Hybrid COE is described as a “do tank” that conducts training courses, exercises, 
hosts workshops to policymakers, and practitioners, and produces white papers on 
hybrid threats, such as vulnerabilities in an electrical grid or possible exploitation 
of vaguely written legislation. The Center was formally established in April 2017 
inaugurated in October 2017 and is allotted a budget of 1.5 million euros. The 
Hybrid COE includes now 31 participating states of NATO and the EU, and has 
the potential to take a leading or at least a prominent position in this issue. 

Since COEs have the advantage to cooperate with outside partners, they remain 
“half-in, half-out” of their institutional settings. The Finnish COE in order to 
accomplish its mission is allowed and able to cooperate with all the NATO COEs 
which deal with issues connected to Hybrid Threats, such as counterterrorism, 
cyber, piracy, CBRN, energy, etc. In addition, these connections have the potential 
to provide coordinated policy responses to both organizations, as long as this 
EU Center together with all the other relevant NATO Centers will avoid the trap 
of “raising awareness from an academic point of view,” and become clearly 
“operational” following the steps of the more “operational” NATO Cooperative 
Cyber Defense COE in Estonia [6]. 

Hybrid Warfare Concept has been around for more than 15 years gradually 
transforming and diffusing across the globe. The concept is based on the need to 
understand the changing character of society as well as of the conflict in recent 
decades. Although forms of what we call hybrid today, had implemented for 
centuries as well as during World Wars I and II and mainly during the Cold War, 
the changes in geopolitical landscape, society, and technology are the main reasons 
of the emergence of Hybrid Threats as a new global group of threats.
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A number of newly emerged factors such as digitalization, globalization, the 
internet revolution, the emergence of social media as well the culturally increased 
social awareness and the ethnically diversification of the people, combined with 
reduced faith in authorities and senior public figures or political leaderships, all 
these factors have paved the way for this new kind of threats. By definition and 
nature, these threats challenge the traditional boundaries (political, bureaucratic, 
legal, and operational between military and civilian, public and private, national 
and collective capabilities) and already blurred the limits between war and peace. 

There is no doubt that Hybrid Warfare has created confusion to the terminology 
of our vocabulary and should be seen as a manifestation of our inability to fit 
current security challenges within previously delineated logical terms for conceiving 
war. Hybrid is mainly the product of identification of self-diagnosed vulnerabilities 
as well the perceived enemy’s new and surprised intentions. The Hybrid terms 
therefore deduced not only by “looking at the enemy” but also by “looking at 
the mirror,” which led both EU and NATO to use Hybrid terminology in order 
to describe a changing security environment to which no clear policies existed. 
The need for a new concept was due to the realization that the so far well-known 
models of war and peace were not adequate to describe a rapidly evolving strategic 
international landscape. The Hybrid terms therefore are not about Russia, ISIS or 
weaponization of migration but rather seek to send a message of danger and urgency 
at a time of nominal peace. But the most important role of this modern terminology 
and of these patterns is to facilitate the communication to our decision-makers and 
to our population of all the challenges deriving from the new networked security 
environment, and the observed power diffusion. 

As General Carl von Clausewitz said in probably his most oft-quoted passage, “  
. . .  the first, the supreme, the most far-reaching act of judgment that the statesman 
and commander have to make is to establish . . . the kind of war on which 
they are embarking.” One cannot make this supreme judgment without a deep 
understanding of history, of war, and the various ways in which it is waged. Lacking 
that understanding increases the risk of mistaking the essential nature of the conflict 
being considered or those we must adapt to as a result of the ever-evolving character 
of warfare. The continuum concept and hybrid threats remain controversial since 
they distract from the efforts of “big wars” and great power competition advocates 
[2]. 

It is also important by using this Hybrid terminology to achieve the connection 
and the embodiment of Hybrid practices and modus operandi into the International 
Laws and Conventions institutional and Legal Architecture. 

A particularly valid point is the need to consider the political dynamics of 
conflict, not just its methods or modes. This is not simply a statement of the obvious. 
It addresses a longstanding deficiency in the way war is perceived globally. “Too 
often governments miss critical components of their adversary’s strategy, typically 
because of a near-exclusive focus on its use of violence. Partial responses such 
as these can be counterproductive.” This is the largest deficiency in hybrid threat 
theory; its emphasis on “how” the adversary applies violence overlooks the “why,” 
which is ultimately more critical to counterstrategies and conflict [2].
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Turning again to the two international organizations, while the EU deliberately 
chose the term “Hybrid Threats” over “Hybrid Warfare” mainly due to its civilian 
nature and in order to emphasize an “Integrated Approach” Policy, NATO used 
Hybrid Warfare to reinforce Allied solidarity and Alliance cohesion and to project 
stability outside its borders. Although both organizations avoided on purpose 
to make institutional or crucial changes to their internal processes and policy 
proposals, they were forced to push their adaptation programs toward the top of 
their agendas, showcasing their internal vulnerabilities and inadequacies vis a vis 
modern critical challenges and threats. 

Concluding, the crises and conflicts of the twenty-first century reflect a greater 
degree of convergence and complexity and require from everyone to keep an 
informed and open mind on the various modes of conflict that already exist or are 
about to appear. In order to face our future security challenges, we need to reflect 
and interpret the past, understand the present, and think rigorously about what lies 
over the horizon in order to adapt to the challenging character of modern conflict 
[2]. 

Within this context, it is very important to have options available if the red lines 
are crossed, the thresholds are overpassed and the situation goes out of hand. These 
options should mainly include solid military capabilities that will save the day and 
support, defend, or impose your strategic goals. If things go the harm’s way, the 
Tweeter or Microsoft Navy or the Facebook or Apple Air Force (to copy Thomas 
L. Friedman) [18], is not capable enough and will not come to your rescue. Solid 
military capabilities and the political will to use them as appropriate, are often 
necessary to support your Hybrid Warfare activity. 

There is no doubt that the Hybrid warfare is indeed the “today and tomorrow” 
of the Warfare. Decision-makers as well as civilian and military authorities and 
scholars have to study very well all aspects of Hybrid Warfare, without forgetting 
though, that negotiating “with a loaded gun at your hand” makes always a 
negotiation easier. 

In addition, it is impossible to disregard the obvious benefit to our countries, 
of having the two organizations, NATO and the EU, working together on a so 
important issue as Hybrid Warfare. Hybrid intensified and facilitated the need of 
both organizations to come and work closer together for the protection of their 
role, their interests, their assets, and the protection of their citizens and their way 
of living. 
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Hybrid Threats: A European Response 

Dimitrios Anagnostakis 

The concept of ‘hybrid threats’ has gained prominence during the last 10 years 
among the academia, military experts, states and governments and international 
organisations such as NATO and the European Union (EU). The European Union 
has developed a wide array of policies and tools that aim to strengthen its response 
and the response of its member states to a vast spectrum of hybrid threats. In parallel, 
several EU member states have developed their own policies, doctrines and tools 
designed to defend themselves from hybrid threats. 

This proliferation of policy measures and institutional responses, that often leads 
to the problematic policy consistency and policy coherence, was to a large extent 
linked to two security issues that emerged in the early 2010s, namely the invasion 
of Crimea by Russia in 2014 and the resurgence of the threat of international 
terrorism exemplified in the early successes of the so-called Islamic State in Syria 
and Iraq [8] and the deadly attacks in Europe between 2014 and 2016. However, the 
concept of ‘hybrid war’ appeared much earlier, in particular in the early 2000s in 
discussions among military circles in the United States ([20]: 9). Even then, there 
were doubts about the usefulness of the term hybrid war; for many of its users, this 
term signified the combination of conventional and unconventional military means 
and tools, which as many critics highlighted was neither new nor unprecedented 
([48]: 8). 

Arguably, the main issue at stake is not whether the terms ‘hybrid threats’ and 
‘hybrid war’ capture patterns of state and non-state behaviour that are entirely novel. 
What matters more is the undeniable fact that states and international organisations 
have already a long history of using these terms, which, therefore, should mean 
something for these states and organisations. In this chapter, I first take a brief look at 
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the hybrid terminology. Then I examine the EU response to hybrid threats focusing 
on the issues of situation and information awareness, the concept of resilience and 
the dimension of strategic communications as an exemplary case. Finally, I focus 
on the role of NATO and the EU-NATO relationship. While Europe has made 
significant progress in developing counter-hybrid policies during the last decade, 
issues such as the problematic policy implementation, the coherency and the overall 
coordination of the EU policies and sometimes the diverging priorities and threat 
perceptions of member states may hinder further progress in the future. 

1 A Short History of the Hybrid Terminology 

The three hybrid-related terms that are currently most in use are hybrid war, hybrid 
threats and hybrid conflict ([7, 39]: 47). Since the appearance of these terms in the 
early 2000s, both academics and the security and military professionals have fiercely 
debated whether these concepts are useful, whether they serve any meaningful 
purpose, whether the terms should be completely abandoned or replaced and of 
course about their novelty. The term hybrid war has the narrowest meaning among 
these three terms, and it has been the earliest to appear as mentioned above. 
Essentially, the term hybrid war was used to describe a military conflict where the 
enemy made a coordinated use of both conventional and unconventional military 
means. The burning policy issue at that time was how NATO and NATO members 
could adapt so that they would be able to respond to this kind of conflict. The 
original military posture of NATO was based on the assumption of a scenario of 
a conventional war against the Soviet Union and the Warsaw Pact. NATO’s main 
mission and the ability of NATO to address the security threats challenging its 
members were cast into doubt first in the 1990s and then again in the early 2000s 
when the fight against terrorism emerged at the top of the political agenda for key 
member states such as the United States (US). One of the key events that shaped the 
debates about hybrid wars and conflicts in the 2000s was the war between Israel and 
Hezbollah in 2006 ([41, 46]: 96) which was perceived by many commentators as 
a defeat for Israel or at best a military stalemate, despite the heavy losses incurred 
upon Hezbollah. 

Therefore, the terms hybrid wars and hybrid conflicts became the ‘vehicles’ 
through which security experts, military professionals and the military services 
and institutions of member states started sounding the alarm regarding NATO’s 
urgent need for innovation. While the critics of the term noted that throughout the 
history of warfare, combatants have often made combined use of conventional and 
unconventional means [41], the individuals who stressed the novelty of hybrid high-
lighted that fast-pacing developments in the field of information and communication 
technologies and increased economic interdependencies have changed radically the 
security environment, thus the need for novel solutions [8].
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2 The Response of the European Union 

The first EU paper that addressed the issue of hybrid threats was the European 
External Action Service’s (EEAS) paper titled ‘Food-for-thought paper “Countering 
Hybrid Threats”’ which was sent in 2015 to the member states’ delegations. In that 
paper, rather than a clear definition, the EEAS essentially presented a list of hybrid 
characteristics. Hybrid warfare was described as follows: 

‘ (...) A centrally designed and controlled use of various covert and overt tactics, enacted 
by military and/or non-military means, ranging from intelligence and cyber operations 
through economic pressure to the use of conventional forces. By employing hybrid tactics, 
the attacker seeks to undermine and destabilise an opponent by applying both coercive 
and subversive methods. The latter can include various forms of sabotage, disruption of 
communications and other services including energy supplies. (...) Massive disinformation 
campaigns designed to control the narrative are an important element of a hybrid campaign. 
All this is done with the objective of achieving political influence, even dominance over a 
country in support of an overall strategy’ [17]. 

In the next year, the EU adopted its cornerstone framework for countering hybrid 
threats [9]; in that report ‘hybrid warfare’ is replaced by the term ‘hybrid threats’, 
though the definition remained essentially the same: 

‘ (...) The concept aims to capture the mixture of coercive and subversive activity, con-
ventional and unconventional methods (i.e. diplomatic, military, economic, technological), 
which can be used in a coordinated manner by state or non-state actors to achieve specific 
objectives while remaining below the threshold of formally declared warfare’ [9]. 

Member states still have the main responsibility and competencies for responding 
to hybrid threats, as stressed in the EU’s counter-hybrid framework [9]. However, 
the European Union has emerged as a facilitator and coordinator of the state 
responses. For example, intelligence and threat assessments shared by member 
states can be pooled together in the relevant EU bodies (e.g. the Hybrid Fusion Cell), 
which can then create all-source strategic reports or identify coordinated attacks 
against several states at the same time. Moreover, member states can benefit from 
the unique weight that the EU carries as a whole, especially in policy areas related to 
the common market and external trade (see, for example, the presence of economic 
sanctions in the ‘Framework on a Joint EU Diplomatic Response to Malicious Cyber 
Activities’) ([5]: 9). 

The rapid increase in the EU involvement in this field has followed the same 
pattern with the general increase of the EU involvement in the areas of internal 
security and Justice and Home Affairs in the post-9/11 years [1]. Repeated external 
shocks and crises such as the waves of terrorist attacks in Europe in the 2000s 
and the 2010s and the Russian invasions of Ukraine in 2014 and 2022 have driven 
home the realisation for the EU member states that it is difficult for them to address 
these threats alone and on their own; these shocks and crises worked as a ‘window 
of opportunity’ for those EU institutions and member states who were arguing 
for long time in favour of taking hybrid threats seriously ([22]: 6). The danger 
of such a crisis-driven policy response is of course that it can be difficult for the
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EU to maintain a consistent momentum in the absence of new external crises, and, 
therefore, policy implementation problems may start to emerge. 

Given that hybrid threats materialise across a variety of policy areas, the EU 
response to these threats spans similarly across different policy fields (e.g. cyber, 
economic, military, diplomatic, etc.). The depth and commitment of the EU response 
depend on the EU competencies and on the general progress that the EU has made 
over the previous years in developing policies for these fields. For instance, since 
the early 2010s, the EU has grown rapidly as an actor in the field of cybersecurity 
developing policies for the protection of critical information infrastructure and 
communication networks such as the NIS Directive, taking measures to increase 
the cyber resilience of member states and enhancing the EU institutions and actors 
which are responsible for these policy issues (e.g. the European Union Agency for 
Cybersecurity ENISA or the European Cybercrime Centre in Europol) ([2]: 246). 
Therefore, when the issue of hybrid threats appeared in the political agenda in the 
2010s, the EU had already started focusing on cybersecurity and cyber resiliency 
which form part of the overall defence against hybrid threats. The key issue has 
been and continues to be not so much how to formulate entirely new policies—there 
are already existing strategies and sectoral policies on foreign and security policy, 
defence, energy security, maritime security, etc. —but rather to ‘facilitate a holistic 
approach (...) by creating synergies between all relevant instruments and fostering 
close cooperation between all relevant actors’ ([9]: 3). 

In July 2020, the Commission published a document mapping the hybrid threats-
related measures that have been taken at the EU level [15]. According to this 
inventory, more than two hundred measures related to countering hybrid threats 
have been initiated, most of them in the period after the adoption of the EU Joint 
Framework for Countering Hybrid Threats in 2016. These measures relate to the 
following policy fields: strategic communications and countering disinformation, 
promoting EU common values and inclusive, open and resilient societies, protection 
of critical infrastructure, the energy sector, screening of foreign direct investments, 
the transport sector, the space sector, border controls, defence capabilities and the 
Common Security and Defence Policy, civil protection, public health, addressing 
chemical, biological, radiological and nuclear-related risks, cybersecurity, the finan-
cial sector, cooperation with third countries and with NATO, preventing, responding 
to crisis and recovering and finally the EU’s institutional resilience. Since 2020, the 
EU has kept up with this pace adopting additional measures in various policy fields. 

2.1 Situation and Information Awareness 

Irrespective of the policy instrument or instruments used by the adversary, it is 
essential for the country defending against hybrid threats to have a full picture of the 
unfolding enemy campaign. The EU has often stressed that it is crucial for itself and 
for its member states to be able to recognise coordinated hybrid attacks that target
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more than one member state. For this to happen, however, member states should 
be willing to share information and intelligence in real time with the relevant EU 
agencies and institutions and among themselves ([10]: 9). In other words, the EU 
is uniquely positioned to function as an ‘one-stop’ point for receiving intelligence 
and information related to emerging hybrid threats or developing hybrid attacks, 
for producing situation awareness and all-source strategic reports based on this 
information and for illuminating the threat environment for member states. 

The EU’s Hybrid Fusion Cell—which is based within the EU’s intelligence unit 
called the EU Intelligence Analysis Centre (formerly called EU Situation Centre) 
—has exactly this role of collating information related to hybrid threats, monitoring 
the EU’s security and threat environment and producing a series of intelligence 
reports, including threat analyses and all-source strategic reports. Apart from the 
information voluntarily shared by member states, the Cell also collects information 
from other EU institutions and from the EEAS delegations around the world ([11]: 
2) and it is also in contact with NATO’s Hybrid Analysis Branch. 

In practice, however, the issue of implementation, which has often beset EU 
initiatives and policies in the past, ‘holds back’ the Hybrid Fusion Cell. Similarly to 
what happens in other policy areas, such as counterterrorism or cybersecurity where 
the EU institutions rely largely on the voluntary contributions and cooperation of 
member states for raw information and for intelligence products, not all member 
states are equally willing to share information with the Cell. Every time there is a 
geopolitical crisis or a major security threat, practitioners, experts, and policymakers 
start calling for the need to strengthen intelligence cooperation at the EU level 
or even for the creation of a ‘real’ EU intelligence agency which will have 
the ability to collect operational information ([37]: 483). However urgent these 
crises are, member states are still not willing to trust all their partners equally; 
sharing intelligence with an EU body or institution often translates into making 
this information available to all 27 EU member states. Deepened multilateral 
intelligence cooperation is more often seen among smaller groups of states or 
bilaterally and it is usually structured at an ad hoc basis rather than permanently 
institutionalised [25]. 

Apart from the states, private non-state actors have also a role to play in creating 
an environment of situation and information awareness regarding hybrid threats 
and attacks ([47]: 88; [49]: 25). The spectrum of hybrid threats includes, among 
others, cyberattacks against banks and financial institutions and disinformation 
campaigns with fake or distorted stories and narratives carefully planted in social 
media or even in traditional media ([20]: 27). As mentioned above, two key issues 
in defending against hybrid attacks are first identifying these attacks early and 
second identifying hybrid attacks as such, namely not as isolated incidents but as 
coordinated campaigns aiming to destabilise societies and states. For this to happen, 
however, and so that both member states and the EU are able to connect the dots 
and see the larger picture, there should be, for instance, a reporting process through 
which the companies which are victims of cyberattacks or cyber incidents can report
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them.1 Similarly, fighting against disinformation and fake news requires that there 
is in place a process of collecting pieces of disinformation and reporting them on a 
dedicated platform as well as a process of trying to identify common patterns and 
coordinated adversarial campaigns. 

However, private actors have been traditionally very reluctant to share informa-
tion about cyberattacks and cyber incidents or to take any measures to curb the 
proliferation of fake news or to strengthen their vigilance against disinformation 
campaigns. The primary motivation for these actors is profit, and sharing infor-
mation about their vulnerabilities can potentially affect their customers’ views and 
thus their market share and profits. The EU’s Network and Information Systems 
(NIS) Directive stipulates that it is compulsory for critical infrastructure operators 
to report and disclose to national authorities any cyber incident or breach that has a 
significant impact on their operations. However, this regulation has been criticised 
by security professionals for being too timid; it does not cover, for instance, the 
reporting of security vulnerabilities or the very big companies which, despite their 
size, are not perceived as providing critical services [45]. The Directive has been the 
product of prolonged negotiations and bargaining among member states with the end 
result being that national authorities have a lot of flexibility in how they implement 
it. A second NIS Directive is currently under negotiations; the Council and the 
Commission have come to a political agreement and the European Parliament is 
expected to decide on the issue by the end of 2022 [36]. 

2.2 Defending Against Hybrid Threats and Mitigating Against 
Their Impact Through Resilience 

Resilience is the ‘buzzword’ that summarises the EU’s approach in defending 
against hybrid threats and mitigating against their impact. Building resilience means 
that state institutions and societies can withstand, for instance, disinformation 
campaigns, attacks against critical infrastructure, border pressure from increased 
migrant flows weaponised and coordinated by adversaries and economic pressure 
and the exploitation of economic and energy interdependencies [6]. The concept 
of resilience is not new within the EU, as it first emerged in the issue area of 
cybersecurity when cyber resilience became an umbrella term covering topics such 
as the protection of critical information infrastructure, reducing cybercrime and its 
economic impact and enhancing the cybersecurity standards in the private sector 
([10]: 3). 

The concept of societal resilience as a broad line of defence against hybrid 
threats is related to another conceptual framework that is often mentioned in 
policy documents, namely the whole-of-government [10] or whole-of-society [16]

1 The EU’s Network and Information Systems Directive includes a compulsory requirement for 
reporting major cyber breaches but this applies only to critical infrastructure operators. 
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approach. While the whole-of-government concept reflects the key idea that hybrid 
threats span across a range of different policy areas, the whole-of-society concept 
highlights the elevated role that non-state actors and individual citizens can play in 
countering hybrid threats ([24]: 15). For example, the private sector is encouraged 
to adopt stronger cybersecurity standards so that it can withstand cyberattacks. In 
another example, media literacy among citizens is crucial for remaining unaffected 
from disinformation campaigns [34]. Academia, research centres and think tanks 
have also a role to play by conducting research on all the topics that relate to 
hybrid threats and the defence against them. More broadly, if one of the defining 
characteristics of hybrid campaigns is that they specifically target ‘the systemic 
vulnerabilities in democratic societies’ ([20]: 11), by exploiting, for instance, social 
and political cleavages and making a malign use of the free press in order to 
undermine democracy, then ultimately the best defence is nourishing the public’s 
trust in democratic institutions ([49]: 24). 

For instance, Esther Brimmer has noted in her discussion of the term ‘homeland 
security’, which was popular in the post-9/11 years, that during the last decades the 
concept of security has evolved: security is not only about defending territories but 
also about protecting ‘the values, connections and infrastructure [that characterise] 
the modern globalised world’ ([4]: 29). Brimmer was thus arguing in favour of a 
holistic approach to security as early as in 2006. A holistic approach, or, as she 
names it, ‘societal security’, includes not only efforts to prevent enemy attacks, to 
reduce vulnerabilities and to minimise the consequences if attacks occur but also 
the respect for and the protection of societal values such as the rule of law and 
civil liberties. In particular, societal security consists of two elements: cohesion and 
physical protection ([4]: 31). Cohesion includes the values that characterise and 
bind a society: democracy, rule of law and civil liberties, education, welfare and 
pluralism. Physical protection includes infrastructure, public health, natural disaster 
relief, environmental quality and anti-terrorism measures. Therefore, Brimmer was 
arguing that homeland security can fit within the broader schema of societal security, 
as it contains components from both elements of societal security, as defined by 
her. Arguably, the concept of societal security can enrich the discussion about the 
manifestation of hybrid threats and the defences that one can raise against them, 
as the EU keeps stressing that these threats often seek ‘to undermine fundamental 
democratic values and liberties’ [9] or to ‘destabilise countries by undermining 
public trust in government institutions and challenging the core values of societies’ 
[10]. 

In the following section, I am focusing on a particular dimension of hybrid threats 
and the defence against them: disinformation, malign narratives and fake news. 
This case study is illuminating with regard to the EU response to hybrid threats 
as, contrary to other policy fields such as cybersecurity, here the EU had to build its 
counter-hybrid policies ‘from scratch’.
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2.3 Strategic Communications and the Fight Against 
Disinformation 

Before the EU published its first communication on countering hybrid threats in 
2016, it had already created a strategic communications cell within the External 
Action Service: the ‘East StratCom Task Force’ was established in 2015 in the 
wake of the Russian invasion in Crimea and the increased Russian efforts to spread 
disinformation and fake news about Ukraine among European audiences ([22]: 
38). The ‘Arab StratCom Task Force’ was established in the same year focusing 
on countering radicalisation in the Arab world (contrary to the East StratCom, 
this task force did not have its own dedicated staff) [29]. Additional StratCom 
teams were established in 2016 focusing on the countries in the Middle East and 
Northern Africa and the Gulf region (‘Task Force South’) and the Western Balkans 
(‘Western Balkans Task Force’) [12]. All these teams were placed under a Strategic 
Communications Division within EEAS. 

The creation of Task Force South was related to the rise of the so-called Islamic 
State group which made a very effective use of propaganda, online recruitment 
and social media. While very different in scope, the online activities of both the 
Islamic State and the Russian government in the field of communications were 
perceived as having ultimately the same effect: undermining trust in democratic 
institutions and destabilising societies, undermining in other words the resilience of 
European societies [17]. Moreover, in both cases the elements of propaganda and 
disinformation were accompanied by a variety of other actions located throughout 
the whole spectrum of hybrid threats: for instance, the Islamic State combined the 
use of intensive online propaganda and recruitment with the use of both conventional 
and guerilla tactics in the battlegrounds in Syria and Iraq. 

Disinformation is defined by the EU as follows: 

‘Disinformation is understood as verifiably false or misleading information that is created, 
presented and disseminated for economic gain or to intentionally deceive the public, 
and may cause public harm. Public harm comprises threats to democratic political and 
policymaking processes as well as public goods such as the protection of EU citizens’ 
health, the environment or security. Disinformation does not include reporting errors, satire 
and parody, or clearly identified partisan news and commentary.’ ([13]: 3–4). 

According to this definition, disinformation is different from propaganda which 
aims at creating a positive image for the disseminator. Moreover, the EU documents 
on disinformation have repeatedly stressed that even harmful content is often 
legal—in that case it is protected by freedom of expression—and it ‘needs to be 
addressed differently than illegal content, where removal of the content itself may be 
justified’ ([13]: 1). Examples of illegal content that are out of the scope of counter-
disinformation policies include the dissemination of election-related materials when 
that dissemination violates electoral laws or terrorist content/materials published 
online. 

As early as 2015, the strategic communications action plan of the Commission 
for the Eastern neighbourhood envisioned three main pillars: (1) building and
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disseminating positive narratives and stories about the EU policies and initiatives; 
(2) strengthening the media environment and media freedom; (3) exposing false 
information and fake news and building awareness regarding disinformation [18]. 
In its 2018 communication on tackling online disinformation, the EU followed 
along similar lines, focusing on improving transparency about the origin, production 
and dissemination of information, enhancing media literacy and supporting high-
quality journalism, creating a network of fact-checkers, authenticators, and trusted 
‘flaggers’ and creating a multi-stakeholder model where all relevant parties (e.g. 
governments, the private sector, social media platforms, academia, etc.) participate 
and take responsibility [13]. Essentially, the EU approach reflects what was 
mentioned above regarding the need for effective situation awareness, an emphasis 
on societal resilience and a whole-of-society perspective. This communication was 
accompanied by an ‘Action Plan against Disinformation’ which gave more details 
about the specific EU aims in that field [12]. One of the key actions of the plan was 
the creation of a Rapid Alert System designed to provide alerts on disinformation 
campaigns in real time. The rapid alert system would receive information and alerts 
from member states through national contact points and it would also be linked with 
other information and crisis monitoring networks of the EU, such as the Emergency 
Response Coordination Centre and the Situation Room and the EU Hybrid Fusion 
Cell within EEAS. Moreover, the 2018 Action Plan suggested the strengthening of 
the budget, capacities, personnel and training of all the strategic communications 
teams working within EEAS, highlighted the importance of the 2018 EU Code of 
Practice on Disinformation, and stressed the importance of safeguarding the 2019 
European Parliament elections from foreign interference. 

At the moment of writing, the Strategic Communications Division has a stronger 
presence within EEAS and a broader mandate compared to 2015. The division now 
has several work strands and priorities: ‘pro-active communication and awareness 
raising, support to independent media and the detection, analysis and challenge of 
information manipulation and interference activities by foreign states’ ([19]: 5). In 
broader terms, and with regard to the EU’s overall framework for countering hybrid 
threats, the division’s work spans across four dimensions: situational awareness, 
resilience building, disruption and regulatory approaches and diplomatic responses 
or CFSP responses ([19]: 5). 

In practice, there are several initiatives that have worked well and are considered 
a success. One of them is the division’s ‘EU vs. Disinfo’ website and social 
media accounts, which is promoted as a ‘flagship’ initiative by EEAS. It was 
originally created in 2015 as a tool for monitoring, countering and debunking 
Russian disinformation campaigns. In terms of its role in the EU’s framework for 
countering hybrid threats, it contributes to strengthening the resilience of the public 
and raising awareness about the malicious disinformation activities of foreign actors 
([19]: 9). The EU vs. Disinfo database currently includes 14,377 pieces written in 
various languages and collected mostly from pro-Russian media outlets. Apart from 
a focus on Russia and Ukraine, the database has also special thematic sections on 
Belarus, China and COVID-related disinformation.
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A second initiative that has created positive momentum in fighting disinforma-
tion is the 2018 EU Code of Practice on Disinformation which was launched ahead 
of the European Parliament Elections in 2019. Given the previous examples of 
electoral interference in the 2016 US presidential elections, the EU was anxious 
about similar meddling with its own elections. The EU’s code of practice on 
disinformation was, therefore, an effort by the Union to encourage key companies to 
self-regulate themselves by implementing a series of best practices: the companies 
which signed the code (including Facebook, Twitter, Mozilla and Google) pledged 
to build more transparency and visibility about paid political advertising, to be 
swifter in taking down fake accounts and to end support and monetisation for 
disseminators of disinformation [14, 44].2 

Finally, the cooperation of the EEAS’ Strategic Communications Division with 
third partners and its general ‘outwards’ institutional engagement can be considered 
as a success. For instance, the division maintains regular contact with NATO, 
the NATO’s Centre of Excellence on Strategic Communications in Riga and the 
European Centre of Excellence for Countering Hybrid Threats in Helsinki. 

Less progress has been made, however, in other areas. Arguably, the Rapid 
Alert System has not been utilised to its full potential by the EU member states. 
Ultimately, this reflects some of the perennial problems that all EU initiatives in 
security-related areas face: lack of prioritisation regarding this policy area by some 
states and/or lack of trust. 

3 The Response of NATO and the EU-NATO Cooperation 

Compared to the EU, the concepts of ‘hybrid threats’ and ‘hybrid war’ appeared 
earlier in NATO. As early as 2010, NATO’s Bilateral Strategic Command (Bi-
SC) published its ‘Input for a New NATO Capstone Concept for The Military 
Contribution to Countering Hybrid Threats’ [33]. This paper highlighted three 
themes: the emergence of new threats ‘which potentially have grown beyond the 
current remit’ of NATO, the blurring of the dividing line between military and 
civilian responsibilities under a changing security environment and the need for 
NATO to strengthen and make more use of its partnerships and to significantly 
expand its cooperation with third parties ‘beyond its borders’ ([33]: 2). It also  
defined hybrid threats as the threats posed by adversaries who ‘simultaneously 
employ conventional and non-conventional means adaptively in pursuit of their 
objectives’. 

While NATO in general has preferred to talk about ‘hybrid war’ rather than about 
‘hybrid threats’, which is the preferred term for the EU, the authors of this paper 
acknowledge the variety of forms in which these threats materialise: ‘hybrid threats 
are comprised of, and operate across, multiple systems/subsystems (including

2 The code has been updated in 2022. 
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economic/financial, legal, political, social and military/security) simultaneously and 
will therefore prove problematic for NATO’s response which would initially focus 
upon a military/security line of operation’ ([33]: 4). This acknowledgement reflects 
a general anxiety within NATO about the role of the Alliance in the post-Cold War 
era. Similar questions about the adaptability of NATO to new security challenges 
were raised repeatedly in the 1990s and in the context of the post-9/11 ‘War on 
Terror’. 

In parallel to the EU developments, the debates within NATO focused on the 
‘comprehensive approach’ to security and how it can be adapted for countering 
hybrid threats and on the concept of resilience ([40]: 4). However, these debates 
were not always smooth as not all NATO members agreed about either the 
importance or novelty of hybrid threats or about how these threats should be defined 
and conceptualised ([48]: 15). Similarly, however, with how a series of consecutive 
external crises and shocks (the cyberattacks against Estonia in 2007, the 2008 
Russian-Georgian war, the war in Ukraine in 2014 and the rise of the Islamic State 
in 2014) changed the calculations among the EU member states, the same events 
were also a wake-up call for NATO and its members ([26]: 271). 

Regarding the dimension of information and awareness, NATO has adapted to 
the new security challenge of hybrid threats by reorganising its intelligence bodies. 
In 2017, the ‘Joint Intelligence and Security Division’ was established by fusing 
together civilian and military intelligence [28]. In the same year, a Hybrid Analysis 
Branch was created within this new division focusing on analysing information 
from both civilian and military sources; the ultimate aim was ‘connecting the dots’ 
and creating a holistic picture and understanding of the hybrid threat landscape 
[43]. A key pillar of the EU-NATO cooperation on countering hybrid threats is 
the relationship and close cooperation between the EU’s Hybrid Fusion Cell and 
NATO’s Hybrid Analysis Branch; this cooperation was significantly enhanced after 
the 2016 Joint EU-NATO Declaration in Warsaw which ushered a new period in 
the relations between NATO and the EU. Regarding cyber defence in particular, 
NATO has often stressed that swift information-sharing about cyber incidents is an 
essential element in improving the cyber resilience of allies. 

In terms of NATO’s defence against hybrid threats, one key development has 
been NATO’s public announcement in 2016 that the article five of its founding 
treaty regarding collective defence is applicable in cases where there is a hybrid 
threat or attack against an ally [31]; the same was repeated in 2021 [32]. This 
was an essential step for the reassurance of the members who felt particularly 
threatened from Russia in the post-2014 security environment. However, one of the 
unique characteristics of hybrid threats and hybrid escalation is that the attribution 
of the exact source of threats and attacks is often difficult—states seek to retain 
plausible deniability—and at the same time NATO and its member states need 
detailed protocols and operational ‘playbooks’ for responding to acts that fall short
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of open military attack/aggression ([26]: 270). This problem has been extensively 
discussed, for instance, in the context of cyberattacks and cyber defence [42].3 

Apart from the diplomatic posture and signalling regarding article five and the 
possibility of triggering it if a member is the victim of a hybrid attack, NATO has 
significantly enhanced its collective defence capabilities since 2014 ([26]: 271). The 
Readiness Action Plan which was adopted in 2014 included measures focusing on 
both military adaptation, including adapting to hybrid threats, and on the assurance 
of allies through ‘continuous air, land and maritime presence and meaningful 
military activity in the eastern part of the Alliance’ [30]. In this context, a strategy 
on NATO’s role in countering hybrid warfare was adopted in 2015 [31] and in 2018 
NATO agreed to set up counter-hybrid support teams; these teams support and assist 
NATO members in building resilience and in defending or responding to hybrid 
threats. The first such team was deployed in Montenegro to assist the country in 
detecting and mitigating vulnerabilities and in enhancing its resilience [43]. 

Regarding the dimension of strategic communications, similarly with the EU 
NATO started being preoccupied with this issue in 2014. In that year, seven 
NATO members (Latvia, Estonia, Germany, Italy, Lithuania, Poland and the United 
Kingdom) established in Riga, the NATO Strategic Communications Centre of 
Excellence (NATO StratCom COE). The mission of this centre, which is not 
officially tied to the NATO command, is to assist and support the NATO member 
states and their allies in issues related to strategic communications, including, 
for instance, countering disinformation and producing counter-narratives, running 
exercises and scenarios related to strategic communications, engaging in academic 
research and contribution to doctrine development, among others ([35]: 3). In these 
activities, the Centre cooperates closely with the EU’s Strategic Communications 
Division within EEAS but also with third actors, such as academia and the private 
sector. 

3.1 The EU-NATO Cooperation 

The relationship between the EU and NATO has been especially enhanced and 
prioritised since the 2016 EU-NATO Joint Declaration in the Warsaw Summit. 
Even before 2016, however, there was a realisation among NATO circles that 
the new security challenges, including hybrid threats, require that the Alliance 
cooperates more closely with other international organisations, including the EU. 
The 2010 ‘Input for a New NATO Capstone Concept for The Military Contribution 
to Countering Hybrid Threats’ warned, for instance, that these challenges have 
a strong civilian element for which NATO was not well prepared, making thus

3 For a thoughtful analysis on the classical deterrence model and its applicability to the hybrid 
threat environment, see Rasmus Hindrén’s working paper ‘Calibrating the compass: Hybrid threats 
and the EU’s Strategic Compass’ [23]. 
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cooperation with third partners essential. Despite the debates in both academia and 
policymakers about friction between the EU and NATO regarding their ‘division 
of labour’ in the post-Cold War environment, the EU’s strong civilian element 
with established policies in hybrid threats-related areas (ranging from trade and 
economic sanctions to cyber resilience and the protection of critical infrastructure) 
made it especially attractive to NATO ([3]: 22). In 2016, the two organisations 
committed themselves, as a result, in implementing a series of actions and measures 
for countering hybrid threats. The measures and actions agreed are updated yearly 
and they are accompanied by yearly implementation reports. 

In particular, in the area of situation and information awareness, the EU’s Hybrid 
Fusion Cell and NATO’s Hybrid Analysis Branch meet at least once a month, 
‘with the aim of strengthening situational awareness and mutual understanding of 
respective activities’ [21]. The aim is to have a common picture with regard to the 
hybrid threats landscape and to be able to exchange information swiftly when there 
is an escalating crisis. The form that this ‘common picture’ takes is the joint EU-
NATO documents ‘Parallel and Coordinated Assessments’; three such reports were 
published, for instance, between June 2020 and May 2021 [21]. The same staff also 
make frequent contributions to the joint EU-NATO exercises, such as the Parallel 
and Coordinated Exercises (PACE) [27]. 

Regarding strategic communications, this is another area where there is signifi-
cant cooperation between the relevant staff of the two organisations. The issues that 
are being discussed cover enhancing the resilience of societies in the face of disin-
formation campaigns and fake news, exchanging best practices for identifying and 
countering disinformation campaigns and for building positive counter-narratives 
and supporting the members of NATO and the EU with policy templates and policy 
guides and training materials related to strategic communications. The strategic 
communications teams from both sides also test their capacity to formulate common 
narratives and messaging during joint EU-NATO exercises. Moreover, the NATO 
Strategic Communications Centre of Excellence also maintains close ties with the 
EU’s EEAS Strategic Communications Division; the two sides produced in 2020 a 
training course for EU staff which simulates disinformation attacks and responses 
[21]. In the same year, NATO staff was included in the EU’s Rapid Alert System 
which provides a platform for sharing and exchanging information on disinforma-
tion incidents and campaigns. Finally, more recently the two organisations have 
participated in discussions on COVID-related disinformation and its impact on the 
resilience of member states. 

Apart from strategic communications, the scope of the staff-to-staff contacts and 
discussions has gradually increased covering areas such as minimum requirements 
for the resilience of critical infrastructure, providing rapid support to allies to 
support their resilience, civil preparedness and mitigating the impact of Chemical, 
Biological, Radiological and Nuclear (CBRN) threats. Moreover, the European 
Centre for European Centre of Excellence for Countering Hybrid Threats in 
Helsinki, which was established in 2017 by a number of NATO and EU members, 
plays a crucial role in supporting the EU-NATO relationship in that field and in 
assisting the two organisations and its members in understanding and responding to
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hybrid threats. For instance, in 2020 a joint report was published by the European 
Centre for European Centre of Excellence for Countering Hybrid Threats and 
the NATO Strategic Communications Centre of Excellence about how to attribute 
information influence operations and how to identify those responsible for such 
operations [38]. 

4 Conclusion and the Way Ahead 

In conclusion, it can be argued that Europe has made significant progress in 
developing counter-hybrid policies during the last decade and especially in the 
period after the Russian invasion of Crimea in 2014. Evidence of this progress 
can be seen in the swiftness by which both NATO and the EU responded to the 
renewed invasion of Ukraine by Russia in February 2022; the common messaging 
of the two organisations and their overall coordination of their actions were often 
tested in previous tabletop exercises simulating similar scenarios. In general, an 
almost permanent feature of EU history is that policy development, institutional 
strength and policy integration at the EU level originate through exogenous crises 
and shocks. 

The question that this observation raises, though, is whether this policy momen-
tum is sustainable in the long-term, especially if one considers the often-diverse 
threat perceptions of member states. Finland has been one of the countries that 
played an active role in shaping the response and the policies of the EU in the 2010s 
and especially after 2014 ([47]: 83). Not all EU member states shared, however, 
at that time the Finnish argument that the fight against hybrid threats should be 
dealt at an EU level or even the view that this issue should at least be addressed 
at a national level. Ultimately, the crisis of 2014 and the subsequent change in the 
European security environment as well as the proactive stance of the Commission 
and the EEAS on that field meant that eventually compromises were built among the 
EU member states resulting thus in the emergence of an EU response. The different 
threat perceptions and the different levels of prioritisation are currently reflected in 
the varied willingness of the EU member states to use or support and bolster the 
existing mechanisms and institutions focusing on countering hybrid threats. 

In general, the multi-level governance of the EU, combined with the nature 
of hybrid threats, means that a number of actors at various levels and from 
different policy areas—state actors, state militaries, EU institutions and bodies, 
private companies, economists, IT professionals, law enforcement officials, etc. — 
are responsible each time for planning and implementing the counter-hybrid policies 
across the whole spectrum of hybrid threats. This fragmented policy landscape 
raises obvious issues of policy coherence and policy consistency. In the post-9/11 
period and with regard to the EU counter-terrorism response, the EU established the 
position of an EU counter-terrorism coordinator, partially in order to solve similar 
issues; it would not be surprising, therefore, to see calls for the establishment a 
similar role for coordinating the overall counter-hybrid EU effort.
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Essentially, both NATO and the EU acknowledge repeatedly in their various 
strategies and reports that member states have the primary responsibility for 
responding to hybrid attacks. Therefore, any further progress in policy development 
and cooperation at the EU level will partially depend upon the willingness of the 
EU members to make use of the existing mechanisms at this level. One way through 
which the EU could enlist more support from member states in the future could be 
by emphasising even more the concept of societal resilience and a whole-of-society 
approach as guides for countering hybrid threats and by assisting states in building 
their own counter-hybrid strategies; ultimately, by building societal resilience as a 
means of defending against such threats states also create defences for a broad array 
of contemporary challenges that move beyond the confines of hybrid attacks. 
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Integrated Development Environment 
Using M&S and AI for Crisis 
Management E&T 

Orlin Nikolov and Kostadin Lazarov 

1 Introduction 

The history of human beings is nothing more than a history of wars, in which three 
wars have been fought each year on the average. Millions of people have suffered 
throughout this history and still are suffering from the consequences of wars, armed 
conflicts and other disasters. Seventy countries in the world are facing potential or 
actual armed conflicts in their territory today as a result of conventional and non-
conventional threats and risks. 

Starting with the 1815 Vienna Congress, followed by the establishment of 
the League of Nations in 1917, the United Nations in 1945 and other Interna-
tional/Regional Organizations, the International Society has been trying to prevent 
the wars and the conflicts and to resolve the disputes through an institutionalized 
system in order to maintain peace and security in the world. 

However, the threats and risks we face today are more complex and challenging 
than ever particularly as a result of globalization. Therefore, we must have efficient 
mechanisms and we must establish robust procedures to address the security 
problems to prevent them from developing into crises or conflicts and to relieve 
and recover the tragic impacts on the people. 

Speaking about crisis management we should find in general that it is a huge 
comprehensive process including almost everything to keep and build resilience on 
national and alliance levels. 

When we speak about who is involved, who are the main actors and what are 
their responsibilities we will see that the cooperation and collaborations in the area 
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are crucial with a lot of national and international actors, governmental (GO) and 
non-governmental (NGO) organizations. 

When we talk about crisis and disaster management, we should talk about 
responsibilities and saving human life, financial and material losses. For that reason, 
the responsible person should have a lot of knowledge and education in multidomain 
aspects. 

Historically, government at all levels, local, state and national has played a large 
role in crisis management. Indeed, many political philosophers have considered this 
to be one of the primary roles of government. Emergency services, such as fire and 
police departments at the local level, and the National Guard at the federal level, 
often play integral roles in crisis situations. 

To help coordinate communication during the response phase of a crisis, different 
National Response Plans (NRP) on national levels or Crisis Management/Response 
Plans on multinational level such in UN, NATO, EU should be activated. This plan is 
intended to integrate public and private response by providing a common language 
and outlining a chain-of-command when multiple parties are mobilized. It is based 
on the premise that incidences should be handled at the lowest organizational 
level possible. The NRP recognizes the private sector as a key partner in domestic 
incident management, particularly in the area of critical infrastructure protection 
and restoration.1 

2 Definitions 

Defining crisis and relatedly—crisis management, would be key to simulating 
planning and decision-making for response. 

From an etymological perspective, the world crisis comes from the Greek κρίσις 
and it means “decision.” 

Despite its frequent use, no collectively accepted definition of a crisis exists. 
According to the context in which the word crisis is used, different definitions 

have been given to the concept and the vast majority of them describe crisis as any 
event that is going (or is expected) to lead to an unstable and dangerous situation 
affecting an individual, group, community or whole society. Crises are deemed to 
be negative changes in the security, economic, political or societal environmental 
especially when they occur suddenly, with no time and warning.2 

An Ad Hoc Working Group in NATO defined Crisis as a National or Inter-
national situation in which there is a threat to priority values, interests or goals. 
Although this definition is not an agreed definition it is comprehensive enough that 
it covers all types of Crises that might have to manage or assist in managing.

1 For detailed review on definitions see: Heath, 2012; James et al., 2011; Jaques, 2009; Pearson & 
Clair, 1998; and  Sellnow & Seeger, 2013. 
2 Community – Wikipedia. 
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Despite a diversity of perspectives and intellectual traditions, the analysis has 
been made3 of the multiple definitions of crises and crisis management over the 
past 20 years reveals convergence.4 Drawing from this convergence, we define 
an organizational crisis as an event perceived by managers and stakeholders to 
be highly salient, unexpected and potentially disruptive. We also recognize that 
crises have four primary characteristics: (a) crises are sources of uncertainty, 
disruption and change;5 (b) crises are harmful or threatening for organizations 
and their stakeholders, many of whom may have conflicting needs and demands;6 

(c) crises are behavioural phenomena, meaning that the literature has recognized 
that crises are socially constructed by the actors involved rather than a function of 
the depersonalized factors of an objective environment7 and (d) crises are parts of 
larger processes, rather than discrete events.8 Additionally, we recognize that crisis 
management broadly captures organizational leaders’ actions and communication 
that attempt to reduce the likelihood of a crisis, work to minimize harm from a 
crisis and endeavour to re-establish order following a crisis.9 

Definitional convergence aside, a number of scholars prior to and throughout our 
review period have noted a lack of integration across disciplines and perspectives.10 

For example, Shrivastava highlighted a “Tower of Babel” effect, arguing that there 
are “many disciplinary voices, talking in so many different languages to different 
issues and audiences”11 that it becomes difficult to build cross-disciplinary theory 
and policy guidelines. More recently, Pearson et al. worried that the “virtual galaxy 
of critical concepts” resulting from this lack of coordination not only may impede 
on the ability to build theory and aid practice but also risks the “legitimacy and 
credibility” of the field as a whole.12 James et al. echoed this concern in their review 
of crisis leadership, noting that “fragmentation has prevented a widely accepted 
understanding of, or commitment to, a common research paradigm in the field of 
crisis management.”13 

3 Journal of Management Volume: 43 issue: 6, page(s): 1661–1692 Article first published online: 
December 8, 2016; Issue published: July 1, 2017, Jonathan Bundy, Michael D. Pfarrer, Cole E. 
Short, W. Timothy Coombs. 
4 see Heath, 2012; James et al., 2011; Jaques, 2009; Pearson & Clair, 1998; and  Sellnow & Seeger, 
2013, for detailed definitional reviews. 
5 Bundy & Pfarrer, 2015; James et al., 2011; Kahn et al., 2013. 
6 Fediuk, Coombs, & Botero, 2012; James et al., 2011; Kahn et al., 2013. 
7 Coombs, 2010: 478; Gephart, 2007; Lampel et al., 2009. 
8 Jaques, 2009; Pearson & Clair, 1998; Roux-Dufort, 2007. 
9 Bundy & Pfarrer, 2015; Kahn et al., 2013; Pearson & Clair, 1998. 
10 Jaques, 2009. 
11 Shrivastava, 1993, p. 33. 
12 Pearson et al., 2007, p. viii. 
13 James et al., 2011, p. 457.
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It can clearly be seen in the definition, Crisis Management is not only managing 
the conflict, but it also refers to and covers both the prevention and the resolution of 
Crisis. 

Collective defence is at the heart of the Alliance and creates a spirit of solidarity 
and cohesion among its members. Crisis management remains to be one of 
the fundamental security tasks for Nations and the Alliances. It commits to be 
ready, case-by-case and by consensus, continuously to monitor and analyze the 
international environment, to anticipate crises and, where appropriate, take active 
steps to prevent them from becoming larger conflicts. In crisis, military and non-
military measures can be involved to respond to a threat, both in a national or 
international situation. 

The UN Charter is the framework document within which the Alliance operates. 
In the Washington Treaty, Allies reaffirm their faith in the UN Charter and commit 
themselves to the peaceful resolution of conflicts. 

In the adoption of NATO Strategic Concept in 2010, the Alliance committed 
to preventing crises, managing conflicts and stabilizing post-conflict situations, 
including by working more closely with NATO’s international partners, mainly with 
the UN and the European Union. 

The Crisis Management and Disaster Response Centre of Excellence (CMDR 
COE) defines crisis as “a time-bound state of (objective or subjective) uncertainty 
and major non-routine events putting to the test the overall resilience and pre-
paredness of a system and its established procedures and emphasizes on a much 
underestimated aspect of emergencies—the different experiences of insecurity.”14 

As Vaklinova notes, resilience “prevents external factors from turning into external 
stressor factors as a system ‘communicates’ with the external environment and with 
other systems.”15 

Walking through this diversity of definitions, it becomes evident that the concep-
tualization of crisis would reflect organizational mandate, purpose and capabilities, 
and hence, inform actions. 

The CMDR COE defines crisis management as “an iterative process of organized 
and coordinated actions, by and among all responsible stakeholders at the local, 
national, regional and international levels.”16 The aim is to tackle a crisis at all 
its phases (prevention (before), occurrence (during), recovery (after)), which entails 
specific expertise, skills and techniques for analysis as well as tailored arrangements 
with a clear vision and exit strategy.

14 Source: CMDR COE, available at: https://www.cmdrcoe.org/menu.php?m_id=112 
15 Vaklinova, 2019, pp. 12–13. https://www.cmdrcoe.org/download.php?id=1587 
16 Source: CMDR COE, available at: https://www.cmdrcoe.org/menu.php?m_id=112 
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3 Objectives of Crisis Management (CM) 

According to the definitions, we can define what are the objectives of CM. In broad 
terms, these are: 

1. To contribute to effective conflict prevention with reducing tensions in order to 
prevent them from becoming crises 

2. To manage effectively crises and to prevent them from becoming conflicts 
3. To ensure timely civil and military preparedness adapted to suit different degrees 

of crisis 
4. If the hostilities break out, to control the response, prevent further escalation and 

persuade any aggressor to cease his attack and withdraw 
5. When the hostilities have been stopped or are under control, to re-establish 

normal order and restore stability 

Figure 1 illustrates the development process of a crisis, which mainly consists of 
an escalation phase, followed at a zenith, by a de-escalation phase. A typical curve 
begins at a state that we call “Peace” which implies a crisis state in which there is 
little or no violence and no threat. The curve then moves upwards to “Disagreement” 
signifying that a threat is recognized by the parties involved in the crisis. 

A further progress of the curve to “Confrontation” indicates that actions of 
increasing violence are being undertaken by one or more parties to the Crisis. The 
curve could then rise to a zenith signifying an “Armed Conflict.” 

Eventually, crisis intensity will drop, implying a state of “Build-Down” in which 
the violence is lessening, the worst is over and that adversaries are also working 

Fig. 1 Development process of a crisis
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Fig. 2 Crisis management 

towards a mutually acceptable stable situation. The curve then drops to a relatively 
low crisis intensity signifying a state of “New Stability” which indicates a new status 
quo that is acceptable to all parties involved in the Crisis. 

As can be seen in Fig. 2, crisis management aims to prevent the rise of the curve 
upwards by intervening as early as possible into the situation. 

The first objective of the Crisis Management efforts is to reduce tensions between 
the parties to prevent them from developing into a confrontation, and further into 
an armed conflict. However, if the efforts fail and an armed conflict erupts, Crisis 
Management aims to contain the intensity of the conflict and persuade the aggressor 
to cease the attack and withdraw. The final objective of Crisis Management is to 
achieve a stable and workable situation, acceptable to all parties involved in the 
crisis. 

4 Phases of Crisis Management 

Usually, there are three major phases in Crisis Management: 

1. Preparation 
2. Response 
3. Resolution 

The major activities in the preparation phase are: 

• Establishment of crisis management structures and bodies, decision-making 
systems, procedures and relations with respective organizations 

• Identification of potential crisis areas and monitoring for the potential crisis areas
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• Resource planning 
• Training and exercises 

The response phase starts with a political decision for engaging into the 
emerging or actual crisis. A response strategy, which later will be translated into 
a response plan, will be identified when the decision is made. The response strategy 
can consist of preventive options and/or enforcement options or a combination 
of both, depending on the situation. The preventive options are peaceful means 
such as diplomatic and economic means backed by military deterrence whereas 
enforcement requires the use of military force against the aggressor. 

Achieving an agreement between the parties to the crisis is the primary essential 
activity in the resolution phase. The implementation of the agreement and the 
monitoring of the implementation are two other important major activities in this 
phase. Disengagement of the crisis establishments and means from the crisis area 
will take place as the provisions of the agreement are met. 

5 Trends in Crisis Management 

There exist three widely addressed aspects that mark crisis management efforts. 
First, the need for a comprehensive all-hazard approach (conventional & non-
conventional) to tackle the complexities of the current and future operating envi-
ronment. Second, the demand for a multidisciplinary threat analysis and third, 
wide cooperation to reflect interconnectedness and interdependence of systems, i.e. 
diplomatic, social, economic, military, psychological, legal, informational and the 
transnational character of threats. A fourth one, we argue, merits increased focus and 
attention as it bridges theory with practice in a holistic manner. Providing required 
Training and education for decision-makers is essential to raise awareness on and 
exercise the application of modern software, models and programmes for timely and 
informed decisions. 

6 NATO Crisis Management Concept17 ,18 

Crisis management remains to be one of the fundamental security tasks for the 
Alliance. It commits the Alliance to be ready, case-by-case, and by consensus, 
continuously to monitor and analyze the international environment, to anticipate 
crises and, where appropriate, take active steps to prevent them from becoming

17 https://www.nato.int/ 
18 Crisis Management and Disaster Response Centre of Excellence lectures fond. 

https://www.nato.int/
https://www.nato.int/
https://www.nato.int/
https://www.nato.int/


450 O. Nikolov and K. Lazarov

larger conflicts. That is the reason why we would like to point out in detail how 
the Alliance as NATO managed the crisis. 

NATO can involve military and non-military measures to respond to a threat, 
be it in a national or international context. Where conflict prevention proves 
unsuccessful, NATO will be prepared and capable to manage hostilities. As stated 
in the Alliance’s Strategic Concept (2010) “NATO will [ . . .  ] engage, where 
possible and when necessary, to prevent crises, manage crises, stabilize post-conflict 
situations and support reconstruction.” This encourages a greater number of actors 
to participate and coordinate their efforts and considers a broader range of tools 
to be more effective across the crisis management spectrum. This comprehensive 
approach to crises, together with a greater emphasis on training and capacity-
building for local forces goes hand-in-hand with efforts to enhance civil-military 
planning and interaction. 

The United Nations Security Council has the primary responsibility for the 
maintenance of international peace and security in the World. However, Article-51 
of the UN Charter recognizes the inherent right of individual or collective self-
defence of the UN Member Nations. 

NATO was founded as a regional collective defence organization in 1949 with 
the aim of maintaining the security of the North Atlantic Area, on the legal basis of 
UN Charter Article-51. 

1949 Washington Treaty, the Foundation Treaty of NATO, constitutes the basic 
legal framework for NATO and the NATO Crisis Management. The first seven 
articles of the Treaty, in particular Article-4, Article-5 and Article-7 establish the 
legal basis for NATO Crisis Management. 

Article-4 is the basis for the consultation process by expressing that the Parties 
will consult together whenever, in the opinion of any of them, the territorial integrity, 
political independence or security of any of the Parties is threatened. Article-4 
directs the NATO Crisis Management as in two ways; first, any recognized threat 
by any of the member states could be a case to be considered by the Alliance that 
may potentially require a response. Secondly, it establishes the method of Alliance 
decision-making system based on consultation. 

NATO’s Article-5 states that an armed attack against one or more of them in 
Europe or North America shall be considered an attack against them all.19 Article-
5 outlines the way of individual or collective response to the armed attacks, which 
has been the focus of NATO Crisis Management during the Cold War and still is the 
most important component of NATO Crisis Management. 

Article-7 states that the This Treaty does not affect, and shall not be interpreted 
as affecting in any way the rights and obligations under the Charter of the Parties 
which are members of the United Nations, or the primary responsibility of the 
Security Council for the maintenance of international peace and security. NATO  
accepts and respects the primacy of the United Nations for the maintenance of 
International Peace and security with Article-7.

19 https://www.nato.int/cps/en/natohq/official_texts_17120.htm 
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The Washington Treaty itself clearly subordinates the Alliance to the UN Charter. 
In the same vein, the preamble and Article-1 of the Washington Treaty confirm the 
Alliance adherence to UN primacy. 

It is useful to note the agreed objectives of NATO crisis management.20 

In broad terms, these are: 

1. To contribute to effective conflict prevention including contribution for reducing 
tensions so as to prevent them from becoming crises which could affect the 
security of Allies and through crisis response options 

2. To manage effectively crises which have arisen to prevent them from becoming 
conflicts 

3. To ensure timely civil and military preparedness adapted to suit different degrees 
of crisis 

4. In the very unlikely event that hostilities break out, to control the response, 
prevent further escalation and persuade any aggressor to cease his attack and 
withdraw 

5. And when further escalation of hostilities have been stopped or are under control, 
to de-escalate in order to re-establish normal order and restore stability 

The NATO crisis management basic principles embedded into NATO CM 
policies are: 

• Supremacy of North Atlantic Council (NAC)—NAC is highest authority of the 
alliance. 

• Consensus—all decisions are made by consensus. 
• Permanent representation of NATO nations—they represent all elements of the 

government. 
• Political control over the military—military has the power but politics exercise 

the authorization. When a crisis occurs, no decisions on planning, deployment or 
employment of military forces are taken without political authorization. 

With regard to NATO’s cooperation with international organizations, NATO 
places a great emphasis on cooperation with the EU, UN and Organization for 
Security and Co-operation in Europe (OSCE). NATO and its Allies indeed share 
common objectives and values with the above-mentioned organizations, such as 
preservation of international peace and security and respect for human rights, 
freedom, democracy and stability. 

NATO’s cooperation with the EU is especially important taking into account that 
the majority of NATO member states are also EU members.21 While NATO-EU 
cooperation officially started in 2001, the cooperation gained real momentum in

20 NATO Crisis Management response Manual. 
21 Out of the 27 EU member states, 21 are also members of NATO. Another four NATO 
members are EU applicants—Albania, Montenegro, North Macedonia and Turkey. Two others— 
Iceland and Norway—have opted to remain outside of the EU, however participate in the EU’s 
single market. 
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2016 and 2018 by the adoption of the two Joint Declarations, respectively. In these 
declarations, NATO and EU pledged to strengthen cooperation in the areas such as 
countering hybrid threats, operational cooperation at sea and on migration, cyber 
security and defence, defence capabilities, defence industry and research, exercises 
and supporting Eastern and Southern partners’ capacity-building efforts. 

Long before NATO had set up cooperation with the EU, NATO already had in 
place effective cooperation with the UN. 

Since the early 1990s, NATO and the UN have been consistently enhancing and 
developing cooperation. Especially, in the area of operations. 

All NATO-led operations in the Western Balkans, Afghanistan and Libya 
implemented binding UN Security Council Resolutions. 

In addition, the NATO training mission in Iraq was set up partly pursuant to a 
UN Security Council Resolution. In addition to peace support and peacekeeping 
operations, NATO-UN cooperation covers a wide variety of fields, such as crisis 
assessment and management, civil-military cooperation, training and education, 
promotion of the role of women in peace and security, protection of civilians, 
including children in armed conflict, sexual and gender-based violence, arms control 
and non-proliferation as well as the fight against terrorism. 

Finally yet importantly, NATO cherishes cooperation with the Organization for 
Security and Co-operation in Europe. This cooperation includes but is not limited 
to combating transnational threats, including terrorism and cyber threats, border 
management and security, disarmament, small arms and light weapons, as well 
as regional issues and exchange of experience on the respective Mediterranean 
dimensions. 

It is also worth mentioning the Cooperation with Partner Nations. In order to 
contribute to peace and stability outside the Alliance, throughout the years NATO 
has established different partnerships with third nations and developed different 
partnership programmes, such as: Partnership for Peace Programme, Mediterranean 
Dialogue, Istanbul Cooperation Initiative and the Euro-Atlantic Partnership council. 

At the Wales Summit in September 2014, NATO leaders adopted a compre-
hensive Partnership Interoperability Initiative to enhance NATO ability to tackle 
security challenges together with our partners. The sets in place measures designed 
to ensure the deep connections built up between partner forces over years of 
operations will be maintained and deepened so that they can contribute to future 
NATO and NATO-led operations and, where applicable, to the NATO Response 
Force. 

Through Partnership Interoperability Initiative (PII) initiative, an Interoperability 
Platform format has been set up, bringing together Allies with partners that have 
demonstrated their commitment to reinforce their interoperability with NATO (22
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Fig. 3 NATO crisis response 
system 

partners so far22 ). Meeting in the Interoperability Platform format, Allies and 
partners will discuss and develop common actions to deepen their interoperability. 

There were also discussions with five partners23 that make particularly significant 
contributions to NATO operations to discuss further deepening dialogue and 
practical cooperation as part of the enhanced opportunities within the Partnership 
Interoperability Initiative. 

NATO stands ready to consider the addition of other partners as their contribu-
tions and interests warrant. 

Here is the time to mention that CMDR COE as part of the wider framework 
supporting NATO Command Arrangements, actively provides the necessary exper-
tise to both Member States and the Alliance’s partners. For instance, since 2018, 
the Centre has been part of NATO Defence Capacity-Building Initiative and was 
involved in the process of improving the structures and procedures of the newly 
established National Centre for Security and Crisis Management of Jordan. 

Let us clarify the term system, and then we will move to NATO Crisis 
Response System (NCRS). Many authors describe system as an orderly grouping 
of interdependent components organized for a common purpose. 

Similarly, as can be seen in Fig. 3, the NATO Crisis Response System has its 
elements. It consists of Crisis Response Process, different components, mechanisms 
and procedures.

22 Armenia, Australia, Austria, Azerbaijan, Bahrain, Bosnia and Herzegovina, Finland, Georgia, 
Ireland, Japan, Jordan, Kazakhstan, Republic of Korea, Republic of Moldova, Mongolia, Morocco, 
New Zealand, Serbia, Sweden, Switzerland, Ukraine and the United Arab Emirates. 
23 Australia, Finland, Georgia, Jordan and Sweden. 
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The five components of the System are: Preventive options, Crisis Response 
Measures, Counter Surprise, Counter Aggression and NATO Security Alert States. 

For instance, Preventive options are general courses of actions available for 
consideration by senior NATO committees designed to prevent escalation of a 
developing crises. These are diplomatic, economic and military options. 

The Crisis Response Measures are detailed actions, which are available to be 
immediately implemented at the appropriate levels. These actions are prepared in 
advance. 

As a vital element of the NATO Crisis Response System, a special attention 
deserves the NATO Crisis Response Process. It is a six-phase consultation and 
decision-making process. 

1. Indications & Warning 
2. Assessment 
3. Response Options Development 
4. Planning 
5. Execution 
6. Transition 

The process can be adapted easily to any crisis situation and also provides 
a procedural structure that allows the Supreme Allied Commander Europe to 
undertake some prudent preparatory planning activities in light of a developing or 
actual crisis and, subsequently, to provide strategic assessments. 

Thus, the NCRS serves as the Alliance’s overarching procedural architecture 
against which both military and non-military crisis response planning processes 
should be designed. 

Lessons learned from NATO operations reveal that addressing crisis situations 
calls for a comprehensive approach combining political, civilian and military 
instruments. Building on its unique capabilities and operational experience, NATO 
can contribute to the efforts of the international community for maintaining peace, 
security and stability, in full coordination with other actors. Military means, 
although essential, are not enough on their own to meet the many complex chal-
lenges to our security. The effective implementation of a comprehensive approach to 
crisis situations requires nations, international organizations and non-governmental 
organizations to contribute in a concerted effort. 

The lessons learned from NATO operations, in particular in Afghanistan and the 
Western Balkans, make it clear that a comprehensive political, civilian and military 
approach is necessary for effective crisis management. The Alliance will engage 
actively with other international actors before, during and after crises to encourage 
collaborative analysis, planning and conduct of activities on the ground, in order to 
maximize coherence and effectiveness of the overall international effort. 

The new security environment poses very complex threats and these threats, risks 
or concerns usually have global implications as a result of increasing interdepen-
dence of world events or relations. Therefore, the challenges that would have to 
be faced in the new environment could not be comprehensively addressed by one 
institution alone but only in a framework of international cooperation. NATO plays
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an important role by providing the framework for consultation and coordination of 
policies between NATO and other international organizations and between NATO 
and Non-NATO countries from the Central Asia, the North Atlantic and the Europe 
in order to diminish the risk of crises, which could impinge on common security 
interests. 

The best way to manage conflicts is to prevent them from happening. That is the 
reason staff education and training must be a continuous process every day. 

7 Needs of Joint Actions 

The need to establish national, regional and allied initiatives for the cohesion 
of forces supporting the training and preparation of structures designated for 
participation in both purely military missions and non-military missions should 
support the educational process conducted by educational institutions (academies, 
universities, colleges, schools) and create an integrated resource library that stores a 
rich collection of data related to the conduct of exercises, seminars and other forums 
in the field of modelling and simulations and Computer-Assisted Exercises. The 
challenges of natural disasters, as well as the consequences of climate change during 
EU operations, underline the need for sound strategic, operational, organizational 
and logistical planning. Given the potentially diffuse nature of a crisis, as well as 
the associated time-critical nature of decision-making processes, the requirement 
for a comprehensive approach is necessary in the use of data, standardization of 
information collection processes, modelling and simulation and ultimately accounts 
for the preparation for disaster risk analysis and management. The improvement 
of the aspects of training and preparation of the National Crisis Management 
Systems is conditioned by the need to ensure the necessary training of the country’s 
leadership, the population and the national economy for protection in case of crises, 
preservation and optimization of the existing elements of the crisis management 
system, development of bodies and mechanisms for action in the integrated manage-
ment system and ensuring compatibility with the crisis management mechanisms in 
NATO and the EU. 

The ability to respond to crisis management and disaster response inquiries will 
be rich with operational experience to provide subjective responses and training 
activities. However, this gap will require a pre-feasibility and scoping study to 
determine if it is eligible for support using modelling and simulation (M&S). 

However, the capabilities of the CMDR Training and Climate Changes prepared-
ness can be greatly enhanced and increased with the addition of some unique crisis 
management and disaster response tools, software and simulation systems. 

The additional creation of an M&S Laboratory specialized for CMDR Training 
and Climate Change preparedness would provide NATO with a unique comprehen-
sive training and analytical capability unmatched anywhere in the world and enable 
non-military type operations. This M&S Laboratory would be able to support large-
scale CMDR-distributed exercises and analyses with specific crisis management
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and disaster response tools and simulations. There should also be experienced 
and highly trained personnel to operate this newly established Laboratory. This 
new crisis management and disaster response Laboratory should also be supported 
by operationally experienced simulation experts to ensure successful operations, 
exercises and support activities right from the beginning of operation. 

By more effectively integrating this aspect, the NATO force structure can be more 
prepared for the next conflict by support in capability-building; improving interoper-
ability and support of capability development with education and training for NATO 
and partner leaders and units; testing doctrines; developing and validating concepts 
through experimentation; providing lessons learned, evaluations and assessments. 

All this determines the imposed need to create a technical architecture and 
disaster modelling module that will allow each decision to be reproduced and 
visualized to the decision-maker and to assess in real time what damage the disaster 
will cause to personnel, infrastructure and equipment. This makes it possible to 
assess the material damage and play different options for action by choosing the 
most optimal response plan. Also, after the actual completion of the operation, an 
analysis of the current procedures can be made, adjusted and improved accordingly. 

The objects of the technical architecture are the applied procedures, material, 
communication, information base and the bodies that provide and use them, as 
well as the forces and resources that form a mechanism for crisis resolution. 
The effectiveness of the mechanism depends on the organization to conduct an 
immediate and continuous process of coordination between the competent state 
agencies and bodies, as well as with NATO, the EU, the UN and its agencies, 
the OSCE and individual countries. The study of the national training systems, as 
well as the NATO and EU training systems, provides an answer to the question 
of what needs to be improved in the training of all personnel responsible for 
inter-institutional coordination, through which they can solve crisis management 
problems and disaster response. 

As we have already seen, the crisis and disaster management process is a 
complex process with many components that cannot be covered by one organization. 
Therefore, the technical architecture provides an opportunity to achieve higher 
management efficiency through the training of personnel for crisis management and 
more precisely the use of models, simulation systems and conducting computer-
assisted exercises as a form of preparation, experimentation, testing and validation 
of new regulations and its implementation in crisis management systems. 

Creating a collaborative, global network of crisis management preparedness 
capabilities using the full range of live, virtual and constructive simulations and 
disaster prediction models is vital to helping in order to increase the effectiveness 
of the crisis management process. The transformation of the training system by 
building joint training capabilities at National and Allied levels is used to signifi-
cantly improve joint training, exercises and training with participants from different 
ministries and departments and to attract governmental and non-governmental 
organizations. It helps to complete training programmes and supports the planning 
of new extended joint exercises to increase interoperability in a common distributed 
training environment.
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Improving the effectiveness of education and training systems at national and 
Allied levels can only be achieved by offering a wide range of civil-military 
instruments, interaction and coordination between institutions and with partners, 
applying a comprehensive approach not only nationally but also mostly at the 
international level by creating a unified environment for improving expertise. 

8 Building Resilience 

As to the element of awareness, NATO is concentrated on gaining appropriate 
military capabilities24 at the expense of other instruments of power which are not 
developed in the field of economy and diplomacy. In order to have other instruments 
of power at its disposal, which are crucial for combating hybrid threats, NATO has 
to establish relations and a level of coherence with other actors such as the EU. In 
order to counter hybrid threats, security should be perceived as a broad concept, 
because these threats endanger the integral security of the whole society. Therefore, 
in countering it, all relevant actors should be engaged, thereby enhancing the process 
of transformation of NATO (including COEs). This will lead to a stronger political 
position, a clear strategic direction and availability. 

Resilience is an essential basis for credible deterrence and effective fulfilment 
of the Alliance’s core tasks. Under the North Atlantic Treaty (particularly Article-
3),25 all Allies are committed to building resilience. In today’s security environment, 
resilience more than ever requires a full range of capabilities, military and civilian 
and active cooperation across governments, and with the private sector. It also 
requires engagement with partners and other international bodies, and continuously 
updated situational awareness. 

Hybrid threats inevitably encompass a combination of full range of different 
modes including conventional capabilities, irregular tactics and formations, terrorist 
acts, including indiscriminate violence and coercion against civilians and criminal 
disorder, which endangers the civilian population. In such a [dis]order, hybridized 
actors have the means to surprise and spread fear throughout the traditional 
nation-state community. These threats display different sorts of tactics, typical 
for asymmetric warfare and in particular for terrorism such as armed assaults 
against civilians, bombings (including suicide bombing) and explosions (including 
improvised explosive devices), assassinations, hostage taking of civilians such as 
kidnapping and hijacking. The violence included in hybrid threats is directed against 
the civilian population.26 That is so because terrorism is a political tactic, which

24 “Readiness Action Plan,” NATO Topics, last updated September 21, 2017, accessed April 5, 
2018, http://www.nato.int/cps/en/natohq/topics_119353.htm 
25 In order more effectively to achieve the objectives of this Treaty, the Parties, separately and 
jointly, by means of continuous and effective self-help and mutual aid, will maintain and develop 
their individual and collective capacity to resist armed attack. 
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necessitates the utilization of violence or the threat of violence against civilians. 
The use of violence against civilians is rational, premeditated and has as a purpose 
the achievement of the ultimate objective, which should be political. The motives 
can be different. The threat of using violence or the real use of violence is precise in 
terms of terrorist strategy and indiscriminate in terms of victims. Terrorists intend 
to produce extreme fear or terror and to exploit insecurity created by the fact that 
the population is put in fear. 

Therefore, and for the purpose of building resilient society, the main priority of 
the international community and its main efforts should be directed against hybrid 
threats, and in particular terrorism which exploits the vulnerability of the democratic 
societies and seeks to spread, fear. The concentration on protection of civilians in 
times of hybrid threats is a must and a core for the field of security.27 

The word resilience is not quite new and this fact proves that this is not an up-
to-date idea but a phenomenon ancient as human society. More interesting is the 
question how we can measure resilience on national or societal principles. That is 
a very tough task, which should include a lot of known and unknown parameters 
where every one of them could play a crucial role in different situations. 

More important first look conclusion which we make is that the more developed 
and democratic a society is, the more resilient it is to various concussions, emerging 
disasters or crises. 

That is one part of the research which CMDR COE started and included in the 
development of the technical architecture, described below. 

Every complex system as human society has parameters describing its static 
properties and dynamic behaviour. 

One of the most important is the property to keep the desired state—position, 
direction and velocity (positioned vector)—of the system at specific conditions 
under external influence—resilience. 

Resilience is a common property for many objects and has different realizations. 
Society resilience means that the society will generate a counterforce when an 
impact over its moral and ethical values (starting point, speed of change and 
direction) is detected. 

Society resilience is observed when the individuals accept low to severe personal 
discomfort in the name of the society, because it is recognized as more valuable. 

The resilience tries to keep the vector when it is threatened but at the same time 
it has a negative impact over it when such influence is missing. 

As can be seen in Fig. 4, the resilience has two components: basic—family 
resilience; and organized—maintained by authorities. Both of them consume 
manpower, resources and energy. 

Naturally their relationship is inversely proportional. When the basic resilience 
is high, it is not necessary for the local authorities to maintain high-organized 
resilience. Vice versa when the organized resilience is high, the basic resilience 

26 Orlin Nikolov, Information and Security: An international Journal, v.39:1, 2018, 91–110.
27 Orlin Nikolov, Information and Security: An international Journal, v.39:1, 2018, 91–110. 
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Fig. 4 Resilience structure 

Fig. 5 Resilience dependency 

is going down (Fig. 5). One way to fix the problem is the regulations. The 
organized resilience should rely partially on the basics and should define the 
interaction between them—coherent synergy. This is also valid for other structures 
and organizations like NATO. The frequent and adequate update of the regulations 
and advice to each member concerning their own defence systems, how they should 
contribute and react, could not only increase the effectiveness and efficiency, but 
also to draw together the national society vectors.
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Fig. 6 Impact and the function of the society development 

It is difficult to calculate the efficiency of the combined resilience. It is integral 
of what is spent and the difference of the status of the described vector with and 
without reaction. 

The problem is that an effective way to increase and keep the resilience at a 
high level is to spend more and more money which could fund culture and science 
for example. The resilience system consumes more than it adds to society when a 
thread is missing. The positive part is mostly development of management theory 
and knowledge. 

On the Fig. 6 are shown the impact and the function of the society development. 
The natural small values of external impacts (noise) have a positive effect over the 
trend. It stimulates flexibility and creativity. A degradation is observed after specific 
for each society threshold. The particular value is a function and depends on a few 
but complex parameters. The moral and ethical values could erode in order to sustain 
the society. The process is reversible at specific points. Further the society is so 
deeply affected that it collapses and starts the survival of individuals. Society is lost 
and cannot be exactly reproduced. 

The society as opposed to the forming of its individuals is objective. It has prop-
erties as mass and energy and they defined the critical thresholds mentioned above. 
The external impact most of the time is also vector dependable of the time and space 
but less dimensional. High value and short impact causes change of the society 
development velocity. Low value and long impact could change the direction. 
When a system of subsystems is observed—like international organization—such 
deviation in the vectors direction reduces significantly the effectiveness and progress 
speed (Fig. 7). 

– The vector represents the hybrid impact generated by third country. It is small 
as value, close to the daily noise but with permanent direction. Applied to only
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Fig. 7 Impact and the change 
of the society direction 

one of the vectors, it will change the direction and could cause deviation in the 
common position (Fig. 7). 

Society inertness is proportional to few parameters and one of them is the 
number of the population. A nation could have high inertness because of that. A 
Straightforwardly opposing impact vector applied to the society one is not only 
easily detected but also has to have proportional scale in order to affect. More 
dangerous are the impacts with direction perpendicular to the society vector. They 
do not immediately affect the scale of the vector but could change the direction. Such 
impact mostly generated by intelligent external actors could be placed as value close 
to the natural noise. The natural noise changes fast and randomly the direction, the 
artificial one does not. A filter sensing such directed influence could be created. 

Modelling of the resilience could be done using statistical/historical data. 
Starting with some simplification the generated counter force F, of the society 
resilience is equal to: 

.F = k∗C (1) 

Where the k is the assessment of the situation and understanding of how it could 
influence the society. The k value varies between 0 and 1, where 0 means that 
the basic resilience is enough to face the problem and 1 means that the existence 
of the society is highly threatened. The k value fixing is subjective process and 
the subjectivism increases with the management level. Of great importance is 
the willingness and motivation of individuals in society to endure adversity and 
discomfort in the name of a better future. The C are the potential capabilities. Part 
of them could be generated during the decision-making process (when the situation 
is unique). They depend on the available staff, regulations (SOPs), resources, 
technology and location. 

So, when the affected society is wealthier it could face impact with bigger value. 
It is valid especially when not only the society response system has transformable 
capabilities—flexible, fast and trained core—but also the existing capabilities or 
new ones could be augmented/generated using the components of the society’s 
industrial capabilities (Fig. 8). 

Conventional approach when the speed and accuracy of the data exchange, 
decision-making and delivery of the capabilities at necessary points is crucial. It 
is a catchy response. There are other approaches also. One of them is to monitor and 
analyze the changes of the environment in order to analyze the risks and threats.
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Fig. 8 The society and resilience 

The Society core on the graph is surrounded by the main and the rudimentary 
resilience. The rudimentary resilience is flexible and could absorb the energy of 
the external negative impact. As it was mentioned, this layer consists of the family 
resilience and the Local Emergency Management System (LEMS). The family 
resilience is funded by the individuals of the society and depends on the culture, 
knowledge, education and regulations to the least extent. Vice versa, the LEMS 
depends mostly on the regulations. Both components of the rudimentary resilience 
could generate a defending counter reaction almost immediately. This reaction 
is limited due to the fact that the basic resilience consumes almost 75% of the 
resilience expenses. At same time, it generates no more than 25% of the overall 
resilience. The reason to observe such unbalance is the time for reaction. 

The main resilience is generated by the society’s main productive forces. Most 
of the time, even during crisis and disaster events, these forces are engaged in the 
society production cycle. 

In Fig. 9, a possible evaluation of the society’s resilience capabilities as a 
function of impact and time is presented. The function is close approximation of 
neural network Artificial Intelligence with classical differential equations. The exact 
problem and proposal for solvation will be reported as a continuation of this article. 

The Society Resilience starts from the relative time zero on the graph with initial 
value Rinit. It is slowly decreasing with the time due to the absence of external 
negative impact.
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Fig. 9 Evaluation of the society resilience 

The impact is elaborated as a sudden strike with specific value and immediate 
relief after that. Such an impact could be caused by an earthquake for example. 
The reaction of the society and the change in the resilience are not instantaneous. 
Due to some society characteristics, specific delays in the change of the resilience 
are observed. After the strike of the disaster, the resilience still continues to drop 
because of the affected society systems and production cycle, information flow and 
mobility characteristics. Later, the resilience starts to increase its level in order to 
adequately face the disaster impact and to protect the society’s wealth and means. 
This increase is related with the escalation of the expenses and a new balance 
between the basic resilience maintenance cost and capabilities is found. The change 
of the resilience level does not stop. It will continue to grow after the disaster. The 
existence of the society in a competitive environment forces it to spend resources 
in self-development. This is one of the reasons to see gradual decrease of the 
society’s resilience in absence of negative impact. The resilience cost-level balance 
is dynamic. If the same disaster strikes again, as it is depicted on the graph, the 
cycle will start again. The resilience-time function looks almost flat for specific 
societies and impacts. This is valid for example for Japan where the resilience to 
such disasters is very high and almost unchangeable due to the frequent occurrence 
of the event. 

Figure 10 shows the Resilience on Demand. In this case, the necessary capabili-
ties are generated at a certain time and location in order to face the specific negative 
impact. The times T1 and T2 in this case are the periods necessary to generate 
the capabilities and to release them after the crisis situation. In such a manner, all 
the resilience level maintenance expenses are saved. The problem is that there is 
not available information for the nature, time and location of the upcoming crisis 
and disasters. Even with such preliminary information, it will still be necessary to
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Fig. 10 Resilience on demand 

maintain a certain initial Resilience and it is related with the knowledge, theory 
and concept of crisis and disaster management. Analyzing the first graph, it is also 
valid—the resilience expenses are significantly reduced with the improvement of 
the crisis management. 

9 CMDR COE Technical Architecture 

Because of the reasons above, CMDR COE started a project28 of building a specific 
framework to support study and research in crisis management, to test and validate 
concepts and doctrines, to analyze the physical impact and human behaviour. 

The importance of the disaster events, their influence and severe impact over 
human life is indisputable and largely taken under consideration. The planning 
process and performance of the NATO military operations do not exclude disaster 
management also. 

The significant unpredictability, concerning the time and space occurrence, 
and the event parameters, make the risk management and disaster management 
difficult and resource-consuming process. The evaluation of the dynamic impact 
over planned and performed military operation is almost impossible without usage 
of appropriate modelling and simulation tools and software. Such applications are 
military-oriented software allowing realistic war gaming based on the implemented 
military units’ model database and behaviour.

28 CMDR COE led a research under NATO STO and formed NATO MSG −147 “Modelling 
and Simulation Support for Crisis and Disaster Management Processes and Climate Change 
Implications” 2016–2020. 
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The project has three main directions for analyzing CDMP in NATO in order to 
improve E&T and support the decision-making process in the Alliance. 

The first pillar is the analysis of Disaster Risk Management (DRM) processes, 
preceding the development of the Operations Plan. This includes: 

• Fast and accurate Disaster Risk Analysis 
• Comprehensive approach and correlation assessment among hazards 
• Prevention and Preparedness Measures proposals 

The second pillar concentrates on Disaster Response during NATO operations by 
assessing: 

• Fast and accurate Disaster Assessment (DA) 
• Dynamically generated proposal for Response Plan 
• LL process 

The third pillar focuses on the development of a module for realistic modelling 
and presentation of different types of disasters for the purpose of education and 
training, experimentations, tests and validations. 

The technical architecture includes a database, holding data from mathematical 
models for different disaster types which is visualized in an interface (Fig. 11). 
The collected results are compared with statistical and historical data from events 
that have already occurred. Depending on constant indexes such as infrastructure, 
Geographic Information Systems, vegetation and others, a probability in percent for 
exactness of the model is shown. In that way, the architecture defines the accuracy of 
different models for different disasters and every decision-maker could prefer what 
kind of model to choose to work for different situations. 

A disaster risk management assessment is made depending on any given task, 
whereas during the operation planning phase statistical data or through the operation 
phase real-time field data are used. Firstly, the architecture was tested through 
training and exercises and now it is ready to be implemented on an operational 
(strategic) level. The repository with disaster models is connected through High-
Level Architecture (HLA) with federated simulation systems and tools proved there 
usable for different disasters or crises. The calculated results of the models are 
published in the simulations as objects. For that purpose, a Federated Object Model 
(FOM) for different disasters should be created. According to the AMSP-04,29 a 
Federation is a union of essentially independent applications (Federates) interoper-
ating using common infrastructure services accessed through well-defined standard 
interfaces and governed by common agreements on modelling responsibilities, the 
commonly used Data models and information exchange. A High-Level Architecture 
(HLA) Evolved Federation is a federation using the HLA standard (IEEE 1516– 
2010) to specify available infrastructure services and APIs for accessing them. The 
HLA standard also specifies how to document information exchange using a FOM.

29 AMSP-04 NATO Education and Training Network Federation Architecture and FOM Design. 
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Fig. 11 Technical architecture for CDMP and CCI 

During the first phase of the research, it was recognized that there is no existing 
military-oriented simulation, capable of accurately modelling and simulating all 
disaster types. Something more, it was realized that the few models (flooding for 
example) built in are inaccurate and with deviation from one to another simulation. 

It makes impossible simulation federation creation, war gaming and following 
analyses concerning disaster events during military operation. 

In order to improve the decision-making process and to increase the objectivism, 
Ã Disaster Module application was designed and developed. It is a software with 
unique capabilities. It could compute and model different disaster events using own 
or external mathematical models and later could publish the achieved results as 
standard for the simulation object with all predefined characteristics and attributes. 
These attributes defining the disaster simulation object are updated frequently. 
In such a manner, the Disaster Module could distribute one (or more) disaster 
object to many simulations connected to federation using standard HLA interface. 
The mathematical model computing the event is outside of the simulations and 
their responsibility is to estimate the impact over military units, civil society and 
infrastructure. The Disaster Module provides the software engine for calculations 
and the necessary operator interface to tune and change parameters. Such approach 
has many advantages:
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• The publish of the disaster as an object into federation of different federates is 
synchronized and its subsequent updates also. 

• The object is same for every federate subscribed for it and does not depend on 
specific simulation. 

• It is not necessary the federate to have own model for the specific 
event/object/disaster. 

• Every disaster mathematical model implemented into Disaster Module is open, 
very precise and easily changeable if it necessary without changes in the source 
code of every federate. 

• Operator could change the parameters or input data of the mathematical equa-
tions describing the disaster mathematical model or to change one model with 
another if it is more suitable. 

• The Disaster Module could publish the computed HLA object representing 
the desired disaster from its own engine and respective model or using data 
from another source (like it was experimented with HPAC (with artificial initial 
conditions and scenario) provided by JCBRND COE. In this case, the Disaster 
Module serves as a bridge for modelling software and applications not having 
HLA interface. During the experiments, all technical problems concerning this 
functionality were solved and finally the data were published and updated as it 
should. 

Later on, to the Disaster Module were attached other modules with different func-
tionalities. Such functionality was the mentioned bridge service allowing transfer of 
data from not HLA compliant applications to federation. Later on, it was recognized 
the necessity of services capable of injecting information in the Command-and-
Control System, to generate Situational Awareness Report, to propose Response 
Measures and to visualize them again in C2 environment. Something more, a 
development of SOP Database started and the first disassembled to rudimentary 
measures SOPs were provided by SEEBRIG for tests and training support during 
exercise Balkan Bridges 19. 

10 CMDR COE Integrated Development Environment 

It changed the focus of the application. A decision to make different modules 
representing the conceptual schema was taken and the name of the software was 
transformed to Crisis Management and Disaster Response Integrated Development 
Environment. It elaborates much better not only on the current implemented 
capabilities and functionalities, but also describes the concept of the product. It 
is necessary to emphasize again the strictly followed standard interface approach 
of the development reference architecture. It allows connecting different software 
and applications with different functionalities and capabilities. Thus, increase 
significantly the chance for cohesion coordination or synergy. 

The CMDR Integrated Development Environment (IDE) has two main roles.
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The first one is to connect useful and relevant existing applications like military 
simulations for example. 

In such manner, CMDR IDE configures the necessary framework capable of 
running war gaming, to publish into the network disaster events of different types, 
to collect reports about the impact, behaviour and development of the crisis, to run 
the information through Command-and-Control systems, etc. 

This is done by raising interconnections to the clients of the framework. Because 
of the project’s big scale, it was confirmed that the time-saving approach is to use 
what is currently available like simulation systems, command-and-control systems 
and networks for information exchange. It was realized that it not only significantly 
improved the development velocity, but also gave highly advantageous flexibility. 
Nowadays the CMDR IDE could connect many clients and could transform the 
final schema easily. Such open architecture allows the interoperability with different 
applications which is proportional to the potential synergy. It could be elaborated as 
a function of the common domain of interest and different capabilities. 

In the beginning of the project, the schema of the reference architecture covers 
the cycle of Crisis and Disaster Management. CMDR IDE provides necessary 
components to build it. Attaching different tools and software to the framework, 
the architecture could be fully or partially activated. For example, the war-gaming 
process could start without usage of the module for dynamic plan generation. 

This part of the CMDR IDE has a module for transfer of modelled data (com-
puted disaster as an object with specific parameters) to the reference architecture. 

This interface is capable of transforming data into simulation compatible from 
different sources. It is possible because the module can receive the data in various 
formats. Most of the time the synchronization depends on operator manipulation 
which actually is advantageous and makes the module more flexible. 

Another interface is the simulation-C2 system gateway. It could transfer infor-
mation from the simulation system to the C2 and vice versa. It is HLA-REST 
API-based and connects many simulations and C2 systems making large numbers 
of possible combinations. 

The second role of CMDR IDE is related to the innovative part of the project. 
It was necessary to build a few new applications as additional modules in order to 
raise the invented architecture. 

The first one is the Disaster Module consisting of several submodules: engine 
running open-source disaster mathematical models, operator interface and almanac 
database. The operator interface allows one to control some of the coefficients of 
the mathematical models, to set up the initial parameters (like weather conditions 
for example). The simulation network gateway is no more part of the module and 
now is part of the Interface Module. 

Module for Information feeding. This module publishes information into the 
Command-and-Control System. It is used for transfer data from people on the 
ground in case of disaster or from EXCON if the reference architecture is used 
for training. It has a simple interface which at the moment is based on Common 
Alerting Protocol. During the experiments, the module had a simple interface and 
functionality. Now, under development, is the next version of the module. In it,
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Table 1 Disaster module modelling big-scale events with negative impact over society 

Disaster Own model 
External 
model Interfaces Protocols 

Flooding Yes Yes REST API, CSV, XML, HLA Internal, international 
Chemical Yes Yes REST API, XML, HLA Internal, external 
Wildfire No Yes REST API, XML, HLA External 
Earthquake No Yes REST API, XML, HLA External 

the EXCON could have a list of preplanned injects making the duties easier and 
replicable. It saves time and effort. 

The CMDR IDE has a main operator interface allowing the user to choose 
what module related to the Crisis/Disaster Management cycle to start. The CMDR 
IDE configures the necessary framework disaster mathematical model input data 
modification or automatic feeding from the sensor network. 

The process of feeding the reference architecture with real live/time data is also 
under development, but some work is done in that direction. CMDR COE has 
agreement with organizations sources of such information. Initial information about 
the standards and test sets of data were exchanged. The CMDR COE’s OpsLab also 
plans to develop hardware capable to monitor objects or subjects and to transfer the 
data remotely to the technical reference input gateway. It could be used for training, 
but the main purpose and usage will be for the operational activities. 

As it was explained, the Disaster Module could run its own engine with 
implemented disaster mathematical models (Table 1) or to serve as a bridge 
between modelling applications without HLA interface and military simulation 
federation. The advantages of using internal models are knowing of the disaster 
model mathematical logic and coefficients, its accuracy and the opportunity to 
modify it when it is necessary. At specific conditions, one mathematical model 
could be preferred to another. It gives flexibility to the decision-makers. The Disaster 
Module has a database with reference data for the specific parameters, also. As an 
example, could be pointed to the value of the gravity acceleration, or the physical 
parameters of specific toxic gas. The necessary input data depends on the disaster 
mathematical model requirements. It could be statistical/historical or real-time data. 
Statistical data are used during Risk Management Analyses (before operation, 
during the planning process) and real-time during the actual performance of the 
military operation. 

Database Module. The Database Module contains a variety of information. There 
is stored the almanac data related with specific disasters and necessary for the 
mathematical models. As an example, could be pointed saturation point of specific 
soil when the modelled event is flooding. 

Another set of tables contain statistical data for the previous disasters. They can 
be used for analysis, experiments, training, etc. The reason to use such statistical 
data is realism and objectivism—two trends hardly coded into the project concept. 
This data, however, could be modified. For example, the location could be shifted
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according to the scenario requirements. It gives flexibility and full control in order 
to conduct beneficial training or experiment processes. 

Important part of the Database schema is related with the Standard Operating 
Procedures (SOPs). The database contains defragmented SOPs with rudimentary 
response measures at specific levels—tactical, operational and strategic. To each 
response measure are added metadata which make possible the selective usage of it. 
Such an approach is innovative since there is no existing similar solution. However, 
additional formalization of the Disaster Management knowledge, experience and 
theory should be done. 

The Database Module contains also Target List, which is used for the generation 
of the Dynamic Response Plan. Last but not least here are stored service data related 
with the transfer of information from simulations to C2 systems and vice versa, 
preliminary written lists of injections and orders, etc. 

11 Artificial Intelligence (AI) Module 

The purpose of this module is to generate a Dynamic Response Plan. This plan 
is relevant and adequate to the specific parameters and conditions. It is generated 
according to the implemented management logic. At the moment of composing 
this edition, the AI Module is in the initial stage of development. Some tests were 
performed using a basic schema of thresholds-comparators-triggers. The mentioned 
target list in the Database Module and the rudimentary response measures are 
feeding data for the process. 

The proposed measures, combined as a raw plan for disaster response, are 
depicted on the C2 screen making possible its implementation or rejection. 

The next step is development of smart AI collecting modern management 
theory, expertise and knowledge about disaster events and generation of necessary 
capabilities for response in case of resource shortage. 

The desired goal is the AI Module to be capable of selecting the best CoA 
according to predefined criteria. 

The decision-making process at the strategic level is always related to limitations 
of resources, time and/or manpower. It is naturally encoded in the crisis definition. 
This fact defines the choice from the available AI algorithms and frames. At the 
moment for the upper-level decision-making, a game AI algorithm should be used. 
It is related to the impossibility to prevent losses during a crisis situation or disaster. 
The game AI is trying to find the best COA despite the minor losses during the 
management process. 

The synergy effect is proportional to: 

.Synergy =| UntNCpblts − UntKCpblts | ∗NKIntrfc∗ManagementLogic (2) 

It is assumed that the synergy effect is proportional to the deviation of the system 
unit capabilities. The absence of such deviation—|Unt_N_Cpblts-Unt_K_Cpblts|—
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Fig. 12 Planned architecture 

excludes synergy existence. On the other hand, there should be a specific interface 
available for sort of communication between the units. It is not limited to exchange 
of information. It is represented as one coefficient in the equation in order to simplify 
it. Finally, the management logic (ManagementLogic) is also proportional to the 
value of the synergy effect. 

In order to seek innovative results from the AI, two independent approaches are 
planned—usage of GAN AI (Generative Adversarial Network) and unsupervised 
learning algorithms. Both of them are feeding the game AI at a strategic level. 

The GAN AI is powering all tactical and operational units. The unsupervised 
learning algorithm feeds the game AI directly. In such a manner, the number of the 
possible management scenarios are significantly limited. This is necessary because 
of the big number of input parameters for the system. 

The planned method includes an increase of the noise injection in the generation 
of management logic at tactical and operational level. It loosens the constraints on 
the one hand and reduces the possibility of overtraining the algorithm. 

On the schema (Fig. 12) is depicted part of the planned architecture. Here is 
shown the GAN AI which uses the CMDR IDE as an environment between the two 
AIs. The environment consists of simulation systems, models of different events 
(like disaster for example), some restrictive data and rules. The limits are encoded 
in the SOP Database and the physical models of the simulation system. 

Additional adjustment of the cycle is planned with supervision and injection of 
additional noise directly into the simulation system. 

The planned schema is applicable for all represented units at tactical and 
operational levels. The results of each iteration are used by the unsupervised training 
algorithm and the results of it go to the game AI at top of the schema.
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The architecture consists of almost all CMDR IDE components deployed on 
three workstations. The HPC workstation runs the AI components. It contains two 
NVIDIA A100 modules. 

12 Conclusion 

The decision-making support is the way to raise the crisis management quality 
and speed, to make it effective and efficient. There is a limited number of ways 
in which the decision-makers could be supported. Modelling and simulations are 
specific examples. Another approach is collecting and combining knowledge and 
experience/models in order to immediately propose low-level solutions or to limit 
the high-level solutions spectrum. It significantly reduces the necessity of available 
experts on time when a rapid reaction is needed. The AI technology at the moment 
is satisfactorily applicable despite its own disadvantages. In CMDR COE’s OpsLab 
has started a research of AI technology embedment in the decision-making process. 

The research is focused on identification of the crucial components, algorithms 
and procedures of crisis management. It tries to train an algorithm to find synergetic 
combinations and coordination in a limited list of units and activities/services. 

Training effective and efficient game AI is useful due to some reasons. It could be 
used in Crisis Management HQs. It could be analyzed in order to find management 
patterns. Such patterns could be used to improve the management schema and 
procedures. 
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Civil-Military Cooperation for 
the Countering of Threats: Protection 
of Civilians During the Development 
of a Threat 

M. Stette, K. Porath, and S. Muehlich 

1 Introduction 

Having a strong military is fundamental to our security, but our military cannot be strong if 
our societies are weak; so our first line of defence must be strong societies able to prevent, 
endure, adapt, and bounce back from whatever happens. (NATO Secretary General Jens 
Stoltenberg, 07.10.2020 Global Security Bratislava Forum) 

A robust resilience of member states, as called for by NATO Secretary General Jens 
Stoltenberg in his speech at the “Global Security Bratislava Forum”, is essential 
for NATO’s collective security and defence. Each NATO member must be resilient 
to withstand and recover quickly from a major shock such as a hybrid or armed 
attack, a natural disaster, a health crisis (including pandemics), or the failure of 
critical infrastructure.1 Resilience is therefore described as the ability of a nation 
to withstand and recover easily and quickly from such challenges, combining civil 
preparedness as well as military capabilities.2 The concept of resilience is not a 
disruptive or revolutionary new development in NATO. On the contrary, resilience 
has been present since NATO’s founding and is an important part of the 3rd Article 
of the Washington Treaty: “In order more effectively to achieve the objectives of 

1 Stoltenberg, J. 2021, p. 3. 
2 NATO Public Diplomacy Division 2021, p. 1. 
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this Treaty, the Parties, separately and jointly, by means of continuous and effective 
self-help and mutual aid, will maintain and develop their individual and collective 
capacity to resist armed attack”.3 

During the Cold War, the maintenance and further development of resilience 
(or civil emergency preparedness) in NATO countries were firmly anchored in the 
organizational and command structures and were promoted as an objective with 
the necessary resources. With the supposed “end of history”4 in the mid-1990s, 
an eminent part of the resilience planning of NATO and the member states was 
shelved, and the necessary resources and capabilities were substantially reduced. 
Only the annexation of Crimea in 2014 by the Russian Federation in violation 
of international law led to a change in the security paradigm that had been in 
place since the end of the Cold War. This prompted NATO to focus more on its 
core functions of defence and deterrence. As a result, there has been a renewed 
focus on strengthening the Alliance’s resilience as today’s threats of a hybrid 
or terrorist nature increasingly target society itself or critical infrastructure.5 As 
recently as 2016, the North Atlantic Council committed to rebuilding resilience at 
the Warsaw Summit: “We are today making a commitment to continue to enhance 
our Resilience against the full spectrum of threats, including hybrid threats, from 
any direction. Resilience is an essential basis for credible deterrence and defence 
and effective fulfilment of the Alliance’s core tasks.”6 The commitment is part of 
NATO’s response to the changing security paradigm and fits into NATO’s deterrence 
policy. The emergence of complex, nontraditional threat scenarios (military and 
non-military) such as cyberattacks or “hybrid warfare” led NATO to recognize 
that the protection of critical infrastructures, basic civilian services, and society 
itself is the first line of defence for today’s modern societies, as well as the 
basis for NATO’s military capabilities and readiness. Based on these findings, the 
“Baseline Requirements for National Resilience” were adopted. These form the 
backbone of national resilience and pursue the goal of making NATO member 
states more resilient.7 In 2020/2021, COVID-19 clearly demonstrated the world’s 
vulnerability, including NATO’s, particularly with regard to its resilience. Above 
all, the realisation emerged that NATO’s resilience must include not only state 
institutions and the economic sector but also civil societies. 

Societal resilience has been a relatively uncharted literature field. There are a 
lot of papers, books, and contributions to resilience in general but not about the 
social aspects and perspectives in the military field of action. The increasing level 
of attention to societal resilience indicates its growing relevance for NATO and its 
member states. Therefore, this study deals specifically with the research question:

3 NATO 1949, The North Atlantic Treaty, p. 1. 
4 Fukuyama, F. 1992, p. 80. 
5 Roepke, W.-D. & Thankey, H. 2019, pp. 2 et seq. 
6 Prior, T. 2017, p. 1; NATO 1949, The North Atlantic Treaty, p. 1. 
7 Roepke, W.-D. & Thankey, H. 2019, pp. 2 et seq. 
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What can NATO and its entities do to strengthen the Societal Resilience of its 
member states? 

2 Explanation of Resilience 

2.1 Resilience and Societal Resilience in General 

For some years now, the term resilience has been an absolute fashion and buz-
zword.8 The COVID-19 pandemic has reinforced this trend even further. Never-
theless, the term itself is not new. As early as the 1940s and 1950s, the term 
resilience was used in the research field of psychology (although other sources 
report that the term was first used in the field of ecology) to describe how people 
deal with unexpected, personal, and severe strokes of fate.9 It became apparent that 
resilience’s underlying ability to withstand or overcome (abrupt) crises and shocks 
and thus maintain essential functions is the lowest common denominator of the 
traditional meaning of the term resilience. 

In the following decades, the concept was taken up by a large number of other 
scientific disciplines (economics, engineering, social sciences, and humanities) and 
policy fields (development and climate policy, civil protection/security policy). 
Consequently, the concept of resilience has been further developed and differenti-
ated (e.g. different categories of analysis: Individual, local, regional, state, societal, 
organizations, etc.).10 

In the American Journal of Community Psychology, resilience has been defined 
more generically as: “a process that combines a set of adaptive skills with positive 
functional and adaptive development following a shock or disruption”.11 This 
definition implies that resilience is a process but can also be seen as a strategy or 
the “ability of a system to maintain its functions and structure in the face of internal 
and external change”.12 

It is apparent that the term resilience is used in a wide variety of scientific 
research fields. However, this means that there is no generally valid definition 
of the term. On the contrary, the ever-increasing number of divergent definitions 
leads to contradictions between individual interpretations and thus to an increasing 
dilution of the overall concept. As a result, it is becoming increasingly difficult to 
translate theory into practice and to pinpoint the goals, strategies, instruments, and 
actors involved in strengthening resilience. While there is majority agreement that 
resilience is not a dichotomous concept, the question of how different degrees of

8 Brown, K. 2015, p. 28. 
9 Hanisch, M. 2016, p. 1; Pernik, P. & Jermalavičuis, T. 2016, pp. 1 et seq. 
10 Hanisch, M. 2016, p. 1. 
11 Norris, F.H. et al. 2008, p. 130. 
12 Pernik, P. & Jermalavičuis, T. 2016, pp. 1 et seq. 
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resilience can be measured remains unanswered. The term resilience thus not only 
runs the risk of degenerating into a mere buzzword but could also raise false hopes 
and expectations of being a panacea against all kinds of challenges. 

Built on those views, societal resilience needs further explanation. 
Based on Versteegden’s comprehensive and inclusive model, societal resilience 

consists of seven indicators. A resilient society is characterized by high social capi-
tal, interconnectivity, trust, values and norms, narratives, innovation and education, 
and forewarning or awareness of a threat.13 

For Rodin, social capital is an important indicator of societal resilience. It 
describes the extent to which the citizens of a state are rooted in communities. 
These communities can be all kinds of civil society or voluntary organizations, 
associations, or even neighbourhoods. The result of these communities is “the 
glue that holds people together” and leads to a common commitment, identity, 
and shared values and opinions.14 Closely related to social capital is the aspect 
of interconnectivity. A resilient society requires the ability to cooperate deeply 
and sustainably whether it is internally or externally. One example of this is the 
cooperation between the state, the private sector, and society to strengthen societal 
resilience.15 To weaken disinformation campaigns and the polarization of society, 
trust is essential for societal resilience.16 For Versteegden, trust is the willingness 
of citizens to be vulnerable combined with a positive expectation for the future. 
Political trust is further defined as the willingness of citizens to be vulnerable to the 
actions of their government in the face of the uncertainties of the future, in return 
for which citizens assume that the government will adhere to ethical principles in 
its dealings with them (telling the truth, etc.).17 According to Granelli, trust is the 
most important factor in effective strategic communication.18 To identify values and 
norms, Versteegden states, Rodin elucidates some of the characteristics of resilience 
(e.g. politics, values, norms, behaviour, and identity). According to Durodié, it is 
what aligns society. Shared values and norms align society towards a goal and what 
is necessary to win the hearts and minds of the population. Thus, a resilient nation 
is based on shared values and norms. Narratives are also to be seen in this context; 
they are listed as a single aspect in the area of societal resilience, although they are 
definitely closely linked to values and norms. Narratives are a vehicle for conveying 
norms and values. They serve to create a framework of order and structure for the 
citizens of a state. “Innovation and education” are another important building block 
for societal resilience. In other words, innovation means “making things better / 
new”. This is essential in order to develop innovative strategies that make it possible 
to deal appropriately with new types of threats. Equally important in this context is a

13 Versteegden, C. 2018, pp. 25 et seq. 
14 Rodin, J. 2014, pp. 193 et seq. 
15 Versteegden, C. 2018, pp. 25 et seq. 
16 Bakker, E. & De Graaf, B. 2014, p. 15. 
17 Versteegden, C. 2018, pp. 25 et seq. 
18 Granelli, F. 2018, p. 201. 
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high level of education in society. Well-educated populations are significantly more 
resilient to disinformation campaigns, for example. The last indicator of societal 
resilience, forewarning, and awareness of a threat, refers to the fact that a society 
can only become more resilient if it identifies the threats it faces. This factor is 
all the more important because adversarial forces today increasingly rely on the 
surprise element of a strategic shock. Therefore, Versteegden characterizes resilient 
societies as being able to anticipate adversary actions and have functioning early 
warning systems in order to be able to react in time. 

Although this societal resilience model according to Versteegden is a very 
comprehensive model, there is one central point of criticism. The individual aspects 
cannot be clearly distinguished from one another. 

One example is the link between interconnectivity and social capital.19 

3 Genesis and Strategic Context of NATO’s Resilience Policy 

3.1 NATO Resilience: History 

While NATO speaks of resilience today, the term “civil emergency planning” 
dominated during the Cold War. In essence, however, both terms are aimed at the 
same mission: protecting the populations of NATO member states against the entire 
spectrum of potential threats (natural disasters, political concerns, armed conflicts, 
pandemics, etc.). During the Cold War, the focus was naturally more on military 
conflicts and natural disasters. 

Civil emergency planning thus ensured that enough resources would be available 
in the event of a crisis and that these would be adequately distributed in order 
to minimize the impact on the state and the population. In this context, not only 
essential industrial and agricultural goods were considered but also human and 
transport capacities. The implementation of these civil protection measures would 
then have been carried out jointly by national, regional, and local authorities and 
services.20 

Just as the legal basis for NATO’s resilience today is based on Article 3 of 
the Washington Treaty, so it was for civil emergency planning. Even at NATO’s 
establishment, it was clear that future wars would have to consider not only the 
military consequences but also the impact on the Alliance’s population. A weak 
or vulnerable population would have opened up the possibility for an adversary to 
exploit and attack these vulnerabilities. Therefore, the protection of the population 
was given equal importance to military operations in NATO planning. These 
considerations were institutionalized in the 1950s under the Civil Emergency

19 Versteegden, C. 2018, pp. 25 et seq. 
20 Van Heuven, M. 1970, pp. 1 et seq. 
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Planning Programme.21 In the course of the Cold War, NATO member states, 
therefore, developed distinctive civil defence structures based on Article 3.22 

The Civil Emergency Planning Committee (CEPC), which was created in the 
course of the Civil Emergency Planning Programme, was and is responsible for 
the policy guidelines, and is still the highest NATO authority in the field of civil 
emergency preparedness. The members of the Committee consist of representatives 
of the NATO member states responsible for their respective national civil emergency 
preparedness. In its original structure, the CEPC was chaired by eight planning 
groups dealing with different fields of civil emergency preparedness (Civil Aviation 
Planning Committee, the Civil Communications Planning Committee, the Civil 
Defence Committee, the Food and Agriculture Planning Committee, the Industrial 
Planning Committee, the Petroleum Planning Committee, the Planning Board on 
European Inland Transport, and the Planning Board on Ocean Shipping). 

Today, the CEPC reports directly to the North Atlantic Council, NATO’s highest 
policy-making body. The current structure consists of only four working groups: 
Transport Group, Civil Protection Group, Industrial Resources and Communica-
tions Group, and the Joint Health Agriculture and Food Group. The CEPC is 
supported by international staff at NATO headquarters in Brussels. In addition, the 
CEPC has access to a pool of more than 400 civilian experts who can be deployed to 
NATO (Partner) countries for support in the event of a strategic shock or for training 
purposes. 

NATO’s functions at the beginning of the Cold War in the field of civil emergency 
preparedness included above all a coordinative role. NATO was to regulate the 
exchange of information between the individual member states. Furthermore, 
so-called wartime agencies were developed to coordinate the actions of NATO 
countries in the event of war in the areas of Transport, Industry, Agriculture, and 
Civil Defence.23 By the end of the 1980s, therefore, NATO had plans for eight 
such agencies, which could be activated if necessary.24 In addition, the “Policy on 
Cooperation for Disaster Assistance in Peacetime” was adopted in 1958. In addition 
to the approach focused primarily on military conflicts, NATO thus developed a 
mechanism for responding quickly and effectively to (natural) disasters. Since then, 
this policy has been further developed twice (1971, 1993). In 1998, the NATO 
Disaster Assistance Policy underwent a complete overhaul and was massively 
redesigned. The clearest expression of this change process was the establishment 
of the Euro-Atlantic Disaster Response Coordination Centre (EADRCC). Today, 
the EADRCC acts as the central coordinating body for civil emergencies/major 
disasters in the Alliance and organizes requests for assistance and support to NATO 
members.25 With the end of the Cold War and the associated disappearance of the

21 CEPC 2016, Report on Enhancing Resilience through Civil Prepardeness; CEPC 2016, Report 
on the State of Civil Preparedness. 
22 Van Heuven, M. 1970, pp. 1 et seq.; NATO 2021, Resilience and civil preparedness – Article 3. 
23 Van Heuven, M. 1970, pp. 1 et seq. 
24 Jacuch, A. 2020, pp. 274 et seq. 
25 Kufčák, J. & Matušek, T. 2017, p. 2. 
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direct threat from the Soviet Union or the Warsaw Pact and NATO’s increasing 
focus on out-of-area operations, most NATO member states significantly reduced 
their commitment in the area of civil emergency preparedness. Since emergency 
preparedness in the member states was based primarily on civilian capacities that 
were in state hands and could be quickly mobilized for defence purposes in the 
event of a crisis, most countries had extensive potential for liberalization in this 
area. Consequently, this led to a wave of privatization of critical or strategic 
infrastructures and the outsourcing of former military capacities. From the 1990s 
onwards, the majority of civilian resources that play an important role in national 
security, such as energy and communications infrastructure or transportation, have 
therefore been in private sector hands.26 

The return to more resilient structures was only discussed in the NATO context 
with the increased emergence of nonconventional threats such as terrorism. In the 
early 2000s, however, the scope of consideration for civil emergency planning 
was much narrower than it is today and related primarily to threats in the CBRN 
(chemical, biological, radiological, and nuclear) domain and to critical infrastructure 
protection.27 

3.2 The Annexation of Crimea in 2014 or Why NATO Is Again 
Concerned with Resilience 

With the annexation of Crimea by the Russian Federation under President Putin 
in violation of international law, Russia openly opposed the Western world.28 

Harbingers of these developments, such as Putin’s speech at the Munich Security 
Conference in 2007, in which he strongly criticized the supremacy of the USA,29 

and the subsequent intervention in Georgia in 2008, were not taken seriously in the 
Western centres of power. Consequently, the incipient upheaval in the prevailing 
security paradigm in Europe was not recognized by Western policy planners. 

The annexation of Crimea, therefore, provided an all the more bitter awakening. 
The violation of Ukraine’s national sovereignty against the rules of international law 
caused massive concerns in the Baltic states and Poland, which now also see their 
political and territorial sovereignty as severely threatened.30 

The post-Cold War model of Russia as a strategic partner of the West, based 
on the successful European integration of Russia and the concomitant creation of a 
Greater Europe from Lisbon to Vladivostok, is no longer conceivable since 2014.31 

26 Garriaud-Maylam, J. 2021, p. 3. 
27 Garriaud-Maylam, J. 2021, p. 3. 
28 Zum Felde, R.M. 2018, p. 1. 
29 Putin, V. 2007. 
30 Zum Felde, R.M. 2018, p. 2. 
31 Trenin, D. 2018, p. 1.
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Today Russia is no longer a partner but an adversary in a potential conflict in 
Eastern Europe. The annexation of Crimea has impressively shown what the Russian 
armed forces are capable of despite a relatively short preparation time. The right 
conclusions have obviously been drawn from the lessons of the Georgia conflict. 
Whereas in 2008 a poorly equipped and poorly trained conscript army went into the 
field, in 2014 the modernized and capable Russian army was able to muster a full 
range of operations.32 Above all, the means of unconventional warfare devised by 
Russia stood out. 

With the illegal attack and invention and war against Ukraine, Russia has proven 
to be a significant threat to peace and stability in Europe. Although the duration 
of the conflict and how it has been developing are food for discussions about the 
capabilities and capacities of the Russian armed forces, this is not further considered 
in this document. 

Hybrid warfare is a combined approach of conventional and unconventional 
means of warfare. That includes all instruments of power and thereby a “whole of 
government warfare”, i.e. warfare that is carried out by all government institutions 
and does not only include the traditionally responsible government agencies. This 
means that hybrid warfare includes military and intelligence elements as well as 
political, economic, and sociocultural elements. It can even go beyond unconven-
tional to irregular warfare by applying illegal and nonattributable actions against 
an adversary, for example, disinformation campaigns, cyberattacks, polarization 
of societies, economic pressure, use of irregular (military) forces, etc. From an 
international law perspective, this way of hybrid warfare transcends war and peace 
and is thus legally located in a grey area. This makes an appropriate response to any 
activities in this spectrum challenging. Eugene Rumer of the Carnegie Endowment 
for International Peace, therefore, describes hybrid warfare as “permanent conflict”. 

The Kremlin is thus in a position to exploit short-term opportunities (internal 
political unrest, for example) in the region using hybrid warfare while fighting 
a regional high-intensity conflict with a significant conventional dimension. The 
Baltic states and other NATO states (and also European Union (EU) states), which 
are in direct geographical proximity to Russia, see themselves put under massive 
pressure by these developments.33 

As early as September 2014, the first steps were therefore taken to improve 
NATO’s deterrence and defence capabilities (“NATO Readiness Action Plan”). In 
this context, NATO examined the resilience of its member countries in a large-scale 
study.34 

32 Zum Felde, R.M. 2018, p. 3. 
33 Rumer, E. 2019, pp. 2 et seq. 
34 Meyer-Minnemann, L. 2016, pp. 3–8.
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3.3 The Risks of Modern Societies from a NATO Perspective 

Through the comprehensive analysis of the resilience of NATO countries, various 
relevant trends and developments have been identified. Thus, it became apparent 
that NATO’s military forces are more dependent than ever on civilian capabilities 
and infrastructure capacities to ensure their operational readiness. Referring to 
Khan, 90% of military transport, 70% of military satcom, 75% of host nation 
support, and 85% of military requirements for food and water resources are from 
civilian and commercial sectors. In order to ensure that NATO forces have access 
to these capabilities and capacities, it is logical that functioning resilient structures 
are needed in the member states. The analysis has shown that civilian structures 
and infrastructures are not comparable to military structures in terms of their level 
of protection. They are vulnerable to attacks from the outside or susceptible to 
internal disruption. This makes it attractive for potential adversaries to exploit these 
vulnerabilities. As a result, NATO forces could be attacked indirectly, but, more 
importantly, the backbone of our societies, the civilian infrastructure, could become 
the main target.35 

In general, it was found that today’s societies are highly complex systems based 
on the functioning of critical infrastructures, which need to be able to withstand 
disruptions, whether internal or external. It is observed that the supply of resources 
and goods is dominated by purely market-based logic. The “justin-time model” 
characterizes supply chains and has little to no redundancy. There is also the 
aspect of technological change: in our information age, the societies of NATO 
member states are interdependently linked, whether economically or socioculturally 
(however, this also applies to potential systemic rivals such as Russia and China). 
On the one hand, this interconnectedness creates efficient, cost-effective, and 
innovative synergies for our societies. On the other hand, it creates dependencies 
and vulnerabilities that potential adversaries can exploit. Consequently, the three 
main actors in resilience could be identified (the government, the private sector, and 
society).36 

3.4 The Warsaw NATO Summit 2016 

As part of the adaptation process to the changed security paradigm (besides the 
central aspect of hybrid warfare, strategic shocks were considered such as natural 
disasters, terrorism, climate change, pandemics, conventional wars, etc.) and the 
new threat situation to NATO’s eastern flank, the North Atlantic Council adopted 
the Commitment to Strengthen NATO resilience in 2016. In this context, the seven

35 Khan, J. 2019, p. 10. 
36 NATO 2021, Emerging and Disruptive Technologies. 
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BLRs were adopted by the heads of state and government of the NATO member 
states. These are discussed in detail in the next section. 

The Warsaw Summit Communiqué describes NATO’s relationship to resilience 
in two essential points. It describes resilience as the basis for NATO’s deterrence 
capabilities and the fulfilment of its core tasks. Second, the Communiqué makes 
clear that, in order to be prepared against the full range of threats, NATO member 
states must better protect their civilian infrastructure and capabilities. This requires 
an integrated approach that encompasses all government institutions and the 
private sector.37 The Warsaw Summit Decision contains a number of other points 
that have a major impact on the resilience of NATO member states. It makes 
clear that, in addition to strengthening processes, structures, and systems, it is 
above all the shared values and narratives of NATO member states that provide 
effective protection against, for example, hybrid warfare. Our democratic system, 
governance, individual personal freedom, and the rule of law are among our most 
important lines of defence. The communiqué goes on to say that resilience-building 
is first and foremost a national responsibility. Therefore, NATO’s role in this field 
is mainly supportive. This means that there can be no generally applicable solution 
for strengthening resilience but that each state must design and implement its own 
system individually, adapted to its given national framework conditions. This is 
intended to maintain a certain degree of flexibility and enable the demands of other 
actors, such as the European Union, to be met in this policy field. This goes hand 
in hand with the last point of the Warsaw Decision. NATO’s resilience is to be 
strengthened through effective cooperation with other actors, in particular with the 
EU. The same applies to the strengthening of resilience in partner states in the 
Alliance’s neighbourhood for example Ukraine, Sweden, and Finland.38 

In order to assess the state of the resilience of member states, NATO compiles a 
report on the state of civil preparedness every 2 years.39 

3.5 The COVID-19 Pandemic and Societal Resilience 

The current COVID-19 pandemic offers valuable insights in how to deal with 
challenges that do not threaten the “classic” military security of Alliance member 
states but nevertheless have the potential to destabilize entire societies. Therefore, 
the pandemic is an important test of NATO’s resilience to the full spectrum of 
threats.

37 NATO 2016, The Warsaw Declaration on Transatlantic Security; NATO 2021, Strengthened 
Resilience Committment. 
38 NATO 2016, The Warsaw Declaration on Transatlantic Security; NATO 2021, Strengthened 
Resilience Committment. 
39 NATO 2021, Civil Prepardeness. 
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In considering the COVID-19 pandemic and its impact to date, one thing has 
become clear: the civilian populations of NATO member states are one of the most 
important stakeholders of resilience and have been almost completely overlooked in 
resilience-building efforts in recent years. Yet the vast majority of actions directed 
against NATO today are aimed at one thing above all – influencing the population. 
The example of the COVID-19 pandemic illustrates this particularly well. The 
effectiveness of protective measures against Corona depends primarily on whether 
and to what extent the citizens of NATO countries accept and internalize them. This 
requires trust in local, regional, and national structures. Consequently, it was found 
that societies that have a higher level of trust in their population in their governments 
and state structures, regardless of the political system, have more success in the fight 
against the pandemic than societies that have only a low level of trust in them.40 

A recent report by the European External Action Service has now confirmed that 
opposing forces are using disinformation campaigns to undermine this relationship 
of trust and promote the polarisation of targeted societies.41 

In order to withstand and counteract these campaigns and the resulting loss of 
trust and polarization, well-educated and informed citizens are needed. For this, 
free and independent media/information combined with science-based educational 
programmes for the population is essential. This also includes, for example, infor-
mation on how citizens can best prepare themselves for a crisis. Such initiatives have 
already been implemented in Germany, Estonia, Latvia, Lithuania, and designated 
NATO nations Sweden and Finland. Finland is also starting to raise children’s 
awareness of disinformation as early as primary school. 

Ultimately, NATO’s experience with the aftermath of the COVID-19 pandemic, 
among other factors, demonstrates that building societal resilience is essential. 

3.6 The Brussels NATO Summit 2021 

In December 2019, NATO Heads of State and Government tasked Secretary General 
Stoltenberg with strengthening NATO’s political dimension. In this context, several 
proposals were drawn up under the title “NATO 2030” to best prepare NATO 
for the challenges of the future. Specifically, the proposals include maintaining 
the Alliance’s military strength, promoting the Alliance’s political dimension, and 
allowing NATO to implement a more global approach.42 

These proposals formed the core of the measures adopted by the political 
decision-makers of the NATO member states in Brussels on 14 June 2021. Within 
these measures, the further strengthening of NATO’s resilience plays a central 
role. Consequently, the “Strengthened Resilience Commitment” was adopted in

40 CCOE CIMIC Messenger 2020, pp. 4 et seq. 
41 European External Action Service 2021, pp. 1 et seq. 
42 Stoltenberg, J. 2021, p. 2. 
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the course of the Brussels Conference. This aims to ensure that member states 
implement an even better coordinated and more comprehensive approach to NATO 
resilience. This means that in addition to NATO’s “whole of government” approach, 
private sector actors, nongovernmental organizations, and the societies of NATO’s 
members are to be more involved (“whole of society”). In addition, the Allies 
agreed to further develop the NATO resilience goals. These will be operationalized 
through national goals as well as supported by national implementation plans. These 
alliance goals and activities will be reviewed as part of a newly created resilience 
evaluation cycle.43 In this way, they can act as guidelines for the individual-national 
protection goals and at the same time provide more clarity and comparability within 
the Alliance. 

Other important points of the Brussels Summit decision include a lessons-
identified/lessons-learned analysis from the experience of the COVID-19 crisis and 
the assurance that promoting resilience is first and foremost a national responsibility. 
In addition, NATO decided to improve the protection of critical infrastructure and 
key supply chains and to strengthen cooperation with partner organisations, first and 
foremost the European Union. It also sent a strong message in defence of the shared 
value principles of individual freedom, democracy, human rights, and the rule of 
law.44 It turns out that resilience is not a revolutionary or new issue for NATO. 
Article 3 of the Washington Treaty as the basis for all NATO efforts in this area, the 
peak of civil defence efforts during the Cold War, the peace dividend in 1990/2000, 
and finally the changing security paradigm after the Crimea annexation lead us to 
today’s NATO resilience policy. The 2016 and 2021 Commitment of Heads of State 
and Government and the COVID-19 pandemic have highlighted the importance of 
building resilience. 

Based on the Brussels Summit Resolution and the ambitions defined in the 
NATO 2030 Concept, an even more coordinated and integrated approach needs 
to be developed in the area of Resilience through Civil Preparedness (RtCP). 
Various measures have been developed for this purpose. Each member state was 
asked to select a high-level national contact person to coordinate efforts to promote 
resilience. It was also decided to develop the CEPC into a “Resilience Committee” 
to reflect the increased importance of resilience in the organization. 

As briefly outlined above in the previous chapter, alliance-wide resilience goals 
are to be developed. These will be operationalized through national goals as well as 
supported by national implementation plans. These alliance goals and activities will 
be reviewed as part of a newly created resilience evaluation cycle.45 

It is likely that these developments will be reflected in NATO’s new Strategic 
Concept, which will be adopted in Madrid, Spain, in the summer of 2022. NATO’s 
Strategic Concept lays the foundation for the Alliance’s future political and military 
development and provides guidance on security challenges. The Concept underpins

43 CEPC 2022, Updated Baseline Requirements, Resilience Guidelines and Evaluation Criteria. 
44 NATO 2021, Strengthened Resilience Commitment. 
45 CEPC 2022, Updated Baseline Requirements, Resilience Guidelines and Evaluation Criteria. 
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NATO’s purpose, character, and fundamental missions. Since the security situation 
is in a state of slow but constant change, the Strategic Concept is subject to a regular 
revision process. This ensures that NATO, as a self-transforming organization, is 
able to deal effectively with new security challenges. In addition, a decision was 
taken last year to strengthen NATO’s military resilience as part of the NATO 
Warfighting Capstone Concept. An initial concept for layered resilience has already 
been drafted in the course of a workshop week at the CCOE together with experts. 
In contrast to RtCP, however, it is not the CEPC (Resilience Committee) that is in 
charge but the Allied Command Transformation in Norfolk. 

4 NATO’s Understanding of Resilience and Societal 
Resilience 

4.1 Definition and Stakeholder 

First of all, it should be noted that there is no official NATO definition of resilience. 
This is due to several reasons: on the one hand, the lack of a definition provides 
flexibility in the orientation of the policy; on the other hand, it is primarily due 
to the fact that NATO member states have not yet been able to agree on an 
official definition, although there is a basic agreement on what resilience means 
for NATO. Nevertheless, there are some working definitions such as from Allied 
Command Operations or the Civil-Military Cooperation Centre of Excellence. 
These definitions describe resilience as being able to withstand strategic shocks 
and recover easily and quickly from them. Resilience combines civil and societal 
emergency preparedness as well as military capabilities.46 Resilience is an adaptive 
process in which the performance of the system is defined by absorbing strategic 
shocks with minimal impact. At the same time, essential functions of the system are 
maintained at a sufficient level to then restore functionality in a reasonable time and 
at a reasonable cost. While preparation for strategic shocks is an integral part, these 
shocks themselves are usually unpredictable and unavoidable. Therefore, a resilient 
system focuses specifically on managing the consequences of a shock and isolating 
the event from the function of the overall system. In the final phase, the system 
evolves and adapts, increasing its capacity to withstand future similar strategic 
shocks. In several speeches, articles, and lectures, the final phase describes the 
“bounce-back” effect.47 This term is taken from the general Resilience literature.48 

46 CCOE 2021, Resilience through Civil Preparedness; Stoltenberg, J. 2021, p. 3; NATO Public 
Diplomacy Division 2021, p. 1. 
47 Roepke, W.-D. & Thankey, H. 2019, pp. 2–8.; Stoltenberg, J. 2021, p. 3; CCOE 2021, Infosheet 
Resilience through Civil Prepardeness. 
48 Smith, B.W. et al. 2010, p. 194.
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Stakeholders 
In the following, the three most important stakeholders of the NATO resilience 
policy: the government and its institutions, the private sector, and society are briefly 
described and their roles are outlined. This ensures the necessary contextualization 
of the overall field of resilience in NATO. 

• Government 

The national, regional, and local state structures in the member states are 
primarily responsible for building resilience. In doing so, they create the legal 
and institutional framework that underpins a resilient nation. In addition, they are 
responsible for providing and coordinating the distribution of financial and other 
resources needed for crisis preparedness and direct crisis response. Official author-
ities bear responsibility for crisis communication; this applies both in preparedness 
and in the crisis response itself.49 In the area of preparedness, other actors are 
empowered to contribute to national resilience through targeted communication 
such as brochures (“What do I do in case of a crisis”). Prominent examples of 
countries with such public information campaigns would include Sweden and 
Norway.50 In the crisis itself, the government at all levels must ensure that citizens 
receive prompt, accurate information. This increases trust in the government and its 
actions and at the same time inhibits disinformation campaigns.51 

• Private sector 

Resilience is a task not only for government authorities but also, and above all, 
for the private sector. Today, private sector companies operate the vast majority of 
the critical infrastructures that form the backbone of our societal structures. They 
also produce the goods that not only keep our daily lives running but also enable the 
deployment of NATO forces. Therefore, it is essential to engage the private sector in 
promoting resilience. Additionally, it is necessary to closely monitor foreign direct 
investment in critical infrastructure and strategic sectors of the economy. The growth 
of such investments by strategic rivals on the global political stage, in the event of 
a crisis, could harm the resilience of NATO member states. The public and private 
sectors must work closely together, in this case, to identify potential vulnerabilities 
and develop appropriate plans to maintain core structures.52 

In this context, it is important that companies promote their own crisis resilience 
and thus ensure that critical areas of their business model are able to continue 
operating under the pressure of a crisis – “business continuity planning”. This is 
particularly true with regard to the aspect of increasing dependence on information 
technology.53 

49 Garriaud-Maylam, J. 2021, p. 4. 
50 Braw, E. 2021, p. 8. 
51 Garriaud-Maylam, J. 2021, p. 4. 
52 Garriaud-Maylam, J. 2021, p. 4. 
53 Cabinet Office UK, The National Resilience Strategy 2021, p. 22.
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• Society 

The population of NATO member states is the third stakeholder in resilience 
and at the same time the most neglected. Yet the vast majority of threats today 
are directly aimed at damaging or destabilizing our societies. On the other hand, a 
resilient population provides the first line of our defence against the full spectrum 
of threats.54 Therefore, it is essential to put the people or the population at the 
centre of the promotion of national resilience. This can be done through various 
measures such as information campaigns on how to deal with crises, the creation of 
exercises and training for civilians, the inclusion of educational content on resilience 
in schools, etc.55 

In the context of NATO, societal resilience is not a new perspective on resilience 
in general. However, the focus of NATO’s resilience agenda in recent years has 
been primarily on the first two key stakeholders. It was not until the COVID-
19 pandemic that society, respectively, returned to the centre of attention. Based 
on the experience of COVID-19, NATO identified several areas of action that are 
particularly relevant for strengthening the societal resilience of its member states: 
movement and border crossing restrictions; public messaging about government 
responses; ensuring public access to transparent, timely, and accurate information 
to counter disinformation; and the availability of critical personnel for essential 
services.56 

4.2 Resilience Through Civil Preparedness 

The Seven Baseline Requirements 
Based on the continuity of government, continuity of essential services to the 
population, and civil support to military operations, the BLRs were adopted at the 
2016 NATO Summit in Warsaw and updated in 2020 and 2021 to reflect the lessons 
learned from the COVID-19 pandemic and the impact of emerging disruptive 
technology. The BLRs reflect a “whole of government” approach. This means that 
all relevant government institutions must participate in the design, implementation, 
and further development of resilience. In doing so, the BLRs support the fulfilment 
of the central objectives of civil preparedness.57 

NATO defines civil emergency preparedness as follows: “the ability to maintain 
functions vital to society, to ensure the basic needs of the population and the 
state’s ability to act in a crisis situation, and to ensure support for the armed forces 
in the event of war or crisis”.58 Well-developed societal competencies in critical

54 Cabinet Office UK, The National Resilience Strategy 2021, p. 22. 
55 Braw, E. 2021, pp. 7 et seq. 
56 CEPC 2020, Updated Baseline Requirements, Resilience Guidelines and Evaluation Criteria. 
57 NATO 2021, Strengthened Resilience Commitment. 
58 Ministry for Foreign Affairs of Finland 2021, pp. 1 et seq. 
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Fig. 1 Baseline requirements and core tasks. (Own illustration according to CEPC 2020, pp. 1–30) 

thinking lead to a more resilient society. This competence, in combination with a 
high level of trust in the political system, the integrity of political leadership, and 
extensive and transparent government communication, enables the identification 
and management of hostile propaganda, misinformation and disinformation, protest 
campaigns, and political extremism.1 The presence of these factors reduces the 
likelihood of destabilizing actions by potential aggressors (Deterrence by Denial) 
(Fig. 1).59 

Criticism of the Baseline Requirements 
Although the BLRs for national resilience are largely uncontroversial, there are 
some points of criticism. For example, it is a very state-centric approach. The focus 
is primarily on planning and preparing measures at a ministerial or subministerial 
level. Furthermore, institutions (states, NATO) are to be strengthened above all. This 
approach ignores the fact that a large part of the capacities and capabilities needed 
to fulfil the BLRs are in civilian hands, and therefore extensive cooperation with 
private sector actors is needed for successful resilience-building.60 The same is true 
for the promotion of societal resilience. Civil society is reflected far too little in 
the BLRs as a relevant actor. Citizens need to be involved in strengthening national 
security. In addition, the focus on a top-down approach allows little flexibility in the 
implementation of the BLRs.61 

59 Mazarr, M.J. 2020, pp. 23 et seq. 
60 Townsend, J. & Agachi, A. 2020, pp. 1 et seq. 
61 Hoogensen Gjørv, G. 2020, p. 1.
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4.3 NATO CIMIC and Resilience 

Civil-Military Cooperation (CIMIC) is a joint function providing NATO with essen-
tial capabilities in support of the achievement of mission objectives; specifically, 
CIMIC allows NATO commands to participate effectively in a broad spectrum of 
interactions with a variety of non-military actors within the area of operations.62 

Commanders are required to assess and analyse the civil environment during 
the planning and execution of military operations. As such, CIMIC activities are 
applicable to all types of NATO operations. Essentially, CIMIC’s role is to ensure 
mission success by reducing the unintended negative impact that military operations 
can have on the civil environment and, conversely, the hampering impact that 
civilian activities can have on NATO operations. Specifically, CIMIC’s goal is 
to contribute to mission success by supporting effects that influence and sustain 
favourable conditions in the civil environment. CIMIC therefore also has a role 
to play in enhancing NATO’s resilience.63 NATO CIMIC focuses on interactions 
and coordination with non-military actors as part of NATO’s contribution to a 
comprehensive approach. NATO CIMIC is mandated with three core functions: 
Civil-Military Liaison, support to the force, and support to non-military actors and 
the civil environment.145 

Civil-Military Liaison 

Civil-Military Liaison is intended as the contact, intercommunication, and coordi-
nation maintained between elements of the military and other non-military actors to 
ensure mutual understanding and unity of purpose and action. The aim of the Civil-
Military Liaison is to facilitate interactions, harmonize actions, share information, 
and support concerted or integrated planning and conduct of operations.64 The 
military aims to achieve this through timely identification of key non-military actors 
that can contribute to the overall mission’s success.65 

Support to the Force 

To minimize the risk of disruption to military operations, commanders will require 
non-military support from within their joint operations area. As the force may be 
dependent on civilian resources and sources of information, CIMIC contributes to 
the planning and execution of operations through cooperation with the civil envi-

62 CCOE CIMIC Handbook 2019, p. 7. 
63 NATO Standardization Office 2018, p. 1145CCOE CIMIC Handbook 2019, p. 9. 
64 NATO Standardization Office 2018, p. 5 
65 CCOE CIMIC Handbook 2019, p. 9 
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ronment and other military functions.66 Specifically, CIMIC contributes to mission 
success by gathering and reporting information on the civil environment to assess 
the impact of military operations on the local population and providing counsel on 
how to mitigate the negative consequences. Additionally, CIMIC promotes force 
acceptance among non-military actors by informing the civil society in the mission 
area in accordance with the strategic communication efforts.67 

Support to Non-military Actors and the Civil Environment 

CIMIC will ensure the provision of military support to non-military actors and the 
civil environment only if it is required to create conditions favourable to mission 
accomplishment. In fact, CIMIC is not responsible to provide direct support to non-
military actors, as its role is rather to liaise with non-military and other military 
actors to facilitate such support.68 

5 Methodology 

This section describes the methodology, which “[ . . . ] can be regarded as the 
discipline of applying (and understanding) appropriate methods and processes for 
specific pieces of research”.69 Starting with the research approach and design, this 
chapter deals with further steps of the research process in chronological order like 
the choice of expert interviews as the primary instrument, guideline development, 
type and criteria of sampling, and therefore the analysis and evaluation of this 
collected data in a longitudinal study. 

5.1 Research Approach and Design 

According to the kind of question and dependent methods to get information 
for answering the research question, interpretative qualitative research has been 
chosen (the “How and Why” focusing on inductive theories, using verification 
from observations70 ), focusing mainly on Kuckartz’s perspective and views to 
collect and analyse data.71 In this respect, the study consists of mainly qualitative

66 NATO Standardization Office 2018, p. 6 
67 CCOE CIMIC Handbook 2019, p. 10 
68 NATO Standardization Office 2018, p. 2. 
69 Almalki, S. 2016, p. 290. 
70 Mayer, H.O. 2013, p. 26; Kuckartz, U. 2014, p. 4; Almalki, S. 2016, p. 291; Rieker, P. and Seipel, 
C. 2006, p. 4041; Gioia, D.A. et al. 2012, p. 18; Terrell, S.R. 2012, p. 258. 
71 Creswell, J.W. 2014, p. 50. 
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interpretations, enriched by a specific number of conducted interviews. This kind 
of research is focusing on a variety of interpretations and content, following a 
longitudinal case study perspective with an ethnographic design.72 The research 
design in particular is defined as being a “type of inquiry within these different 
approaches” as Creswell states.73 Ethnographic design means in this context a 
qualitative method in which researchers observe or interact with participants in 
their real-life environment. That is necessary as the study wants to build “an 
in-depth, contextual understanding of the case, relying on multiple data sources 
rather than on individual stories as in narrative research” and relies on the specific 
environment of every single participant.74 Every participant is differently related to 
NATO, which makes it valuable to reflect on their specific knowledge. In that sense, 
qualitative data symbolizes ‘richness and holism, with strong potential for revealing 
complexity [ . . . ] in a real context [ . . . ]’ as Miles and Huberman state.75 The 
variety of instruments depends on the research approach and consists of primary and 
secondary tools. In this study, it was expert interviews and written down information 
about resilience and NATO-related documents. 

Common literature describes two perspectives of the research’s focus. Either the 
approach is focused on a close connection to literature and the research question,76 

or it is kept as open as possible to not miss any information that could be useful 
in any matter at all.77 Practical qualitative research like this study often lies 
between these two extremes. In having a formulated general research question 
along with a rudimentary conceptual framework and an idea of data-gathering, the 
research design is more tightly defined.78 Therefore, the collection of data has to be 
selective for preventing an overload of information that compromises the efficiency 
and power of the analysis.79 Following this design, the instrumentation (guiding 
questions) has to be well-structured and explicitly developed too.80 

Generic quality criteria of qualitative research are much-discussed in literature.81 

As O’Reilly and Parker comment: “Furthermore, there is no singular way to 
measure the quality of qualitative research because it is so diverse”.82 However, 
in contrast to quantitative research, methodologically controllable and reflective 
subjectivity might be the focus, as this study applies those criteria as well.83 It is

72 Creswell, J.W. et al. 2007, p. 241; Creswell, J.W. 2014, pp. 43, 236; Terrell, S.R. 2012, p. 257. 
73 Creswell, J.W. 2014, pp. 41, 295 
74 Creswell, J.W. et al. 2007, p. 245. 
75 Miles, M.B. and Huberman, A.M. 1994, p. 10. 
76 Miles, M.B. and Huberman, A.M. 1994, p. 17; Andresen, F. 2017, p. 120. 
77 Glaser, B.G. and Strauss, A.L. 1967, p. 365; Gioia, D.A. et al. 2012, p. 16; Andresen, F. 2017, 
p. 120; Miles, M.B. and Huberman, A.M. 1994, p. 17. 
78 Miles, M.B. and Huberman, A.M. 1994, p. 17 
79 Miles, M.B. and Huberman, A.M. 1994, pp. 17, 35, 55; Eisenhardt, K.M. 1989, p. 536. 
80 Miles, M.B. and Huberman, A.M. 1994, p. 35; Yin, R.K. 1992, p. 131. 
81 O’Reilly, M. and Parker, N. 2012, p. 191; Creswell, J.W. 2014, p. 251. 
82 O’Reilly, M. and Parker, N. 2012, p. 191. 
83 Helfferich, C. 2019, p. 683. 
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important to reflect the opinion of the participants without their own biases and 
finally interpret those results. Therefore, the questions needed to be clarified in 
advance for preventing any subjectivity. Other important criteria for the quality 
of qualitative research are consistency (qualitative reliability) and dependability 
(qualitative validity) of the results.84 Other researchers have to be able to follow 
the structure and understand the research design and the accuracy of the findings 
by applying certain procedures.85 That means the data collection and specific 
techniques of the analysis need to be described in detail. Focusing on the ability 
to get the same content as in quantitative research is not necessary as qualitative 
research relies on the context-related and interpretative nature of the design.86 

Nevertheless, using different sources and a transparent logical chain of evidence 
of collected data favours the construct validity in any way.87 

5.2 Data Collection 

There are many different tools within the interpretative approach in qualita-
tive research like experiments, questionnaires/guidelines, or historical approaches, 
depending on the individual intention of the researcher.88 The written word (archival 
records, transcripts of interviews, and field notes from direct observations) can be 
used as primary or secondary instruments for collecting data in different settings and 
was – in form of transcripted interviews – the main data source of this study.89 This 
raw material needs to be further processed.90 The final state of collecting data is to 
achieve confirmatory evidence or an answer to the research question, from at least 
two or more sources.91 This is called “saturation”, the point when data collection 
reaches its peak and the researcher does not need any more information to solve the 
case and answer the question. 

Since there is no sufficient data on this topic yet and literature is not well 
developed in this specific area, applying primary data collection instruments offered 
a good opportunity to collect information anew.92 The open guided interview as

84 Ruona, W.E.A. 2005, p. 247. 
85 Andresen, F. 2017, p. 111; Creswell, J.W. 2014, pp. 251, 260; Glaser, B.G. and Strauss, A.L. 
1967, p. 365. 
86 Helfferich, C. 2019, p. 683; Ruona, W.E.A. 2005, p. 247; Glaser, B.G. and Strauss, A.L. 1967, 
p. 365; Bogner, A. et al. 2014, p. 72. 
87 Yin, R.K. 1992, p. 131; Andresen, F. 2017, p. 110; Helfferich, C. 2019, p. 683; Eisenhardt, K.M. 
1989, p. 544. 
88 Andresen, F., 2017, p. 103. 
89 Andresen, F. 2017, p. 111; Yin, R.K. 1992, p. 131; Mayring, P. 2000, p. 3; Raediker, S. and 
Kuckartz, U. 2019, p. 2; Miles, M.B. and Huberman, A.M., p. 9; Creswell, J.W. et al. 2007, p. 247; 
Ruona, W.E.A. 2005, p. 234. 
90 Miles, M.B. and Huberman, A.M. 1994, pp. 9, 51. 
91 Andresen, F., 2017, p. 111. 
92 Miles, M.B. and Huberman, A.M. 1994, p. 10; Liebold, R. and Trinczek, R., 2009, p. 36. 
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an expert interview, in particular, functioned as the central and primary instrument 
for data collection in this study, as it is important to gain in-depth knowledge 
that is not written down yet. Rigid questionnaires are known for being relatively 
efficient and fast but also less reactive. Therefore, the open guided interview seemed 
the better option for conducting this research. Secondary research instruments are 
already available data, i.e. archival records, existing documents, or other already 
written down information. Due to the sensitive nature of the topic, a significant 
portion of NATO documents are classified and therefore not releasable to the 
public. For this reason, the theoretical part of this work is built on secondary 
data, focusing on NATO UNCLASSIFIED documents like summit decisions, 
requirements, guidelines, and conference reports. 

Scientific papers and books, for example, by Mazarr93 and Hamilton,94 built the 
theoretical foundation for the construct of resilience in this study. Helfferich and 
Bogner et al. were one of the main sources in supporting the design of questions for 
the open guided interview.95 The presentation of the evaluation of data, in particular, 
focused on the work of Kuckartz96 and Mayring.97 Huberman and Creswell were 
one of the main sources of designing the methodology of this research.98 Using 
primary and secondary instruments and getting direct and indirect information is 
referred to as “data triangulation” (multiple data collection).99 Data collected from 
secondary sources is compared to the content delivered by interviews and combined 
to a whole picture of understanding. 

Expert Interviews and Guideline 

Open guided interviews are used for verbal data collection to obtain factual 
statements in close proximity to the specific subject.100 They offer insights into 
structural relations and procedures of specific systems and enable interpretations 
based on experiences.101 

93 Mazarr, M.J. 2020. 
94 Hamilton, D.S. 2010. 
95 Helfferich, C. 2019; Bogner, A. et al. 2014. 
96 Raediker, S. and Kuckartz, U. 2019; Kuckartz, U. 2018. 
97 Mayring, P. 2000. 
98 Miles, M.B. and Huberman, A.M. 1994; Creswell, J.W. 2014. 
99 Blaikie, N.W.H. 1991, p. 116; Eisenhardt, K.M. 1989, pp. 537 et seq.; Andresen F. 2017, p. 118; 
Ruona, W.E.A. 2005, p. 248; Creswell, J.W., p. 234; Yin, R.K. 1992, p. 131. 
100 Mayer, H.O. 2013, p. 37; Helfferich, C. 2019, pp. 669, 680 et seq.; Miles, M.B. and Huberman, 
A.M. 1994, p. 10; Bogner, A. et al. 2014, p. 3. 
101 Liebold, R. and Trinczek, R. 2009, p. 53.
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In this case, expert interviews seemed appropriate and necessary since the topic 
requires NATO internal knowledge and experience of processes and structures.102 

However, expert interviews also have the difficulty and widely discussed function 
of how to derive a generalization of collected data and how to enable a transfer of 
that knowledge to other areas.103 In this study, generalizability is not sought. The 
focus is less on the sample size (in the meaning of saturation) itself but more on 
the adequacy of the experts.104 With “particularity rather than generalizability is the 
hallmark of good qualitative research”, this study follows Creswell.105 

The characteristic of this type of interview with a standardized guideline is 
the open formulation of questions and the consistency of the guideline,106 which 
prevents drifting off into less essential topics in a fluent conversation. However, a 
strict order should be neglected, as otherwise, the course of the conversation and the 
answers could be severely restricted.107 Therefore, open interviews only refocus or 
redirect the conversation in case of missing the intention of the interview. Following 
the advice of Miles and Huberman regarding a ‘good qualitative researcher-as-
instrument’, theoretical and content-related knowledge of NATO and resilience has 
been gained in order to conduct relatively reliable and valid interviews.108 

The design of the guideline is based on the scientific principles of social research 
and symbolizes the structure of themes and topics along with being a helpful tool 
for the collection of data.109 In order to be able to conduct a guided interview with 
experts for answering the research question, a clear concept and understandable 
questions are required.110 Based on the construct of the term, nominal definition, 
and operationalization,111 a guideline was designed, which included categories 
based on the principles of Höpflinger.112 All modules started with a question that is 
formulated as open as possible. For answering the research question, it was essential 
to know more about the opinion of the participants with regard to definitions and 
the specific role of NATO. Based on this understanding, it was interesting to know

102 Mayer, H.O. 2013, p. 37; Liebold, R. and Trinczek, R. 2009, pp. 33 et seq.; Creswell, J.W. et 
al. 2007, pp. 247 et seq.; Bogner, A. et al. 2014, pp. 
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104 O’Reilly, M. and Parker, N. 2012, p. 192 
105 Creswell, J.W. 2014, p. 253. 
106 Helfferich, C. 2019, pp. 670, 682; Bogner, A. et al. 2014, p. 24; Liebold, R. and Trinczek, R. 
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107 Mayer, H.O. 2013, p. 37; Gioia, D.A. et al. 2012, p. 20; Bogner, A. et al. 2014, p. 28. 50 
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Fig. 2 Categorized questions for expert interviews. (Own illustration) 

how they see resilience coming into place, what kind of challenges and possibilities 
the participants see, and what kind of influence the pandemic situation was having. 
Another approach was to ask the participants for a description of a perfect resilient 
society and how the role of CIMIC fits into NATO’s policy. Formulated as open 
questions, the entire guideline offered sufficient options for the interviewed experts 
to introduce and refer to other relevant aspects. 

For structuring the guideline, the questions have been categorized inductively 
into themes and finally into categories. That creates a primary structure and supports 
the coding of the interview data in the final step.113 

Applying a pretest gives the opportunity to refine the questions and underlines the 
importance of the expert interview.114 The pretest took place as an expert review.115 

This offered the opportunity to adapt questions that had been too complex and 
formulated incomprehensibly.116 After the preliminary conceptual design of the 
desired expert groups and the scientifically sound development of a final guideline, 
11 experts were interviewed virtually (video conference platform WebEx) (Fig. 2). 

Sample Size and Choice of Experts 

The large number of experts for “Resilience” in NATO and the academic world 
asked for a selection of samples or representatives in advance.117 The key function

113 Liebold, R. and Trinczek, R. 2009, pp. 37 et seq.. 
114 Helfferich, C. 2019, p. 682; Bogner, A. et al. 2014, p. 34. 
115 Lenzner, T. et al. 2016, p. 2. 
116 Mayer, H.O. 2013, p. 45; Lenzner, T. et al. 2016, p. 1. 
117 Mayer, H.O. 2013, pp. 38 et seq.; Almaki, S. 2016, p. 289; O’Reilly, M. and Parker, N. 2012, 
p. 193; Bogner, A. et al. 2014, p. 34. 
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of such samples in data collection is constituted differently, as quantitative research 
methods focus on statistical representativeness.118 Specific criteria are defined in 
advance and used to select particular experts. The requirements depend on the 
research question and other theoretical considerations, which are also applied to 
this study.119 The main criterion was working in or for NATO, especially in a 
resilience-related area, so the participants can provide more in-depth information 
on policy and identify problems and challenges as well as recommendations for 
action.120 This means experts from a political, strategic, and operational level, as 
well as academic field, were necessary in order to answer the research question 
comprehensively.121 The choice of experts has been made deductively. The experts 
answered the questions openly but structured topic-wise, which means that those 
interviews can be interpreted inductively. Thus, the inductive and deductive proce-
dure and characteristics of the expert interview go hand in hand.122 Due to known 
academic experts by publications and references in literature and existing relations 
to NATO HQ (Brussels) and SHAPE (Mons), potential experts were identified and 
categorized as follows: 

• Four Subject Matter Experts from NATO (NATO Headquarters, Supreme Head-
quarters Allied Powers Europe (SHAPE), Joint Force Command Brunssum, 
JFCBS, CIMIC Centre of Excellence (CCOE) – category N (NATO) 

• Three Subject Matter Experts from NATO member states working in the Civil 
Emergency Planning Committee (CEPC) – category M (member states) 

• Four Subject Matter Experts from Universities or Think Tanks – category A 
(academia) 

Experts from the first group “NATO” are referred to as N, M stands for the second 
group “Member States”, and A for the last group “Academia”. 

The explorative part of this research required an extended sampling in order to 
elaborate on a broad spectrum of positions, challenges, ideas, and solutions. The 
interviews with representatives from these three different groups took those con-
siderations into account.123 As it is not the aim of qualitative research to acquire a 
fixed number of participants, this research focuses on the sufficient depth of specific 
information.124 In this respect, the appropriateness and adequacy of the sampling 
are the two key drivers. This sample size was rated to deliver valuable insight and 
sufficient opinions to interpret and answer the research question. As O’Reilly and 
Parker state “there will always be new things to discover” and, therefore, “data are

118 Mayer, H.O. 2013, p. 39; O’Reilly, M. and Parker, N. 2012, p. 192. 
119 Mayer, H.O. 2013, p. 40; Bogner, A. et al. 2014, p. 35. 
120 Miles, M.B. and Huberman, A.M. 1994, p. 27. 
121 Gläser, J. and Laudel, G. 2009, pp. 11 et seq. 
122 Liebold, R. and Trinczek, R. 2009, p. 37. 
123 Bogner, A. et al. 2014, pp. 34 et seq.; Creswell, J.W. 2014, p. 239. 
124 O’Reilly, M. and Parker, N. 2012, p. 195; Creswell, J.W. 2014, p. 239; Gioia, D.A. et al. 2012, 
p. 16. 
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never truly saturated”.125 Nevertheless, saturation has been achieved within the pre-
set restrictions of this work by applying adequate preliminary literature viewing in 
combination with the expert interviews. 

The experts were contacted by e-mail and the online platform LinkedIn. Conse-
quently, 11 open interviews were conducted in the timeframe of 7 months online 
as COVID-19 restrictions excluded other options. The interviews lasted 30–45 min. 
They were audio- and video-recorded and transcribed afterwards verbatim. Every 
participant had agreed to the recording in advance.126 The interviews were not 
executed anonymously but anonymised afterwards for the findings section of this 
study. That way, the final interpretations and opinions are presented for each group 
instead of a single person. During the interviews, notes were taken and added to the 
protocol of each interview.127 

5.3 Data Analysing and Evaluation and Interpretation 

A core but least formally structured part is analysing the collected data.128 The 
variety of sources asks for some structures nevertheless. According to Ruona 
this process entails sensing themes, constant comparison, recursiveness, inductive 
and deductive thinking, and interpretation to generate meaning.129 Collecting and 
analysing data is a simultaneous process130 as first analytical thinking enables 
adaptation and adjustment of the collection process. Same applies to analysing and 
evaluating. So these three phases should be seen in a feedback loop rather than in a 
strictly linear timeline,131 although too much analysis and evaluation at a too early 
stage might lead to interference and influence on the data collection, for example, 
by a reduction of collected data by focussing the interview based on premature 
conclusions. The evaluation of this study focused on the interpretive approach,132 

especially on words as the basic form of data, in which the central task is not only 
to code but to question and classify what has exactly been said in the interviews.133 

125 O’Reilly, M. and Parker, N. 2012, p. 192 et seq. 
126 Bogner, A. et al. 2014, p. 40. 
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129 Ruona, W.E.A. 2005, p. 236. 
130 Creswell, J.W. 2014, p. 258; Gioia, D.A. et al. 2012, p. 20; Glaser, B.G. and Strauss, A.L. 1967, 
p. 364. 
131 Andresen, F. 2017, p. 120; Miles, M.B. and Huberman, A.M. 1994, pp. 10 et seq.; Creswell, 
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132 Bogner, A. et al. 2014, p. 72. 
133 Mayer, H.O. 2013, p. 25.
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Data management is a necessary step and marker of quality referring to the trans-
parency of the research and systematically collecting of new data.134 The collected 
interview data were evaluated by using MAXQDA, a software for computer-
assisted qualitative data, and text analysis.135 The qualitative audio and visual 
materials were saved as MP4 files (video) and M4A files (audio).136 By using the 
software “Amberscript”, the data were transcribed verbatim, applying generalized 
transcription rules by Kuckartz137 into a Microsoft Word (Docx) file.138 Clustering 
pieces of collected data into individually identified categories for providing a better 
understanding of the context is the main purpose of those systems in general.139 

That can be done inductively or deductively.140 According to Kuckartz this is called 
“Coding” (discovering and conceptualizing)86 and means in this study interpreting 
information topic-wise in category-based qualitative content analysis.141 Deductive 
coding means building categories before going through the collected data (concept-
driven).142 The data get classified into those different categories (“tagging”).143 In 
this sense, achieving saturation becomes unrealistic as categories that may emerge 
from data will not be recognized.144 Inductive coding in contrast means realizing 
categories after analysing the collected data and is often constructed as a hierarchical 
system iteratively (data-driven).145 It is an active iterative process that refines itself 
with every iteration of coding.92 In this case, data can be saturated due to the focused 
idea that guides the direction of collecting data.146 
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Fig. 3 Phases of qualitative content analysis, inspired by Kuckartz, Miles, and Huberman. (Own 
illustration) 

Following the content-structuring analysis, the interviews were analysed, eval-
uated, and structured in seven different phases.147 This procedure is based on the 
original content analysis of Mayring.148 That specifically means that all individual 
categories have been coded from the data material (“inductive”) as well as from 
the research question and interview guide (“deductive”).149 Therefore, saturation 
and adequacy of content could be achieved. Influenced by Carney and Miles and 
Huberman,150 the seven phases of Kuckartz are displayed in the following way 
(Fig. 3): 

The first phase represents the initial text work, in order to get familiar with 
the data material. In the second phase, thematic main categories were deductively 
derived based on the modules of the interview guide. In the third phase, new 
subcategories are coded and generated inductively. It is important to know that 
having too many subcategories leads to a higher risk of failure in coding. The 
fourth phase focuses on reviewing, revising, and fine-coding of all deductive-
inductive coding.151 This includes seeking similarities and differences among those 
categories.152 Phases 5 and 6 symbolize the paraphrasing and creation of the topic 
matrix, and, finally, the last phase consists of the actual analytical text work of

147 Kuckartz, U. 2018, p. 100. 
148 Mayring, P. 1994, p. 164. 
149 Bogner, A. et al. 2014, p. 74; Miles, M.B. and Huberman, A.M. 1994, p. 17. 
150 Miles, M.B. and Huberman, A.M. 1994, p. 92. 
151 Kuckartz, U. 2018, p. 97 et seq. 
152 Gioia, D.A. et al. 2012, p. 20. 
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Fig. 4 Coding categories. (MAXQDA – own illustration) 

the data material.153 Paraphrasing in this context is an inductively summarized 
expression of specific content.154 

In that way, the content could be presented in subcategories, based on transcribed 
interviews.155 This coding process is an ongoing process that might uncover sources 
of bias156 and gives the opportunity to react and improve the next interview. 
Categories have to be defined accurately. That way those categories are explicitly 
distinguishable from each other and function as an analytical framework and coding 
guideline.157 According to Ruona, the categories should reflect the purpose of the 
research, be exhaustive, mutually exclusive, sensitizing, and conceptually congruent 
(Fig. 4).158 

As Miles and Huberman state “the structure, as revised, will include codes that 
are ‘larger’ [ . . . ] and ‘smaller’ [ . . .  ], but it will need to maintain a relational 
structure”. This relational structure is shown in the created subcategories above, 
which have been built inductively. The first-level code is a single term that can

153 Kuckartz, U. 2018, p. 97. 
154 Raediker, S. and Kuckartz, U. 2019, pp. 144, 147. 
155 Mayer, H.O. 2013, p. 45; Ruona, W.E.A. 2005, p. 241. 
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157 Raediker, S. and Kuckartz, U. 2019, pp. 100 et seq. 
158 Ruona, W.E.A. 2005, pp. 242 et seq. 
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be differently interpreted by authors easily. Beginning with definitions and more 
generic knowledge about NATO and resilience in general, the guideline focused 
more on societal resilience and measures after the door opener “pandemic situation”. 
Deductively 13 categories were developed on the first level. Taking all information 
from interviews and documents into account, the above-listed subcategories were 
inductively evolved on the second level. The second-level coding (pattern coding) 
consists of themes and constructs that describe the first-level code. That way it is 
easier to analyse during data collection and the researcher gets more focused on 
future interviews.159 The third level, meaning the analytical work, is the discussion 
and interpretations from those previous levels. 

5.4 Timeframe 

The study and the interviews were conducted within a 7-month timeframe from 
March to October 2021. Not all statements reflect the developments in Ukraine since 
February or the results of the NATO summit in Madrid in June 2022. 

Some of the recommendations of the study, such as the development of a layered 
resilience concept, are already reflected in others, such as establishing Resilience as 
the fourth core task of the Alliance did not materialize. 

For further research, it is interesting to find out more perspectives and different 
actors in that area and compare those opinions to the ones already known and 
finally get closer to the point “when the incremental improvement to theory is 
minimal”.160 There were also limitations in getting necessary documents regarding 
NATO and basic theory. Due to the research question itself and various questions of 
the guideline, a potential bias could have occurred. In applying triangulated data, the 
bias has eventually been overcome. In this type of study, it is essential to mention 
that there can be no unambiguous interpretation of the results, and therefore there is 
always room for other opinions, inevitably.161 

6 Results 

In the following section, the results of the explorative research are presented. The 
order is based on the modules of the interview guideline.

159 Miles, M.B. and Huberman, A.M. 1994, pp. 62 et seq 
160 Eisenhardt, K.M. 1989, p. 545. 
161 Mayer, H.O. 2013, p. 47. 
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6.1 Module 1: Definition 

Resilience Definition 

Two NATO representatives (N) noted that there is no agreed official definition, 
which leads to problems in operationalization. On the other hand, a representative 
of the member states (M) explained that because resilience is such a broad concept, 
a legally binding definition would severely limit the Alliance’s room for manoeuvre 
with regard to the challenges in this area. Rather, it is sufficient that a common 
understanding of what resilience means is currently found in order to implement 
this in the best possible way with the help of RtCP. The majority stated that the 
basis for NATO’s entire resilience policy is Article 3 of the Washington Treaty 
(7 from N, M, and A). One M additionally stated that the fulfilment of the third 
article is the cornerstone for the implementation of the fifth article. N participants 
declared that the Crimea annexation following analysis of member states’ civil 
preparedness capabilities led to the Alliance’s resilience Commitment at the NATO 
Summit in Warsaw in 2016. Therefore, resilience is actually the first line of defence 
and describes its deterrent role on potential attackers. According to N officials 
“Resilience through Civil Preparedness” is notified as NATO language and should 
always be mentioned in connection with NATO’s resilience policy (3 N). 

Seven out of 11 (N, M, A) described resilience as the ability of a state to 
withstand a strategic shock (regardless of its nature) and emerge stronger: three 
went into detail and stated that it is elementary to adapt to those effects in order to 
be better prepared for similar events in the future. Two N officials further explain the 
fundamental role of RtCP as it enables countries to better protect their population 
and ensures efficiently acting military forces within the framework of a NATO 
operation. One A pointed out the necessity of knowing the possible threat for 
implementing effective countermeasures. 

Only one N described all the mentioned core stakeholders in NATO’s resilience 
policy. 

Six participants (N, M, A) agreed that RtCP is directed against the entire 
spectrum of threats (armed conflicts, natural disasters, man-made disasters, hybrid 
attacks, terrorism, and global phenomena such as pandemics or climate change). 
Two interviewees (A) pointed out that it is irrelevant whether the threat comes from 
state or non-state actors. 

According to four members from M and A, RtCP is a very broad and not 
concrete concept. One A also noted that the working definitions of resilience 
are very simplified. Another A criticized that RtCP only centres on the members 
of the Alliance and should be externalized and expanded to support partner and 
neighbouring nations. 

Interpreting conclusions resilience as the “first line of defence” represents the 
ability of a state in the alliance to withstand an external or internal shock (against 
the “full spectrum of threats”),162 to recover from it as quickly as possible, and then

162 Ruehle, M. and Roberts, C. 2021, p. 4. 
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to undergo an adaptation process aimed at making the state structures more resilient 
based on the experience gained. 

The research showed that although there is no officially agreed NATO definition, 
there seems to be a general understanding of what resilience means in the Alliance 
context. The fact that there is no official definition of resilience leaves room for 
interpretation and by that provides flexibility for nations but at the same time misses 
to set standards for the implementation. 

“Bounce-Back” Definition 
Six of the interviewees (N, M, A) were positive about NATO’s view of the “bounce-
back” effect. One respondent (N) further claimed that this term was taken from 
general scientific resilience research. One M, in particular, agreed that it was the 
process after a strategic shock or crisis in which state structures, the economy, as 
well as a society evolve in order to be adequately prepared for future, similar, or 
related challenges. 

With one exception, all A rejected the NATO “bounce-back” perspective. Three 
argued that it was a very simplified representation of many complex individual 
processes, which did not take place in a jerky manner in the literal sense of “bounce-
back”, but rather resembled a long-term adaptation process. Furthermore, the term 
implies a desire to return to the precrisis state, which should not be the goal. Instead, 
a better-prepared state is focused as the suggested term “bounce-forward” indicates. 

Finally, in the context of describing NATO’s resilience, the term “bounce-
back” effect is often used. This term is viewed critically, especially by scientists. 
Nevertheless, the term should be retained in the context of the striking simplification 
of a complex issue in order to ensure coherent communication both externally and 
internally. However, it should be made clear that this is not so much a rapid, literal 
“bounce-back” process but rather a long-term, forward-looking adaptation process. 

Societal Resilience Definition 

Ten participants (N, M, A) stated that societal resilience would mean the same 
thing to them as it does for resilience. Only that in this case it referred primarily 
to the resilience of the third stakeholder: the civil society, the citizens, and the 
community. Six members (N, M, A) noted that societal resilience is a very broad and 
complex concept, which needs an elaborate understanding of one’s own society first. 
The question of who are the addressees of activities/measures to increase societal 
resilience needs to be clarified as well. 

Since the increasing emergence of hybrid and cyber campaigns aimed at directly 
influencing and ultimately harming societies of NATO countries and the impact of 
the COVID-19 pandemic, there has been a shift in perspective regarding societal 
resilience, as one N framed these changes historically. 

According to one person (N), the new NATO initiative to promote societal 
resilience primarily pursues three goals: first, the countries of the alliance should 
train their citizens to become so-called first responders light and thus support the
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“real” first responders (public emergency services, fire brigade, police, emergency 
services, etc.) in major emergencies. The background to these considerations is that 
civilians would usually be at the scene of the damage before the emergency services 
and could help immediately if they were appropriately trained. 

The second focus of NATO’s efforts is the fight against misinformation and 
disinformation, based primarily on the experience of the COVID-19 pandemic. The 
massive impact of the hybrid campaigns made it clear that further preventive and 
countermeasures need to be developed and implemented. The third goal was to 
involve citizens more closely in national defence efforts, one NATO representative 
explained. This primarily involved the development of “best practices” based on the 
experiences of the “Total or Comprehensive Defence Model” of the Scandinavian 
countries. However, this is a politically sensitive issue for some NATO countries due 
to cultural reservations about the formal involvement of citizens in national security 
strategies. 

Two N further noted that societal resilience involves several levels. These are 
the strategic, regional, local, and individual levels. They also noted that NATO 
had a maximum influence on the strategic level within the framework of national 
competence in this area. In this context, one interviewee (A) operationalized societal 
resilience using the mentioned model according to Versteegden.163 

A high level of trust (of society) in the state structures, the political system, and 
the executive was considered by seven of the respondents to be the most important 
building block of societal resilience. Complementing this, two N explained that 
in addition to trust in the government apparatus, there must be a common threat 
perception and the will of the people to manage this threat together (cohesion). 

Summarizing the interview study, societal resilience is seen as the resilience of 
the third stakeholder, society. This means that society must be able to withstand 
threats, whether internal or external, recover quickly from strategic shocks and 
crises, and then adapt. Based on the data analysis, two essential characteristics 
of a resilient society could be identified, which, however, have to be considered 
in an interdependent and multidimensional way. These are the characteristics: 
“democracy and trust” and “informed and resilient citizens”. 

An elementary prerequisite for a resilient society is a functioning democratic 
system, with strong institutions and clear, shared norms and values. These include, 
but are not limited to, openness, transparency, rule of law, and good governance. 
An inclusive, democratic society is the first step towards a resilient nation. In this 
context, a high level of societal trust in state institutions and in the legitimacy of 
the government is another important basic condition of societal resilience. Only 
if citizens understand the measures taken against a crisis or strategic shock and 
can see the meaning and purpose behind these measures will they follow the rules 
despite both personal and societal costs and at the same time be less vulnerable to 
negative external influences. The second pillar of a resilient society is its citizens. 
They need to be empowered to the extent that they are considered well-informed,

163 Versteegden, C. 2018, pp. 25 et seq. 
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resilient citizens. This should enable a paradigm shift in the relationship between 
the state and citizens in the event of a crisis or disaster. Citizens should no 
longer only be passive, vulnerable individuals in need of protection but should 
be empowered to support national security preparedness as active contributors. To 
this end, information material can be developed and distributed to every household. 
This promotes individual resilience, which also includes, for example, stockpiling 
emergency supplies. Likewise, resilience courses can be offered to children, youth, 
and adults, the completion of which can be incentivized (e.g. credits for universities 
and tax breaks for adults). The knowledge and training gained by the citizens should 
be regularly trained with exercises. In addition, an informed and resilient society 
should have sufficient media literacy to deal with mis- and disinformation. On 
the one hand, this means that people of all social and age groups must be trained 
accordingly, in kindergarten, school, adult education centres, and public institutions. 
On the other hand, it also means that the state must be able to provide citizens with 
accurate and transparent information quickly, which leads to a dilemma between 
freedom of the information environment and restrictions. 

6.2 Module 2: NATO’s Role 

NATO’s Role in Strengthening Societal Resilience 

Ten of the respondents (N, M, A) agreed that promoting resilience is first and 
foremost a national competence and accordingly that member states have the leading 
role. NATO’s role is primarily supportive or coordinative. One N clarified that 
the role is strictly limited to the strategic-national level. The operationalization is 
the responsibility of the states themselves within the scope of their possibilities. 
One interviewee (A) explicitly pointed out that this was a mostly civil matter and 
therefore no “securitization” of the issue should be undertaken. 

Furthermore, seven respondents (N, M, A) explained that NATO should support 
the promotion of resilience within the scope of its possibilities (via the CEPC (new 
name since MADRID Summit) and its planning groups). This includes the develop-
ment of a framework but above all the provision of a platform for the exchange 
of experiences, ideas, opinions, general information, and the establishment and 
maintenance of a “best practice toolkit” for the Alliance. Two of these participants 
(N) pointed out that it is possible for the CEPC in particular, to assemble a resilience 
advisory team from the pool of experts. The team supports the requesting nation’s 
national structures. 

From one A’s point of view, NATO’s role is much broader and needs a 
mechanism to promote democracy and Western values to be added to the resilience 
policy as countries that do not sufficiently protect their democracy and values are 
more vulnerable to potentially disruptive developments. That points out a dilemma 
between the alliance cohesion and national interests.
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Interpreting these results it should be noted that promoting resilience is first 
and foremost a national responsibility. Although resilience also has collective 
implications and must therefore be thought of within the NATO framework, NATO’s 
role is primarily coordinative and supportive. The member states take on a far 
more important role, which reveals the dilemma between national responsibility and 
erosion of state powers. 

The CEPC is to continue to support the member states by further developing the 
RtCP framework, producing guidelines, and providing a platform for discussion, 
pooling capabilities and resources, and exchange. Furthermore, “best practice” 
recommendations are to be developed. 

8th Baseline Requirement 

Three A called for NATO to develop an eighth, new BLR to promote societal 
resilience. In addition, two further stated the importance of the involvement of 
society in decision-making processes related to societal resilience, in line with a 
“whole of society approach”. Another A noted that the BLRs clearly focus on the 
protection of critical infrastructure. In addition, a new BLR should therefore place 
more emphasis on the perspective of societal resilience. 

Seven respondents (N, M, A) said that the BLRs do not need any changes. 
Further, interviewees commented that promoting societal resilience carries mul-
tidimensional and cross-cutting implications across all BLRs. Therefore, they 
suggested that each BLR should be supplemented with regard to the inclusion of 
aspects of societal resilience. One A even flatly rejected RtCP and thus BLRs as it 
is not the right approach to deal with these challenges for the Alliance in this area. 

Two N suggested that the seven BLRs are a widely accepted and known 
concept. Changing this could cause confusion and pose a challenge for the strategic 
communication of the concept both externally and internally. One N explained that 
societal resilience is not the end state but just another mean to achieve the goal of a 
resilient state. Therefore, the BLRs were developed in an overarching way and not 
specifically tailored to one stakeholder. Another participant (A) criticized that the 
BLRs follow a “top-down approach” and are therefore too inflexible. 

Finally, the survey shows that the majority of respondents do not consider it 
sensible to enhance societal resilience by adapting the BLRs and thus creating an 
eighth BLR. There are some voices that contradict this opinion but mainly with 
the argument that a new eighth BLR will increase the political pressure to act in 
this field. This view cannot be followed for several reasons. Societal resilience 
is a multidimensional and cross-cutting issue that has implications for all BLRs. 
Therefore, all BLRs should be reviewed by the CEPC for these implications and 
adapted accordingly to adequately address societal resilience. 

Furthermore, it should be noted that it would be analytically questionable to 
assign a separate requirement to societal resilience. Since the BLRs are primarily 
sector- or cross-sector-focused and not stakeholder-centred. Based on these mea-
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sures, societal resilience would be given the prominent status that this field deserves 
even without the development of a new BLR. 

Challenges/Obstacles of NATO’s Societal Resilience 

Eight of the interviewees (N, M, A) saw the greatest challenge above all in the 
fact that the promotion of resilience and thus also societal resilience falls primarily 
within the sphere of competence of the member states and that NATO’s role is 
therefore only of a supporting nature. Thus, the further development of the resilience 
policy depends on the political will of the Alliance nations. Two A emphasized that 
societal resilience is primarily a civilian challenge and that military capabilities and 
capacities are important but should not come first. 

One N and one A saw one of the main challenges at the operational level of 
societal resilience as being how this could be measured across the Alliance. Due 
to the divergent cultural, social, media, economic, and political composition of 
the societies of the NATO countries, it is very difficult to develop overarching, 
comparable indicators in this area. In addition, there is the question of how to 
reliably measure supposedly intangible indicators such as “trust in the government 
and its institutions”. 

Six participants (N, M, A) also stated that they saw a challenge in defining 
society. For example, it would first have to be clarified what exactly society 
consisted of. It would hardly be possible to involve every single citizen in the 
decision-making process in the context of developing measures to promote societal 
resilience. Therefore, it is necessary to address selected groups, but this carries the 
risk that the state cannot maintain the required inclusiveness and representativeness 
of its citizens. 

Two M and one N classified the different national political-legal frameworks in 
the implementation of measures to promote societal resilience in the Alliance as 
further major challenges. For example, the rather centralized political system in the 
Netherlands differs greatly from the federal system in Germany. In Germany, more 
stakeholders need to be considered, which makes the decision-making process more 
complex. “This shows that each member state has a unique constitutional system, 
social contracts, and stakeholders. This is a major challenge to reach a political 
agreement”, the NATO official said. 

Two N stated that another problem is that NATO member states are very reluctant 
to share the current state or capabilities of their civil defence structures with their 
allies through the State of the Civil Preparedness Report (or other formats). This 
is a non-mandatory questionnaire designed by CEPC. Thus, no particular needs or 
challenges could be identified in order to develop any specific measures. This is 
mainly due to national pride and national security concerns of some member states, 
according to N. One A stated that in order to be able to improve the area of early 
warning systems of threats, the integration of more qualitative and quantitative data 
(especially data science and big data) is necessary as a large number of organizations
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and authorities are active, which leads to competence diffusion and confusion. He, 
therefore, proposed streamlining the structures and a clear process owner. 

For giving an interpreted summary, the main challenge is that, as explained in 
the previous research question, NATO is not the main stakeholder in the field of 
(societal) resilience. While member states have agreed to strengthen their resilience 
through the Washington Treaty, the 2016 Resilience Commitment, and the 2021 
Resilience Commitment, all three documents are legally nonbinding commitments. 
This means that the extent to which societal resilience is strengthened ultimately 
depends on the political will of the Alliance members. 

It can be assumed that other mainly political challenges, such as the diverging 
threat perceptions and the different historical and cultural perspectives as well as 
political systems of the countries in the alliance, will have an influence on the future 
of NATO’s societal resilience. Due to their geographical proximity to a potential 
aggressor but also due to their historical experiences, the Northern and Eastern 
European NATO countries have a much more positive attitude towards strengthening 
societal resilience than the Southern and Western European Allies. This is mainly 
due to the fact that most citizens of these states have only a limited interest in 
matters of national security or fear a militarization of society and therefore reject 
societal resilience. However, this is primarily a cultural problem. Nevertheless, it is 
therefore important to convey that the creation of societal resilience does not mean 
militarization but rather the creation of redundancies. Furthermore, cross-cutting 
areas of interest must be identified in joint exchange and dialogue. Based on this, 
measures and concepts must be developed that all states in the Alliance can support. 

A final challenge that needs to be discussed mainly at the member state level, but 
is also relevant to NATO’s RtCP framework, is the question of the precise addressees 
of societal resilience. Before measures can be developed, it must first be determined 
to whom they are specifically directed. 

East-West Divide 
Six of the interviewees (N, M, A) emphasized that the threat perception of the 
Alliance members is one of the most important indicators for the willingness to 
enhance societal resilience. Thus, respondents see clear differences in the context of 
the East-West as well as North-South NATO axis in the EuroAtlantic area. While the 
north-eastern nations, due to their geographical proximity to a potential adversary, 
demographic and cultural reasons, and current, but also historical experience, are 
clearly more amenable to societal resilience, the Southern and Western European 
NATO countries tend to reject these developments. 

One N and one M specified in this context that these measures are primarily about 
involving citizens more in national defence efforts (“hard defence issues”). This is 
more likely to be undesirable in the Southern and Western European NATO states 
because countries that traditionally involve their society more in decision-making 
processes (e.g. Northern European countries) have a lower cultural reluctance 
towards civil protection structures and a higher responsibility for national security 
issues. Four persons (N, M, A) stated that the citizens of the Southern and Western
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European NATO societies would deal with national security challenges only little 
or not at all. This is mainly a cultural problem. 

However, three interviewees (N, M, A) said that there are common approaches 
to developing measures to promote societal resilience (“soft defence issues”). All 
NATO countries agree that their citizens must become more resilient to misinforma-
tion and disinformation campaigns. Furthermore, NATO societies should be made 
more aware of cyber and hybrid threats. 

Three participants (N, M, A) went on to say that one of the main challenges was 
to explain to Alliance citizens that building (societal) resilience and redundancy do 
not mean militarizing society. 

COVID-19 Lessons Learned 

Seven respondents (N, M, A) agreed that one of the identified core challenges of the 
pandemic was dealing with mis- and disinformation campaigns. The destabilising 
effect (e.g. loss of confidence in the government, etc.) of these campaigns on 
Alliance societies had been made clear once again. 

One N said that a central pillar of NATO’s societal resilience policy is the fight 
against misinformation and disinformation. This will primarily involve the devel-
opment of effective measures and capabilities to promote awareness, identification, 
assessment, and management of negative information activities aimed at exploiting 
the vulnerabilities of societies in NATO countries. 

One person (M) further explained that the pandemic had brought forward 
new forms of hybrid activities, such as vaccination diplomacy. One scientist also 
explained that the frequency of cyberattacks had increased significantly during the 
pandemic. This also increases the risk of critical infrastructure facilities becoming 
targets of attacks by state or non-state actors. 

Four people (N, M, A) explained that the consequences of the pandemic had 
above all highlighted the sectoral interdependencies between the individual sectors 
and fields of the Alliance economies. This means, for example, that a disruption in 
the transport sector can have a massive impact on other critical parts of the economy 
and society. This also applies across countries and borders. 

Four interviewees (N, M, A) also identified the dependence on foreign supply 
chains as a challenge. Especially at the beginning of the pandemic, it became 
apparent that most production capacities for medical protective equipment (masks, 
etc.) were no longer located in Europe and were therefore not immediately available. 

One A clarified that our current economic system in terms of the “Just in Time” 
model is not suitable to deal with strategic shocks and crises of the magnitude 
of the COVID-19 pandemic. Therefore, moving to a “Just in Case” model would 
allow quick action in times of crisis through some stockpiling and emergency 
preparedness. Two other persons (A) concurred with this view in that way that they 
also considered it necessary for states to increase their reserve capacities in terms 
of the supply of daily necessities and medical equipment. One M further explained 
that there must be adjustments in the BLR’s “ability to deal with mass casualties”.
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It is not only about failures, but the health system must be looked at holistically. 
In addition to promoting civilian resilience, NATO must not lose sight of military 
resilience. One N and one A clarified that it is elementary to involve the population 
more in civil protection. This could be done, for example, through extended first 
aid training, so that civilians can be trained to act as first responders. Another low-
threshold proposal was to sensitize the population to crisis preparedness with the 
help of information leaflets and thus make them more resilient, in line with the 
holistic “whole of society approach”. 

Four respondents (N, A) said that the COVID-19 pandemic had highlighted 
the need to intensify cooperation at both international and national levels. At the 
international level, exchanges should be intensified, especially between the EU and 
NATO. 

At the national level, interdepartmental planning and communication must be 
promoted, as well as general coordination between the micro (local level), meso 
(regional level), and macro (state level) levels of the political systems. In addition, 
civil-military cooperation needs to be strengthened. 

Interpreting the results of the interviews, the following summary can be made. 
From the impact of the COVID-19 pandemic, it can be clearly analysed 

that the Allied countries were hardly able to contain and counter the spread of 
misinformation and disinformation campaigns. The lack of societal resilience in this 
area has a negative impact on NATO societies and, in addition to the direct effects 
of the pandemic, destabilizes them. 

Furthermore, the pandemic once again very clearly showed that there are sig-
nificant economic-sectoral interdependencies. Although this was already known in 
expert circles during the development of the BLR, COVID-19 clearly demonstrated 
to the general public the cascading effects that result, for example, from the loss of 
a large part of the transport sector. It is important to clearly analyse and name the 
interdependencies and then create redundancies. 

The same applies to the dependence on foreign supply chains. It has become clear 
that the functioning of NATO countries is heavily dependent on the functioning of 
supply routes. This includes dependence on system rivals such as China, especially 
in economic terms, or Russia in terms of energy supply. The aim should be to 
promote the diversification of supply chains. In addition, in particular critical 
sectors, consideration should be given, jointly within the NATO (and the EU), to 
repatriating production capacities to Alliance countries. The radical proposal to 
replace the “Just in Time” model, which is widely practised in the economy but not 
very resilient, with a “Just in Case” model can also be seen in this context. However, 
the principle of proportionality or “acting with a sense of proportion” should apply 
here. It is not desirable and, according to the logic of a democratic market economy, 
hardly possible to change an entire economic system. However, incentives should 
be set for key sectors and industries by policy-makers to enable a certain level of 
stockpiling, in cooperation with government agencies, in order to strengthen the 
resilience of the state as a whole. 

In conclusion, the COVID-19 pandemic showed a clear need for optimisation in 
the coordination and consultation processes. This applies to both the national and
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international levels. At the international level, this applies above all to the intensified 
cooperation between NATO and the EU. Therefore, the existing discussion and 
dialogue formats should be further expanded and deepened. 

6.3 Module 3: Policy 

Concrete Measures and Capabilities 

According to five participants (N, M, A), NATO should motivate its member 
states to enhance their strategic communication capabilities with their citizens. The 
population should be more informed, sensitized, and prepared about possible threats 
and dangers. 

Four of the respondents (N, M, A) are in favour of NATO encouraging the nations 
of the alliance to set up national education programmes aimed at strengthening 
citizens’ media literacy. This would mean teaching citizens what misinformation 
and disinformation are, how to deal with such news and information, and how to 
properly identify and analyse sources. 

Seven respondents (N, M, A) claimed that the citizens of NATO societies should 
be more involved in efforts to enhance societal resilience. To this end, NATO 
should encourage its member states to involve their populations in the planning and 
decision-making processes for national civil preparedness. 

In addition, four people (N, M) suggested that NATO or the CEPC should 
develop blueprints and recommendations based on the “Total/Comprehensive 
Defence” model of the Scandinavian countries. This model combines the capacities 
of the national armed forces and the society of a state in a comprehensive whole 
of society approach to national security intended to deter an attack by making a 
target state a very challenging and resilient prospect for an aggressor.164 These, 
then generalized but tested concepts and ideas, could be implemented by NATO 
countries at their own request and thus further increase their societal resilience. In 
this context, two A pointed out once again that promoting resilience is a mostly 
civilian task, that NATO and the national armed forces only have a support role, and 
that the government, universities, and civil society must take the lead. 

Four respondents (M, A) consider the implementation of regular cross-
stakeholder exercises to train the handling of strategic shocks or crises, identify 
optimization potentials, and strengthen cooperation as another important aspect 
that NATO should convey to its member states. One A cited an example from the 
Czech Republic, where a joint exercise was developed between the armed forces 
and relevant players in the Czech industry. The aim was to intensify cooperation 
against hybrid threats and thus strengthen the Czech Republic’s resilience. NATO

164 Wither, J.K. 2020, p. 61. 
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could create a kind of compendium of similar exercises. Allies could access this and 
transfer the exercises to their national circumstances and adapt them accordingly. 

Two interviewees (M, A) said that they thought it would be useful to use the 
expertise of the NATO accredited Centres of Excellences. This way, they could 
possibly develop courses and training programmes for member states and support 
exercises. One A particularly highlighted the new Resilience Centre of Excellence 
in Romania, which has so far only been operated nationally but is striving for close 
cooperation with NATO and the EU. 

Two N and two M explained the evaluation of the resilience of NATO countries 
based on the biennial Civil Preparedness Report as part of the NATO Defence 
Planning Process. In this way, any gaps and needs for optimization could further 
be identified. One N added in this context that countries should continue to be 
encouraged to share confidential data from the reports. A peer-to-peer review 
process could thus incentivize states to address challenges in the relevant areas 
more quickly and allocate more resources in the course of comparison with partner 
nations. 

In order to effectively promote (societal) resilience, five participants (N, M, 
A) called for close cooperation between the EU and NATO. In contrast, the EU 
has the possibility to use legal instruments that are binding in nature, as well as 
financial resources to promote resilience. One M stated it was important to have 
only one resilience framework within which the approaches of NATO and the EU 
were complementary. 

In order to deal with the challenges of misinformation and disinformation 
campaigns in the Alliance, member states sensitized and, above all, informed 
citizens. Therefore, member states should strengthen their capacities for strategic 
communication with the population. States must be able to communicate infor-
mation to citizens quickly, accurately, and comprehensively in order to effectively 
counter mis- and disinformation. In addition, there is a long-term and far-reaching 
measure of strengthening media literacy among the population. It is important to 
teach citizens how they can check sources, what misinformation and disinformation 
actually are, and how they can deal with them. It is important to reach all social and 
age groups. Therefore, the members of the Alliance should set up national education 
programmes that start at school and continue through adult education institutions 
and other public institutions such as libraries. 

Critically, however, it should be noted in this context that the fight against 
misinformation and disinformation is only one side of the coin. Most of the time, 
these campaigns are based on the exploitation of fault lines that already exist within 
society. It is therefore important that countries close these fault lines as best they 
can, but this is not an issue for NATO. 

Furthermore, citizens must be made more aware of national security issues. 
This can be achieved through increased involvement in political discussion and 
decision-making processes in this area. Some countries have also called for NATO to 
develop a generalized concept based on the “Total/Comprehensive Defence” model 
to increase citizen involvement. This is to be supported, but the implementation of 
such a model should remain voluntary, as it has been the case so far.
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Furthermore, the member states should be encouraged to conduct cross-
stakeholder exercises and thus involve socially relevant actors within the framework 
of a “whole of society” approach. NATO should catalogue these exercises in 
a generalized form and enable allies to adapt them to national conditions and 
circumstances. 

The last field of action is enhanced cooperation with the EU. It is essential to use 
the EU’s financial and legal resources in a harmonized way with NATO in the area of 
resilience. Therefore, existing dialogue and exchange formats should be consistently 
expanded and deepened in order to ensure a complementary resilience framework. 

4th Core Task 
Two of the interviewees (M, A) said that strengthening resilience should be 
anchored in NATO’s new Strategic Concept as a fourth core task. M pointed out 
that this would be a good way to give more weight to Article 3 of the NATO 
Treaty within the Alliance. Furthermore, this would also be in line with policy 
developments within the EU, which are also about to assign more importance 
to resilience. One A argued that resilience is the basis for NATO’s other core 
tasks. However, it is a different dimension of security that needs to be considered 
separately. Therefore, it needs special attention, which would be given if resilience 
were to become NATO’s fourth core task. 

Four of the respondents (N, M, A) rejected the idea that resilience should be 
elevated to NATO’s fourth core task. Three interviewees (N, M) saw resilience in 
differentiated forms and with varying relevance as the basis for fulfilling the other 
core tasks. Therefore, there would not be a need for a new, separate core task, but 
resilience implications should be reflected in each of the three core tasks. One N 
noted that NATO’s core tasks are currently very well balanced and that it would 
therefore be politically very complex to develop a fourth pillar. Disagreeing with a 
fourth core task, two other participants (N, A) saw resilience primarily anchored 
in the first core task: “collective defence”, as resilient state structures form the 
backbone for a successful defence of the NATO states. In addition, there is the 
deterrent character that resilient states exude towards potential aggressors. 

Neutrally replying four respondents (N, M, A) agreed that NATO needs to do 
more in the area of resilience and that this should definitely be strongly reflected in 
the Strategic Concept, but whether this means that resilience should be elevated to 
the fourth core task is still unclear. 

One A expressed concerns that NATO has only limited options in resilience 
policy and that it would therefore be more important to involve the member states 
more. National governments, economies, and societies are ultimately responsible 
for implementing resilience measures. 

Interpreting the result, it is clearly more complex whether NATO should include 
resilience, as part of the revision of the new Strategic Concept, as a fourth core 
task alongside collective defence, crisis management, and cooperative security. The 
argument in favour of inclusion is that resilience is a basic condition for fulfilling 
the other core tasks. The Resilience Commitment 2021 and the ambitions of NATO 
2030 consequently see resilience as one of the pillars and an important part of
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NATO’s response to the changing security landscape in the coming decade. In 
addition, the political significance as a core task can have a positive impact on 
the will-building process to promote resilience in the member states. This qualifies 
resilience as a core task in its own right. 

This is contradicted by the fact that resilience is primarily a national matter and 
the NATO only has a supporting and coordinating role. Classifying it as a core task 
would not adequately reflect this competence. In addition, there are some voices that 
see resilience as a basic prerequisite for the other core tasks but do not attach such 
high importance to it, and therefore there is no justification for a separate core task. 
Other voices place resilience primarily in the first core task “collective defence” and 
therefore see no need for action. 

This discussion shows that resilience, whether as a core task or not, will be one 
of the central themes of the concept, which is an explicitly positive development. In 
the sense of answering the research question, it is to be hoped that resilience will 
be elevated to the fourth core task; the political effect or the pressure for action 
that this will trigger cannot be overestimated. Nevertheless, as described in the 
introduction, the most important thing is that resilience is reflected in the overall 
concept in accordance with its importance. 

6.4 Module 4: Development 

Resilient Society from Scratch 

According to seven of the interviewees (N, M, A), a central pillar of a resilient 
society is an education policy that informs the population about how to deal with 
classic and modern crises and shocks and also teaches media literacy. This includes, 
for example, the development of leaflets or physical and online crisis training. In 
this way, the individual resilience of each citizen can be effectively enhanced. In the 
area of media literacy, it is important to give children the necessary tools at school to 
enable them to analyse, question, and assess information, news, and sources. One M 
explained in this context that it was elementary to reach all parts of society and 
especially the age groups that are vulnerable on the internet within the framework 
of an education policy. 

Six of the interviewees (N, M, A) pointed out that a resilient society is not 
possible without empowered citizens participating in political decision-making and 
planning. Therefore, it is necessary to develop national crisis and emergency plans 
in cooperation with relevant societal stakeholders. 

Two A and one N went on to say that the citizens of NATO countries are 
a huge untapped resource that countries should use in the context of promoting 
societal resilience. However, this requires a fundamental paradigm shift: Alliance 
societies and their citizens should no longer be seen merely as vulnerable individuals 
who behave in a purely reactive manner and need protection in the event of a 
crisis but as a potential resource in crisis management. In this context, one M and
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one A called for strengthening the individual resilience of each citizen. However, 
this primarily meant stockpiling emergency supplies. Extensive civil protection 
and alert systems are part of a resilient society, according to one M. Continuing 
this comment the ability to recognize threats at an early stage is also part of 
a resilient society, as one A stated. According to one M, the central principles 
of crisis management (responsiveness, subsidiarity, cooperation, and similarity) 
should guide a resilient society in general. In addition, three participants stated 
that successful and sustainable cooperation between the relevant stakeholders is 
another basic condition for a resilient society. This includes above all the exchange 
and coordination between state actors, the private sector, and society at national, 
regional, and local levels. However, the close socio-economic interdependencies and 
connections with allied states must also be considered. Therefore, cooperation must 
also be promoted at the international level. 

Three interviewees (A, N) particularly emphasized cooperation with the private 
sector. As the owner and operator of most critical infrastructures on which the 
survival of society depends, the private sector must be particularly protected 
from disruption. Furthermore, the private sector should be encouraged to prepare 
for possible shocks or crises by creating redundancies in order to minimize the 
damage to society. The cooperation between all the above-mentioned levels, the 
implementation of the contingency plans, and the training of the personnel required 
for this should be trained in regular joint, interdisciplinary exercises. 

Eight of the interviewees (N, M, A) considered the democratic system of NATO 
countries as an elementary prerequisite for a resilient society. Several participants 
(N, M, A) clarified that democratic mechanisms, principles, norms, and values such 
as rule of law, openness, transparency, good governance, a sense of community 
and belonging, unity, respect for and protection of human rights, accountability of 
the state and clarity about the state’s strategic goals and overall interests are very 
important as basic conditions for a resilient society. 

Five interviewees (N, M, A) made it clear that they see a high level of trust 
of the population in their government and the general government’s actions as an 
existential condition for a resilient society. Thus, citizens would only implement 
and support government measures if they had a general trust in the government’s 
decisions. 

One A stated that, in addition to promoting democratic norms and values, it is 
important to solve internal societal fault lines and social problem areas through 
joint dialogue. It happens often enough that misinformation and disinformation 
campaigns exploit these fault lines to further deepen political polarization and thus 
the destabilization of society.
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6.5 Module 5: Reflection 

CIMIC and CMI Contribution 

Seven people (N, M, A) saw CIMIC primarily in a supportive, non-leadership role 
in promoting societal resilience. 

Five of the interviewees (N, M, A) saw the liaison function as the main task 
of CIMIC. It is important to build up and deepen a civil-military network and to 
intensify and institutionalize the general dialogue between military and civilian 
agencies (state authorities, private sector, and civil society). This applies to the 
strategic as well as the regional and local levels. In this way, information can 
be exchanged, and challenges and requirements (both from the military and from 
civilian partners) can be coordinated in times of crisis. In general, it is important 
in times of crisis to know who is the responsible body or person, how the 
respective processes work, and how the stakeholders involved interact with each 
other. Furthermore, three participants (N, M) noted that within the framework of the 
liaison activities, the opportunity should be used to explain the military activities 
to the population or the respective counterpart and to promote understanding. This 
also promotes mutual trust and general transparency. Based on the liaison function, 
six interviewees (N, M, A) saw the creation of a comprehensive situation picture 
of the civilian situation on the ground as an important contribution of CIMIC to 
strengthening societal resilience. This would ensure that both the military command 
level had the necessary data and information as a basis for decision-making and 
that this information as a whole could flow into the overall situation picture of all 
stakeholders. 

Based on the results of the study, the role of CIMIC and CMI in promoting 
societal resilience is mainly supportive. Nevertheless, CIMIC plays an important 
role in this framework. 

The CIMIC core function “Civil-Military Liaison” and the associated develop-
ment of a civil-military network at all levels should be emphasized. Especially in 
times of crisis, it is eminently important to know all relevant stakeholders, but 
above all to know about their understanding of their roles, the processes, needs, 
and challenges of the respective organisations. CIMIC can promote and moderate 
this exchange. This promotes joint cooperation, reduces potential obstacles and fear 
of contact, and increases transparency and understanding of military activities. 

Added to this is the ability to develop a comprehensive picture of the civil 
environment. Based on this, it enables both the military leadership and the other 
relevant actors to make evidence-based decisions. Therefore, the role of CIMIC 
tends to be bigger before the deployment as in the actual deployment (in the context 
of a collective defence scenario), it is about building good relationships and having 
a large-scale analysis of the host nation’s structures.
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7 Conclusion and Recommendations 

In order to answer this initial question “what can NATO and its entities do 
to strengthen the Societal Resilience of its member states?”, the term (societal) 
resilience was first delimited and defined in general and especially in the NATO 
context. In essence, the meaning of resilience is about resisting or overcoming 
abrupt crises and shocks in order to maintain essential functions and thus the 
system as a whole. Furthermore, NATO’s resilience policy was presented from a 
historical perspective in order to provide the necessary contextualisztion to answer 
the research question. 

The exploratory part of the research showed that the respondents have a common 
understanding of what resilience means in the NATO context – even without 
an official definition. Nevertheless, the results show that a definition would be 
desirable. This includes the further illustrative use of the “bounce-back” effect 
to describe a complex process chain. However, it must be clear that this is not 
a backward-looking, sudden process, but a future-oriented, long-term adaptation 
process. 

In the context of the question of a perfect resilient society, the two most 
important basic conditions could be identified, which are, however, interdependently 
linked to each other: a strong democratic basis combined with a high level of 
trust in the government and, secondly, well-informed and resilient citizens. This 
includes promoting the strengthening of democratic mechanisms and institutions 
but also acting based on values and norms. At the same time, this increases trust in 
government, which is essential for effective governance in times of crisis. Informed 
and resilient citizens have an adequate level of media literacy and are well prepared 
for crises of all kinds (both cognitively and practically). 

However, NATO also made it clear in this context that strengthening the 
resilience of member states is first and foremost a national responsibility. This 
ensures that each state is able to promote its resilience according to its own 
requirements and resources. Another important aspect in this context is the increased 
cooperation with relevant partners, such as the EU, in order to generate synergies 
and harmonization in the field of resilience. NATO should continue to support the 
member states as best it can with the help of the means at its disposal, as a platform 
for resources, ideas, coordination, and discussion. In this context, three main 
challenges could be identified that constrain NATO in the area of enhancing societal 
resilience. The biggest and most important challenge has already been explained. 
NATO is not in the leadership role; member states are. Therefore, all progress is 
dependent on the political will of member states. The research showed that this can 
vary widely within NATO. The divergent threat perceptions and historical as well as 
current experiences provide explanations for the fact that the North and Eastern 
European NATO partners are clearly more positive about initiatives to promote 
societal resilience than the South and Western European NATO countries. In this 
context, it is particularly important that the member states and also NATO address 
the fears of the societies of the latter states and convince them that strengthening
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societal resilience is not a militarization of society. Instead, it is a matter of creating 
redundancies in key capabilities and capacities. Finally, the addressee problem of 
societal resilience could be identified. This involves defining which parts of society 
should be involved in the process of demanding societal resilience and how. This is 
a challenge for both NATO and the member states. 

In order to strengthen the societal resilience of NATO countries, a number of 
concrete proposals were developed. Implications of societal resilience should be 
incorporated into each of the seven BLRs. Furthermore, consideration should be 
given to making resilience a core function in NATO’s new Strategic Concept. 
This could further increase the commitment of member states to allocate material 
and financial resources in this area. In addition, NATO should encourage member 
states to develop their national capabilities for strategic communication with their 
citizens. Rapid access to accurate and reliable information is essential to combat 
misinformation and disinformation. Furthermore, NATO should develop proposals 
based on the “Total Defence” model to involve citizens more in national security 
preparedness. In addition, member states should be encouraged to hold cross-
stakeholder exercises that explicitly involve actors relevant to society. Finally, 
increased cooperation with the EU should be mentioned. 

The role of CIMIC and CMI in promoting societal resilience is primarily of a 
supportive nature within NATO. At the same time, the CIMIC core functions must 
be continuously fulfilled. The development of a civil-military network is eminently 
important in order to be prepared for a crisis. In addition, the ability to analyse the 
structures of the host nation is also very important. 

Therefore, the data from the interviews reveal the following recommendations 
with regard to our starting research question (“What can NATO and its entities do 
to strengthen the societal resilience of its member states?”): 

1. Continuation of NATO’s support role for member states as a platform for 
resources, ideas, coordination, and discussion 

2. Development of a generalized “Total Defence” concept for the Alliance 
3. Support in solving the “addressee problem” of societal resilience 
4. Encouraging member states to diversify their relevant economic supply routes 
5. Encouraging member states to develop strategic communication capabilities 
6. Encouraging member states to develop media literacy and crisis/shock informa-

tion programmes 
7. Encouraging member states to develop resilience training courses 
8. Increased cooperation with the EU 
9. Introducing resilience as NATO’s fourth core task 

As the results of this study show, the enhancement of societal resilience will 
be one of the central tasks of NATO and its member states in this decade. Only 
countries that are resilient across all stakeholders will be able to cope effectively 
with future challenges. Therefore NATO and its member states must continue to 
strengthen resilience as the first line of defence.



The Psychological Dynamics 
of Leadership amid a Crisis 

Christos Tamouridis, Miguel Moyeno, and William A. Pasmore 

1 Introduction 

Since the dawn of human civilization, humans have faced dilemmas that have 
required leaders to navigate groups of people amid crises. History tells stories of 
leaders that led their civilizations through crises such as famine, disease, drought, 
natural disasters, and war. Similarly, modern leaders have to lead their respective 
nations through crises such as political division, (cyber) terrorism, genocide, climate 
change, and global pandemics. Although the scope and complexity of a crisis may 
vary, the psychological dynamics a leader experiences when a crisis hits remain 
consistent. Leaders and how they react to crises are as relevant in history as it 
is today. Perrow [33] studied the dynamics of leaders facing crisis situations and 
developed what is referred to as “Normal accident theory,” which contends that we 
should accept that crises of various kinds are to be expected due to the complexity of 
systems, as is the mishandling of those crises by leaders. While helpful in pointing 
out the problem, Perrow’s work was less useful in guiding leaders toward actions to 
prevent or deal with crisis situations. 

This article attempts to clearly define and clarify the different psychological 
dynamics that a leader will experience during a crisis. We begin the article with 
a modern crisis that paints a clear picture to the reader of what leaders will 
experience when a crisis hits. Several psychological dynamics will be discussed and 
are not limited to bias, ambiguity, lack of structure, decreased team performance 
due to groups staying paralyzed and avoiding making any decisions, dormant and 
destructive group dynamics such as “power grabs” and “challenges to authority,” 
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the oversaturation of information, and the pressure of the expectation of having to 
make a quick and yet correct decision. 

2 Modern Crisis 

As the world welcomed the year 2020, an unexpected and unfamiliar disease rapidly 
spread throughout the world upon its initial case report in Wuhan, China. Within 
a short time, the infection rate skyrocketed, and “over one-hundred and thirteen 
million infections were registered globally, with over two million deaths” ([25], 
p.1). This unknown disease is what we now know as the Novel Coronavirus 2019 
(COVID-19), and it was recognized by the World Health Organization (WHO) as 
the second pandemic of the twenty-first century [25]. As a global community, we 
are still dealing with the aftermath of the height of this pandemic because it affected 
every aspect of modern society. 

This global health crisis challenged our economies, governments, societies, and 
our way of life. Leaders were called upon to navigate their systems through a very 
volatile, uncertain, complex, and ambiguous (VUCA) environment. This pandemic 
challenged traditional modes of working and heightened anxieties concerning the 
ability of organizations to continue operating. As leaders began to experiment with 
hybrid work to compensate for mandated isolation and quarantines, they began to 
experience unprecedented difficulties, especially with issues regarding their work-
force. Teams did not know how to function virtually, decision-making was made 
difficult by the lack of helpful information regarding the duration of the pandemic, 
and for a time, some organizations operated less effectively or were forced to 
shut down operations altogether. The ambiguity and lack of stability cultivated 
destructive group dynamics, worsened cooperation, and distanced people from 
each other. As leaders attempted to cope with these perilous group psychological 
dynamics, teams were expected to make sound and rapid decisions and perform 
as well as before the COVID-19 pandemic. The stakes were as high as ever in the 
previous 20 years, demanding world leaders react quickly and effectively to alleviate 
the crisis and bring back the status quo. In fact, we now know that a return to the 
status quo is impossible and that the unanticipated effects of the pandemic on supply 
chains and the future of work are likely to be permanent. Looking back, the question 
is, “What might leaders have done differently to anticipate and react to the threats 
posed by the pandemic or other similar crises?” 

3 Defining Psychological Dynamics, Crisis, and Leadership 

Many definitions exist to define psychological dynamics, crisis, and leadership. 
Psychological dynamics is an “emotional interpretative tendency that affects the 
internal dialogue related to a meaningful event. It may influence the development
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of positive or negative outcomes after stressor events” [29]. One of Merriam-
Webster’s definitions of crisis is “an unstable or crucial time or state of affairs 
in which a decisive change is impending” and “a situation that has reached a 
critical phase” [30]. Our definition of leadership is based on several influences. 
Professor of Psychology and Education at Columbia University, Warner Burke, 
defines leadership as the act of making something happen that would not otherwise 
occur through a negotiated social relationship between the leader and his or her 
followers [5]. Thus, leaders, by definition, are responsible for creating the future 
realities that people in their organizations experience. Leaders who recognize this 
and are more comfortable shaping the future rather than simply reacting to threats 
are also more likely to delay closure to understand the issues more fully before 
acting [41]. 

Research on leadership has led to the development of five schools of thought. 
The five are the trait school of leadership, behavioral, situational, transformational, 
and character theories [32]. Trait or “Great Man” leadership theories explain that 
charismatic leaders have specific innate characteristics such as intelligence, self-
confidence, determination, integrity, and sociability. In essence, this theory contends 
that great leaders possess traits that distinguish them from their more ordinary 
counterparts. In a crisis situation, this theory would contend that success is most 
highly related to having the right person in charge. However, scientific research has 
not yet found a strong relationship between the traits of leaders and their success in 
the role [32]. 

Behavioral theories of leadership suggest that leader behavior is twofold. It is 
either aimed at meeting the group’s task requirements and prioritizing the task 
at hand, or it is aimed at meeting the group’s social and emotional needs and 
prioritizing people’s concerns over goal accomplishment [32]. Behavioral theories 
argue that the most effective leaders are those who pay attention to both the task and 
emotional needs of their followers. While useful conceptually, behavioral theories 
provide little guidance to leaders who must make difficult decisions in the face of a 
crisis. 

Situational leadership theories propose that leadership styles should match the 
situation at hand. House’s Path-Goal Theory [18] proposes that leaders can choose 
from four discreet behavioral styles to match the demands of the situation and their 
followers. These styles are the following: directive, supportive, participative, and 
achievement-oriented. Participative leader behavior results in follower satisfaction 
in situations where the task is nonroutine and for self-directed followers who 
like to take the initiative. Directive leader behavior produces satisfaction and high 
performance among followers with high needs for clarity and direction. Supportive 
leader behavior results in follower engagement in situations where the task is 
highly structured and the follower needs some guidance. Achievement-oriented 
leader behavior is good for diligent and conscientious followers and improves 
performance, especially when followers are committed to specific goals [32]. 
Situational leadership would dictate that during a crisis, where the task is nonroutine 
and followers lack relevant expertise, leaders should adopt a more directive style. 
The problem with this, however, is that leaders are no more prepared to deal with
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the crisis than their followers and further need the creativity and commitment of 
their followers to see the crisis through. 

The emergence of transformational leadership as a fundamental approach to 
leadership began with a classic work by political sociologist James MacGregor 
Burns titled “Leadership” [7]. It is defined as “the process whereby a person engages 
with others and creates a connection that raises the level of motivation and morality 
in both the leader and the follower. This type of leader is attentive to the needs and 
motives of followers and tries to help followers reach their fullest potential” ([32], 
p. 264). Bass and Riggio [2] enriched Burns’ model proposing that transformational 
leaders have idealized influence and charisma by being strong role models. They 
inspire and motivate their people by communicating high expectations. They try to 
stimulate their followers intellectually by challenging their own beliefs and asking 
them to remain creative and innovative. Finally, leaders consider each follower 
separately and adjust their actions to the specific needs of each follower. 

In a crisis, transformational leaders would demonstrate confidence in their 
followers to deal with the situation and be open to suggestions, both of which are 
helpful behaviors. However, confidence and openness to suggestions can only go 
so far in resolving the actual crisis or dealing with the anxieties and doubts that 
followers experience when leaders have no clear answers to guide them. 

Character theories of leadership focus on the ethical and characterological 
dimensions of the leader. They are thoroughly analyzed in Covey’s Seven Habits 
for Highly Successful People, Greenleaf’s Servant Leadership, and Goleman’s 
Emotional Intelligence. Covey’s Seven Habits are to be proactive, begin with the 
end in mind, prioritize, think win-win, seek first to understand, and then to be under-
stood, synergize, and sharpen the saw [9]. Greenleaf’s servant leadership tenants 
are listening, empathy, healing, awareness, persuasion, conceptualization, fore-
sight, stewardship, commitment to growing others, and building community [16]. 
Goleman’s Emotional Intelligence attributes are self-awareness, self-regulation, 
motivation, empathy, and social skills [15]. These dimensions of character, once 
developed, serve leaders well across situations, including during a crisis. However, 
their development must precede a crisis to be of utility during the crisis itself, and 
their application requires reading the situation correctly to decide which aspects of 
leadership should be brought to the forefront in the moment. 

While the study of leadership provides clues, none of the major theories extant 
provide the guidance that leaders facing an actual crisis need. As noted above, 
advances in leadership studies have provided more context and research for leaders 
and how they should act. Interestingly, the abundance of these studies does not 
address the psychological dynamics at play during a significant threat situation. We 
argue that understanding these dynamics allows leaders to read the situation more 
effectively and make better decisions about how to engage their followers in the 
moment. What distinguishes our approach from other studies is that we suggest that 
certain variables exist during every crisis, no matter the complexity or the scope. 
We contend that leaders in a crisis can diagnose the intense psychological dynamics 
that will manifest themselves, foresee several dysfunctions within their group or



The Psychological Dynamics of Leadership amid a Crisis 525

organization, and proactively prepare themselves to react as effectively as possible, 
considering all the underlying complexity. 

4 The LEADER Framework 

The framework we propose is an action plan for leaders to establish a sound, 
accurate, and unobstructed picture of the organization and the broader picture that 
all relevant stakeholder constituencies can easily fathom. This action plan will 
enable leaders to understand their organization’s psychological dynamics at play 
in order to set the right conditions for effective and efficient crisis management. 
The LEADER framework is an acronym and stands for: Leveraging the external 
environment, Examining (and embracing) the group dynamics, Acknowledging 
culture, Developing the working group into a team, Enhancing psychological safety, 
and Running Simon’s Normative nonrational decision-making model. We postulate 
that by following this model, leaders and their teams can be in the best possible 
position to deal with the impending crisis effectively. 

4.1 L: Leverage the External Environment 

In 1936, psychologist Kurt Lewin wrote a simple equation that changed our 
thinking about people and human behavior [23]. In simple terms, he said that 
behavior is a function of the person in their environment. In order to accurately 
determine behavior, Lewin’s equation holds that one must consider and examine 
the environment at the exact moment the behavior occurred. Thus, leaders must 
understand how to influence perceptions of the external environment if they wish to 
promote specific behaviors from their people. 

Organizations operate in an open environment, meaning they constantly need to 
interact with their environment to survive. Open systems theory proposes that orga-
nizations continually interact with the external environment and are thus affected 
by external forces that will affect their function [31]. External environmental 
forces include technology, a changing workforce, social and political changes, 
marketplace/economic changes, and anything else that can affect an organization’s 
status quo. 

During a crisis, leaders must pay closer attention to how the external environment 
is affecting their organization. Then, they must use the knowledge they gain to 
help followers make sense of what is happening in ways that allow productive 
adjustments to evolving conditions to occur. 

There are several models that offer guidance on how a leader of a large 
organization can scan the external environment and proceed to educated analyses 
and decisions. These models include and are not limited to Porter’s Five Forces 
analysis [34], PESTEL (Political, Economic, Social, Technological, Environmental,
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and Legal factors) analysis [1], and the scanning of megatrends (artificial intelli-
gence, demographics, drones, big data, renewable power, technology, generations 
differences) affecting the broader environment. 

The goal of studying the external environment is for the leader to prepare as much 
as possible for likely future scenarios but also to use history to raise questions about 
the unknown and unexpected. Risk analysis [8] is a discipline that provides methods 
for leaders first to identify and then prepare responses to threats not previously 
identified. While even the most disciplined approaches to risk management may 
not predict the timing or impact of a specific crisis, the practice of conducting risk 
assessments will prepare leaders to more quickly formulate appropriate responses 
based on the work they have previously done. The threat of a pandemic was known 
by many, for example, but few had practiced the discipline of engaging in risk 
assessment of how this known threat might affect their organizations and what a 
viable response to such a threat would require. 

4.2 E: Examine (and Embrace) the Group Dynamics 

Group dynamics refer to behavioral and psychological processes that occur inside 
(intragroup dynamics) or within social groups (intergroup dynamics). A group is 
two or more freely interacting people with shared norms, goals, and a common 
identity. A group is not synonymous with a team because teams are a small number 
of people with complementary skills who hold themselves mutually accountable 
for a common purpose, goal, and approach [21]. Individuals in groups experience 
hopes and fears manifested in their unconscious and interpersonal dynamics. These 
dynamics include identity, control, influence, needs and goals, acceptance, and 
intimacy [37]. 

According to Wilfred Bion, a significant contributor to the study of group 
dynamics, a crisis destabilizes groups and surfaces all the dormant group dynamics 
that might be covert in the status quo [4]. Group members unable to recalibrate 
immediately after a turbulent event tend to act as if the work at hand is not the 
primary priority (go off-task). These groups will find it challenging to stay on task 
because they are in one of the following destructive states: dependency, fight or 
flight, or pairing. Dependency is when the group acts like the leader is the only one 
responsible for the group’s work and remains stagnant. Fight or flight is when a 
group’s task is to fight or to flee (avoid) rather than do its actual work. Pairing is 
when a group finds a pair to “pin” the work on for the future. No work happens 
in the present, and all look to the pair to solve the group’s problems in the future. 
Therefore, the leader should be cognizant of these three group behaviors and prevent 
them as early as possible. 

Another characteristic of group dynamics is what Marshak [26] called “covert 
processes.” These processes are out-of-awareness, hidden, or unconscious factors 
that impact individuals and organizations and usually remain unseen, unspoken, 
or unacknowledged. They include hidden agendas, blind spots, organizational
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politics, the elephant in the room, secret hopes and wishes, tacit assumptions, and 
unconscious dynamics. While some of these processes are well hidden, others are 
often in plain sight. 

For leaders in a crisis, understanding group dynamics and surfacing covert 
processes allows for more effective engagement of their followers. Leaders who 
are blind to the emotional reactions of their followers presume that their directives 
are being heard, interpreted, and acted upon appropriately. Not receiving questions 
or observing dissent, leaders presume agreement from followers when panic, 
confusion, or disbelief may be predominant emotions. Clearly, the extent to which 
followers are fully engaged and onboard with the plans for responding to the crisis 
will influence the effectiveness of the response. 

By taking the time to seek and understand information that speaks to the state 
of group dynamics and covert processes, leaders facing crises are able to “read the 
room” more effectively and address issues that might otherwise slow or prevent 
the desired actions to be taken. Leaders who are skilled in these observations will 
recognize how the lack of psychological safety [12] will hinder the higher-level 
functioning of individuals as their emotions are turned toward survival needs [27]. 

While leaders cannot guarantee that the organization will survive the crisis, being 
transparent about the situation and acknowledging concerns can help redirect energy 
toward finding solutions. Meeting followers where they are instead of assuming 
they are in a place that allows them to jump into action allows leaders access to the 
commitment that is needed to bring the resources followers possess to fight the fire. 

Finally, we should address the relationship between power and leadership that 
will affect leadership during times of crisis. The power of leaders will be challenged 
during a crisis because such events breed instability and chaos. According to 
French and Raven [14], leaders derive power over followers from several sources. 
These include legitimate power or power based on position, expert power or power 
based on special knowledge and expertise, and referent power or power based 
on admiration of others. In a crisis, leaders should rely on legitimate power to 
engage their followers in deciding how best to address the situation if time allows. 
Rather than claiming expertise that they do not possess, leaders should rely on 
referent power to influence followers to stay and work through the crisis by being 
open, humble, and respectful of the feelings that their followers are experiencing. 
Claiming expertise that they do not have or using their legitimate power to order 
followers to take actions that followers do not support will undermine the ability of 
leaders to deal as effectively as possible with the crisis situation. 

4.3 A: Acknowledge Culture 

Organizational culture is “the set of shared, taken-for-granted implicit assumptions 
that a group holds and that determines how it perceives, thinks about, and reacts to 
its environment” [36]. Another definition, according to Burke and Litwin [6], is “the 
collection of overt and covert rules, values, and principles that guide organizational
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behavior and that have been strongly influenced by history, custom, and practice.” 
Therefore, culture determines the actual way people will react to an unexpected 
threat or event. 

The function of culture is fourfold: to provide a shared organizational identity, 
a sense-making device, a means for collective commitment, and, finally, social 
stability system. Leaders must assess how the crisis will be viewed through the prism 
of history, values, communication, and socialization and understand that culture is 
communicated mostly indirectly by stories, rituals, material symbols, and language. 
The basic underlying assumptions, the taken-for-granted beliefs [36], perceptions, 
thoughts, and feelings, will be the ultimate source of data for grasping the natural 
way of dealing with the organization’s problems. A crisis, since it is an abrupt event, 
will most likely affect the organization’s climate; thus, its cultural way of thinking 
and acting will remain in place. Leaders must therefore attend to their organization’s 
culture before a crisis occurs. Once a crisis hits, it is unrealistic to expect that a 
culture of collaboration, self-sacrifice, creative innovation, or openness to change 
will suddenly emerge, despite the clear need for such things. While followers may 
agree that these acts are needed, they will have little experience in practicing them, 
limiting the effectiveness of their attempts to do so. 

In contrast to organizational culture, organizational climate is “the collective 
current impressions, expectations, and feelings of the members of local work units” 
[6]. A crisis will impact the organization’s climate and will push the organization 
to react unconsciously through the lens of its engrained organizational culture. 
Therefore, a leader should know that even if their team climate is good, they 
should not relax. Instead, they should be open to the previously mentioned indirect 
manifestations of the organization’s engrained culture. 

Values are concepts or beliefs that pertain to desirable end states or behaviors 
that transcend situations and guide the organization’s selection or evaluation of 
the behavior of events. A leader armed with this information should leverage 
espoused and enacted values of the organization to help the organization navigate 
the current crisis. The leader should play to the organization’s strengths and past 
accomplishments in order to build confidence on the part of followers regarding their 
ability to respond to the situation at hand. A leader should tap into the organization’s 
basic underlying assumptions that lay dormant in the organization’s slogans, goals, 
acronyms, sayings, stories, legends, and myths to help the organization use these 
values as the ultimate source of action. Examples of values that a leader should call 
to action during a crisis include teamwork, participation, commitment, loyalty, and 
high performance. The ability to tap into the organization’s primordial values will 
enable it to find strength in an unbroken chain of history that traces its origins to 
its founding vision, mission, and purpose. During a crisis, a leader must harness 
the organization’s cultural values; communicate the culture through stories, rituals, 
material symbols, and language; and channel this collective effort toward the crisis 
that threatens the organization’s very existence.
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4.4 D: Develop the Working Group into a Team 

Before stepping into how to transform a working group into a team, it is crucial 
to clarify the two terms since they are not the same. Katzenbach and Smith [21] 
describe a working group as a collection of people with a strong and focused leader, 
individual accountability, and individual work products. According to Kinicki [22], 
“teams are collections of two or more individuals whose tasks and responsibilities 
depend on the other members, are collectively accountable for the performance and 
outcomes associated with their work and work together for the time required for 
tasks completion.” Therefore, the crucial distinction between a working group and a 
team is that team members are committed to a collective purpose and to one another 
in serving that purpose [20]. 

However, analyzing different kinds of crises globally and their respective 
handling, we observe that the people responsible for dealing with a crisis resemble 
a working group more often than a team. They seem more interested in delivering 
individual results without being committed to a greater coping plan. Respectively, 
we witness people in charge act primarily as managers and less as leaders. They 
seem more preoccupied with micromanaging the situation than looking at it from 
a broader lens. Thus, their influence is shallow, and the actions they take do not 
result in the coming together of individuals who must collaborate in order for the 
organization to respond effectively to the threat. 

The shift from a manager to a leader and from a working group to a team is 
neither easy nor simple. We are dealing with a profoundly demanding endeavor 
since the leader will have to face a very complex situation and, at the same time, 
lead among a group of professionals – decision-makers in their respective fields – 
and provide guidance and clear direction. Thus, the following described mechanics 
aspire to enhance the leader’s capabilities of building a nimble and efficient team to 
ensure the most effective outcomes. 

The Core Characteristic of a Team 

As noted above, the core characteristics that define a team are not present in every 
group or assembly of people. Therefore, whoever aspires to build a strong team 
should ensure that all of the following characteristics are present in their team. A 
team is a collection of people that share a social identity as a unit, have common 
goals, and are interdependent since they are all responsible for the byproducts 
of their outcomes. They experience constructive or problematic group dynamics 
and have clear boundaries from the outer environment. Finally, they have distinct 
and complementary roles in that the sum of all the members’ efforts leads to 
accomplishing the initially agreed-upon goal [3, 40].
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The Mechanics of Turning a Working Group into a Team 

Hackman (1989, as cited in Khan, 2008) defines team effectiveness by two criteria: 
high performance and optimal team processes. Team performance is measured by 
the products that meet or exceed performance standards and those who receive or 
evaluate those products. Team processes are defined as interactions among group 
members that enhance their abilities to work together as a performing unit. Mathieu 
and Rapp [28] contend that many teams jump directly into performing the alleged 
goal without taking time to address how they will manage their team processes. 
Therefore, that results in low team effectiveness in the short term as well as in the 
long run. 

Amid crisis, and for the best possible outcomes, the leader should take advantage 
of the volatile circumstances and act rapidly. Doing so would be facilitated by 
having an effective team in place prior to the occurrence of the crisis. To create 
an effective team that will be better prepared to manage a crisis, the leader should 
follow the advice of Kahn [20]. Kahn proposes a blueprint of processes to help 
a group of people evolve into a successful team and achieve their goals. These 
processes are the following: (a) crafting the mission statement, (b) setting the initial 
structures right, (c) activating systems of feedback, (d) clarifying how leadership 
and influence will be exercised, and (e) agreeing to decision-making processes. 

Crafting the Mission Statement 

What do people expect from the leader? What is (are) the specific goal(s) of the 
leader that aspires to achieve? How many of them can he or she realistically address, 
and how can he or she prioritize them? 

These are fundamental questions that should be addressed before dealing with 
actual problems. How the leader will define the team’s goals and success is 
paramount to how he or she will develop the team. According to Locke [24], the 
more specific or explicit the mission, the higher the performance. Thus, the leader 
should initially strive to make the team’s mission as straightforward as possible to 
ensure laser-like focus on the required results. 

Set the Initial Structures Right 

Consequently, the leader should set the proper structure so the team can perform at 
its best. The BART model, an acronym for boundaries, authority, roles, and tasks, is 
valuable for setting the right conditions for proper team development [17]. 

The leader should start by creating clear boundaries between the team and the 
external environment. The team must remain in control of the unobstructed flow of 
millions of bits of information, which often proves to be white noise. The boundaries 
should be permeable enough for the right amount of processed information to be 
used and analyzed properly and efficiently. Second, he or she must assign distinct
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roles to each team member and clarify how the team will be led. Optimally, all team 
members should agree on how the team will be led and managed. Finally, the leader 
should determine the task to be done and divide it among the members. 

The last part concerns setting the ground rules (a team charter) for how the team 
communicates and shares information. It is prevalent in the literature that most 
problems in a team setting come from communication problems (Blake and Muton 
(1968, as cited in Burke [5])). People tend to think that what they convey to the other 
side is clear. However, it is not, creating misunderstandings and misalignments. 
After everything is discussed and agreed upon, the team has a shared understanding 
since everyone knows what they want to achieve and how they will solve any 
potential problem that will arise. 

A team charter is an oral document detailing members’ mutual expectations 
about how the team will operate, allocate resources, resolve conflict, and meet 
its commitments ([22], p.55). A team charter may help teams adapt and be more 
resilient, enhancing performance in turbulent environments. Research shows that 
teams that develop team charters are better able to handle disruptive events, 
increasing their performance [39]. 

Activate Systems of Feedback 

A team to operate efficiently in the long term is not something easy and will not 
be done without mistakes. Therefore, the team leader should have some systems of 
feedback that will realign the team to its correct direction and rectify any mistakes 
made in the meanwhile. These accountability systems can also help the team’s 
cohesion and bonding. When someone knows that others have their back, it is easier 
for trust and accountability to be cultivated. 

Leadership and Influence 

If leadership issues are not addressed early, then a covert hierarchy is created to 
remove the anxiety of not knowing how members should relate to one another. The 
leader should discuss early on how the team will be led, for instance, through shared 
team leadership. Shared leadership is a means to create flexible authority structures 
and space for each member to lead at specific points in the crisis, according to their 
strengths. 

Clarify Decision-Making Processes 

Finally, as we will discuss later in the article, the decision-making processes should 
be determined from the initial phases of team development. Especially during crises 
when time is absent and abrupt situations come into play, the team should know 
beforehand how they will make quick decisions or ones with calculated risk.
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4.5 E: Enhance Psychological Safety 

When a crisis hits, an organization struggles to maintain control of the situation 
and is subject to intense external pressure and severe internal tension. Its leader is 
suddenly, and for a prolonged period, in the public eye and is the object of criticism 
by the media. The public would like to know who is responsible, why the crisis 
happened, and how they can protect themselves. While the leader is trying to deal 
with the whole situation, he or she should also consider that the full scale of the 
disaster may still be unknown, and the investigation process may take a long time to 
reach a conclusion. 

The above illustration highlights the need for a strong team effort and contri-
bution from all the members of the leader’s team. However intelligent and agile, 
a single mind cannot process all this amount of information, let alone provide 
quick and to-the-point solutions. However, it is commonly observed that leaders 
in similar situations, out of fear of delivering bad news and being reprimanded by 
their stakeholders or the media, tend to become very centralized in their way of 
leading the team. They do not give autonomy to their people, and they want to be 
the ones to decide how the problem will be solved. As a result, team members do 
not express their opinions openly and prefer to stay silent even if they are the most 
suitable ones to express an educated opinion. 

Social neuroscience research highlights that implementing leadership practices 
that increase autonomy and intrinsic motivation in employees will increase produc-
tivity and promote collaboration [35]. Additionally, the organizational psychology 
literature posits that the above ill-formed situation can be efficiently solved by 
creating what Edmondson [11] called “team psychological safety,” which is the 
shared belief that the team is safe for interpersonal risk-taking. More specifically, 
teams with enhanced psychological safety do not fear talking to their leader, and the 
time is more equally divided between the members. The term is intended to convey 
confidence that the team would not disgrace, reject, or punish someone for speaking 
up. In organizational work teams, team psychological safety is positively connected 
with learning behavior, which is critical during times of crisis when every viewpoint 
counts [11]. Delizona, in her article [10], diligently describes the following ways to 
create psychological safety: 

Approach Conflict as a Collaborator and Not an Adversary 

Humans are loss averse, which means we hate losing even more than we love win-
ning. A perceived loss triggers attempts to reestablish fairness through competition, 
criticism, or disengagement, a form of helplessness. When team members deal with 
a situation with extremely high stakes, conflict is more than a foregone outcome. 
An educated team member never engages in a conflict and tries to reframe it into a 
collaboration by asking questions to understand the disputed issue.
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Speak Human to Human 

Underlying every team’s confrontation are universal needs such as respect, compe-
tence, social status, and autonomy. Recognizing these deeper needs naturally elicits 
trust and promotes positive language and behaviors. Leaders should be the first to 
respect these needs and lead the rest of the team by example. 

Anticipate Reactions and Plan Countermoves 

Before proposing an idea to the team, it is crucial to consider how the rest members 
will react to your messaging, like people feeling attacked on their identity or ego. 
Skillfully confront difficult conversations head-on by preparing for likely reactions. 

Replace Blame with Curiosity 

You instantly become their adversary when team members detect that you are 
attempting to blame them for something. According to research at the University 
of Washington, blame and criticism inside a team intensify defensiveness and 
disengagement. Instead, embrace a learning mentality, acknowledging that you 
might not have all the information the other team member has. 

Another construct that is a byproduct of a team with psychological safety is voice 
climate. Voice climate is defined as shared group member perceptions of the extent 
to which they are encouraged to engage in speaking up. Since doing so challenges 
the status quo, team members are more likely to assess the risks of engaging in 
a dialogue with their leader. Further, since aggressive supervisor behavior may 
cause harm to the employees, the stakes are likely too significant to engage in 
proactivity, which may enhance exposure to that risk. As group members perceive 
that they are encouraged to speak up and make suggestions, they are likelier to do 
so. Voice climate is positively related to group performance, suggesting that higher 
an enhanced voice climate increases group effectiveness [13]. 

4.6 R: Run Simon’s Normative Nonrational Decision-Making 
Model 

In times of crisis, we do not have the luxury of using several known decision-making 
models, such as rational or evidence-based. The main reason is that the leader will 
have very little time at their disposal, a million bits of information to consider, 
and much-contradicting information that will hinder their work. Thus, the best 
solution is the use of a nonrational model. Nonrational models are typically built 
on the assumptions that decision-making is uncertain, often based on unpredictable
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decision-making, decision-makers lack comprehensive knowledge, and managers 
struggle to make optimum judgments. 

Herbert Simon [38] proposed the Normative Model (Satisfactory is Good 
Enough) to describe managers’ decision-making processes. A decision maker’s 
restricted rationality directs this process. According to the concept of bounded 
rationality, when decision-makers make decisions, they are “bounded” or confined 
by a range of restrictions [22]. 

Bounded rationality is caused by any human attributes and internal and exter-
nal resources that impede rational decision-making and a lack of knowledge. 
Personal qualities include personality and the human mind’s finite capability. 
Finally, bounded rationality causes managers to collect manageable quantities of 
information rather than optimal amounts of knowledge. Managers find it harder 
to uncover all viable alternative options due to this behavior. In the long run, 
the limits of bounded rationality force decision-makers to satisfy by failing to 
analyze all feasible options. Satisficing is selecting a solution that fulfills some basic 
requirements and is “good enough.” It addresses issues by generating solutions that 
are satisfactory rather than optimum. 

Potential Problems in Team Decision Making 

In this section, the most common problems that hinder effective team decision-
making will be analyzed, which are not limited to the domination of a few 
participants, goal displacement, covert decision-making rules, and groupthink. 

A Few Dominant Participants The quality of a group’s decision can be influenced 
by a few vocal people who dominate the discussion. This is particularly problematic 
when the vocal person is perceived as a powerful individual. 

Goal Displacement When the group is evaluating alternatives, secondary consider-
ations such as winning an argument, getting back at a rival, or trying to impress the 
boss can override the primary goal of solving a problem. Goal displacement occurs 
when a secondary goal overrides the primary goal. 

Covert Decision Rules All decisions are not of the same importance and do not 
require buy-in from all members. There are situations in which the team should 
authorize specific experts or subgroups to make decisions. However, each team 
member should be fully aware of the decision-making structure that is in place. 
Otherwise, misunderstandings, frustrations, and disagreements are likely to arise. 
The leader can only achieve clarity on the decision-making processes by openly 
discussing and agreeing on where authority should be located on each decision. 

Groupthink Groupthink describes a decision-making process in which group mem-
bers go along with what seems to be a consensus position, even though that position 
is not the wisest course. Groupthink causes groups to make irrational decisions that 
do not fit available data. Members ignore their doubts, conforming to prevailing 
opinions because they do not wish to derail the decision toward which the group is
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heading. According to Janis [19], the three primary causes of groupthink are team 
cohesion, isolation, and strong leadership. 

Operating during a crisis means that leaders will never have the complete 
information they desire to direct their team and organization to undertake an ideal 
response. Depending on the time allowed to act, leaders may need to make quick 
decisions that they know are likely to be imperfect and therefore require redirection 
in the future. The difficulties posed by the lack of complete information can be 
further exacerbated by poor team dynamics, resulting in less effective responses 
that may put the organization’s very survival at risk. Therefore, we advise leaders to 
recognize and shape the dynamics of their teams before crises arise. 

5 Conclusion 

A crisis is a destabilizing event that will unearth covert psychological dynamics and, 
left unchecked, will erode trust and result in decreased organizational effectiveness. 
With careful thought, a leader can respond to a crisis in the most effective, agile 
way possible by utilizing the LEADER framework. Our proposed framework is 
designed to help leaders focus on the essential psychological dynamics that will play 
out within their organization. A leader should carefully examine all its proposed 
tenants and use discretion in applying it to their organization and situation. The 
fact remains that leading amid a crisis is complex, and how leaders respond to it 
will be judged based on their decisions and outcomes. Undoubtedly, leaders need 
to embrace the psychological dynamics that will heighten during such destabilizing 
events yet find solace that the LEADER framework will provide a practical lens to 
anticipate and identify these psychological dynamics as expected. A leader cannot 
anticipate every exigency but can anticipate the baseline psychological dynamics 
that, when hampered by a crisis, will derail the leader and the organization’s ability 
to respond, adapt, and thrive. 
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