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Optimal Control Problems ez
for the Whitham Type Nonlinear

Differential Equations with Impulse

Effects

Tursun K. Yuldashev, Najmiddin N. Qodirov, Mansur P. Eshov,
and Gulnora K. Abdurakhmanova

Abstract In the article the questions of solving optimal control problem for the non-
linear Whitham-type partial differential equations with impulsive effects are studied.
The modified method of characteristics allows partial differential equations of the
first order to be represented as ordinary differential equations that describe the change
of an unknown function along the line of extended characteristics. The unique solv-
ability of the initial value problems for the fixed values of control function is proved
by the method of successive approximations and contraction mappings. The quality
functional has a quadrate form. The necessary optimality conditions for nonlinear
control are formulated. Method of maximum principle is used. The definition of the
unknown control function is reduced to solving the nonlinear functional equations.

Keywords Optimal control problem - Whitham-type equations - Necessary
conditions of optimality - Method of successive approximations + Unique
solvability

13.1 Formulation of the Problem

A large number of works have been devoted to the study of linear and nonlinear waves
(see [1-6] for an overview). In particulary, in [1] by Castro, Palacios and Zuazua an
alternating descent method for the optimal control of the inviscid Burgers equation
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is considered in the presence of shocks. It is computed numerical approximations of
minimizers for optimal control problems governed by scalar conservation laws.

Partial differential equations of the first order are locally solved by methods of the
theory of ordinary differential equations by reducing them to a characteristic system.
The application of the method of characteristics to the solution of partial differential
equations of the first order makes it possible to reduce the study of wave evolution
[7]. In [8, 9], methods for integrating of nonlinear partial differential equations of
the first order were developed. Further, many papers appeared devoted to the study
of questions of the unique solvability of the Cauchy problem for different types of
partial differential equations of first order (see, for example, [10-14]).

The theory of optimal control for systems with distributed parameters is widely
used in solving problems of aerodynamics, chemical reactions, diffusion, filtration,
combustion, heating, etc. (see, [15—19]). Various analytical and approximate methods
for solving problems of optimal control systems with distributed parameters are being
developed and effectively used (see, for example, [20-22]). Interesting results are
obtained in the works [23-28]).

In this paper we consider the questions of unique solvability and determination of
the control function in the nonlinear initial value problem for a Whitham-type partial
differential equation with nonlinear impulse conditions. So, in the domain 2 =
[0;T] x Rfort #1t;,i =1,2,...,k we study the following quasilinear equation

du(t, du(t,
WD) e, 0 e utrx), @) (13.1)
X
with nonlinear initial value condition
T
u(t, x)y= = ¢ | x, / K@)u$,x)ds |, xeR (13.2)
0
and nonlinear impulsive condition
u (t;“,x) —u (tl-_, x) =G, (ut,x), i=1,2,...,k, (13.3)

where u (¢, x) is unknown state function, « (¢) is unknown control function, r # ¢;,i =
,2,...,k, O=tp<tij < <ty <tfpy1 =T <00, R=(—00,00), F(t,x,u,
@) e COLLI@Q xR xT), T=[0,M*], 0<M"<o0, o¢(,u)eC'R?),
S IK@)1dE < 0o, u (1, x) = limyoorue (1 + v, x), w (67, x) = lim,_o-u(t; —
v, x) are right-hand side and left-hand side limits of function u(z, x) at the point
t = t;, respectively. Here we note that the points r =¢; i = 1, 2, ..., k,) are given
and constants. In addition, all functions involved in this work are scalar; vector func-
tions are not used.

In most literature, the Burgers equation is called the equation (see, for examples,
[6, Formula 4.1, Page 106], [7, Formula 14.9, Page 82])
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du(t, x) ou(t, x) 8%u(t, x)
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When o = 0 this equation is called the Hopf equation, which describes the Riemann
wave (see [7, Formula 4.6, Page 29]). Equation (13.1) has a nonlinear right hand
side. In this form, it is called a nonlinear Whitham-type equation (see [9]). One of
the features of this Eq. (13.1) is that it cannot be integrated in the usual characteristic.
Therefore, in this paper, an extended characteristic is introduced.

The differential equation (13.1) also describes the process of regulating the behav-
ior of students within the discipline and moral ethics established at the university for
many decades.

We use some Banach spaces: the space C (£2, R) consists continuous function
u(t, x) with the norm

lullc = sup |u(t, x)|;
(t,x)ef

we also need in using the linear space
PC(R2,R)={u:2—>Ru(t,x) € C(2i+1.R), i=1,....k}
with the following norm
lullpe = max {llullc,,,n. i=1.2....k},

where £2; ;41 = (t, fix1] X R, u (67, x) and u (17, x) (i =0, 1, ..., k) exist and are
bounded; u (1, x) = u (1;, x).

To determine the control function ¢ (¢) in the initial value problem (13.1)—(13.3),
we use the following quadratic cost function

T

Jut, x)] = / y (o (n)dt, (13.4)

0

where y (t) € C([0; T],R).

Problem Statement. Find a state functions u (¢, x) € PC(£2, R) and control func-
tion a(t) € {« : |a(t)|] < M*,t € 27}, delivering a minimum to functional (13.4)
and the state function u(¢, x) forall (t,x) € £2,¢t #+¢;,i = 1,2,..., k satisfies the
differential equation (13.1), initial value condition (13.2), for (fr, x) € £2,¢t =1t;,i =
1,2, ..., k satisfies the nonlinear impulsive condition (13.3).



208 T. K. Yuldashev et al.

13.2 Reducing the Problem (13.1)-(13.3)
to a Functional-Integral Equation

Since condition (13.2) is specified at the initial point of the interval [0, T], then
problem (13.1)—(13.3) will be called the nonlinear initial value problem with impulse
effects or, in short, initial value problem. Let the function u(z, x) € PC(5§2,R) be
a solution of the initial value problem (13.1)—(13.3). We write the domain 2 as
2 =801U8212U---U 8% 41, Where £2; ;11 = (1, li+1] x R. On the first domain
£20,1 the Eq. (13.1) we rewrite as

D,[u]l=F (t,x,u(t,x),a)), (13.5)

where D, = (% + u(t, x)%) is Whitham operator.
Now we introduce the notation, which is called the extended characteristic:

t

pt,s,x) =x — / u@,x)dd, p(,t, x)=x.

N

We introduce a function of three dimensional argument w(¢, s, x) = u (s, p(t, s, x)),
such that for ¢ = s it takes the form w(¢, t, x) = u (¢, p(¢,t, x)) = u(t, x). Differ-
entiate the function w(¢, s, x) with respect to the new argument s

ws(tv S"x) = MA‘ (S’ p(tﬂ Sa -x)) + up (S, p(tﬂ Sa )C)) : pX(ta Sv-x)'

Then, taking into account the last relation, we rewrite Eq. (13.5) in the following
extended form

%w(r, s,x) = F (s, p(t,s,x), w(t,s, x), a(s)). (13.6)

Integrating equations (13.6) along the extended characteristic, we obtain

51

/ F(s,pt,s,x),w(t,s,x),a(s))ds
0
=w(t, 1, x) —w(t, 0", x), te(,n], (13.7)

/ F (s, pt,s,x),w(t,s,x),a(s))ds

=w(t, b5, x) —wt, 1, x), te,nl, (13.8)
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Tkt
/ F (s, p(t,s,x),w(t,s,x),a(s))ds
Tk

=wt, ., X) —wt, i, x), 1€ W tis], 1 =T. (13.9)

Taking w(t, 07, x) = w(z, 0, x), w(z, t;+1’ x) = w(t, s, x) intoaccount, (0, 7] from
the integral relations (13.7)—(13.9) we have on the interval:

s

/F (6. p(t, g, x), w(t, g, x),a(s))ds = [w(t,11,x) —w (1,07, x)]
0
+ [w (t,tr,x) —w (t, tf’, x)] + -+ [w(t, S, X)—w (t, t;r, x)]
= —w(,0,x)— [w (t, tf’,x) —w(t, ty, x)] — [w (t, t;,x) —w (t, tz,x)]

— = w (gt x) —w @ 0]+ wi s, x). (13.10)
Taking into account the impulsive condition (13.3), the last equality (13.10) we
rewrite as

s

w(t, s, x) =w(,0,x) +/F(§,p(t, S, x),w(t, ¢, x),a(s))ds
0

+ ) Gi(wt.h.x), (13.11)

O<ti<s

where w(z, 0, x) is arbitrary constant along the extended characteristic, which to be
determined. The initial value condition (13.2) for Eq. (13.11) takes the form

T
w(r,0,x) =¢ p(t,O,X),[K(f;')w(l,E,X)dE
0

Then, taking into account this initial value condition (13.2), from (13.11) we obtain
that
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T
wit.s.x) = o | pit.0, x),fK(aw(r,s,x)ds
0

s

+/F(§,p(t, s, x),w(t ¢, x),a(s))dg
0

+ > Giw(t.6.x). (13.12)

O<tj<s

For t = s, from (13.12) we arrive at the nonlinear functional-integral equation

T
u(t,x) = O, x1u) = g p<z,0,x>,/K(é)u@,p(z,s,x»ds
0

1

+ f F (s, p(t,s,x),u(s, p(t,s, x)),a(s))ds
0

+ ) Gi(u pt. 1, %)), (13.13)

O<t; <t

where p(t, s, x) is defined from the integral equation

t

p(t,s,x) =x — / u, pt,0,x))de, p(,t, x)=ux, (13.14)

s

x € R plays the role of a parameter.

13.3 Solvability of the Functional-Integral Equation (13.13)

For fixed values of control function «(#), we study the solvability of the functional-
integral equation (13.13).

Theorem 1 Let the positive quantities Ay, A¢(t), Ag,, X1, X21(1), X22(8), X3i, i =
1,2, ..., k be existed and for them following conditions be satisfied:

1. 0 <sup, g lop(x,0)] < A, < o0;

2. sup, g |[F(t,x,0,0)| < A(1), 0 < Ap(1) € C[0; T];
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3. 0<Gi(0)] < Ag, <o00,i=1,2,...,k;

4. lo(xr, ur) — @(xz, uz)| < x1 (Ix1 — x2| + lur — ual), 0 < x1 = const;

S NF(t, x1,ur, ) — F(t, x2, uz, )| < x21(2) [x1 — x| + x22(2) luy — ual;

6. |Gi(u1) — Gi(ua)| < x3i lur —uz2l,0 < x3; =const,i =1,2,...,k;

7. p = maX,e[o:7] fot H(t,s)ds + Zle x3i < 1, where

H(t,s) = 1 (L + K@) + x21(5)(t — 5) + x22(5).

Then, for fixed values of a(t), the functional-integral equation (13.13)with (13.14)
has a unique solution in the domain S2. This solution can be obtained by the following
successive approximations:

up(t,x) =0, uyp1(t,x) =060, x;u,, p,), n=0,1,2,..., (13.15)

where p, (s, t, x) is defined from the following iteration

1

polt,t,x) =x, p,(t,s,x) =x—/un_1 @, pu—1(,0,x))do.

s

Proof By virtue of the conditions of the theorem, we obtain that the following
estimate holds for the first difference of approximation (13.15):

lui (t, x) — uo(z, x)| < suple(x, 0)| + Z 1G; (0)]
xeR 0<t;<T

! k

As(s)ds < A Ag + A 13.16
+lg[1(§7;]/ r(s)ds < ¢+Z: G, + A1 <00, ( )
0 1=

where

t

A| = max /Af(s)ds < 00.
1€[0; T] ’
0

Taking into account estimate (13.16) and the conditions of the theorem, we obtain
that for an arbitrary difference of approximation (13.15) the following estimate holds:
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T
|Mn+l(tvx) - Mn(t,x)| S (p Pn+1(tv Oa x)v / K(E)ul’l(gﬂ pn(ta Sax))dg
0
T
¢ [ .00 [ K@i pire g
0

+/|F(s9pll+l(tssvx)aun (Svpn(tssv-x))ﬁa(s))
0

—F(S, pn(tvsax)vun—l(sv pn—l(t’s’x))’a(s)”ds
+ D 1Gi (un (i, palt, i, X))

O<t; <t

=G; (un—1 (4, pp_1(t, t;, x)))|

t
< xl[f (5. %) — ttp1 (5, )] ds
0

T

+/ K )] - a5, %) = ty-1 5, )] ds |
0

+ [ [ln©.0 w0010
0 K

+ 222(5) i (5. X) — 11 (s, x)|]ds

+ Z X3i |un (tia X) — Up—1 (tiax)|

O<t; <t

t
< max /H(t,S) [, (s, x) — up_1(s, x)|ds
0

T oteltistial

k
i n t, — Uy— t, s 1317

+;X3fe€3§n'” (t.20) =y (L0 (13.17)
where

H(t,s) = 1 (1 +|K()]) + x21(5)( — 5) + x22(5).

In estimate (13.17), we pass to the norm in the space PC (£2, R) and arrive at the
estimate

i1 (2, X) —un(t, )|l pe < p - Nun(t, X) — ttn1 (8, X pc (13.18)
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where

! k
=gy [ He e D
0 i=1

Since p < 1, it follows from estimate (13.18) that the sequence of functions
{un(t, x)}72,, defined by formula (13.15), converges absolutely and uniformly in
the domain £2. In addition, it follows from the existence of a unique fixed point of
the operator ® (¢, x; u) on the right-hand side of (13.13) that the functional-integral
equation (13.13) has a unique solution in the domain £2. The theorem has been
proven.

Corollary Let all the conditions of Theorem be satisfied. Then, for fixed values of
the control function a(t), the initial value problem (13.1)—(13.3) with impulse effects
has a unique solution in the domain §2.

13.4 Determination of the Control Function

Let o*(¢) be optimal control function:
AJ [a* ()] =T [a* () + Aa* ()] — T [a* ()] = 0,
where a* () + Aa*(t) € C(Y). We apply the maximum principle to our problem to

find the necessary conditions for optimality. To build the Pontryagin’s function we
use the Eq. (13.6):

H (a(s), w(t, 5,x)) = Y (s)F (s, plt, s, x), w(t, s, x), a(s)) — y(s)a’(s),
(13.19)
where for the new unknown function v (¢) by differentiation (13.19) with respect to
the function w(z, s, x) we will obtain the following equation

W(S) = _I//(S)Fw (S7 p(ta s, -x)a U)(t, S, .X), (X(S)) . (1320)

Similarly, by differentiation (13.19) with respect to the control function «(f) we
obtain the following equation

Y(s)F, (s, p(t,s,x), w(, s, x),as)) —2y(s)als) =0. (13.21)

By differentiation the Eq. (13.21) with respect to the control function «(#) we obtain
the necessary condition for optimality

V() Fao (s, p(t,s,x), w(t,s, x),a(s)) —2y(s) <O0. (13.22)
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In (13.21) we express ¥ (s) and substitute it into (13.22). Then we have

F, (s, p(t,s,x), w(t,s, x), a(s)) - (F G s x(;(fj(t 5.1 a(s))) > 0.

Equation (13.21) we rewrite as

a(s) = MFQ (s, p(t, s, x), w(t,s, x),a(s)). (13.23)

C2y(9)

Solving differential equation (13.20) with end-point condition ¥ (T) = ¥y, we
obtain

T
Y(s) = yr - exp /Fw @, p(t,0,x),w(t,0,x),x(@))ds ¢ . (13.24)

s

Substitute the presentation (13.24) into (13.23), we have

a(s) = LT F, (s, plt, 5,0, wit, 5, ), a(s)
2y(s)
T

X exp /Fw @, p(t,0,x), wt,0,x),x(0))do ; . (13.25)

s

Thus, in general case, the problem of optimal control is reducing to solve the Eqgs.
(13.13) and (13.20) together as one system of two equations. It can be solved by
the method of successive approximations. But, if we consider the concrete form of
function, for example,

F (s, p(t,s,x),w(t,s,x),a(s)) =25 = 3p(t,s,x) + f(s)w(z, s, x) + 8(s)a(s),

(13.26)
then the Eq. (13.20) takes the form ¢(s) = —¥(s)B(s) and the Eq. (13.25) takes the
form

a(s) =

T
L 8(s) exp /ﬁ(@)de , (13.27)
2y(s) J

where §(s) and B(s) are given continuous on [0, 7] functions.
For s = t the obtained value on control function (13.27) we substitute into Eq.
(13.13):



13 Optimal Control Problems for the Whitham Type Nonlinear . . . 215

T
u(t,x) =¢ p(I,O,X),fK(E)u(E,P(I,S,X))dE
0

t

+/[2s —3p(t. 5. %) + B)u (5. p(t. 5. x))

0

T
+ —z;ff(Ts)cSz(s)exp /ﬁ(Q)dO ]ds +0§.<, Gi (u (4, p(t,1;, x)))

(13.28)

with (13.14). Equation (13.28) consists only one unknown function u (¢, x) and it
can be easily solved by the method of successive approximations. In this case the
necessary condition for optimality (13.22) takes form y (¢) > 0.

13.5 Conclusion

In this paper the questions of unique solvability and determination of the control
function «/(¢) in the initial value problem (13.1)—(13.3) for a Whitham type partial
differential equation with impulse effects are studied. The modified method of char-
acteristics allows partial differential equations of the first order to be represented
as ordinary differential equations that describe the change of an unknown function
along the line of characteristics. The nonlinear functional-integral equation (13.13) is
obtained. The unique solvability of the initial value problem (13.1)—(13.3) is proved
by the method of successive approximations and contraction mappings. The deter-
mination of the unknown control function « (¢) is reduced to solving the Eq. (13.25).
In the particular case of (13.26), solving of the optimal control problem is simple.
The process of solving state function u(¢, x) reduced to solve functional-integral
equation (13.28) by the method of successive approximations.
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