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The Significance of Safety Factors in 
Maintenance Repair and Overhaul 

The subject of aircraft technology can be defined as the possibility of dynamic flight 
at subsonic, supersonic, and hypersonic speeds. The aircraft designs with configu-
ration examples for each speed category influence the material, propulsion, naviga-
tion, and even the expertise required for aircraft operation. Performance comparisons 
to analogous designs for aircraft utilizing conventional fuels, alternative fuels, and 
sustainable fuels alter the configurations for aircraft utilization. The aircraft mainte-
nance and operation methods are modified based on the required level and opera-
tional mode for the data collection needs. Safety is another aspect of successful 
maintenance, repair, and overhaul (MRO) organization. 

The quality of aviation maintenance training could become a major stumbling 
block for future growth in MRO safety. There are ongoing conversations to break the 
relationships that prevent the MRO business from advancing to the next level. 
Human factors in airplane maintenance programs and their impact on profitability 
and safety can be resolved through maintenance. 

A previous body of research concluded that the frequency of passenger travel 
affected the quality of service that the aircraft received. After that, when all other 
factors were taken into account, the significance of safety finally overtook that of 
flying frequency. Moreover, safety management systems (SMS) are a crucial safety 
component for the transportation industry and many other industries. The funda-
mental purpose of an SMS program is to anticipate potentially hazardous situations 
before they escalate into accidents or incidents and to safeguard against human error. 
Integrating a concept focusing on safety considerations into the systems would boost 
safety from an MRO perspective. A risk in a technical system, for instance, is the 
potential failure of one or more subsystems, which could result in hazards or other 
adverse outcomes. 

Human mistakes are responsible for eighty percent of all aviation accidents. 
Human factors can occasionally result in aviation maintenance groups’ failure due
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to a lack of planning, leading to defects. The absence of institutional human factor 
education contributes to the inefficiency of the aircraft maintenance industry within 
the global aviation market. European Aviation Safety Agency (EASA) would benefit 
if its aircraft maintenance division could adopt global standards and human factor 
training employing required educational programs. The inability to effectively 
prepare for human factors directly and negatively affects the maintenance’s viability 
and safety atmosphere. Leadership in safety has a direct and beneficial effect on the 
safety atmosphere, which aids in managing human elements. Senior managers are 
responsible for building a culture of trust in their workforce by having faith in their 
people, validating their skills, and inspiring them to perform their jobs in a less risky 
manner. Proper communication has a direct positive effect, another essential element 
of a safe atmosphere. Increasing work safety, which reflects safety communication, 
and the need to urge employees to work more safely, which reflects a safe atmo-
sphere, depend on upper management communicating with their teams using avia-
tion accident case studies. 

vi The Significance of Safety Factors in Maintenance Repair and Overhaul

Another feature of MRO safety can be explained by the “Safety Differently” 
approach from Sidney Dekker as “a space in which individuals spontaneously 
negotiate and collaborate to generate the safest results for everyone.” If an MRO 
organization possesses a suitable safety climate, the “Safety Differently” framework 
may be implemented to enhance the safety results. 

An extra activity that must be completed to fulfill the safety program’s require-
ments is the preparation of the participants. This preparation entails giving instruc-
tions from the top down and determining the setting where the experiments will take 
place. It is feasible to collect discoveries and actions, put them into action, and even 
potentially scale them up across the business to boost the possibility of successfully 
implementing higher levels of safety culture. This can be accomplished in a few 
different ways. However, technicians need to be encouraged to openly discuss their 
concerns and ideas so that the procedures can be personalized to account for the new 
safety concerns, allowing the processes to accommodate them. In this stage, it is 
possible to measure certain aspects of the safety performance of an MRO system 
using the RAMS factors (reliability, availability, maintainability, and supportabil-
ity). These criteria are used to evaluate certain system components. The MRO safety 
is based upon the correctness of the data in case preventative maintenance is 
performed on the building. In addition, the data must be reliable; sensors must 
monitor and record thousands of parameters at rising sample rates to create numbers 
that can be relied upon. The RAMS method is the analysis that may be utilized to 
extract maximum value from obtained data. You can keep data analytics procedures 
simple by relying just on visuals or make them more complex by using complex 
statistical models and AI-based algorithmic frameworks. To tackle any problem, one 
must choose the approach that is both the most effective and the simplest. Two major 
categories of on-wing data analytics problems exist in maintenance, repair, and 
overhaul (MRO) operations. The first entails identifying patterns required for



categorizing and enhancing various maintenance and overhaul procedures. The 
second group of problems requires the detection of rare occurrences, such as the 
unplanned failure of specific components. The resolution of this collection of 
problems is dependent on the detection of notable outliers within vast data sets. 
However, the human effects are still the most significant case from the reliability 
point of view. 

The Significance of Safety Factors in Maintenance Repair and Overhaul vii

The percentage of competent technical safety specialists working in the safety 
management system was much lower than in other study areas. Positive aspects 
include the extent to which inspection personnel are given the authority to carry out 
their duties to resolve safety concerns and the fact that the organization had adequate 
plans to implement new technologies based on emerging trends by identifying and 
managing threats to aviation operations. Other positive aspects include the organi-
zation’s adequate plans to implement new technologies based on emerging trends. 
The technology that supports the air traffic system for civil aviation is insufficient 
and has not been updated. In addition, it has not been implemented completely 
appropriately and with the smallest potential impact. In addition, the existing 
infrastructure maintenance methods or programs at established aerodromes are 
enough to assure continuing availability and conformity with international standards 
most effectively. Due to the technical nature of the aviation industry, which is 
defined by rapidly expanding technology, applications, and concerns, employees’ 
professional skills are a crucial determinant of the overall level of aviation safety. It 
is vital to place a high premium on recruiting and retention policies to attract the 
appropriate personnel based on the organization’s needs. 

The MROs have been supporting the operational safety processes and have 
invested in education to help eliminate human variables. It may be determined that 
MROs have, on average, a very high degree of congruence between the components 
of social psychology. However, a few things may be altered to foster a more pleasant 
social environment. These include implementing a more robust system for effective 
communication and team collaboration, as well as increasing the frequency of 
incentives. 

MRM, which stands for “Maintenance Resource Management,” was created as a 
result of aircraft maintenance technicians’ cooperation in safety enhancements. 
These technicians also received training to strengthen their communication skills, 
and they realized that both technicians and management needed to comprehend the 
significance of the enterprise’s mission. Independent evidence indicates that 
employee participation, open communication, and a commitment to the mission 
have led to better maintenance safety, efficiency, and performance. MRM incorpo-
rates all of these components when seen within an organization’s or sociotechnical 
system’s framework.



Preface 

The International Symposium on Aircraft Technology, Maintenance, Repair, Over-
haul, and Operations (ISATECH) symposium papers analyze the global aviation 
industry’s MRO industry prospects. There are many papers presented at ISATECH 
2021 symposium. The 46 published papers of the ISATECH symposium cover 
many scientific topics. This conference was sponsored by Budapest University of 
Technology and Economics, Eskisehir Technical University, and the International 
Sustainable Aviation and Energy Research Society (SARES). It was held in Buda-
pest, Hungary. 

Aircraft, Flight trajectory, Airports, Design, Maintenance, Materials and com-
posites, Performance, Propulsion, and Safety were recorded as the most frequently 
discussed subjects at this symposium. Furthermore, the subject of those articles has 
discussed every aspect of aviation, from energy management to flight creation, 
environmental research to operational performance. This symposium also covers 
conceptual designs of novel structures and finite elements for aircraft and fluid 
dynamics, maintenance, digitalization navigation, estimation, UAVs, autonomous, 
urban mobility, flight trajectory, maintenance-repair-and-overhaul (MRO), engines, 
tests, sustainability, airports, environment, multi-criteria decision making (MCDM), 
fuel types, performance, ground handling, operations, electric aircraft, optimization, 
and propellants. 

The symposium also focuses on the future development of technology and MRO 
strategies in the global civil air transport business. We believe the readers get more 
updated information from the papers developed by the authors in this symposium. 

However, we could not serve this proceedings book without the valuable help of 
our team. Kemal Keleş has communicated with all corresponding authors with
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consistent track abilities. In contrast, the grand orchestration of the papers has 
managed by Hurşit Değirmenci with the help of Dilara Patatur and Güldeniz 
Bulut. We would like to thank this powerful team for their hard work gathering 
bits and pieces to build this book up. 
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1 Introduction 

Cork is a natural product that is the covering of the cork oak tree, Quercus suber L. It 
is composed of several cells such as 42 million cells per centimeter cube. The cells 
are generally structured with five wall layers, and the inside of the cells is filled with 
air. For this reason, the bigger part of the cork is just air, which makes this natural 
material very light. Cork is such a lightweight material that it floats on water. The 
density of cork is about 0.24 grams per cubic centimeter. Despite its low density, 
cork shows impermeable characteristics to fluids due to its closed-cell microstruc-
ture. In addition to these properties, cork is very flexible and durable under harsh 
environmental conditions. Moreover, cork is an imperishable material although it is 
a natural substance (Gil, 2009). Figure 1 shows the microstructural views of cork. 

Cork is supplied from the cork oak forests on the Mediterranean coasts. Portugal 
and Spain are the biggest cork producers in the world because about 70% of the cork
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forests are in the territories of these two countries. Cork production is sustainable 
because the cork tree is not cut down to obtain cork; only the bark is stripped to 
harvest the cork. The tree continues to live and grow. The sustainability of produc-
tion and the easy recycling of cork products and by-products are two of its most 
distinctive aspects. Cork oak forests also prevent desertification and the refuge of 
various endangered species. Leading companies especially in the aerospace sector 
make investments in cork. However, there is a lack of human resources in the field 
since syllabuses in engineering programs focus on the technical side rather than 
including the environmental effects of engineering materials.

2 M. R. Sheikhi et al.

Fig. 1 Microstructural views of cork. (Gürgen et al., 2021) 

Prior to the cork use in major sectors, cork was used as bottle stoppers in the first 
applications. In the next periods, cork wastes were compressed into panels, and they 
were used as lifejackets for sailors since cork floats on water. Because cork is a kind 
of wooden product, cork panels were used in floor coverings. Cost-effective and 
recyclable materials were produced by producing cork panels from cork wastes. In



order to reinforce the cork panels, different kinds of additives such as gelatin, 
dextrin, casein, and polyurethane were mixed with cork granules before the molding 
process (Gil, 2015). 

Cork Composites in Aerospace Applications 3

2 Cork Applications 

In aerospace applications, cork is used in a laminate form. In order to produce cork 
laminates, stripped cork layers from the cork oaks are ground into different sizes of 
granules. Then, the cork granules are mixed into a polymer matrix, generally 
polyurethane, and molded into desired dimensions of panels. Figure 2 shows 
different cork panels. Although neat cork panels are ready for installation in aero-
space applications, these panels are also used with elastomer coatings, metal cover-
ings, or rubber granules. Elastomer coatings protect the cork panels from external 
conditions such as humidity, sharp impacts, and heavy loadings. Metal covers are 
used for producing sandwich cork composites. Rigidity and stiffness are increased 
by using metal skins on the cork panels. These sandwich structures are generally 
used in flooring applications as well as prefabricated houses. Rubber-mixed cork 
granules are common in civil engineering applications. Rubber/cork panels are used 
for increased flexibility especially for floor coverings. 

Cork laminates are applied in aerospace structures for the isolation of vibrational 
and thermal loadings. In aircraft, cork laminates are bonded on the mating surfaces 
of brackets to suppress the vibrations in the joints. Boeing 737 and combat helicopter 
Atak are some of the platforms using cork-covered brackets from the aircraft 
industry. Air vehicles are subjected to unavoidable vibrational loadings during 
flights, and therefore, the structures are reinforced by vibration isolators to lower 
the vibrations. The joints such as brackets are important application areas because 
the undesired vibrations may unfasten the joints and may lead to the disassembly of

Fig. 2 Cork panels in 
different thicknesses



components. Figure 3 shows a cork cover bonded on a bracket. Apart from aircraft 
applications, space vehicles take advantage of cork composites both for suppressing 
undesired vibrations and insulating the vehicle from heat sources. In solid rocket 
boosters, engine skirting, nose cone, frustum, forward and aft skirt, external tank 
attach ring covers, and assembly and tunnel covers are applied with cork panels 
(Fig. 4). These sections are protected by composite laminates from heat and vibra-
tions. In addition to these loadings, cork panels are also used for impact protection 
against space debris. Due to the viscoelastic behavior of cork, it provides quite good 
anti-impact properties according to early studies (Gürgen et al., 2021).

4 M. R. Sheikhi et al.

Fig. 3 Cork cover on a 
bracket 

3 Conclusions 

Due to its environmentally friendly properties, cork is a good choice for engineering 
applications. In addition to sustainable properties, cork exhibits good mechanical 
and thermal behavior. This natural material provides excellent vibration and thermal 
insulations and very low density as well. For this reason, the aerospace industry 
benefits from cork composites as isolators against vibrational and thermal loadings. 
In air vehicles, joints such as brackets are covered with cork panels not to unfasten 
the assemblies under vibrations. On the other hand, cork is used as a thermal 
insulator shield in space vehicles. Heat-affected sections near the space engines 
are protected with cork panels. Moreover, the nose cone of space shuttles is insulated 
with cork laminates to protect the vehicle from the heat generation that emerges due 
to the frictional interaction at high-speed flight in the atmosphere.
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Fig. 4 Cork application areas in a space vehicle. (Amorim, 2021) 
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M. Y8 ılmaz and M. Ekrem

1 Introduction 

Fiber-reinforced polymer composites are preferred especially in contemporary appli-
cations of aerospace, automotive, and defense industries, thanks to their high specific 
strength and modulus (Babu et al., 2013). In general, by adding nano-reinforcement, 
multifunctional structures can be obtained by fully customizing the mechanical, 
electrical, and thermal properties of the material (Ekrem, 2019b; Fiedler et al., 
2006; Thostenson et al., 2005). Carbon-based nano-reinforcements are a popular 
method in the synthesis of advanced materials. Carbon fiber-reinforced polymer 
composite materials show superior properties compared to other conventional fiber-
reinforced composite materials with excellent strength, low specific gravity, tough-
ness, high fatigue, high-temperature wear, and high oxidation resistance (Allix et al., 
1995; Ladeveze & Ledantec, 1992). Nylon 6.6 (N6.6) stands out among other 
polyamides due to its high hardness, wear resistance, toughness, and thermal 
deformation values (Düzcükoğlu et al., 2015). It is also widely used to obtain 
composite materials with higher mechanical properties by mixing various fibers 
(Zhao et al., 2006). 

Electrospinning, which is the process of forming nanofibers along an electrically 
charged jet from a polymer solution or melt, is the most widely used and most 
developed method in terms of the reproducibility of the process, as well as the 
production of long and continuous nanofibers (Fong et al., 1999; Yıldırım et al., 
2020). Nanofibers are used both in the improvement of composite materials (Gojny 
et al., 2005) and in the development of adhesives by hybridization (Ekrem, 2019a; 
Yımaz, 2019). 

Adhesive bonding is a method with advantages such as low weight, uniform 
stress distribution, waterproofing, and galvanic corrosion prevention, which allow 
the joining of different materials without damaging the components (Arenas et al., 
2013; Nemati Giv et al., 2018). 

In this study, single-lap adhesion joints were formed by using carbon fiber-
reinforced epoxy composite and aluminum 2024-T3 (AA2024) alloy plates with 
pure epoxy adhesive and Nylon 6.6 nanofiber-reinforced epoxy adhesive. N6.6 
nanofiber produced by the electrospinning method was used to increase the applied 
load and to improve the damage mechanisms by reinforcing the epoxy resin. Single-
lap joints produced in accordance with the ASTM D1002-10 standard were first 
subjected to a low-velocity impact at different temperatures (-50, -20, 0, 23, and 
50 °C) and at a nondestructive speed of 1.04 m/s. After low-velocity impact, tensile 
tests at room temperature were applied to the samples, and the effect of impact at 
different temperatures on the adhesion joints was investigated.
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2 Method 

2.1 Production of Nanofibers 

Nylon 6.6 nanofibers were produced using the electrospinning method to improve 
the damage behavior by reinforcing the epoxy adhesive, which is the thermoset 
polymer used in single-lap joints. For this purpose, firstly, 3 ml of chloroform and 
7 mL of formic acid were added into a beaker to dissolve 1 g of N6.6 polymer in 
granular form and mixed in a magnetic stirrer at 400 rpm for 1 day until a 
homogeneous solution was formed. Nanofiber production was started by drawing 
5 ml solution from this prepared solution into a 0.8 mm diameter and 5 ml syringe 
and placing it in the electrospinning device. The most suitable parameters in 
nanofiber production, for optimum nanofiber after literature research and repeated 
trials, are syringe movement speed at 0.35 ml/h, voltage at 20 kW, distance between 
rotating cylinder and syringe tip at 13 cm, room temperature at 23–25 °C, and 
relative humidity at 55%. 

2.2 Surface Treatment of Adherent Plates 

Aluminum alloy 2024-T3 plates were cut by laser using nitrogen gas in 
101.6 × 25mm dimensions according to ASTM D 1002-10 standard, the burrs 
were removed and surface preparation processes were started. According to the 
ASTM D3933-98 phosphoric acid anodizing standard, the factors that reduce the 
penetration of the epoxy such as dirt and oil on the surface were cleaned, and by 
forming a controlled oxide (Al2O3) layer, both corrosion resistance and homoge-
neous roughness were obtained. In this context, aluminum samples were first kept in 
a mixture of sodium hydroxide (NaOH) and boiled water for 10 min, cleaned against 
factors such as oil and dirt, and rinsed by keeping them in pure water heated to at 
least 43 °C for 10 min. Then, the etching process was performed by keeping the 
samples in a solution of sulphuric acid – sodium dichromate dehydrate – and 
distilled water heated at 65–71 °C for 10–15 min and rinsed with distilled water at 
room temperature again. In the last stage, surface anodization was carried out in 
phosphoric acid – pure water solution with phosphoric acid anodization for 
20–25 min – and after samples were rinsed with pure water at room temperature 
for 10 min. It was dried in an oven at 80 °C for 40 min (Fig. 1). 

Composite plates were prepared according to ASTM D2093-03 standard as 
shown in Fig. 2. In this context, the surface of the composite was abraded with 
300-grit aluminum oxide sandpaper in the directions shown in the figure. After the 
sanding process was completed, the composite was first rinsed in acetone, and then 
the bonding surfaces were wiped with a clean and lint-free cloth. As a final step, it 
was cleaned in an ultrasonic water bath with acetone for 30 min and kept in a 
desiccator.
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Fig. 1 Surface treatment of aluminum plates 

Fig. 2 Surface treatment of composite plates 

2.3 Preparation of Single-Lap Bonded Joints 

Firstly, epoxy adhesive was prepared for the preparation of single-lap bonding joints. 
In this context, a mixture of 60% epoxy resin and 40% curing agent was prepared



according to the manufacturer’s recommendation and mixed mechanically for 
10 min. In order to remove the air bubbles formed during mixing, the adhesive 
was kept under 0.2 atm pressure for 10 min. 
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Fig. 3 Production of single-lap bonding joints 

After the epoxy adhesive was prepared, it was applied to the adhesion areas of the 
aluminum and composite plates, the surface preparations of which were completed, 
and placed in the adhesion mold with the adhesion areas of both plates overlapping 
each other. The adhesion mold was used in all samples to obtain a mutual standard as 
well as 0.2 mm adhesive thickness and 20 mm adhesion length. In N6.6 nanofiber-
reinforced adhesion connections, unlike pure epoxy bonding connections, the 
nanofibers that were pre-prepared and cut in 20 × 25mm sizes were reinforced 
after epoxy adhesive was applied to the adhesion areas, and the nanofiber was 
completely wetted with the help of a brush (Fig. 3). 

After the positioning process on the mold was completed, the bonding process 
was completed by first curing for 24 h at room temperature and then by performing 
post-cure for 15 h in an oven at 80 °C. 

2.4 Low-Velocity Impact Tests 

Low-velocity impact tests were carried out at a speed of 1.04 m/s and an impact 
energy of 3 J, obtained by dropping the 5.6 kg striking head from a height of 
5.46 cm. Since the postimpact loading state of the single-lap adhesion joint will be 
analyzed by the tensile test, height adjustment has been made to obtain the energy 
level where the samples will not be completely destroyed by impact. Impact mold 
was used so that all of the impact energy acts on the surface of the adhesion joint in 
the normal axis and the impact effect occurs in one axis. The low-velocity impact 
effect was applied to the composite side, since composite materials have better 
elasticity and resilience properties and are exposed to direct impact in practice. 

Impact tests were carried out at five different temperatures (-50, -20, 0, 23, and 
50 °C). While an oven was used to heat the samples, liquid nitrogen was used to cool 
the samples by spraying them onto the adhesion area with the help of a nitrogen gun.



After the conditioning process was carried out, it was followed by a thermal camera 
whether the desired values were reached or not. 
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Impact tests were tested by repeating five times in a low-velocity impact test 
device in Konya Technical University Mechanical Laboratory. 

2.5 Tensile Tests 

Tensile tests were carried out at room temperature and 2 mm/min tensile velocity of 
five specimens that did not break after low-velocity impact tests. Tensile tests were 
performed using the Shimadzu AGS-X tensile test device and Trapezium X software 
in the Necmettin Erbakan University Machinery Laboratory. 

3 Results and Discussion 

3.1 Analysis of Fracture Surfaces 

In Fig. 4, macroscopic images of the adhesion joints, which were completely 
ruptured after low-speed impact tensile testing, are given. A mutual characteristic 
was observed in all adhesion joints, and it was observed that the separation in 
adhesion joints was not at the interface, but by breaking the adhesive, and was 
separated by cohesion fracture. It is also seen that the fracture paths that are expected 
to be observed in cohesion fracture draw zigzags. This means that since the crack 
could not progress in the bonding area while it was progressing, it switched to the 
composite sheet layer, which was weak due to sanding and returned to the adhesion 
area again. 

In Fig. 5, postimpact 1 KX and 10 KX SEM images of single-lap joints of E and 
EN adhesives and observed damage types are given. As seen in Fig. 5 a and b, the 
damage mechanism of the epoxy resin is a flat and featureless surface. In Fig. 5 c and

Fig. 4 Production of single-lap bonding joints



d, a rough structure was realized in the fractured parts, and the cohesion fracture 
mode was realized.
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Fig. 5 Damage types observed in 1 KX and 10 KX SEM images of a single-lap joint after tensile 
testing (a) E-1 KX, (b) E-10 KX, (c) EN-1 KX, (d) EN-10 KX 

When Fig. 5d is examined, the types of damage (such as nanofiber breakage, 
bridging, matrix rapture) that absorb energy in the adhesion joint and increase 
toughness are determined. The occurrence of these types of damage shows that a 
cohesive damage type has occurred, and the reinforcements we have made to 
increase the strength of the adhesive and the amount of energy required to rupture 
are successful. 

3.2 Non-Impact Single-Lap Joints 

In Fig. 6, the maximum tensile strengths are given as a result of the tensile tests of E 
and EN adhesives for single-lap joints without impact and at room temperature. As 
seen in the figure, while the maximum tensile strength of E adhesive is 3405.6 N, the 
max tensile force of EN adhesive is 5835.6 N, and it was determined that the 
nanofiber reinforcement provided an increase of 71%.
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Fig. 6 Non-impact single-
lap joints (E epoxy, EN 
epoxy+N6.6 nanofibers) 
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Fig. 7 Energy loading state 
of a single-lap bonding joint 
with epoxy adhesive 
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Fig. 8 Single-lap joints 
with impact at different 
temperatures max. Force 

0 

750 

1,500 

2,250 

3,000 

3,750

-50°C -20°C 0°C 23°C 50°C 

M
ax

im
u

m
 F

o
rc

e 
(N

) 

E EN 

3.3 Single-Lap Joints with Impact at Different Temperatures 

In Fig. 7, the 3 J impact energy/time graph of epoxy adhesive at different temper-
atures is given. When the graph is examined, the energy transfer times and the 
amount of energy returned were realized at the same time at all temperatures at a low 
impact speed of 1.04 m/s. 

In Fig. 8 and Table 1, the maximum tensile forces of E and EN adhesives for 
single-lap joints obtained after low-speed impact at different temperatures are given. 
When the Nylon 6.6 nanofiber-reinforced epoxy adhesives were compared with 
epoxy, the maximum force after impact was higher at all temperatures. The



C C 23 °C

maximum strength of EN adhesive after impact at room temperature was 2993 N 
with an increase of 34%. 
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Table 1 Single-lap joints 
with impact at different tem-
peratures max. Force (N) (lab 
measurements)

-50 °C -20 ° 0  ° 50  °C 

E 585.2 620.9 953.1 2230.3 1307.0 

EN 618.6 744.8 1153.5 2992.7 1641.5 

4 Conclusions 

In this study, Nylon 6.6 nanofiber produced by the electrospinning method was 
reinforced with the epoxy adhesive used for joining single-lap joints of Al 2024 and 
carbon fiber-reinforced composite materials. Then, the maximum load-carrying 
capacities after a low-velocity impact of 1.04 m/s at different temperatures (-50,
-20, 0, 23, and 50 °C) were investigated.

• In the 3 J postimpact energy-time graph, the energy transfer times and damped 
energy responses of E and EN adhesives at different temperatures are similar.

• Nylon 6.6 nanofiber-reinforced epoxy adhesive provided a 34% increase in 
maximum postimpact load at room temperature. 
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Nomenclature 

a Amplitude, mm 
Re Reynolds number 
TiO2 Titanium dioxide 
λ Wavelength, mm 
α Angle of attack 

1 Introduction 

Flow visualization has been crucial for flow analysis to understand and improve the 
flow characteristics particularly in complex, three-dimensional flows. Surface oil 
flow visualization is a relatively simple technique in which the surface of interest is 
covered with a thin layer of oil. The technique is easy to apply and inexpensive. 
When the wind tunnel is opened, the oil is carried by the airflow, and the dry pigment
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remains on the surface. It creates a streaky pattern that indicates the flow direction 
and the separation or reattachment of the flow from the surface (Merzkrich et al., 
1987).
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There is a lot of information and many different recipes on how to prepare an oil 
mixture for a particular test condition. The aim is to prepare an ideal mixture that has 
the appropriate combination of viscosity and surface tension. The oils generally used 
are kerosene, light diesel oil, and light transformer oil. The white powder-like 
titanium dioxide or china clay on a dark model and the black powder-like lampblack 
on a light model should be used that will provide a clear pattern on the model 
surface. The additives are used in some paints to control the size of the coagulating 
flocs. Oleic acid and linseed oil are widely used as they give ideal results in various 
paints. The mixtures and techniques have been detailed in the study of Maltby and 
Keating (1962). 

Maltby and Keating (1962) point out the requirements for desired oil mixture. 
The paint should leave a pattern of pigment streaks and, at the same time, should 
provide good photographic quality. They agree that it is difficult to give a precise oil 
mixture, and trial and error methods are inevitable when using additives such as oleic 
acid and linseed oil. In facilities with short run times, a carrier that spreads and dries 
quickly, such as kerosene, should be preferred to prevent degradation of the pattern 
during the shutdown process. For longer duration facilities, more viscous liquids 
should be used (Lu, 2010). 

In the literature, different oil mixtures were used to prepare a paint with consis-
tency to leave pigment streaks indicating the flow direction. Bolzon et al. (2016) 
used two oil film mixtures to visualize the flow patterns and structures. The kerosene 
mixture consisted of kerosene, linseed oil, and talcum powder in a ratio of 5:2:1 and 
was designed as determining the streaklines on the models. The ethanol mixture 
consisting of ethanol and talcum powder in the ratio of 5:2 was used to visualize the 
surface shear stress patterns. Sudhakar et al. (2019) carried out a flow visualization 
by using a mixture of oleic acid, titanium dioxide powder, and SAE 60 grade 
vacuum pump oil based on a 1:5:7 ratio. Chen et al. (2012) carried out by using a 
mixture consisting of titanium dioxide, kerosene, and oleic acid with a ratio of 3:6:2. 
Various investigators have used fluorescent pigment to provide high contrast 
(McGranahan et al., 2003; Wei et al., 2019). 

As mentioned above, there is no consensus on the mixing ratio and types of 
ingredients for surface oil flow visualization. In some studies, it is mentioned from 
an oil mixture without giving the ingredients and the mixing ratio. This study aims to 
determine the optimum oil mixture ratio that gives the best results. Also, it is noted 
that the purpose of this study is not to examine the effects of tubercles.
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2 Experimental Setup 

The oil flow visualization experiments were conducted in an open circuit wind 
tunnel with the test section dimensions of 570 mm � 570 mm in the Mechanical 
Engineering Department of Karadeniz Technical University. The turbulence inten-
sity of this wind tunnel was below 1%. Flow visualization experiments were 
conducted on an airfoil at 5�, 10�, 15�, and 20� angles of attacks. The wings mounted 
horizontally in the wind tunnel and end plates were used. The maximum 
misalignment error was 1�. 

The airfoil model has a mean chord length of 150 mm and a spanwise length of 
450 mm. The airfoil model is polished with sandpaper for a smooth surface and dyed 
matte black paint. Experiments were conducted on the suction side of the airfoil 
model, and the oil mixtures were applied to the surface with a paintbrush. While 
applying paint to the surface of the model may seem simple, care is needed to obtain 
the desired results. Maltby and Keating (1962) suggested that a proper coating can be 
produced if the brush moved in small circles instead of the traditional painting 
motion. 

In order to determine the oil mixtures and ratios to be used in this study, the 
literature was examined, and similar ratios were selected. The oil mixture materials 
and ratios are presented in Table 1. Oil mixture A consists of titanium dioxide, 
kerosene, and oleic acid with a ratio of 3:6:1 instead of a ratio of 3:6:2 used in the 
study of Chen et al. (2012). Oil mixture B consists of titanium dioxide, kerosene, and 
linseed oil in the same ratio as oil mixture A. In order to examine the effect of oleic 
acid and linseed oil on the mixture, these mixtures were used with the same ratios. 
Oil mixture C consisted of kerosene, linseed oil, and talcum powder in the ratio of 5: 
1:3 instead of a ratio of 5:2:1 used by Bolzon et al. (2016). Oil mixture D consists of 
oleic acid, titanium dioxide powder, and SAE 20 motor oil based on a 1:5:7 ratio like 
the same ratio used by Sudhakar et al. (2019). Oil mixture E consists of ethanol and 
talcum powder in the ratio of 5:2 used by Bolzon et al. (2016). The purpose of using 
ethanol was to quicken the drying process. Since ethanol evaporates at the time the 
wind tunnel opened, it could not show the pattern on the model surface. Therefore, 
oil mixture E was not included in the Results and Discussion section. 

The airfoil was created by using Eq. (1) where “a” refers to amplitude and “λ” 
refers to wavelength. The amplitude “a” refers to the half distance between a tubercle 
peak and trough. The wavelength “λ” refers to the distance from trough to trough or 
from peak to peak. The airfoil with leading-edge geometry was chosen to create “a”

Table 1 Oil mixture and ratios 

Oil mixture No Ratio 

Titanium dioxide (TiO2), kerosene, and oleic acid A 3:6:1 

Titanium dioxide (TiO2), kerosene, and linseed oil B 3:6:1 

Kerosene, linseed oil, talcum powder C 5:1:3 

Oleic acid, titanium dioxide (TiO2), and SAE 20 grade motor oil D 1:5:7 

Ethanol and talcum powder E 5:2



complex flow structure. In this study, the wavy model shown in Fig. 1 was utilized 
by using Eq. (1) which was first time proposed by Seyhan et al. (2021).
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Fig. 1 The geometric 
details of wavy NACA 0020 
airfoil 

yLE ¼ a1 � cos 
2πx 
λ1 

þ a2 � cos 
2πx 
λ2 

ð1Þ 

3 Results and Discussion 

In this study, flow visualization experiments are conducted at 5�, 10�, 15�, and 20�

angles of attack on the NACA 0020 airfoil model using five different oil mixtures at 
a Reynolds number of 200,000. Oil mixtures A, B, and C were subjected to 
approximately 10 min, and oil mixture D was subjected to 20 min of a continuous 
wind tunnel. During this time, the oil moved in the direction of flow velocity 
dependent on boundary layer skin friction and surface tension of the oil. As a result, 
regions of flow will help to understand the mechanism of flow in the airfoil model. 

Figure 2a shows the flow visualization on the upper surface of the airfoil for four 
different oil mixtures at the angle of attack of α ¼ 5� at Re ¼ 200,000. The free 
stream flows from top to bottom. At the angle of attack of 5�, oil mixture A showed 
sharper transitions while oil mixture B of smoother transitions. Oil mixture C 
consisted of talcum powder insufficient to show the flow topology. Oil mixture D 
clearly showed the streamlines, the separation points, and the delta-shaped trailing 
edge flow separation. 

Figure 2b shows the flow visualization on the upper surface of the airfoil for four 
different oil mixtures at an angle of attack of α ¼ 10�. The leading-edge tubercles 
disturb the spanwise distribution of the flow field and create pairs of counter-
rotating, streamwise vortices as shown in Fig. 2b. The delta-shape regions near the 
trailing edge formed at α ¼ 10� are greater than those formed at α ¼ 5�. The delta-
shape trailing edge flow separation was identified by Rostamzadeh et al. (2014)  at  
pre-stall. At this angle, although the oil mixture C creates a streaky pattern as in other 
oil mixtures, the powder is insufficient to show the flow topology. 

Figure 3a shows the flow visualization on the upper surface of the airfoil for four 
different oil mixtures at the angle of attack of α¼ 15�. At the angle of attack α¼ 15�, 
the airfoil model indicated the flow separation pattern known as the stall cell which is 
defined as a mushroom-like type of shape. The stall cell formation area formed at



¼ ¼ ¼

α ¼ 15� has greater than that formed at α ¼ 20�. Figure 3(b) shows the flow 
visualization on the upper surface of the airfoil for four different oil mixtures at an 
angle of attack of α ¼ 20�. The counter-rotating vortex pair formed between peaks 
can be seen in oil mixtures A and B. Although oil mixture C creates a streaky pattern 
as in the other oil mixtures and it is observed with the eyes, the powder is insufficient 
to show the flow topology. 
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Fig. 2 Flow visualization of NACA 0020 for (a) α 5� and (b) α 10� at Re 200,000 

4 Conclusion 

In this study, a surface oil flow visualization was conducted on the leading tubercle 
NACA 0020 airfoil to find the optimum oil mixture. The experiments are conducted 
at 5�,  10�,  15�, and 20� angles of attack on the NACA 0020 airfoil model using five 
different oil mixtures at a Reynolds number of 200,000. After the tunnel stopped, the 
model in which the mixture of oil pigment was applied was taken out of the test 
section, and the pattern on the model surface was examined. The results obtained are 
listed below:
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Fig. 3 Flow visualization of NACA 0020 for (a) α 15� and (b) α 20� at Re 200,000

• The formation of streaks depends on the size of particles in the pigment. Addi-
tives are often used in the paint as a dispersing agent to control the size of the 
coagulation flocs. Oleic acid and linseed oil can be used as an additive. It is noted 
that they show changes in their chemical composition and oxidize when stored. 
As a result, it has been seen that the use of these additives requires trial and error 
methods.

• It has been seen that there is no definite mixing ratio, and the oil mixture can 
change according to the parameters of the flow.

• Some results could not be shown in the photographs as seen with the eyes. This 
problem can be overcome with modern digital imaging and image processing 
techniques.

• The purpose of using ethanol is to quicken the drying process, but ethanol 
evaporates when the wind tunnel is opened. Therefore, the flow structure could 
not be demonstrated using this ethanol mixture.

• More suitable results will be obtained if motor oil with high viscosity is used at 
high speeds. When linseed oil and oleic acid are compared, it is estimated that 
oleic acid will give ideal results at low speeds, and linseed oil will give ideal 
results at high speeds.
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1 Introduction 

Maintenance and repair operations in aviation are vital for the timely and safe 
execution of the operation. No one will prefer to fly an aircraft that has deficiencies 
in maintenance or has malfunctioning systems. Before the aircraft is put on flight, it 
should be ensured that no condition will interfere with the flight in terms of 
maintenance and repair. However, no matter how careful you are, it is possible to 
encounter malfunctions at any time since the aircraft in question has moving parts 
consisting of electronic and mechanical systems. A problem to be encountered 
before the operation should be reported to the technical team for the solution, and 
the solution is expected to be provided as quickly as possible. The conditions for 
achieving this are possible with the healthy operation of the process. The problem 
needs to be solved simultaneously, such as the correct and complete reporting of the 
fault, the personnel having sufficient experience and knowledge, the fast and accu-
rate demand for the needed materials, and the rapid access to the necessary docu-
ments and data. To have the required speed and accuracy, it is essential to benefit 
from today’s technologies at the highest level possible. 

Due to the complex structure of aviation, many departments have to work in 
harmony with each other. This requirement includes some threats to the airlines. A 
problem in a department will delay the whole process and cause extra costs to be 
billed to the airlines, depending on the scope of the situation. Even if there is no 
trouble in the relevant department itself, problems with communication may occur. 
A team that does not know when, where, and how it should be found will again 
disservice the flow of the process. So much so that even a mishap in the aircraft’s 
parking position notification will cause delays. 

Airlines have to constantly monitor and improve their operations to prevent or at 
least reduce risks. Some of these improvements should be in the form of ensuring 
effective communication between the departments and among themselves, creating 
fast and easy access to the necessary up-to-date documents, simultaneous and 
accurate sharing of the developed plans, and making use of technology at a high 
level. However, difficulties may be experienced in the integration of these innova-
tions due to the high initial acquisition costs of these developed technologies or the 
difficulties of abandoning the traditional methods that have been used for a long time 
and adopted by the personnel. 

The primary purpose of this study is to examine/research the extent to which the 
companies providing aircraft maintenance services in Turkey need technology and 
to what extent they can meet these needs. The study is limited to examining/ 
researching the MRO providing aircraft maintenance services in hangar and line 
maintenance environments in Turkey and the technological possibilities they can use 
and use during their operations.
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2 The Technologies Used During Maintenance 

The technology used and its benefits to the aircraft maintenance processes were 
examined in the research conducted in one of the airlines providing MRO services in 
Turkey. In part of the airline concerned, technical personnel can instantly access the 
documents related to maintenance with a tablet when they need information (on the 
aircraft or in line maintenance). However, some of them access the required infor-
mation and document if they go to the data center and use the computers. After 
accessing the needed data, technical personnel print them to use on aircraft. In 
addition, since the materials, components, and consumables to be used in mainte-
nance are requested over the computer, it is impossible to monitor them instantly 
when they are transferred to the aircraft. Especially in base maintenance, the task 
transfer at the end of the shift is written on the maintenance cards and processed on 
the computer. This dual application causes severe loss of time and communication 
deficiencies in cases such as the technicians not providing enough detail while 
writing. 

Since the maintenance package to be applied in the planned hangar maintenance 
is defined, and the malfunctions detected before the maintenance are planned and 
corrected until the maintenance exit, problems such as having a hard time related to 
task cards are not encountered in such maintenance. Using the processes more 
effectively and using the manpower more efficiently are essential and evaluated. 
However, the main problems are experienced in eliminating the problems of the 
aircraft that are prepared for or in operation. Unlike an aircraft maintained in the 
hangar or does not have a flight scheduled recently, every second is worth gold for a 
malfunction in an aircraft preparing for departure or having completed passenger 
pick-up and is waiting for departure. If such a situation cannot be eliminated, it may 
cause huge costs to the airlines and may cause severe damage to its brand value. Of 
course, malfunctions and problems are inherent in all moving vehicles such as 
aircraft, but in order to minimize such problems during operation, the maintenance 
and controls of the aircraft in the fleet should always be done meticulously, and the 
aircraft should be kept in a constantly airworthy condition. 

3 The Difficulties Encountered During Aircraft 
Maintenance 

The maintenance applied to the aircraft is divided into different categories according 
to the application times and dimensions. In the most basic sense, it is divided into 
line and base maintenance. Another method of distinction is planned and unplanned 
maintenance. Planned maintenance is classified as daily, weekly, A, B, C, and D 
(Bergh et al., 2013). The scope and timing of these maintenances are specific. On the 
other hand, failures that occur unexpectedly and need to be intervened are called 
unplanned maintenance. While the manufacturers publish the application forms, the



authorities inspect the requirements and intervals of these maintenance types, 
whether applied correctly and on time. 
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There are many difficulties in maintaining aircraft during operation. The most 
important of these is time pressure. There is usually not enough time to carry out 
repairs on an aircraft that has taken or will take its passengers. The maintenance 
process for a malfunction consists of several steps. These are detecting the malfunc-
tion, determining the necessary materials and requesting them from the relevant 
departments, troubleshooting, and verification test. Each of these is a process, and 
there is always the possibility that something could go wrong. In addition, the 
aircraft for which technical service is requested can be anywhere in the airport, 
and time is needed to reach it. In addition to the time required to reach the aircraft, 
delivering the aircraft to the flight on time and completing the maintenance proce-
dure creates severe pressure. In such a difficult-to-manage environment, accessing 
documents or experiencing problems in supplying materials makes the process even 
more complex and reflects the business as time and economic costs. 

On the other hand, in the base maintenance environment, the primary problem 
beyond time pressure is the follow-up of the works. The shift work system is 
generally adopted in maintenance operations, and in terms of continuity of work, 
task cards that cannot be completed during one shift should be transferred to the new 
team to ensure continuity. The deficiencies in the existing methods used in these 
processes can put the reliability of maintenance jobs at risk. Starting one step before 
the last action of the previous team brings extra cost by repeating the job, and starting 
one step later jeopardizes the maintenance and, accordingly, flight safety. In addi-
tion, real-time demand and tracking of materials and components demanded from 
different departments are a problem for MRO. It is seen that when the material 
cannot be tracked with a system where it is requested or coming, it is seen that the 
same material is asked for again and repeated orders are created, or due to the 
inability to monitor the inventory life, trying to bring an existing material from 
another location causes both time and money loss. 

The biggest problems encountered during maintenance practices in aviation are 
experienced in the communication process and keeping records, whether in base or 
line maintenance. Since many departments are related to maintenance and the need 
to create documents about the maintenance performed in different areas, complex 
and risky processes may occur. Corrective actions applied to the aircraft and parts 
installed should be recorded following the rules, and even some of these actions 
should be reported to the authorities and manufacturers (http – 1). There are hefty 
penalties on operators and MRO companies for noncompliance with the rules. For 
this reason, having digital access to the platforms that different maintenance per-
sonnel may need within the scope of their authority and which they are responsible 
for recording, making maximum use of personnel, will contribute to the reliable 
recording of records and increase efficiency.
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4 The Technological Innovations in Maintenance 
Operations 

Since we are in the age of technology, digital solutions, which are being used 
extensively in all areas of life, are naturally also used in aircraft maintenance and 
are developed day by day. The innovation and digitalization goals of aircraft 
maintenance companies include real-time access to maintenance-related data from 
many points and minimizing the use of paper in maintenance processes. This is 
defined as “paperless maintenance,” that is, to transfer most of the processes to 
digital environments. These two processes, which are interconnected, can lead the 
industry in terms of optimization, traceability, and accessibility. Processing records 
on paper has many weaknesses for this industry, where speed and reliability must 
be high. 

The information processed in a digital database can be viewed instantly by 
anyone with access permission. From a traceability point of view, data approaching 
specific values will trigger certain warnings, thanks to the ability to assign threshold 
values, allowing problems to be noticed before they occur. More extensive data can 
be stored in much smaller storage areas and transferred quickly and effectively 
between platforms. In addition, considering the positive effect of using less paper 
on our environment, it is seen that it will not be possible to stand in the way of this 
transformation. With this fact in mind and believing in the advantages of technology, 
certain MRO companies have created units that perform these tasks. With serious 
R&D investments, they try to gain commercial benefits by developing the software 
they produce both for use within their maintenance organization and in line with the 
needs of third-party companies. One of these companies is the MRO Lab unit (http – 
2), created within Air France, which promises to combine paperless maintenance 
with business intelligence. 

Should it be necessary to examine the benefits of digitalization on a few basic 
examples, the records of material warehouses have been added to the developed 
digital applications and started to be followed in real time. In this way, it is possible 
to instantly know which spare parts and how many are available in which ware-
house. Even automatic warnings are provided when the specified critical values are 
lowered. In this way, situations such as human error or the inability to process data 
on time can be avoided. Material supply problems that may be encountered at critical 
moments may result in prolonged maintenance activities and increased costs. 

Similarly, malfunctions that occur during the flight are written in the pilots’ flight 
log, and the maintenance personnel checks this book after the aircraft lands by 
visiting the aircraft. The corrective action is taken after the necessary preparations 
are completed by the maintenance team. As a result of this system, which is still used 
but behind the times, effective use of time is not possible, and delays may occur. 
However, the newly developed digital solutions created by the manufacturer can 
identify the faults and transfer them to the ground maintenance departments without 
putting a workload on the pilots. In this way, the maintenance team who is informed 
about the problem in advance can have the opportunity to complete the necessary



preliminary work and preparations until the plane lands. Thus, serious time savings 
can be achieved (Sun, 2009). The airlines and MRO centers should meticulously 
follow such innovations, and the rate of reliability and speed should be increased by 
including them in operations quickly. 
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4.1 The Technological Evolution of Maintenance Documents 

The manufacturers publish basic reference maintenance manuals to carry out the 
maintenance activities of the aircraft. There are around seven maintenance manuals 
designed for different purposes on the aircraft (Kinnison, 2013). For example, the 
handbook used only for detecting and correcting faults is the fault-finding book. 
Another describes the maintenance practices, and another describes the wiring job. 
These handbooks are quite large and vary according to configuration differences 
even within the same aircraft type. However, malfunctions that the manufacturers 
cannot foresee can also be encountered in aircraft. If the maintenance team cannot 
find a solution to these malfunctions according to their own experience, they correct 
them by cooperating with the manufacturers. 

For this reason, these documents are updated periodically by the manufacturers. 
When the Internet and computer were not widespread, these documents were used in 
print version, and with each update, the affected pages were changed by reprinting 
and updating these handbooks. This situation both made it difficult to follow up and 
increased the possibility of making mistakes. In addition, it was not easy to allocate 
so many pages to each staff member one by one and keep and use them by the staff. 

Today, one of the benefits of the internet to the industry is the digitization of these 
documents. Manufacturers added all this data to their databases and provided access 
to the companies operating their aircraft. The companies have taken over the 
responsibility of following the revisions and corrections made due to this. In 
addition, the printed books, which are almost the weight of the aircraft, have 
disappeared, and all authorized maintenance personnel have the opportunity to 
access up-to-date documents from anywhere with the internet. This system, which 
is still not easy enough to access, has come a long way compared to its old version. 
Although there are still many issues that need to be corrected and improved, the 
spread of the Internet has brought great convenience for aviation in general. In the 
sector where numerous documents are used, transferring most data to digital data-
bases has accelerated and eliminated unnecessary complexity. 

4.2 The Usage of Technology in Keeping Technical Records 

Aviatar, a digital solution application developed jointly by Lufthansa Technik and 
Honeywell companies, achieved commercial success and was sold to companies 
such as United Airlines, Wizz Air, and Sichuan Airlines and is actively used (Shukla



et al., 2020). The application promises to get rid of papers in general and provide 
more effective tracking and quick access thanks to the power of the digital world. 
Ultimately, since it is a software product, the application, which can be transformed 
to serve various purposes thanks to the updates created, provides simultaneous 
access from mobile devices for all authorized persons. 
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The starting point is to digitize the process as required by our age by eliminating 
the fault log in the aircraft’s cockpit and the cumbersome structure it brings. The 
faults and information about the aircraft detected during the flight are written in the 
book called AML in the cockpit. This application is behind the times due to its 
negative aspects: it takes time to write in the flight log, the corrective action can 
confuse when mistakes are made, the possibility of a loss of the logbook, the need for 
technical personnel to come to the aircraft first to read the book and then prepare for 
maintenance. Created as an alternative to this application, Aviatar allows authorized 
users to add/read data wherever and whenever they want. In addition, it offers a 
much more effective use thanks to its options such as application, filtering, and 
sorting, which prevent misunderstanding and confusion that may arise from deteri-
oration of the paper structure or handwriting differences. 

The application, which designed a different interface within the scope of the 
agreement with Sichuan Airlines, has been updated to monitor, analyze, and fleet 
optimization works of 168 v2500 and CFM56-5b engines used by the company in 
Airbus aircraft for 5 years. Data such as all performance values of engines, fault 
records, and flight hours are added to the application and are constantly monitored 
and controlled. As can be seen, this application, which can be redesigned for 
different purposes, both facilitates processes in various dimensions for its users 
and creates a commercial activity for its manufacturer (Meissner et al., 2019). 

5 Conclusion 

Digitization is undoubtedly a process that facilitates and accelerates all processes. 
Accessing many data with a single button gives confidence to the practitioner. 
However, one of the negative aspects of this is the overreliance on these applications 
and not paying enough attention to the processes to detect it anyway. Being aware of 
all the benefits of technology, maintenance personnel should make extensive use of 
them. But they must know that they are responsible for allocating flight safety by 
fully performing the necessary controls and monitoring. For this reason, in addition 
to the effective use of all the innovations and facilities provided, the person should 
also be aware that they are the most critical person to prevent problems that may 
arise from maintenance, with sufficient knowledge and skills.
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1 Introduction 

Turning is one of the most basic and widely used machining methods. In the turning 
process, continuous chip formation can occur, especially in ductile materials. 
Continuous chip formation causes various problems. These include wrapping the 
chips around the workpiece, not being able to cool the cutting zone effectively, tool 
wear, and an increase in surface roughness (Stephenson & Agapiou, 2006). In order 
to prevent these situations from occurring, it is desirable to remove the chip from the 
cutting area periodically. The best method for the removal is the breaking of chips 
spontaneously. Among the main techniques applied for chip breaking are using 
high-pressure coolant, using chip breaker forms in cutting inserts, or physically 
removing the chips from the cutting area (Smith, 2008; Berglind & Ziegert, 2015). 
Although these methods are effective in some applications, they are generally 
insufficient in some cases due to additional cost or external hardware requirements 
and, in every case, not being a definitive solution. Especially low depth of cut and 
low feed rate magnitudes make it impossible to break chips in some cases. It has
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been reported in the study that higher feed and depth of cut values are required for 
the chip breaking process as the cutting speed increases (Mesquita et al., 1996). The 
main reason for continuous chip formation is the continuous contact between the 
insert and the workpiece. Continuous contact causes the chips to elongate until it 
breaks spontaneously or due to external factors (Çakir & Çelik, 2017).
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Chip breaking by using the variable feed and variable cutting speed is another 
way to control chips. In this application, preliminary trials are made to draw the 
depth of the cut and feed rate graph for determining the chip breaking zone, which is 
given as general information for a certain material and a specific tool. Although this 
graphic cutting tool is offered by manufacturers, it needs to be re-evaluated, espe-
cially for aerospace alloys. 

In this study, an approach that can be applied to conventional CNC-controlled 
turning lathes is proposed. This approach is basically based on increasing the feed 
rate at certain intervals in the process parameters for which chip breaking is viable. 
By developing CNC programs suitable for approach modeling, it is anticipated that 
controlled chip formation can be achieved without the need for external hardware 
with appropriate tools and equipment. 

2 Material and Method 

Continuous chip formation in machining is one of the important obstacles to 
unmanned production. Experimentally, different chip shapes are obtained by chang-
ing the feed and depth of cut values by making trials for a certain cutting value in a 
particular material. An example table is presented in Fig. 1. The presented data by 
the tool manufacturer is given for a general case material at a 200 m/min cutting 
speed. Machining parameters in which appropriate chip shapes can be obtained are 
added to the insert catalogs. These values are given as a feed rate and depth of cut 
chart for a specific cutting speed. The graphs help users to understand the chip 
breaking ability to cut insert and create a user-specific starting point. 

In order to increase the chip, breaking zones tool manufacturers develop chip 
breaker forms. In this method, after the material is cut and chips begin to form, it is 
encouraged to rotate with a certain radius of curvature, and the bent chip is forced to 
make contact with the workpiece or cutting tool. As the chip flow continues, the 
newly formed chips force the previously formed chips and increase the effective 
strain. At the point where the effective strain is at its maximum, the brittle chip 
breaks due to the moment effect and the thermal overcooling. In order to achieve 
more effective chip breaking, the resulting chips must have limited flexibility. For 
thinner chips, the more flexible chips will not break; instead, they will bend. For 
example, the support effect that occurs in chips with a low feed value or pass value 
may cause the chip to wrap and wrap around the cutting area instead of breaking. 
This effect, which is theoretically planned, is effective, especially in alloys with low 
toughness and in alloys that become brittle due to the effect of high cooling rates, but 
it has less effect on alloys that have high toughness and do not lose their toughness



due to the sudden cooling effect. It is known that chip breaker forms increase the 
cutting forces and increase the power requirement required for the cutting process 
(Lotfi et al., 2016). In addition, it has been reported by previous studies that tools that 
do not have any chip breaker form can effectively break chips if the correct cutting 
parameters are used (ÖZSOY, 2008). Figure 2 shows a numerical representation of a 
chip breaking with curvature the effect of the strain. A similar approach is presented 
in the literature (Deng et al., 2013). 
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Fig. 1 Chip breaking zones 
for a cutting tool. (Toollink 
Co., Ltd. Chipbreaker, 
2021) 

The region required for chip breaking varies considerably according to the 
process parameters and the material used. As the cutting speed increases, the 
resulting chip temperature increases, and the hotter the chip shows more ductile 
characteristics. This situation causes the region required for chip breaking to shift to 
the right and upwards. In other words, higher feed rates and depth of cut values are 
required for chip breaking to take place. Although chip breaking is the desired 
situation, the required feed rate and depth of cut values in some cases may negatively 
affect the tool life, and it is not desired to work on these parameters for a long time 
(Słodki et al., 2015). In such cases, while cutting with the feed rate and depth of cut 
values that provide optimum cutting performance, the federate of the depth of cut 
can be increased to obtain chip breaking at an interval that is determined in order to 
prevent the chip length from exceeding a certain value, and chip breaking is provided 
in certain areas. In terms of application practice, control of the feed rate value is more 
likely than the depth of cut value in axial turning. Provided that the minimum depth 
of cut required for chip breaking is provided, certain cycles are created, and the feed 
rate value is increased to the value where chip breaking is possible, and when the 
chip breaking process is performed, the federate is lowered again, which is safer to



work again. The frequency of the process and the change (amplitude) in the feed rate 
should be selected according to the application. 
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Fig. 2 Numerical representation of chip breaking process 

In a numerically controlled CNC program, the starting position coordinate and 
the end coordinate are usually defined. The advance movement between these 
coordinates is programmed as the feed rate value. In modern applications, such as 
conical cutting, the SFM value is defined in the CNC program in order to maintain 
the cutting speed, and the value that the spindle needs to rotate instantly is calculated 
and applied by the machine control system. The method suggested in this study is to 
provide a partial chip breaking process in areas where the feed rate is increased in 
places in continuous cutting processes, and thus it is possible to control the amount 
of chips accumulated in the cutting process. Figure 3 shows the proposed approach. 
The approach is increasing the feed periodically to enter the chip breaking zone and 
lowering again to minimize the effect of using excessive cutting parameters. 

3 Discussion 

Since the proposed method has the possibility of damaging the surface roughness to 
a certain extent, it should be analyzed well before its use in finishing turning 
processes. In addition, since the primary purpose of the final turning process is to 
achieve the desired size, the worked pass values will be relatively lower, which may 
mean that although the feed rate is increased, chip breakage will not result. In 
addition, the radius of curvature created by the chip breaker form and the support



of the chips by hitting the material or the tool may not always work as planned, so 
even if the recommended method is applied, the chip formation should be carefully 
observed. 
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Fig. 3 Proposed feed rate for chip breaking 

4 Conclusion 

It is possible to obtain more controlled chips by using the method suggested in this 
study for chip breaking in machining. The proposed method and methodology are 
given considering the turning process. According to the application practice, it is 
suggested to apply a partial increase of the feed and depth of cut respectively in axial 
and face turning. Chip management is a problem encountered in many different 
applications of machining. With the method suggested in this study, it has been 
shown that the chip breaking process can be an effective tool in preventing the 
formation of piles of chips without the need for external equipment or specialized 
tools. It is thought that this approach can be adapted to CNC programming tech-
niques and turned into a routine CAM process, and fragmented chip formation can 
be achieved in a controlled and continuous manner. 
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Satellite’s orientation can be estimated by filtering techniques using measurements 
in body coordinates and reference observations. In most of the studies, the Kalman 
filter is proposed to be used for estimating the attitude of the satellites since it was 
proposed in (Lefferts et al., 1982). The dynamics of the rotational motion of the 
satellites is nonlinear so as to many other real-world systems. To overcome this 
problem, the extended Kalman filter (EKF) was proposed and used in place of linear 
Kalman filter to estimate the behavior of the satellite (Markley et al., 2005). 
Traditional approaches for satellite’s attitude angles and angular rate estimation in 
Kalman filter design use nonlinear vector measurements since the mathematical 
models of the measurements are based on nonlinear models. In the linear
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2 Mathematical Models

_ ð Þ ð Þ ð Þ ð Þ

measurement-based approach, the attitude angles are determined by the single-frame 
attitude determination method (Wertz, 2002) which is based on the vector observa-
tions at each step. In literature, the SVD method is found an efficient single-frame 
method as it is faster than the q-method and more robust than other faster methods, 
such as FOAM and ESOQ (Cilden-Guler et al., 2017; Markley & Mortari, 2000; 
Vinther et al., 2011). Depending on the name of the single-frame method, the filter 
can be called a single-frame method-aided filter. The attitude angles determined by 
the single-frame method are used directly as measurements in the Kalman filter. 
Having the state measurements directly from SVD makes the model linear. The 
integration of the SVD supplying the linear measurements based on the vector 
observations with EKF is presented in (Hajiyev & Bahar, 2002, 2003; Hajiyev &
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Cilden, 2016) for the attitude and rate estimation purposes. 
In order to model the satellite’s rotational motion in the filter, the kinematics and a 

dynamics model can be combined. Yet, the dynamics model has inherent errors, e.g., 
the inertia matrix may not be well known (Crassidis et al., 2007). Therefore, 
kinematics model only algorithms which do not include any uncertainties. 

The noisy measurements can be filtered by combining the measurements with 
related models. Kinematics model can be propagated using rate-integrating gyros for 
this purpose. There is only one problem here that might affect the estimation 
accuracy which is the drift on the gyros over time. In order to correct the measure-
ments, three more terms related to gyro bias are added to the state vector for 
estimating them. 

This chapter is organized as follows. The next section describes the mathematical 
model of the satellite’s rotational motion. The following sections present SVD and 
SVD-aided EKF methods and give details about them. Simulations and results are 
analyzed next and finally, this chapter is concluded and summarized.

Kinematic equations can be derived using Euler’s angles (yaw, pitch, and roll 
respectively) as 

_ϕ 
_θ 

ψ 

= 

1 s ϕð Þt θð Þ  c ϕð Þt θð Þ  
0 c ϕð Þ - s ϕð Þ  
0 s ϕ =c θ c ϕ =c θ 

p 

q 

r 

, ð1Þ 

where c(.), s(.), and t(.) are cosine, sine, and tangent functions, respectively, and p, q, 
r are the components of the ωBR vector of the body frame with respect to the 
reference frame. The transformation matrix from reference (orbit) to body coordi-
nates can be used as,
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A= 

c θð Þc ψð Þ c θð Þs ψð Þ - s θð Þ
- c ϕð Þs ψð Þ þ  s ϕð Þs θð Þc ψð Þ  c ϕð Þc ψð Þ þ  s ϕð Þs θð Þs ψð Þ  s ϕð Þc θð Þ  
s ϕð Þs ψð Þ þ  c ϕð Þs θð Þc ψð Þ - s ϕð Þc ψð Þ þ  c ϕð Þs θð Þs ψð Þ  c ϕð Þc θð Þ  

ð2Þ 

The transformation in the angular velocities can be achieved by using the 
relationship between ωBI and ωBR, 

ωBR =ωBI -A 

0

-ωo 

0 

ð3Þ 

where ωo orbital angular velocity of ωo = μ=r3 0 
1=2 

: The rate gyro measurements 
can be modeled as 

ωBIm kð Þ=ωBI kð Þ þ  ηg kð Þ þ  bg kð Þ ð4Þ 

where ωBI = [ωxωyωz]
T is the angular velocity vector of the body frame with respect 

to the inertial frame, bg is the gyro bias vector, and ηg is the zero mean white noise 
with normal distribution with the characteristic of 

E ηgkη
T 
gj = I3x3σ

2 
gδkj, ð5Þ 

where E[.] is the statistical averaging operator, δkj is the Kronecker delta function, 
and σgis the standard deviation of rate gyro error. The characteristic of gyro biases 
bg = bgx bgy bgz 

T 
is given as 

bg k þ 1ð Þ= bg kð Þ þ η2 ×Δt ð6Þ 

where η2 is the zero mean white noise with normal distribution with the characteristic 
of 

E η2kη
T 
2j = I3x3σ

2 
gbδkj, ð7Þ 

where σgb is the standard deviation of gyro biases.
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3 SVD Method 

Attitude angles can be determined using two or more vectors by using a single-frame 
method minimizing Wahba’s loss function in (9). We used Singular value decom-
position (SVD) (Markley & Mortari, 2000). The loss is caused by the difference of 
the measurements from the corresponding reference models. 

L Að Þ= 
1 
2 

i 

ai bi -Arij j2 ð8Þ 

B= aibir
T 
i ð9Þ 

L Að Þ= ai - tr ABT ð10Þ 

where bi is the measurement vector, ri is the reference vector, and ai is the nonneg-
ative weight. 

B=USVT =Udiag S11 S22 S33½ ]ð ÞVT ð11Þ 
Aopt =Udiag 1 1 det U det V VT 12 

The U and V matrices are left and right orthogonal matrices defined in SVD. They 
express the B matrix with primary singular values (S11, S22, S33). The Euler angle 
measurements can be obtained using the attitude matrix Aopt. The covariance matrix 
of the attitude angle estimation errors (PSVD) is  

PSVD =Udiag s2 þ s3ð Þ- 1 s3 þ s1ð Þ- 1 s1 þ s2ð Þ- 1 UT ð13Þ 

where 

s1 = S11 s2 = S22 s3 = det Uð Þdet Vð ÞS33 

4 SVD-Aided EKF Method 

The kinematics model of the satellite can be expressed as 

x kð  Þ= f x  k- 1ð Þ½ ] þ  G  k, k- 1ð Þw k- 1ð Þ 14Þ 
Z  k  =Hx k b  k v  k 15



where x(k) is the state vector, f[.] is the nonlinear system function, G(k, k - 1) is the
system noise transition matrix, w(k- 1) is the system noise, Z(k) is the measurement 
vector, H is the measurement matrix, b(k) is the measurement bias, and v(k) is the 
measurement noise. The process and measurement noises, w(k) and v(k), are nor-
mally distributed white noises. Their expected values are 

ð

ð

ð

ð Þ

ð
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E w  kð Þ½ ]= 0;E w  kð ÞwT jð Þ  =Q kð Þδ kjð Þ;E v  kð Þ½ ]= 0; 

E v  kð ÞvT jð Þ  =R kð Þδ kjð Þ;E w  kð ÞvT jð Þ  = 0:
ð16Þ 

Rotational motion parameters can be estimated by using the following steps in the 
nontraditional extended Kalman filter (SVD-aided EKF). 

The covariance matrix of the extrapolation error 

P k=k- 1ð Þ= 
∂f x k- 1ð Þ½ ]
∂x k- 1ð Þ  P k- 1=k- 1ð Þ× ∂f

T x k- 1ð Þ½ ]
∂x k- 1ð Þ  

þG k, k- 1ð ÞQ k- 1ð ÞGT k, k- 1ð Þ  
ð17Þ 

The covariance of the estimation error 

P k=kð Þ= I-K kð ÞH½ ]P k=k- 1ð Þ 18Þ 

Gain of the EKF 

K kð Þ=P k=k- 1ð ÞHT HP k=k- 1ð ÞHT þ R k- 1ð Þ - 1 ð19Þ 

Innovation sequence 

e k=k- 1ð Þ= Z kð Þ-Hx k=k- 1ð Þ 20Þ 

Extrapolation equation 

x k=k- 1ð Þ= f x k- 1=k- 1ð Þ½ ] 21Þ 

The estimated vector x k=k is found as 

x k=kð  Þ= x k=k- 1ð Þ þ  K  kð Þe k=k- 1ð Þ 22Þ 

Q is the covariance matrix of the process noise. R is the covariance matrix of the 
measurement noise and calculated by SVD as R = PSVD in each step because they 
both are the measurement error covariance matrices of the attitude angles. As the 
measurement covariance adapts itself by using the information from the SVD, the 
integrated filter becomes adaptive. By having an adaptive structure, SVD-aided EKF



]
ð Þ ð Þ

Þ

can estimate a satellite’s rotational motion parameters around the satellite’s mass 
center. 
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Fig. 1 Algorithm structure as a block diagram 

Gyroscopes and star trackers are used as the attitude and rate sensors in this 
chapter. At least two vectors are measured by the star trackers, and by using those 
vectors in the SVD sub-step, attitude angle measurements are obtained. 

The measurements can be presented as 

Zϕ kð Þ=ϕ kð Þ þ  vϕ kð Þ  
Zθ kð Þ= θ kð Þ þ  vθ kð Þ  
Zψ kð Þ=ψ kð Þ þ  vψ kð Þ  

ð23Þ 

where Zϕ kð Þ, Zθ kð Þ, Zψ kð Þ  represent the attitude angle measurements deter-
mined by SVD method and v(.)(k) is the measurement noises of the attitude angles. 
We can call the SVD measurements as Z1 kð Þ= Zϕ kð Þ  Zθ kð Þ  Zψ kð Þ½ T . The gyro 
measurements described in (4) can be expressed as Z2 k =ωBIm k . 

Only using the kinematics, Z(k) = Z1(k), equality is used for the measurements in 
the filter. This means that the measurement input vector is composed of the attitude 
measurements from SVD. Here, Z1(k) represents the measurements from SVD using 
the star tracker vector measurements, while Z2(k) represents the bias-eliminated 
angular velocity measurements from gyroscopes as Z2 kð  Þ= Z2 kð  Þ- bgest k- 1ð  
where bgest k- 1ð  Þ  is the estimated gyro bias vector by the filter. The augmented 
state vector is
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x kð Þ= ϕ kð Þ  θ kð Þ  ψ kð Þ  bgx kð Þ  bgy kð Þ  bgz kð Þ  T ð24Þ 

The structure of the whole algorithm using the kinematics model is given in 
Fig. 1. As seen, the biases of the gyroscope measurements are filtered out by using 
the SVD-aided EKF estimations. Then, the gyroscope measurements are fed back to 
the kinematics model. 

5 Analysis and Results 

In this chapter, we considered a nanosatellite with a mass moment of inertia J = 
diag 2:1 × 10- 3 2:0× 10- 3 1:9× 10- 3 kg:m2 having a star tracker and 
gyroscope as attitude and rate sensors. The parameters belonging to SVD-aided 
EKF are listed in Table 1. The states of the process are estimated without using the 
dynamics of the satellite’s rotational motion in the filter for the system model. The 
mechanism updates the kinematics using the bias-eliminated gyro measurements 
directly (without using the dynamics). Defined vectors in (8) are implemented as 
bimeasurement vector which is from the star tracker outputs, ri reference vector 
which is from the star catalog, and ai nonnegative weight which is the inverse 
variance of the star trackers. 

Figure 2 represents the estimations (a) and absolute errors of the attitude estima-
tions (b) using star sensors on each axis. We can see from the figure that the orders of 
the absolute errors are around 1 arc seconds. Figure 3 shows the gyro bias estimation 
errors in time. The order of the errors is about 0.002 degrees per sec. Five simula-
tions are performed for normalized root mean square error (NRMSE) and given as 
percentages in Table 2 for roll, pitch, yaw angles, and gyro biases about each axis. It 
is concluded that SVD-aided EKF can estimate the attitude angles and the bias of the 
gyroscopes by using only the kinematics relations. 

Table 1 SVD-aided EKF parameters 

Initial covariance matrix of the 
estimation error 

P = 0.001I6 × 6 

Transition matrix of the 
system noise 

G = I6 × 6 

Covariance matrix of the 
system noise 

Q = 0.001I6 × 6 

Measurement matrix 1  0  0  0  0  0

H= 0 1 0 0 0 0

0 0 1 0 0 0
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Fig. 2 Estimation (left) and estimation errors (right) of the attitude angles by the SVD-aided EKF 
method 

Fig. 3 Estimation errors of the gyroscope biases by SVD-aided EKF method 

Table 2 NRMSE of estimations (five runs) 

NRMSE (%) 

Roll 0.0547 

Pitch 0.0489 

Yaw 0.0430 

bx 4.1268 

by 1.1021 

bz 1.2511
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6 Conclusions 

In this chapter, a single-frame method-aided filter is presented to be used with only 
the kinematics model and not including the dynamics of a nanosatellite. Two types 
of sensors are placed on board as attitude and rate sensors, which are star trackers and 
gyroscopes. Using the star tracker measurements, attitude angles are determined by 
the SVD and used as input measurements in the presented filter called SVD-aided 
EKF. Attitude angles and the biases of the gyroscope are estimated by the presented 
filter. The estimated gyro biases are filtered out from the gyro measurements. After 
this procedure, the bias-eliminated gyro measurements are fed back to the kinematics 
model which is also used in the SVD-aided EKF. The whole algorithm runs 
recursively, and the demonstrations show that the filter estimates the attitude angles 
and gyro biases with high accuracy. 

In further studies, it is aimed to compare the estimation accuracy of the filter using 
only kinematics and the filter using both the kinematics and dynamics model of the 
satellite under uncertainties. UKF can be used in order to compare their results with 
EKF in further studies. 
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1 Introduction 

Recently, science and technology are ready to develop and produce an extensive 
series of low-cost small remotely controlled or autonomous air vehicles as drones 
(generally unmanned aerial vehicles/systems – UAV, UAS, including even small 
pilot-less air vehicles, air taxis). The market of their civil application generated by 
the economy and social needs is rapidly growing. On the other hand, a severe 
problem blocks the rapid introduction of drones in city operations and smart city 
transportation. The existing air traffic management system (ATM) cannot control the 
predicted amount of drones operated at low altitude in the urban area between large 
buildings and complex environment (with, e.g., reflection), due to, e.g., (i) the 
limitations in the system capacity, (ii) the required workforce, (iii) the expected 
cost, and (iv) the required duration of the system development. 

Concerning the management system, given the anticipated large amounts of 
drones and widely varying performance characteristics, it is far beyond the capabil-
ities of conventional air traffic management (ATM) systems to deliver services for 
drones in a cost-effective manner. Traditional ATM framework is mainly established 
for human-crewed aircraft, while the absence of a pilot on board will pose a unique 
set of management issues not seen in human-crewed aircraft operations, such as 
avoidance collision, tracking trajectories, path planning, communication, and con-
trol. Hence, integrating drones into smart city transportation is an essential task, 
which requires innovative, highly automated, autonomous solutions. Numerous 
universities, research institutions, high-level groups, policymakers, and megaproj-
ects deal with developing rules and methods that could support the integration of 
drones in air traffic management systems (EASA, 2015; EUROCONTROL, 2018; 
SEAR, 2020). 

It seems that the most promising solutions for urban air transport management 
must use specially structured airspaces with predefined fixed routes or fixed corri-
dors (Fig. 1) following the Singapore recommendation (Pathiyil et al., 2016). Here 
corridors mean multilane “highway” channel routes. 

The Department of Aeronautics and Naval Architecture at the Budapest Univer-
sity of Technology and Economics has extensive practice in developing new oper-
ational concepts as (Jankovics & Kale, 2018; Rohacs & Rohacs, 2016) the 
integration of drones in smart city transportation systems (Nguyen, 2021; Nguyen 
et al., 2020; Nguyen & Nguyen, 2021). 

Figure 2 shows the developed cockpit tool to support the EU-supported so-called 
Gabriel concept (magnetic levitation assisted take-off and landing concept of an 
undercarriage-less aircraft), the primary flight data, recommended flight tunnel, and 
side wing profiles being displayed.
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Fig. 1 Recommended concepts 

Fig. 2 Development of cockpit tools to support precision landing



This chapter investigates the possible integration of drones in the smart city
transportation system. The proposed idea is based on the “road network” defined
in 3D airspace. The drone’s airway system might be constructed with typical,
standard elements. 

52 D. D. Nguyen et al.

In principle, the goal of safely managed UAV traffic is subject to a combination of 
essential services and control procedures. Thus, this chapter’s motivation is to assist 
in the development and management of UAV operations for civil use, especially for 
larger drones operated at low levels. 

2 Operational Concept 

The operational concept describes the use of the given instrument, device, or 
machine (here drone) by targeted users (IEEE, 1998; Cloutier et al., 2009). In 
drone applications, the users are the operators. In this chapter, the general objective 
of using drones is to diversify air freight transportation, which includes the collection 
and final distribution of small packages directly from senders to recipients, covering 
thus flights in urban areas. 

Drones fly by following a predefined trajectory or corridor (Fig. 1). Each drone 
flies on its trajectory that might be part or follow the generally predefined trajectories 
with, for example, changing “lanes,” heading, altitude, or speed. Drones can never 
meet other drones and drones moving in the opposite directions on their trajectory. 

The fixed trajectories and corridors as airways can be classified upon the analogy 
of the road networks. The highways are corridors containing several lanes in a 
two-way direction. The distance between the corridors and from any surrounding 
infrastructure/obstacle should be at least 30 m. Major or mean airways have fixed 
trajectories. 

High-speed delivery drones will fly within a corridor connected by nodes, such as 
one node in the harbor area, one node in the factory area, and another in the cargo air 
terminal (see Fig. 1). The predefined trajectory is desired for drones to avoid 
obstacles and each other. In addition, a safety puffer is defined, ensuring that drones 
cannot meet each other under any circumstance. 

Before the flights, the operators must inform the drone air traffic management 
center of the planned flight and the expected target points. Upon other users’ 
trajectories and surrounding data (e.g., static obstacles, minimum safe altitude), the 
automated center defines the trajectory for the given flight in a 3D virtual channel 
being optimized using the GIS map and opens a slot. Once the drone misses the open 
slot, the process should be reinitiated. 

The flight is fully autonomous, but the drone continuously estimates its position 
and possible conflict and adapts its motion to the real flight situation. The drones’ 
positioning is based on GPS combined with GIS mapping (Gazis et al., 1961; Pang
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Fig. 3 General concept and system layout of the proposed autonomous drone management system 

et al., 2020), using fixed-point markers in the infrastructure and active, intelligent 
surveillance (Fig. 3). Here GIS supports the definition of optimal trajectories based 
on minimizing the habitants being affected by the environmental impact or endan-
gered by the possible emergency/accident situations. 

The general concept and system layout are shown in Fig. . The predefined 
trajectory might have stops, return, or round flights. After reaching the target 
destination or next stop, the drone might follow the next part of the predefined
trajectory of “ask” a new trajectory based on the next target point. The slots for the
following parts of the flight are defined and opened automatically by the operational
center.

3



Airway network is a better distribution of traffic flow that might reduce congestion
and provide more flexibility to flight schedules and routes. Therefore, it is necessary
to design an airway network to manage traffic flows better and reduce traffic 
congestion. Four different sectors are recommended to be used, such as the geo-
graphical sector, sectors in vertical separation (between the large buildings), sectors 
for vertical motion (climb/descent), and sectors for restricted areas. 

Elements of the airway network are simple elements of trajectories, lanes in which
the aircraft might fly in one stationer flight mode as a straight flight, changing the 
lane, descent or climb, or coordinated turn (Figs. , , , , , and ). 987654

3 Airway Network 
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3.1 Typical Elements 

There are two different crossing options: (i) the straight-line crossing with no 
heading modification after the crossing (changing lane) (Fig. ) and (ii) the10a

Fig. 4 One way: (a) vertical view and (b) 3D view 

Fig. 5 Two ways: (a) vertical view and (b) 3D view
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Fig. 6 Multi-lanes in one direction: (a) vertical view and (b) 3D view: v vertical safe distance, 
h horizontal safe distance 

Fig. 7 Multi-lanes in two ways: (a) vertical view and (b) 3D view 

Fig. 8 Turning: (a) in one way at the same altitude and (b) in two ways at the same height
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Fig. 9 Changing altitude in the same direction 

Fig. 10 Crossing: (a) changing lane and (b) changing heading (in top view) 

crossing with heading modification, including possibly a vertical motion due to the 
modified heading (Fig. ).10b

However, changing the direction (or heading) is not as straightforward. To 
minimize the number of potential conflicts, lanes of different headings are at 
different altitudes. Thus, heading modifications lead to the following six simple 
maneuvers, as shown in Fig. 11. 

3.2 Safety Rules Applied to the Definition Airways 

To define the airways, the authors investigated and evaluated several recent regula-
tions and related works focusing on drones’ safety and security aspects. The



following assumptions were made as a means to define the airway network under 
study and the research scope:

• Defining speed limits to 30 m/s for the corridors, 20 m/s for drones flying in fixed 
trajectories at a minimum of 20 m from any infrastructures (buildings), and 10 m/ 
s for drones moving 20 m closer (but 5 m away) from the infrastructure.

• The drone’s recommended longitudinal separation in a fixed trajectory depends 
on the speed, difference in speeds, and the level of cooperation between the given 
drones. Preliminary longitudinal separation “time” should be a minimum of one 
second plus an additional second by every 10 m/s of flight speed sec, for the 
noncooperative vehicles that should be increased when the follower (i + 1) drone 
has a greater speed, Δv (m/s), being compared to the leading (i-th) drone for Δv/3 
in sec. In the case of cooperative drones, the longitudinal separation time can be 
decreased by 30–40% (depending on the actual intensity of air turbulence) and for 
the case of formation flight, another 30%.

• The lateral separation (horizontal and vertical direction) is defined by figures 
representing the recommended typical elements of airways. As a general rule, the
horizontal and vertical distance between the drones’ center of gravity heading in
the same direction should be equal to 5–8 times their maximum dimensions. If
drones fly in the opposite direction, a particular safe distance equal to an empty
lane should be applied.
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Fig. 11 Changing heading at different altitude: 1, changing to a new lane; 2, flying in the new lane; 
3, increasing/decreasing the altitude; 4, turning on the same altitude; 5, flying at the new lane in the 
desired heading; 6, merging in the lane at the same altitude and at the desired new heading 

• The airways and the total network should be composed of the elements described 
above, and the drones might change lanes in the horizontal or vertical 
direction only.



This chapter deals with the civil and commercial application of drones in urban
areas – smart cities. The recommended urban drone traffic system and management 
might operate relatively autonomous vehicles in corridors and relatively small air 
vehicles (mostly with less than 60 kg take-off mass) following trajectories/channels. 
The corridors are far enough from the built environment to be able to react even 
when drones are unintentionally leaving the fixed corridors (e.g., due to malfunc-
tion). The smaller drones following the fixed trajectory may cause fewer damages 
and problems, limiting possible unlawful actions. 

These rules were suggested as a means to eliminate or mitigate the causal factors
or unsafe situations. Although this study proposes the safety requirements related to
drones, we derived requirements assigned to the aviation authority and the manu-
facturer. However, a complete analysis of the authority and manufacturer levels was

• The defined trajectory as a channel for the given drone is fixed and cannot cross 
any other trajectory. 

3.3 Safe Airspace and Airway Network Design 
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Trajectories and, generally, airway networks are developed and designed using 
multidisciplinary and multi-objective optimization to minimize the total impact of 
drones with minimum total cost. Here total means the sum of all the effects or costs 
of all drones. Impact includes all the immediate-, short-, and long-term effects 
and externalities caused by drone operations, such as the impact on nature, built 
and living environment, health problems initiated by the emissions and accidents, 
and effects on the economy. Total cost is determined by taking into account all the 
costs, including, for example, the operation, production, the development and 
operation of all the required infrastructures, or the external cost affected by 
accidents. 

The airway network is operated in urban areas, where accurate positioning and 
traffic management require special supporting rules and a built environment. Rules 
might be developed by the partial implementation of the road traffic rules (including 
even the road and traffic signs) and unique markers being integrated into the city 
infrastructure (see Fig. ). The airway network (as the sectorization) is operated by 
passive, dynamic, and active methods. Airway network should have special zones
for an emergency landing if safety and security problems are detected (see Fig. ).1

3

4 Conclusion 

The integration of drone flights into the air traffic management system is a real 
challenge. This chapter presented operational concepts for drone operations in urban 
areas, including airspace design, recommended construction of the airways, and 
essential safety requirements.
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1 Introduction 

Maintenance and repair organization refers to every action working toward the 
purpose of restoring or retaining an item to a state in which it is able to perform its 
aimed functionality (Vieira and Loures, 2016). According to Hill et al. (2018), 
MRO’s business model is the integration of logistic configuration and technical 
capacity that count the practices of outsourcing and vertical integration of the supply 
chain. The worldwide airline has generated a robust financial outcome in the last 
decade because of many factors and thanks to MRO which was the prominent sector 
supporting aircraft maintenance in the aviation industry. The forecast of aviation
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experts and researchers in the area shows that there will be a major development in 
Asia’s aircraft market, particularly in India and China, and this area will become the 
largest area, almost doubling up the in-service aircraft fleet and engines, therefore the 
demand of repair and overhaul (MRO) (Cooper et al., 2018). The state-of-the-art 
Lean principles and tools for their application in the MRO organizations in the 
aviation sector, as well as to identify leverages for improvements in aircraft main-
tenance management becomes unavoidable, taking into account safety, quality, and 
time. To eliminate non-value adding activity from the value stream is the main 
purpose of the Lean philosophy that means Lean waste does not add value to 
manufacturing and service processes, which can manifest in a variety form, such 
as defect, overproduction, waiting, non-utilized talent, transportation, inventory, 
motion, and extra processing. From a customer point of view, value-added activities 
are important, and customers are wishing to pay for such activities (Glass, 2016; 
Sanchez & Sunmola, 2017). This study presents how to identify and categorize 
critical factors in the aircraft maintenance process. Engine replacement is one of the 
critical tasks in the MRO function. Accurately identifying and clearly prioritizing 
such factors helps the MRO management team develop and implement Lean tools in 
their organizations to improve efficiency, quality, and safety, thereby reducing 
maintenance downtime. Proper application of methods allows the development of 
appropriate maintenance procedures for specific tasks described in the airlines’ 
maintenance program. The approach to the search method this study proposes is to 
use combinations of Lean and Six Sigma (LSS) methods to measure the performance 
indicators during the engine replacement process.
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2 Method 

This research is based on the application of the integrated concept of the Lean Six 
Sigma method to improve the maintenance processes in the MRO organization. In 
previous studies, the main areas of the study of the LSS application were focused on 
the activities of the entire organization. These results go beyond previous reports, 
showing that this work is expanding the use of LSS methods to the different areas or 
systems of aircraft maintenance and removing the restrictions on the concentration 
on the general activities of the MRO organizations. In this study, the main focus was 
on the development of maintenance procedures for optimization of the GEnx-2B 
engine replacement on the aircraft Boeing 747-8, which does not allow the use of 
new equipment, due to the absence of a removal and installation procedures in the 
aircraft maintenance manual (AMM). Based on the positive results of the study, a 
missing AMM procedure was developed and written; however, because of this 
potential limitation, it cannot be used without the approval of the aircraft manufac-
turer and the equipment designer. Another limitation of this is the lack of maximum 
preload value at the FWD PRELOAD entry that is important for determining the 
values of the maximum preload at the FWD and AFT pillars of the Cobra system and



the values of the deflection angles on the digital inclinometer installed on the engine 
stand. 
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Table 1 Lean tools combined with Six Sigma methods 

Define High-level process map, voice of customer (VoC), stakeholder analysis, communica-
tion plan 

Measure Value stream mapping (VSM), data collection plan, measurement system analysis 

Analyze Constraint identification, non-value-added, hypothesis testing 

Improve 5S, Kaizen, Poka-Yoke, total productive maintenance (TPM), process flow 
improvement 

Control Plan-do-check-act (PDCA), mistake proofing, visual process control, standardized 
work, training plan 

Boeing has no objection to the use of equipment according to the issued no 
technical objection (NTO) and leaving the decision to the B747 operators. Engi-
neering departments of the airlines or dedicated MRO organizations can develop a 
similar engine replacement procedure using the Cobra system, therefore addressing 
the intention of both manufacturers to obtain missing data and request the inclusion 
of this procedure in the AMM Boeing 747 for future use. It is important to note that 
the present evidence relies on the publication of the NTO and confirmation from the 
equipment manufacturer. 

The outcome of this study shows that the combination of Lean tools with the Six 
Sigma methods (DMAIC) (Table 1) justifies the hypotheses envisioned to achieve 
the goal and expected performance during engine replacement on B747-8F aircraft 
with GEnx-2B engines. 

3 Results and Discussion 

Using four maintenance staff for the Cobra system, the total of man hours (M/H) 
spend is equal to 20.24 h (H). Bootstrap M/H availability needs to provide eight 
persons which is equal to 68.56 H. The MRO’s available extra M/H reached is equal 
to 48.32 H. Hereby the total M/H needed for engine replacement is reduced to 168 H; 
therefore, engine replacement time consisted of 24 h of using the Cobra system. 
Moreover, reduced labor required costs in the supply chain, expecting space avail-
ability in the stock, control and delivery/redelivery of bootstrap equipment to the 
maintenance team, transportation cost within the organization from reallocation of 
equipment and tools, as well as time and effort spent undergoing non-value-added 
tasks. Summarizing the findings of the process GEnx-2B engine replacement on the 
aircraft Boeing 787-8F, it should be noted that the developed procedure applying 
HELH system using the LSS method is written as part of maintenance manual, 
except taking into account manufacturer limitations (Fig. 1). 

Extensive results carried out show that this method improves optimizing the 
AMM card tasks, the goals were to minimize the time. This reduces labor costs,



by reducing the number of MRO certifying staff and through the use of an optimized 
value-oriented approach while minimizing the waste (Hill et al., 2018). It will reduce 
aircraft down time, while increasing productivity other maintenance departments. 
The result of reduced downtime of the aircraft is less than 7 h under the maintenance 
action, therefore increasing the aircraft availability of the airlines and the financial 
income of the company. 
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Fig. 1 Result of the study 

The adoption of the Lean Six Sigma methods transferring to separate systems 
of the aircraft, such as engine replacement based on MRO context, is the first study 
of its kind. A similar project can be helpful to increase the area of application of 
maintenance and operations impacting positively on the profitability of the company. 
The use of standard tools was an effective approach to enable the LSS methods to 
identify the variables affecting performance. 

4 Conclusion 

In this research, the Six Sigma (SS–DMAIC) approach was used for the identifica-
tion of its applicability in the development of a maintenance task card for an engine 
replacement on the Boeing 747-8 using PM, and the essential results can be 
summarized as follows:

• Engine replacement maintenance task cards decreased by 18 items.
• Total saving man hours on engine replacement consist of 68 h.
• Total saving man hours on equipment removal and installation consist of 48 h.



• Total saving time on equipment removal and installation consists of 3.51 h.
• Engine replacement time is reduced by 7 h. 
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Sandwichesare structural composites in which lightweight and relatively thick core 
materials are adhesively bonded to two separated, very thin but stiff and stronger 
face sheets. They have primarily emerged as a structural member in the fields of 
aerospace, marine, sports equipment, wind turbine, insulation, bridge and decks, and 
other infrastructures due to their very high flexural stiffness-to-weight ratio, acoustic, 
and heat insulation (Geren et al., 2021; Han et al., 2018). The characteristics of 
sandwich composites are the function of stiffness and strength properties of both face 
sheets and the core and the face sheet-to-core adhesion (Wang et al., 2015). 
Moreover, cellular polymer materials have a widespread application in packaging 
to provide energy absorption and impact load reduction. But the weakness in
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through-thickness (out of plane) reinforcement between the composite laminas, 
including the sandwich core, is one of the most limiting issues. Because of this 
reason, laminar composites are much tended to delamination, crack propagation, and
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interlaminar shear failures (Aktas et al., 2013). 
Stitching is an alternative way to increase the core materials’ rigidity and strength 

and improve the face sheet-core interfacial strength. The process also increases the 
out-of-plane strength of the sandwiches and contributes to bending properties 
(Yalkin et al., 2015). It can also be described as a novel method providing higher 
through-thickness strength under compression and better energy absorption without 
sacrificing significant weight increase (Malcom et al., 2013), because the use of fiber 
yarns for the stitching process restricts the fiber-core debonding and increases the 
energy requirement for undesired delamination failure (Han et al., 2018). The 
stitching can be performed manually or by using ordinary stitching machinery. 
With the aid of a stitching machine, the rigid cellular polymeric foam cores can be 
stitched easily without the necessity of predrilling the holes. The stitch orientation 
and stitch quality can be controlled. Boeing developed an advanced stitching 
machine to produce large aircraft structures (Aktas et al., 2013). As stated by 
Mouritz and Cox (1999), stitching also provided to eliminate mechanical fasteners 
used in the fuselage and wings of a supersonic fighter aircraft, because more uniform 
stress distribution can be obtained and, therefore, it can be an alternative solution 
over the adhesive bonding or riveting. In the literature, hand stitching was carried out 
with both drilling holes by CNC milling machinery (Stanley & Adams, 2001) and 
single needle stitching tools (Potluri et al., 2003). It is understood that developments 
in stitching technology are required for widespread applications. 

Yalkin et al. (2015) investigated the effects of perforation and stitching on the 
core materials with different tex yarns. The compression, shear, and bending prop-
erties of the developed sandwich structures were assessed. Malcom et al. (2013) 
made a corrugated core with glass fiber roving and inserted it into PVC foam. The 
face sheets were made of glass fibers, and the face sheets and the foam core material 
were stitched to each other with Kevlar. They aimed to increase shear properties and 
through the thickness compressive strength of the sandwich structures. Han et al. 
(2018) investigated the effects of stitch density on the polyurethane foam core 
(52 kg/m3 , 5 mm thick) sandwiches with carbon fiber face sheets at various impact 
energies under low-velocity impact loads. They concluded that the decrease in stitch 
density led to an enlarged delamination area 

In this study, the effect of core stitching on the flexural properties of low-density 
foam core sandwich structures was investigated. It aimed to improve the out-of-
plane strength of the sandwich panels. The face sheets were made from carbon and 
glass fiber fabrics, respectively, and a 48 kg/m3 density PVC foam core was used as 
the core material. The through-thickness reinforcement was achieved by predrilled 
core stitching with 600-tex fiber yarns. Three-point bending tests were conducted as 
per the ASTM C393 standard (ASTM, ) to reveal the sandwich flexural
properties

2011
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2 Materials and Method 

2.1 Materials 

The sandwich structures were manufactured with low-density polymer foam core 
material and fiber-reinforced polymer composite face sheets. Moreover, 15-mm-
thick PVC foam cores having 48 kg/m3 were used. The shear strength of the core is 
0.55 MPa (TDS, 2011). It is rigid and has a closed-cell structure. Such foams have 
advantages over the open cells with higher modulus and strength data and high 
resistance to environmental disturbances like water and moisture (Yalkin et al., 
2015). Two different face sheets, carbon/epoxy and glass/epoxy laminates, were 
considered to investigate the stitching effect on sandwich structures. Woven, 3K 
plain fabrics with 200 g/m2 were used to make face sheets. The objective of using 
woven plain fabrics is to provide better dimensional stability in both transverse and 
longitudinal directions than unidirectional fibers. Hence, they have almost equal 
mechanical properties in those directions (Dixit & Mali, 2013). 

2.2 Sandwich Manufacturing 

Before starting the manufacturing of sandwiches, the PVC foam cores were drilled to 
obtain the stitching holes. The drilling was made with a CNC milling machine with a 
drill diameter of 2.5 mm. The schematic of the drilled PVC foam core in a specified 
orientation is shown in Fig. 1. 

The stitching was performed in a predetermined orientation by using 600-tex 
E-glass fiber yarns. The image of stitched foam core of a sandwich specimen is 
shown in Fig. 2. After completing the stitching, the sandwich constituents were 
subjected to the vacuum bagging process as presented schematically in Fig. 3. In  
the manufacturing process, the face sheets were co-cured with the core material. The 
carbon/epoxy face sheets were made of four-ply carbon fiber fabrics, whereas the 
glass/epoxy face sheets were made of five-ply glass fiber fabrics to obtain the same 
face sheet thickness values. After stacking all the layers, a perforated release film,

Fig. 1 Schematic of a 
stitched foam core 

Fig. 2 Image of a stitched 
foam core



vacuum breather, and vacuum bag were placed over the composite sandwich system, 
respectively. Therefore, removing excessive resin from the laminate was allowed 
throughout the perforated film and the breather. The sandwich panel was held inside 
the vacuum bag for 24 hours at room temperature under a vacuum atmosphere. The 
non-stitched foam cores were also sandwiched as the benchmarks.
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Fig. 3 Schematic of the vacuum bag process 

Fig. 4 Testing of a 
sandwich specimen 

2.3 Experimental Method 

The flexural tests were carried out with three-point bending loading according to the 
ASTM C393 standard. The specimens are 200 mm in length and 50 mm in width. 
The tests were performed by using ZwickRoell Z100 (100 kN) universal testing 
machine. The span length was arranged as 150 mm, and the cross-head speed of the 
testing machine was set to 2 mm/min. The flexural load-deflection data obtained 
from the tests was used to reveal the bending behavior, flexural stiffness, maximum 
bending load, core shear strength (Eq. 1), and the maximum face sheet stress (Eq. 2). 
The testing sandwich specimen was shown in Fig. 4. 

Fult 
s ¼ Pmax 

d þ cð  Þb ð1Þ



þð Þ

10
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σ ¼ Pmax:S 
2t: d c :b

ð2Þ 

where Fult 
s and σ are the core shear and face sheet ultimate stress (ASTM C393 

Standard), Pmax is the maximum flexural load, S is the span length in three-point 
bending tests, b and d are the sandwich width and thickness, c is the core thickness, 
and t is the face sheet thickness. 

3 Results and Discussion 

The results obtained from the three-point bending tests were presented compara-
tively for carbon/epoxy and glass/epoxy face sheets sandwiches with stitched and 
non-stitched foam core. Figures 5 and 6 illustrate the bending load-deflection curves 
of the sandwich specimens according to the type of face sheets and core modifica-
tions, respectively. Three specimens were tested for each sandwich group. 

The non-stitched foam core sandwiches presented a linear straight line up to a 
bending load of about 400 N and 470 N for glass/epoxy and carbon/epoxy face 
sheets, respectively. Then the nonlinear increment reached the maximum points of 
bending load. It is approximately 500 N and 590 N for glass/epoxy and carbon/ 
epoxy face sheets, respectively. After the maximum point of bending load is reached, 
the failure of sandwiches with glass/epoxy face sheets was carried out with a linear 
decreasing slope, whereas the sandwiches with carbon/epoxy face sheets provided 
almost a plateau between the deflections of 4 mm and 7 mm. The carbon/epoxy face 
sheet sandwiches then showed a sudden force drop due to the compressive failure of 
the upper face sheets. Carbon/epoxy face sheet sandwich provided higher linear 
initial stiffness than that of glass/epoxy face sheets. 
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Fig. 5 Load-deflection curves of the non-stitched foam core sandwiches with (a) glass/epoxy face 
sheets and (b) carbon/epoxy face sheets
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Fig. 6 Load-deflection curves of the stitched foam core sandwiches with (a) glass/epoxy face 
sheets and (b) carbon/epoxy face sheets 

Fig. 7 Comparison of the 
sandwiches’ flexural load-
deflection curves according 
to face sheets and core 
modifications (C/E, carbon/ 
epoxy; G/E:, glass/epoxy; 
NC, non-stitched core; SC, 
stitched core) 
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The stitched core sandwiches increased the load-carrying capacity and initial 
stiffness values for both carbon/epoxy and glass/epoxy face sheets. The sandwiches 
with glass/epoxy face sheets first showed a linear increase to 600 N approximately, 
and then the force increased to the maximum value of about 700 N. Contrary to 
non-stitched foam core sandwiches, the core stitching prevented the load reduction 
and provided a large plateau. On the other hand, a force drop after a plateau was 
observed for the sandwiches with carbon/epoxy face sheets once the maximum 
bending load value (nearly 830 N) was reached. 

The flexural load-deflection curves of the sandwiches were also comparatively 
presented in Fig. 7. As seen, the core stitching made a significant improvement in the 
sandwiches’ load-carrying capacity. Moreover, the sandwich bending rigidity was 
considerably increased. The non-stitched core sandwich rigidities were obtained as



216 N/mm and 230 N/mm for glass/epoxy and carbon/epoxy face sheets, respec-
tively. The through-thickness reinforcement of the core materials increased the 
rigidity values up to 230 N/mm and 301 N/mm for glass/epoxy and carbon/epoxy 
face sheets, respectively. 
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Table 1 Flexural characteristics of the sandwich panels 

Sandwich 
type 

Max. flexural load 
(N) 

Core shear ult. stress 
(MPa) 

Max. face sheet stress 
(MPa) 

G/E_NC 498.28 0.339 25.42 

C/E_NC 591.05 0.402 30.16 

G/E_SC 698.25 0.475 35.63 

C/E_SC 828.78 0.564 42.29 

The primary failure mode for the sandwiches was evaluated as core shearing. 
However, the non-stitched foam core sandwiches with carbon/epoxy face sheets 
underwent a compressive failure of upper face sheets after some amount of core 
crushing. The core stitching contributed to obtaining core shear failure instead of a 
brittle fracture of the upper face sheet due to the compressive forces. Therefore, the 
load acting on the upper face sheets was effectively transferred to the bottom face 
sheets via through-thickness reinforcement of the core materials. The core fracture 
was observed instead of the face sheets’ fracture. Similar findings were obtained by 
Yalkin et al. (2015). Table 1 illustrates the maximum bending load, core shear stress, 
and the face sheet stress of each sandwich group. Approximately 40% increment in 
bending load capacity was obtained for the developed sandwiches with glass/epoxy 
and carbon/epoxy face sheets. The core shear ultimate stress and maximum face 
sheet stress values were also increased. The percent increments were similar to the 
increase in load capacity. The sandwiches with carbon/epoxy face sheets were 
subjected to higher stress values than that of glass/epoxy face sheet sandwiches 
due to their better resistance to flexural loads. 

4 Conclusion 

Core stitching is a simple manufacturing process and suitable for automation. 
Stitched cores can be used to develop sandwiches with very high bending rigidity 
to weight ratio and increased load capacity because the fiber reinforcements within 
the stitching holes act as resistive columns against bending forces. The stitching 
reinforcements provided better integrity of the face sheets to the foam cores. 
Therefore, the load acting on the upper face sheets was efficiently transmitted to 
the bottom face sheets throughout the stitched core, which provided both increased 
bending rigidity and load-carrying capacity. By using the stitched cores, the bending 
load capacity was increased by nearly 40% for both glass/epoxy and carbon/epoxy 
face sheet sandwiches. Moreover, an enhanced failure behavior was obtained, and 
upper face sheet fractures were eliminated.
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1 Introduction 

Along with developing air transportation, passenger traffic is also increasing, and 
new airports are taking their place in the market in order to meet the increasing 
demand. Not only the increase in the number of airports but also the increase in 
ground operations and flight traffic at the airports cause some environmental prob-
lems as well as all their benefits. The main of these problems are greenhouse gas 
emissions, noise, water consumption, energy consumption, and waste amounts, but 
there are also factors such as biodiversity and wildlife. 

Today, airports are aware of their environmental impacts and take various 
measures to reduce these impacts. Airports that want to reduce their environmental 
impacts follow the standards of national and international authorities such as ICAO 
Annex 16 (Environmental Protection – Aircraft Noise) or ICAO Airport Air Quality 
Manual (DOC9889). 

In addition to the authorities, various organizations like ACI also guide the 
airports about this. With the Airport Carbon Accreditation program, it aims to reduce 
carbon emissions by classifying airports at six different levels – mapping, reduction, 
optimization, neutrality, transformation, and transition. 

The aim of this study is to evaluate the environmental impacts of airports and the 
practices carried out to reduce these impacts. 

When a literature assessment is conducted on the environmental consequences of 
airports and the practices that have been implemented in this regard, it is clear that 
sustainable practices have been implemented since the airport’s establishment. At 
sustainable methods utilized in airports, it is noted that largely renewable energy 
is used. 

Sukumaran and Sudhakar (2017) monitored Cochin Airport, which carries out its 
activities with solar energy, on a monthly basis and found a performance rate of 
86.58% which is efficient enough. 

In Koroneos et al. (2010) study, solar energy, geothermal energy, and biomass 
energy were used in uses such as heating, cooling, and lighting at Thessaloniki 
Airport. They found that solar energy can supply 2% of the energy used for heating, 
and biomass energy can supply 8% of the energy used for heating. 

Benosa et al. (2018) examined the impact of techniques for reducing airport 
emissions on air quality in the Southern California region. It was emphasized that 
with the application of methods such as electrification of ground support equipment 
and the application of alternative aviation fuels, the region would be affected by 36% 
less emissions in summer and 32% in winter.
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2 The Examination of the Impacts of Airports 
on the Environment 

In this study, four airports operating in the international arena were examined. These 
airports are Singapore Changi Airport, Munich Franz Josef Strauss Airport, Van-
couver Airport, and Istanbul Airport. The sample of the study consists of the airports 
selected as the best airport on a regional basis in 2020 based on the Skytrax Awards 
and Istanbul Airport in order to make comparisons for the national area. 

Environmental impacts of selected airports were examined under the subhead-
ings: greenhouse gas emissions, noise management, waste management, energy 
management and water management, and practices to reduce the impacts caused 
by these. 

2.1 Singapore Changi Airport 

According to the Airport Carbon Accreditation methodology, Scope 2 emissions are 
higher. Looking at the average of the last 3 years (2018, 2019, 2020), it is seen that 
greenhouse gas emissions decreased by 3.5% (http-1, 2021). 

With its emission reduction target for 2030, Changi Airport Group (CAG) 
prioritizes improvements such as building design and the use of more efficient 
systems in the cooling of buildings, which is the biggest source of emissions. 

With the use of e-waste boxes in the office, the e-waste collection rate quadrupled 
compared to the previous year, and a total of 5604 kg of e-waste was collected (http-
1, 2021). 

Electricity consumption at the airport is mostly used for air conditioning systems, 
terminal lighting, and baggage handling systems. It is aimed to reduce energy 
consumption by closing elevators, escalators, and moving walkways in 
nonoperational areas of the terminals. 

In the 2019/2020 fiscal year, 819,439 m3 of drinking water was consumed at 
Changi Airport, and 782,568 m3 of wastewater was generated. 

2.2 Munich Franz Josef Strauss Airport 

The total amount of CO2 was measured at Munich Airport as 147,778 tons in 2019, 
and a decrease was recorded compared to previous years (http-2, 2021). To reduce 
carbon emissions, Munich Airport carries out its pushback operations with electric 
vehicles called PHOENIX. 

Munich Airport also monitors the amount of noise generated with 16 fixed 
monitoring points placed around it. Munich Airport landing fees are calculated



according to the noise levels of the aircraft, which affects the type of aircraft used by 
the airlines. This method encourages airlines to use quieter aircraft. 
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Munich Airport recycled 9666 tons of waste in 2019, reaching the highest amount 
compared to previous years (http-3, 2021). 

The airport is working on the replacement of lighting with energy-saving LED 
lighting and meets almost all heating and cooling requirements based on waste heat. 
Thus, it decreased the amount of energy per passenger in 2019 and reached 4.88 
kWh/passenger (http-3, 2021). 

The airport uses stored rainwater in fire training courses to reduce water con-
sumption. Water-saving faucets to reduce drinking water consumption are used. 

2.3 Vancouver Airport 

Vancouver Airport aims to reduce its emissions by using electric vehicles in its 
ground operations and encouraging its employees to use public transportation or 
bicycles. With such practices, airport emissions were reduced by 5% in 2020 (http-4, 
2021). 

With its ground run-up enclosure facility, it aims to reduce the noise caused by 
engine starts in the environment. This facility reduces noise by directing the sound 
coming from residential areas with its aerodynamic design and sound-absorbing 
panels. Also, for aircraft with a maximum takeoff weight of more than 34,000 kg, 
prior confirmation is required between 00:00 and 06:00 regardless of actual take-off 
weight (http-5, 2021). 

To reduce the use of waste; targets such as reducing single-use plastics, carrying 
out studies to supply less packaged goods, and increasing the number of central 
waste sorting stations were set. 

It has been converted to energy-efficient LED lighting to reduce the energy 
consumed for lighting. In this way, 801,410 kWh of energy was saved. 

Vancouver Airport, which reduced its total water use by 47% in 2020, has 
conducted various studies on the use of rainwater. One of these is collecting 
rainwater from the roof of the airside operation building and using it for 
non-potable uses (emergency firefighting and vehicle washing). It is estimated that 
it saves about 620 m3 of drinking water per year (http-6, 2021). 

Apart from this, the wildlife team directs wildlife animals that may negatively 
affect the airport operation in different areas. 

2.4 Istanbul Airport 

Aiming to reduce carbon emissions, Istanbul Airport prefers electric luggage-
carrying vehicles. In order to reduce the effects of direct greenhouse gas emissions



caused by the construction of Istanbul Airport, afforestation studies were carried out 
to create sinks. 
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Istanbul Airport has made it mandatory for aircraft to be connected to FEGP since 
aircraft APUs generate high levels of noise. 

Istanbul Grand Airport (IGA) which built and operates Istanbul Airport aims to 
reach the Zero Waste Target in 2023. Nonhazardous wastes are reused when 
necessary, reducing the amount of waste, thus saving labor, energy, and fuel. 

Istanbul Airport aims to reduce energy consumption in line with ISO 50001 
Energy Management System standards. Public transportation is encouraged at Istan-
bul Airport, priority parking spaces are reserved for low-emission vehicles, and 
advantageous parking spaces are reserved for vehicles that will share cars (http-7, 
2021). 

In order to reduce water consumption, local plants that consume less water are 
selected in landscape areas, and 100% water savings are achieved by using treated 
wastewater in irrigation. Wastewater generated as a result of vehicle washing is 
filtered and returned to the system (http-8, 2021). 

In addition to this, while the wildlife management unit works on identifying and 
minimizing bird and aircraft collision risks, it also analyses the changes that can be 
made in the take-off-landing directions of the aircraft. 

3 Results and Discussion 

While each selected airport follows international standards, it also creates and 
implements its own environmental policy. Beyond policy-making, Istanbul Airport 
and Vancouver Airport have established special units in order to better manage 
environmental issues. All airports follow the Airport Carbon Accreditation (ACA) 
program initiated by ACI. 

The most detailed information on all topics was obtained in the Munich Airport 
reports, but the numerical data on the noise occurring at Vancouver Airport and 
Istanbul Airport could not be reached. 

When greenhouse gas emission amounts are examined; the lowest amount is seen 
at Vancouver Airport. Then, it is seen that Munich Airport has reduced its emissions 
from 2017 to 2019. Istanbul Airport does not have data before 2019, but when 
compared to 2019, it has been concluded that it causes less emissions than Changi 
Airport. 

It has been concluded that Munich Airport, which shares detailed information on 
water consumption, uses less amount of drinking water than Vancouver Airport. In 
addition, it has been learned that Changi Airport, which has shared only 2019 data, 
realizes both drinking water consumption and wastewater discharge in lesser 
amounts than Munich Airport. 

When the total amount of waste is compared, it is seen that Changi Airport is the 
airport that generates the least waste.
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When the energy consumption of airports is examined, it is seen that the elec-
tricity consumption per passenger is less at Munich Airport and has decreased since 
2017. There is not enough information about Istanbul Airport. Since Vancouver 
Airport shares its data in different energy units, comparisons cannot be made. 

Considering the practices carried out by airports to reduce their environmental 
impact, it is seen that Vancouver Airport and Istanbul Airport do more work than 
other airports. 

While Munich Airport and Vancouver Airport performed the most practices in 
terms of greenhouse gas emissions and noise, it was observed that Changi Airport 
did fewer practices, and sufficient information could not be reached on noise. 

The practices carried out by Istanbul Airport on waste, energy, and water 
management stand out compared to other airports. 

Apart from the topics mentioned, Istanbul Airport and Vancouver Airport also 
worked on different subjects such as wildlife and biodiversity and shared the details 
in their reports. 

4 Conclusion 

It is seen that airports around the world are aware of their environmental impacts and 
implement different practices in order to reduce these effects. When greenhouse gas 
emissions are compared, the lowest amount is seen at Vancouver Airport, and the 
highest amount is seen at Changi Airport. When the total amount of water consump-
tion and the amount of wastewater discharge in 2019 are examined, it is seen that the 
lowest amount is at Changi Airport. In terms of waste, Changi Airport was the 
airport that generated the least amount of waste. When electricity consumption is 
compared, it is seen that Istanbul Airport and Vancouver Airport do not share data, 
and among other airlines, the electricity consumed per passenger is the least at 
Munich Airport. 

Common aspects seen in the practices can be shown as electrification of the 
vehicles used, the use of energy-saving lighting and batteries, alternative fuel 
studies, turning off the auxiliary power unit to reduce the effects of noise and 
emissions, reuse of wastewater, and various activities to raise awareness of 
employees and passengers about the environment. 
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1 Introduction 

Transport is the backbone of life. It is one of the sectors which determine the form 
and socio-economic development of a city (Zuidgeest & Van Maarseveen, 2006). 
The first step in creating sustainable transport systems is focusing on the develop-
ment of passenger transport since this process must be done on a high strategic level 
so estimating and forecasting the network for the service to reach sustainability 
(Jenks et al., 2000) based on using the decision-making methods like multi-criteria
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decision-making techniques (MCDM). Most of the strategic important transport 
development decisions are made based on capital cost limitation, administrative 
challenges, and other constraints (Comtois, 2009), which are often made as 
top-down decisions giving the authority to the operators of the service and 
neglecting or limiting the users’ opinion such a process could give catastrophic 
results in the future that’s why the modern sustainable development of the transpor-
tation system in any country started to consider more contribution from the public 
side (users and potential users) also maximizing the experts’ point of view contri-
bution (Duleba, 2019).
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Due to the rising challenges in the transport world through the implementation, 
maintenance, and distribution of the projects and the urbanization and increase of 
population of the cities, the level of supply quality in the transport systems should be 
assessed, which is an important factor in the global field within manufacturing and of 
the market socioeconomics, the supply chain is prevalent in today’s business model 
(Jenks et al., 2000). Multi-criteria decision-making MCDM is a famous and well-
known branch of decision-making techniques. That deal with decision problems 
which requires a specific procedure under some circumstances and conditions of 
several decision criteria, which fits the practical strategic problems and also needs 
specific solutions or alternatives under a set of conditions like the situation here in 
public transport projects developments (Figueira et al., 2004). The MCDM approach 
requires that the choice or selection be made among decision alternatives or 
sub-criteria described by their attributes. Solving an MCDM problem involves 
sorting, ranking, and scoring (Mardani et al., 2015; Sabaei et al., 2015). The 
transportation development process is a strategic procedure that needs to identify 
and predict the current and future situation of the transport system, considering many 
different variables, and develops and chooses multiple scenarios to solve the 
encountered or probable problems. As multiple parameters are affecting the social 
life in the accommodation unit, there is a necessity to evaluate these parameters 
when choosing between the scenarios (Velasquez & Hester, 2013; Brunneli, 2015; 
Snyder et al., 2016). 

This research aims to identify, analyze, and evaluate the factors in the develop-
ment of the public transportation system in Budapest City by involving two types of 
the public, namely, experts and passengers. The current study considers the stake-
holder groups by focusing on the opinion of experts on their preferences concerning 
the public transportation main characteristics (Duleba & Moslem, 2018). The ana-
lytic hierarchy process (AHP) is applied to build a general hierarchical model (Saaty, 
2002). These decision-making models are mainly based on three levels to determine 
preference weights of evaluators for the (i) evaluation process, (ii) avoiding com-
plexity, and (iii) missing data of other AHP applications. In this research, the Saaty 
scale has been used for scoring to illustrate the missing data using the matrices which 
could be calculated by a specific algorithm as well (Nakagawa & Sekitani, 2004; 
Duleba et al., 2012). 

One of the novelties of this research is to introduce a new decision-making model 
for comparing the supply transport quality including the cost and environmental



impacts criteria. The process will make it easier for decision-makers to evaluate and 
weigh various individual aspects of public transportation from different overviews. 
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2 Method 

There are several MCDM approaches to support decision-makers in transportation 
projects development from different perspectives: the experts, passengers, 
non-passengers, potential passengers, and governmental side also considering the 
main characteristics of the transport system from different overviews including the 
three dimensions of sustainable development; however, the analytic hierarchy pro-
cess is the most popular application of MCDM applications, especially in transpor-
tation project developments and planning to reach sustainable development for the 
current system. Over time, numerous researchers have used the MCDM techniques 
and approaches in urban transportation and its development since public transpor-
tation projects need to be ranked and prioritized based on many other limitations, the 
MCDM is the suitable technique for the evaluation, and analyzing the data using 
these techniques will help and make it easier to see all stakeholder preferences 
including the public which lead to a sustainable transport system (Eskandarpour 
et al., 2015; Akdemir et al., 2018). 

Budapest City has been selected because of the growing developments in the 
transport side (van den Berg et al., 2014) and considering that the demand side is 
sometimes seriously neglected. To get a more generalized view of public transpor-
tation supply quality criteria where the preferences of transport experts and passen-
gers are considered in Budapest, the analytic hierarchy process has been applied 
based on a pairwise comparison (PC) questionnaire survey. A three-level hierarchi-
cal model was used in the evaluation process, (i) general, (ii) specific, and (iii) very 
specific, which let us gain important information on all kinds of elements in a strictly 
logical way by keeping the hierarchy (Saaty, 2001). 

The steps of applying the AHP method could be summarized in Fig. 1. As a  first 
step in building a three-level hierarchical model based on the basic characteristics 
and elements of public transportation, Table 1 shows the model with the elements of 
each level. 

2.1 Calculation 

First, we form the pairwise comparison matrices, since the AHP utilizes the special 
characteristics of pairwise comparison matrices (PCM). The matrix of pairwise 
comparisons A ¼ [aij] shown in Eqs. 1 and 2 represents the intensities of the 
decision-maker’s preference between individual pairs of alternatives (Ai versus Aj, 
for all i, j ¼ 1, 2, . . ., n). They are usually chosen from a given scale, the Saaty scale
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Fig. 1 The process of 
applying AHP 

Suggested Improvement in The current 
situation 

SS ggesttedd IImpro ementt iin TThhe c rrentt 

Sensitivity analysis 

Calculation final scores 

Deriving weight vectors 

Aggregation by geomtric mean 

Consistency check 

Quastionnaire survey 

Creating the PCM-s based on the hierarchy 

Building the hierarchical model

Table 1 The hierarchical model 

Level 1 Level 2 Level 3 

Supply quality Service quality Approachability 

Service quality 
Transport quality 
Traceability 
Cost 
Environmental aspects 

Approachability 
Directness 
Time availability 
Speed 
Reliability 
Cleanliness and aesthetics 

Distance to stop 
Safety of stops 
Comfort of stops 
Capacity of stops 

Transport quality Directness 

Comfortability 
Safety of travel 
Environmental protection 

Need for transfer. 
Fit connection 

Tractability Time availability 

Perspicuity 
Information before travel 
Information during travel 

Frequency of lines 
The limited time of use 

Cost Speed 

Subsidies 
Affordability 

Journey time 
Awaiting time 
Time to reach stops 

Environmental aspects Reliability 

CO2 emissions 
Noises 

Dynamic timetable 
Delay 

Comfortability 

Physical comfort 
Mental comfort



(1/9, 1/8, 1/7, 1/6, 1/5, ¼, 1/3, ½, 1, 2, 3, 4, 5, 6, 7, 8, 9). Matrix A is considered 
consistent if all of its elements are positive, transitive, and reciprocal (Saaty, 1977).
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A ¼ aij ¼

1 a12 : : a1j : :  a1n 
1 
a12 

1 : : a2j : :  a2n 
: : :  

: : :  1 
a1j 

1 
a2j 

: : aij : : ain 
: : : :  

: : : :  1 
a1n 

1 
a2n 

: :  
1 
ain 

: : 1 

ð1Þ

ask ¼ aij:ajk, aij ¼ 1=aji ð2Þ

Calculate the geometric mean (see Eq. 3) of each group for each level through the 
pairwise comparison matrices. 

A ¼
h 

k¼1 

aijk 
h 

i, j ¼ 1, . . . , n ð3Þ

Calculate the normalization term of the weight for a corresponding element so 
that the components of the weights eventually add up to 1. Then calculate the 
aggregated eigenvector for the final score (see Eq. 4). 

WAi ¼ Wj 

W 
Wij 
n 
k¼1Wik 

¼ Wj 

W 
1 

n 
k¼1Wik 

Wij ð4Þ

2.1.1 Questionnaire Survey 

The model shows the main factors on the supply side that can affect public 
transportation, and we will compare them based on the Saaty scale in Table 2 
(Berrittella et al., 2011; Saaty & Vargas, 2012). 

2.1.2 Consistency Check 

Compute the consistency index (CI), where λ max is the maximum eigenvalue 
(Saaty, 1990).



N 2 3 4 5 6 7 8
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Table 2 Saaty scale (Saaty & Vargas, 2012) 

Numerical 
values Verbal scale Explanation 

1 Equal importance of both elements Two elements contribute equally 

3 Moderate importance of one element 
over another 

Experience and judgment favor one 
element over another 

5 Strong importance of one element over 
another 

An element is strongly favored 

7 Very strong importance of one element 
over another 

An element is very strongly dominant 

9 Extreme importance of one element 
over another 

An element is favored by at least an 
order of magnitude 

2,4,6,8 Intermediate values Used to compromise between two 
judgments 

Table 3 Consistency indices for a randomly generated matrix (Saaty & Vargas, 2012) 

RI 0 0.58 0.9 1.12 1.24 1.32 1.41 

CI ¼ λmax � n 
n� 1

ð5Þ

Compute the random index, RI, based on the number of criteria using the random 
consistency index table (Table 3). 

Accept the matrix if consistency ratio, CR < 0.1, where CR is the consistency 
ratio because the experiential matrices most of the time is not consistent (Saaty & 
Vargas, 2006). CR can be determined by: 

CR ¼ CI 
RI

ð6Þ

3 Results and Discussion 

After analyzing and visualizing the participants’ opinions about the development of 
the public transportation system in Budapest City basically by evaluating the factors 
and characteristics of the supply quality of the public transportation system in the 
city, for sure there will be some differences between the experts’ overview and the 
passengers’ overview although the experts have more knowledge about the trans-
portation process and its development in a more detailed way. However, the AHP 
method will provide more awareness and enlightenment about public transport 
development based on pairwise comparisons than using simple statistical surveys.



The answers have been aggregated by using the geometric mean as mentioned in the 
methodology. 
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Table 4 The supply quality (passengers’ side) (study results) 

Passengers side 

Supply 
quality 

Se
rv

ic
e 

qu
al

ity
 

Tr
an

sp
or

t 
qu

al
ity

 

Tr
ac

ea
bi

lit
y 

En
vi

ro
nm

e 
nt

al
 a

sp
ec

ts
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Service 
quality 1.00 1.31 1.78 0.69 0.22 13.04% 

Transport 
quality 0.76 1.00 1.98 0.95 0.21 12.84% 

Traceability 0.56 0.51 1.00 0.39 0.20 7.53% 
Environmental 
aspects 1.46 1.05 2.56 1.00 0.44 17.91% 

Cost 4.62 4.68 4.93 2.30 1.00 48.69% 
CR = 0.017 Sum= 100% 

Table 5 The supply quality (experts’ side) (study results) 

Experts side 

Supply 
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Service 
quality 1.00 1.15 0.95 0.65 0.35 14.17% 

Transport 
quality 0.87 1.00 1.55 0.93 0.48 16.99% 

Traceability 1.06 0.64 1.00 0.43 0.57 13.29% 
Environmental 
aspects 1.55 1.08 2.31 1.00 0.64 22.50% 

Cost 2.90 2.10 1.76 1.57 1.00 33.05% 
CR = 0.021 Sum= 100% 

Based on the responses of the two groups and using the AHP method, evaluating 
and weighing the characteristics in each level separately, Tables 4 and 5 show the



factors (the weights and the final score and the consistency ratio) which have been 
calculated for the first level, the supply quality characteristics from both sides: 
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Expert Passengers 

Fig. 2 The model element final score (both sides) 

We evaluated and weighed the characteristics at each level with the same process. 
Combining both sides in one figure shows which conflict points in the comparison 
and where we had big similarities in the basic component in the comparison; see 
Fig. 2. 

The calculation shows that the cost played a very important role in the decision-
making and noticeably affected the answers of the evaluators from both sides, but we 
can say that the experts’ opinions were more consistent than those of the normal 
passengers. On the experts’ side, the affordability of travel is the dominant factor 
from the cost criterion. What comes immediately after that is CO2 emission from the 
environmental aspect criterion. On the passengers’ side, the subsidies are the dom-
inant factor in the cost and then the affordability. 

3.1 Sensitivity Analysis 

Since in both cases the cost was the strongest factor affecting the evaluation process 
to know how deep does the cost affect the choices of other criteria, we apply 
sensitivity analysis (see Fig. 3) to the results to see how much a simple change in 
the ratio of the critical weight could affect the other weights and the final score of the 
characteristics. Applying sensitivity analysis to such decision-making processes is 
essential to ensure the consistency of the final decision. Sensitivity analysis gives the 
decision-maker confidence in consistency and robustness (Sun & Li, 2010). Com-
pared with the conventional transportation evaluation methods. Through sensitivity



analysis, different “what-if” scenarios can be visualized which is helpful to observe 
the impact of changing criteria to final alternative rank. 
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Fig. 3 Sensitivity analysis 

Fig. 4 First-level element 
outcome in the model 

Service Quality 

Transport 
Quality 

TraceabilityEnvironmental Aspects 

cost 

Supply Quality 

Experts Side 

Passengers side 

The sensitivity analysis has been taken to the critical elements in the first level 
only (the cost) by decreasing a very small amount of 0.05 of the weights and 
increasing it equally to the other remaining criteria observing the concluded changes 
in the model. The results show that both CO2 emissions and safety of travel will be 
the most affected by the small change in the cost (neglecting the sub-criteria of 
the cost). 

Since the cost of the transport process is the strongest and the dominant element 
in the evaluation from both sides (see Fig. 4), the cost may determine the level of the 
transport system and the type of transportation projects which will impact strongly



on the community’s economic development objectives, such as productivity, 
employment, business activity, property values, investment, and tax revenues. 
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Fig. 5 The model elements excluding the cost 

Including the cost in the model showed how the financial issues could play a 
decisive role in the development. So, it could help to investigate the evaluation of the 
model elements by eliminating the cost-effectiveness and checking what would be 
the next critical characteristics by eliminating the cost-effectiveness from the first 
level as is shown in Fig. 5. 

In general, including the cost in the model showed how the financial issues are 
crucial in the development especially on the passengers’ side. The distribution 
among the experts is also displayed in a balanced and well-distributed manner. In 
the first level, both the cost and the environmental aspects were the dominant factors, 
and in the second level, the sub-criteria of the cost and both subsidies and afford-
ability were dominant. The CO2 emissions from the experts’ side also were one of 
the decisive factors since it was in second place, yet the passengers’ side focused 
more on the financial issues. In the third level of the hierarchy, a conflict of the 
dominant factors between the two groups is obvious in the experts’ side the dynamic 
timetable followed by the physical comfort are the dominant and putting the 
frequency of lines in the third order, in the passengers’ side the dominant factors 
in sequence are the delay (since the passengers use the transportation in a regular 
way which makes them the most side affected by the delay of the trip) followed by 
the dynamic time table and the physical comfort in the third place.
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4 Conclusion 

The research outcomes revealed a priority ranking and scaling of the elements of 
supply quality within each level, which is a direct reflection on the transportation 
system of the city and trying to decrease the growing gap between the demand and 
supply in Budapest City, multi-criteria play a decisive role, Based on quantitative 
and qualitative criteria using the conventional, classic and simplified analytical 
hierarchical process (AHP) method for decision-making approach shows the dis-
crepancies among the visions. The results of this survey were based on a total of 
40 participants from 2 groups the experts and the passengers, and it should be 
mentioned that the results could vary if more participants and more groups are 
included. 

The cost and the environmental aspects are the critical elements which requested 
a suggested suitable low-priced and environmentally friendly transport process 
which should be reached by the cooperation of all stakeholders. Another inevitable 
issue is to revise the issue of the safety of travel. 

4.1 Recommendation and Future Work 

The AHP method showed that taking different groups’ preferences and more 
evaluator’s numbers would open the discussion to new non-mentioned challenges. 
The research included a specific number while including more evaluators and more 
groups allowing a more accurate investigation. 
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1 Introduction 

Human error is a major contributing factor in aviation accidents and human error has 
been cited as the cause of 60–80% of aviation accidents (Guo & Sun 2020; Erjavac 
et al., 2018). Human reliability analysis (HRA) is a systematic approach to identify, 
quantify, and reduce the human errors of human–machine systems. Human reliabil-
ity is defined as the probability of successful performance of a task and human errors 
are the human behaviours that fall outside the tolerance scope of a system where a 
person operates (Hou et al., 2021). Numerous HRA approaches have been proposed 
to calculate HEP and evaluate human performance and also to investigate human-
related errors (HREs) such as HEART, technique for human error rate prediction 
(THERP), cognitive reliability and error analysis method (CREAM), standardized 
plant analysis risk human reliability analysis (SPAR-H), and an advanced human 
error assessment approach (Swain & Guttmann, 1983; Hannaman & Spurgin, 1984; 
Cooper et al., 1996; Hollnagel, 1998; Gertman et al., 2005; Can & Delice, 2020). 

The aircraft maintenance technician (AMT) is the most important part of the 
maintenance system that ensures the aircraft to fly for many years by performing the 
necessary maintenance. The slightest mistake made by the technician while 
performing his/her duties in aircraft maintenance poses a serious risk in terms of 
flight safety. Therefore, it is very important to detect the mistakes that AMT will 
make and to develop suggestions to prevent or correct these mistakes (Latorella & 
Prabhu, 2000). 

There are very few studies on the use of the HEART technique in aviation. 
Gibson and Kirwan (2008) explain that controller action reliability assessment 
(CARA) is a human reliability assessment technique used to quantify human per-
formance in the context of air traffic management (ATM). CARA involves the use of 
specific data for quantification, the identification and measurement of various types 
of air traffic controller behaviors, and the utilization of performance shaping factors 
(PSFs) to adjust task reliability. This method serves as a valuable tool for evaluating 
and quantifying human performance within the critical domain of ATM. This 
method serves as a valuable tool for evaluating and quantifying human performance 
within the critical domain of ATM. Guo and Sun (2020) propose and apply an 
integrated human reliability quantitative method to assess flight safety in civil 
aviation. They employ the improved analytic hierarchy process (IAHP) method to 
determine the APOA value of each EPC and then these APOA values are integrated 
into the HEART approach to derive the HEP of flight tasks. Chiu and Hsieh (2016) 
developed a latent human error analysis process to explore the factors of latent 
human error in aviation maintenance tasks and to provide an efficient improvement 
strategy for addressing those errors. They used HFACS and RCA to define the error 
factors related to aviation maintenance tasks and established a new analytic process 
for investigating latent human error and provides a strategy for analysing human 
error using fuzzy TOPSIS. Hybrid human error assessment (HHEA) is proposed in 
order to reduce the subjectivity of experts’ judgements by calculating assessed 
proportion of affect (APOA) of error-producing conditions (EPCs) on human error



probability (HEP) integrating HEART and analytic network process (ANP) method 
(Yazgan & Delice, 2021). 
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2 Methodology 

This section discusses the HEART approach. 

2.1 HEART Approach 

Among HRA approaches, HEART approach advanced by Williams (1988) is the 
most commonly used one. HEART considers the types of potential human errors, the 
estimated probability of such errors being made, factors that may influence this 
probability (e.g., time pressure, stress, poor working environment, and low morale), 
prevention ways of identified human errors in the design, and additional mitigating 
controls that can be needed for reducing their impact (Can & Delice, 2020). 

There are three key elements in the HEART approach (Gibson & Kirwan, 2008): 

2.1.1 Generic Task Types 

In the HEART technique, a specific task is compared with generic tasks types 
(GTTs), of which there are eight qualitative descriptions (from A to M) and 
additional one (if none of the eight descriptions are appropriate for the task) 
(Akyuz & Celik, 2016). Definitions of GTTs and their nominal human unreliability 
values are given in Table 1. 

2.1.2 Error-Producing Conditions 

In addition to GTTs, HEART also uses EPCs. HEART includes 38 different EPCs. 
The impact of EPCs can change the predicted reliability of task performance. The 
EPCs are shown in Table 2. EPCs are factors that are predicted to negatively impact 
human performance and therefore increase the likelihood of overall human error 
associated with a GTT.
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Table 1 GTTs (Williams, 1988) 

Nominal human 
unreliability (GTT) 

A Totally unfamiliar, performed at speed with no real idea of likely 
consequences 

0.55 (0.35–0.97) 

B Shift or restore the system to a new or original state on a single 
attempt without supervision or procedures 

0.26 (0.14–0.42) 

C Complex task requiring a high level of comprehension and skill 0.16 (0.12–0.28) 

D Fairly simple task performed rapidly or given scant attention 0.09 (0.06–0.13) 

E Routine, highly practised, a rapid task involving a relatively low 
level of skill 

0.02 (0.007–0.045) 

F Restore or shift a system to original or new state following pro-
cedures, with some checking 

0.003 (0.0008–0.0035) 

G Completely familiar, well-designed, highly practised, routine task 
occurring several times per hour, performed to highest possible 
standards by a highly motivated, highly trained and experienced 
person, totally aware of implications of failure, with time to 
correct a potential error, but without the benefit of significant job 
aids 

0.0004 
(0.00008–0.009) 

H Respond correctly to system command even when there is an 
augmented or automated supervisory system providing an accu-
rate interpretation of system stage 

0.00002 
(0.000006–0.00009) 

M Miscellaneous task for which no description can be found (nom-
inal 5th–95th percentile data spreads were chosen on the basis of 
experience suggesting log normality) 

0.03 (0.008–0.11) 

2.1.3 Calculation Method 

HEART uses a simple calculation method to combine GTT HEP and EPC values. It 
also allows modification of the strength of effect of EPCs through a weighting 
process. 

The HEP is calculated with Eq. (1) as follows: 

HEP=GTT × EPC1 - 1ð Þ×APOA1 þ 1½ �× EPC2 - 1ð Þ×APOA2 þ 1½  
×⋯× EPCn - 1ð Þ×APOAn þ 1½ � 1Þ 

where 

GTT = the human error probability associated with a GTT (5th–95th percentile 
boundaries) 

EPC = the maximum affect associated with an EPC 
APOA = is the assessed proportion of affect value between 0 and 1, where 0 is a no 

effect and 1 is a full affect.
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Table 2 EPCs (Williams, 1988) 

Maximum predicted 
nominal amount 

1 Unfamiliarity with a situation which is potentially important but 
which only occurs infrequently or which is novel 

×17 

2 A shortage of time available for error detection and correction ×11 

3 A low signal-to-noise ratio ×10 

4 A means of suppressing or overriding information or features 
which is too easily accessible 

×9 

5 No means of conveying spatial and functional information to 
operators in a form which they can readily assimilate 

×8 

6 A mismatch between an operator’s model of the world and that 
imagined by the designer 

×8 

7 No obvious means of reversing an unintended action ×8 

8 A channel capacity overload, particularly one caused by simul-
taneous presentation of nonredundant information 

×6 

9 A need to unlearn a technique and apply one which requires the 
application of an opposing philosophy 

×6 

10 The need to transfer specific knowledge from task to task without 
loss 

×5.5 

11 Ambiguity in the required performance standards ×5 

12 A mismatch between perceived and real risk ×4 

13 Poor, ambiguous, or ill-matched system feedback ×4 

14 No dear direct and timely confirmation of an intended action 
from the portion of the system over which control is to be exerted 

×3 

15 Operator inexperienced (e.g., a newly qualified tradesman, but 
not an “expert”) 

×3 

16 An impoverished quality of information conveyed by procedures 
and person–person interaction 

×3 

17 Little or no independent checking or testing of output ×3 

18 A conflict between immediate and long-term objectives ×2.5 

19 Not enough information to allow completeness or accuracy 
checks to be undertaken 

×2.5 

20 A mismatch between the educational achievement level of an 
individual and the requirements of the task 

×2 

21 An incentive to use other more dangerous procedures ×2 

22 Little opportunity, such as rest breaks, to exercise mind and body 
outside the immediate confines of a job 

×1.8 

23 Unreliable instrumentation used to communicate information 
leading to lack of trust and person performing the task ignoring 
information 

×1.6 

24 A need for decision making which is beyond the capabilities or 
experience of the person performing the task 

×1.6 

25 Unclear allocation of role and responsibility ×1.6 

26 No obvious way to keep track of progress during an activity ×1.4 

27 Task requirement exceeds the physical capabilities of the person 
performing the task 

×1.4
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Table 2 (continued)

Maximum predicted 
nominal amount 

28 Person performing the task is unaware of its significance and 
their contribution to corporate objectives 

×1.4 

29 High-level emotional stress ×1.3 

30 Evidence of ill-health amongst operatives, especially fever ×1.2 

31 Low workforce morale ×1.2 

32 Information displayed and how this is applied within procedures 
or working practices is not fully understood 

×1.2 

33 A poor or hostile environment (below 75% of health or life-
threatening severity) 

×1.15 

34 Prolonged inactivity or highly repetitious low mental workload 
tasks 

×1.1 for first half-hour 
×1.05 for each hour 
thereafter 

35 Disruption of normal work–sleep cycles ×1.1 

36 Pressure from someone else to increase the speed or pace at 
which a task is performed, beyond an individual’s preferred pace 
and capability 

×1.06 

37 Additional team members over and above those necessary to 
perform task normally and satisfactorily 

×1.03 per additional 
man 

38 Age of personnel performing perceptual tasks requiring the 
ability to interpret or become aware of something through the 
senses (sight, hearing, taste, smell, or touch) 

×1.02 

3 The Proposed HEART Approach for an Aircraft 
Maintenance Application 

In this section, a proposed HEART approach for aircraft maintenance application for 
the training aircraft of Cessna 172 Series aircraft type is introduced. 

Step 1: Select of Aircraft Maintenance Application 
In the first step, an aircraft maintenance practice affecting flight safety is selected. In 
this study maintenance practice of elevators, the most critical of the primary aircraft 
flight controls, in which a pilot controls the direction and attitude of an aircraft in 
flight, is selected in the training aircraft of Cessna 172 Series aircraft type by taking 
expert opinions. 

Step 2: Determine Tasks Related to Selected Maintenance Application 
In this step, the main tasks and sub-tasks of the selected maintenance practice are 
determined according to aircraft maintenance manual (AMM). AMM is the main 
book on aircraft maintenance, including information about systems, disassembly of 
systems consisting of aircraft parts, maintenance practices, settings, checks 
refuelling, part replacement, operating limits, tests, cleaning, painting, etc. 

Elevator maintenance considered in this study is performed in the hangar. In this 
step, it is to define the task related to the selected critical aircraft maintenance



practice, which includes the main and sub-tasks in training aircraft. Table 3 shows 
the elevator maintenance practice. 
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Table 3 HEP values for elevator maintenance application 

Task Task name GTTs EPCs APOA HEP 

1. Elevator remove 

1.1 Disconnect the push-pull channel 
from the elevator trim-tab horn 

D EPC33– 
EPC34 

0.3–0.3 9.69E-02 

1.2 Remove the bolts that attach the 
tube assembly to the aft bell crank 

E EPC33– 
EPC34 

0.3–0.3 2.15E-02 

1.3 With a support for the elevator 
installed, remove the bolts from the 
elevator hinge brackets and 
remove the elevator half 

F EPC2– 
EPC27– 
EPC30– 
EPC33 

0.5–0.4–0.3–0.3 2.31E-02 

2. Elevator install 

2.1 Attach the tube assembly of the 
elevator to the aft bell crank 

F EPC2– 
EPC21– 
EPC23– 
EPC33 

0.5–0.3–0.3–0.3 2.89E-02 

2.2 Attach the elevator to the horizon-
tal stabilizer at the hinge points 
with the bolts 

F EPC2– 
EPC21– 
EPC23– 
EPC33 

0.5–0.3–0.3–0.3 2.89E-02 

2.3 Connect the push-pull channel 
(opening down) to the elevator 
trim-tab horn 

F EPC2– 
EPC21– 
EPC23– 
EPC33 

0.5–0.3–0.3–0.3 2.89E-02 

Mean of HEP value 3.80E-02 

Step 3: Select GTT for Selected Aircraft Maintenance Task 
In this step, GTT is selected. Since there are nine qualitative descriptions of actions 
(from A to M) defined in the HEART method, the most appropriate GTT is 
nominated by decision maker (Akyuz & Celik, 2016). The experts select applicable 
GTT for each sub-tasks of elevator maintenance practice given in Table 3. 

Step 4: Assign EPCs for Selected Aircraft Maintenance Task 
After selected the GTTs, in this step the appropriate EPCs is selected by aircraft 
maintenance experts from the list of 38 conditions in order to calculate HEP. Experts 
are the same approved aircraft maintenance technicians by maintenance organiza-
tion. Table 3 illustrates the selected EPCs by the consensus of technicians for 
elevator maintenance practice. 

Step 5: Determine APOA Values 
In this step, the APOA value indicating the effect of each EPC is evaluated between 
0 and 1. In the traditional HEART method, the APOA calculation is done by the 
decision maker.
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Step 6: Identify HEP Value of Each Selected Aircraft Maintenance Task 
The HEP is calculated for each sub-task according to Eq. (1). HEP values of the 
traditional HEART for elevator maintenance practice are given in Table 3. 

For example, HEP for sub-task 1.1 is calculated as shown: 

HEP1:1 =D × EPC33 - 1ð Þ×APOA33 þ 1½ �× EPC34 - 1ð Þ ×APOA34 þ 1½  
= 0:09× 1:15- 1ð Þ× 0:3þ 1½ �× 1:1- 1ð Þ× 0:3þ 1½ = 9:69E‐0:2 

According to Table 3, it is observed that the HEP values of sub-task 1.1 is higher 
than the average HEP value. 

4 Discussion and Conclusion 

This study proposes a HEART model that can help improve the safety of aircraft 
maintenance operations and produce useful results in increasing the reliability of 
aircraft maintenance repairs and aircraft usability. The results obtained are consid-
ered to be an effective and strategic tool for AMOs to increase their performance. 
Decision makers can increase human performance and reliability by applying 
mitigation measures on critical EPCs to increase flight safety with a proactive 
approach in aircraft maintenance. In future study, necessary corrective and preven-
tive actions are taken for EPCs in order to reduce probability of human error and 
re-calculated HEP values considered. 

In this study, the HEP values of sub-task 1.1 is higher than the average HEP 
value. Sub-task 1.1 has highest probability of human error due to the poor environ-
ment and highly repetitious cycling of low mental workload tasks. The sub-task 1.1 
is assigned as simple task performed rapidly or given scant attention. Removal of 
any part is a simpler task in aircraft maintenance than installation. That is, this task is 
considered to be repetitive tasks. However, many research studies have been 
conducted on repetitive tasks in work environments where employees perform the 
same action over and over again in a short period of time. So, repetitive tasks are 
considered human risk factors (Yazgan, 2018). Proposed nominal human 
unreliability of this task is also higher than other subtasks. Errors made while 
removing in aircraft maintenance may cause damage to very critical parts such as 
elevators, causing the aircraft to fall. Therefore, environmental and organizational 
ergonomic arrangements are required to reduce the technician’s error due to the 
working environment conditions and the slackness caused by doing such repetitive 
tasks.
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Nomenclature 

CH4 Methane 
CO Carbon monoxide 
CO2 Carbon dioxide 
NO2 Nitrogen dioxide 
S2O Sulphur dioxide 
UHC Unburned hydrocarbon 

1 Introduction 

The importance of air transportation has increased because of the time it saves us in 
daily life. In this context, the number of aircraft in service has increased and air 
transport has more than expected contributions to energy use. The researchers in 
thermal engineering have thus attracted the attention of aircraft propulsion systems,
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especially gas turbine engines. However, several early research papers stress the 
need for exergy as an optimization and design tool for the development of more 
efficient and environmentally friendly systems during the development processes of 
air propulsion systems (Bejan & Siems, 2001; Roth et al., 2002; Şöhret et al., 2015).
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The development of efficient and cost-effective energy systems techniques is an 
important challenge facing energy researchers. It becomes more important to under-
stand the methods that degrade energy and its resources and develop a systematic 
approach in a world with limited natural resources and increasing global demand for 
energy, with a systematic approach to improve the design of energy systems and 
reduce environmental impacts (Ameri et al., 2009). The number of energy system 
environmental impact researchers has grown in the last two decades. Aircraft engine 
emissions are the main source of air pollution around airports, which affects air 
quality locally and regionally. The most significant emissions are carbon monoxide 
(CO), carbon dioxide (CO2), NO2, SO2, and UHC which have significant effects on 
human health (Atılgan et al., 2013; Sahu et al., 2018). 

Exergy is a prominent instrument in the field of engineering that offers advan-
tages, such as energy system evaluation and optimization. The first and second 
thermodynamic laws are included in the exergetic analysis. The first law addresses 
the conservation of energy and forms energy changes within the system. This 
enables us to understand the rate of energy conversion in other forms, while in 
actual operating conditions the second legislation on thermodynamics explains the 
theoretical limitations of a system. Exergy analysis, both based on the first and 
second thermodynamic laws, focuses in addition to quantity on the quality of energy 
consumption and conversion within a system. Therefore, the irreversibility and 
losses of the examined system are understandable (Dincer & Cengel, 2001; Pavelka 
et al., 2015; Rocco et al., 2014; Şöhret et al., 2015). 

In this study, the effects of different fuel types in an aircraft engine on the 
environmental performance indicators of the engine have been investigated. In this 
regard, depending on the second law of thermodynamics and with the help of 
GasTurb Software in some parameters, exergy-based performance measures (envi-
ronmental effect factor, exergetic sustainability index, and ecological effect factor) 
are used. 

2 Method 

Exergy equilibrium for any control volume at steady state could be found as follows 
(Balli, 2017; Çengel & Boles, 2015): 

_Exin = _ExF = _ExPr þ 
n 

k = 1 

_ExD,k þ _ExL ð1Þ
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In Eq. (1), _Ex is the exergy rate. The subscripts F, Pr, D, and L indicate the total 
inlet exergy as fuel exergy, the product exergy, the exergy destruction, and exergy 
losses, respectively. 

Performance indicators are given in Eqs. (2)–(4). The environmental effect factor 
can be written as in Eq. (2) (Balli, 2017): 

EEFsys = 
W _ExRsys 

ψ sys 
ð2Þ 

The exergetic sustainability index can be written as in Eq. (3) (Balli, 2017): 

_ExSIsys = 
1 

EEFsys 
ð3Þ 

The ecological effect factor can be written as in Eq. (4) (Balli, 2017): 

EcoEFsys = 
_ExF,sys 
_ExPr,sys 

= 
1 

ψ sys 
ð4Þ 

In this study, by operating an aircraft engine with three different fuels, the exergy-
based environmental performance indicators of the engine were determined. Jet-A, 
natural gas, and AVGAS were used as fuel. The values of pressure and temperature 
for the reference ambient were assumed to be 101.33 kPa and 288.15 K. The inlet 
airflow was assumed to be 12 kg/s. The fuel flows of Jet-A, natural gas, and AVGAS 
are 0.270 kg/s, 0.242 kg/s, and 0.267 kg/s, respectively (GasTurb, 2021). At the end 
of the combustion process, complete combustion was assumed. 

The chemical formulas for the fuels of Jet-A, natural gas, and AVGAS were taken 
as C11.6H22, C1.04H4.01, and C7.68H16.8, respectively The lower heating values were 
taken as 43,080 kJ/kg for Jet-A, 48102 kJ/kg for natural gas, and 43,496 kJ/kg for 
AVGAS fuel (SAE, 2004; Topal & Turan, 2021). 

Considering that the combustion energy in the combustion chamber is equal for 
three different fuels, the AFR (air-to-fuel ratio) values were calculated as 44.45 for 
Jet-A, 49.63 for natural gas, and 44.87 for AVGAS fuel. For these AFR values, 
When the aircraft engine is fuelled with Jet-A, natural gas, and AVGAS, the 
combustion equations expressed in terms of mole fractions of the gas components 
are calculated as in Eqs. (5)–(7), respectively. 

For Jet-A: 

C11:6H22 þ 250:5457 

0:7448N2þ 
0:2059O2þ 
0:0003CO2þ 
0:019H2O 

→ 

0:07516CO2þ 
5:76037H2Oþ 
45:82699O2þ 
194:12280N2 

ð5Þ 

For natural gas:
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C1:04H4:01 þ 28:6387 

0:7448N2þ 
0:2059O2þ 
0:0003CO2þ 
0:019H2O 

→ 

0:00859CO2þ 
1:54413H2Oþ 
4:35257O2þ 
22:18924N2 

ð6Þ 

For AVGAS: 

C7:68H16:8 þ 171:0079 

0:7448N2þ 
0:2059O2þ 
0:0003CO2þ 
0:019H2O 

→ 

0:05130CO2þ 
4:2492H2Oþ 
30:9614O2þ 
132:4970N2 

ð7Þ 

After the combustion reaction, the universal gas constants (Rgas) of the exhaust 
emissions are calculated to be 0.29144847 kJ/kgK for Jet-A fuel, 0.29602385 kJ/ 
kgK for natural gas fuel, and 0.29171912 kJ/kgK for AVGAS fuel. Based on the 
mass rates of the exhaust emissions, the cP,g values of combustion gases are 
calculated in terms of temperature as in Eqs. (8)–(11). 

cJet‐A peg 
Tð Þ= 0:99339þ 0:00581 

102 
T þ 0:01853 

105 
T2 -

0:07384 
109 

T3 ð8Þ 

cNG peg 
Tð Þ= 1:01657þ 0:00441 

102 
T þ 0:02080 

105 
T2 -

0:08051 
109 

T3 ð9Þ 

cAVGAS peg 
Tð Þ= 0:99476 þ 0:00572 

102 
T þ 0:01866 

105 
T2 -

0:07424 
109 

T3 ð10Þ 

The specific heat capacity of air is a function of temperature, which can be written 
as follows (Balli, 2017; Çengel & Boles, 2015): 

cP,a Tð  Þ= 1:04841-
3:83719 
104 

T þ 9:45378 
107 

T2 -
5:49031 
1010 

T3 

þ 7:92981 
1014 

T4 ð11Þ
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3 Results and Discussion 

The fuel performance results on the exergy-based environmental performance indi-
cators are illustrated in Figs. 1, 2, 3, and 4. 

In the study, overall performance values for fuels have been estimated and given 
in Table 1. 

Fig. 1 Environmental effect factor (EEF) results of the fuels 

Fig. 2 Exergetic sustainability index (ExSI) results of the fuels
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Fig. 3 Ecological effect factor (EcoEF) results of the fuels 

Fig. 4 Overall performance results of the fuels 

Table 1 Performance results of the fuels 

Performance indicator Jet-A Natural gas AVGAS 

Environmental effect factor (EEF) 4.53 4.71 4.55 

Exergetic sustainability index (ExSI) 0.22 0.21 0.22 

Ecological effect factor (EcoEF) 5.53 5.71 5.55
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4 Conclusion 

The primary results of the study can be summarized as follows: 
The results of the Environmental indicator were calculated with a value of 4.53 

for the Jet-A fuel, 4.71 for the Natural Gas fuel, and 4.55 for the AVGAS fuel. The 
results of the Exergetic Sustainability Index were obtained with a value of 0.22 for 
the Jet-A fuel, 0.21 for the Natural Gas fuel, and 0.22 for the AVGAS fuel. The 
results of the Ecological Effect Factor were estimated with a value of 5.53 for the 
Jet-A fuel, 5.71 for the Natural Gas fuel, and 5.55 for the AVGAS fuel. 

According to the results, it can be seen that Natural Gas fuel has better environ-
mental performance than other fuels. Also, these performance parameters are helpful 
to use how the aircraft engines become more environmentally for sustainable 
aviation. 
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1 Introduction 

“Ground handling” in aviation refers to the wide variety of activities for the flight 
operations such as passenger services, flight operations, catering, and baggage 
handling (EC, 2021). As aviation industry has been grown rapidly supportive 
handling operational activities need to be grown as well. Increasing in traffic 
means the number of accidents and adverse impacts may rise even in the safest 
system (Luxhøj et al., 2001). For the efficiency and sustainability of airlines, airport 
apron area operations are significant. The operation time in this area is short and at 
one time several activities with different equipment have to be implemented. For 
those reasons, there is a high potential risk for accidents and incidents (Sari et al., 
2015). The methodology in this study was determined as taxonomy. Taxonomy is a 
process approach to deal with risks as to the initial step of the whole management 
system. In this view, we have tried to embody all related ergonomic factors in a 
taxonomy. Taxonomy has been designed under four main groups in the view of
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sustainability management for identified fields which may impact. This taxonomy 
may consider as holistic picture for organization-wide risk factors by managers to 
reach corporate performance. In this taxonomy for aircraft ground operations, we 
have identified 13 risks obtained from literature and experts’ opinions in aviation 
sector.
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Human makes mistakes naturally, so the variable qualities of human resources 
create difficulties in managing their corporate performance. This is exactly why the 
sources of error must be identified and managed in a way that does not cause errors. 
The physical and mental workload affects the health and performance of the ground 
operations personnel. The level of total workload is significantly affected by envi-
ronmental and organizational factors as well as mental and physical factors (Emeç & 
Akkaya, 2018; Can & Delice, 2017). If individual performance increases and is used 
for achieving corporate aims, corporate performance will also increase in view of 
ground-handling services. 

Ground-handling operations also enable the formation and development of col-
laborations with aviation sector stakeholders. Managers also will be able to see to 
which areas they will allocate resources with this taxonomy. This taxonomy may 
contribute to proactive monitoring of the risk sources which about human factor. 
Proactive approach is important to saving sources. Also, this proactive approach will 
be useful in reducing the negative effects of risks arising from risk sources before 
accidents and breakdowns occur. 

This new taxonomy, designed as a decision-making tool, may use as guide to 
managing risk to improving both operational and corporate performance. Then 
managers can also use this taxonomy to manage risks in ground operations. This 
tool may support to achieving their managerial decision skills for developing human 
resource qualifications, scheduling workload, mental and physical conditions. 

To improve corporate performance on ground operations, efforts are needed to 
assure safe operational conditions preventing from hurting the personnel (Sari et al., 
2015). Identifying the ergonomic risk factors, it is aimed to evaluate risk and try to 
control those activities in the phase of aircraft preparation and turnaround at 
ramp area. 

The employees of ground-handling operations are in the front line of flight safety. 
They are the first to intervene on the aircraft when it arrives at an airport, they prepare 
the aircraft for its flight and they are the last to observe the aircraft from the outside 
before it takes off. So, they must have the right reflexes, the necessary knowledge, 
and an appropriate attitude. While some of these qualities come with experience, 
they are mainly acquired through adapted communications, training, awareness-
raising, and actions taken by management on the subject of incident handling 
(Dupin et al., 2015). 

The results of this study may adapt other departments of ground handling and so 
company can seize opportunity to identify all risk sources to deal with them before 
accident and/or incidents in airport. As a result, this taxonomy may contribute 
current literature besides supporting decision-making process of managers during 
managing human error especially caused by ergonomic factors in ground-handling 
operations.
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2 Ergonomics Risk and Risk Assessment 

Ergonomics is defined by International Ergonomics Association as “. . .the scientific 
discipline concerned with the understanding of interactions among humans and other 
elements of a system, and the profession that applies theory, principles, data and 
methods to design in order to optimize human well-being and overall system 
performance” (Middlesworth, 2018). 

Ergonomic risk factors are the aspects of a job or task that impose a biomechan-
ical stress on the worker (Iowa State University, 2021). 

Ergonomic risk is vital issue and it means that risks which is associated with work 
environment. Job activities involving any of the ergonomic risk factors below may 
contribute to or result in an increased risk of strain and injury as following (UC San 
Diego, 2021).

• Awkward postures
• Bending
• Compression or contact stress
• Forceful exertions
• Insufficient rest breaks
• Lifting
• Lighting
• Noise
• Pushing, pulling
• Reaching
• Repetitive motions
• Static or sustained postures
• Temperature extremes
• Vibration 

Ergonomic risk factors are conditions of a job, process, or operation that contrib-
ute to the risk of developing work-related musculoskeletal disorders (MSDs). This 
includes damaged muscles, nerves, tendons, ligaments, joins, cartilage, or spinal 
disks (EMC, 2021). According to Middlesworth (2018), the major workplace ergo-
nomic risk factors to consider are as follows:

• Forceful exertions
• Repetitive/sustained awkward postures
• High task repetition 

Generally, ergonomic risk factors act in combination to create a hazard. Although 
certain risk factors are easy to identify and it is not difficult to understand why they 
may be likely to create hazardous exposures, others are not as apparent or observ-
able. Employers who already have ergonomics programs and persons who manage 
ergonomics programs should not have difficulty identifying risk factors in the 
workplace. Because these persons have training and experience, ergonomic risk 
factors are likely to be familiar concepts for them. Through the process of developing



and implementing their ergonomics programs, these persons have gained a good 
working knowledge of the ergonomic risk factors that are most likely to be present in 
their workplaces (Iowa State University, 2021). 
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Ergonomic risk assessment is proactive approach to occupational health and 
safety, which includes identifying the hazard, estimating the risk (likelihood and 
severity of harm), and making recommendations to control the risk where necessary 
(University of Cape Town, 2021a). 

A risk assessment is the process of risk analysis and risk evaluation. Risk analysis 
is the use of available information to identify hazardous tasks and to estimate the 
risk. Risk evaluation is the process based on the risk analysis but considering other 
factors, such as economic and social, in which judgments are made on the accept-
ability of the risk. 

3 Ergonomic Risk Factors in Ground-Handling Operations 

In this section, significant ergonomic risk factors in ground-handling operations are 
briefly explained. 

A taxonomy of ergonomic risk factors for ground-handling operation is devel-
oped under four main categories as scheduling workload, mental conditions, phys-
ical strength, and qualifications. Supporting subcategories of these main categories 
are shown in Table 1 (Luxhøj et al., 2001; Sari et al., 2015). 

Scheduling workload for the ground staff is a significant element as determining 
the shift work, if there is a shortage of staff under the time pressure operations, 
individuals have potential to cause accidents and hurt themselves. Time pressure 
affects the performance of an individual, which in turn can place the individual in a 
situation of committing an error. 

Table 1 Taxonomy of ergo-
nomic risk factors 

Main categories Subcategories 

Scheduling workload Shift work 

Staff shortage 

Time pressure 

Mental conditions Stress 

Out of control 

Loose concentration 

Physical strength Vision/hearing loss 

Fatigue 

Musculoskeletal disorders 

Qualifications Knowledge/skills 

Expectancies 

Communication 

Training
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Shift work is a well-known source of occupational stress and dissatisfaction. The 
world is becoming a 24-hour society, and increasingly air traffic is carried on around 
the clock. Shift workers have an increased prevalence of sleep disturbances, fatigue, 
and associated stress symptoms. This entails shift work for many operators of airport 
facilities and ground crews including ATCs, flight line mechanics, freight warehouse 
workers, porters, catering, sanitation personnel, drivers, and security personnel, as 
well as customs officials. Shift work involves employees who, on a regular or 
rotating basis, work nonstandard hours. This arrangement creates a problem for 
many employees since nearly all bodily functions, including metabolism and pat-
terns of wakefulness and sleepiness, follow natural rhythms regulated by a roughly 
24-hour biological clock (Kushnir, 1995). 

Mental workload is a concept formed by mental and perceptual activities such as 
calculation, decision making, remembering, and research (Delice, 2016). Mental 
workload or cognitive workload is the amount of mental work required to complete a 
task over a period of time. It generally arises from the interaction between the 
requirements of a task, the conditions under which it is performed, and the skills, 
behaviors, and perceptions of the employees (Emeç & Akkaya, 2018). 

Stress is a diffuse and global negative experience accompanied by other negative 
emotions such as anxiety, frustration, dissatisfaction, and depression (Kushnir, 
1995). In the 1980s, stress-related illnesses comprised more than 14% of all such 
claims (Raymond, 1988). 

Physical strength of ground operations agents may be negatively affected by the 
aircraft movement on the ground. The noise may cause hearing from minor to 
permanent; dust can cause eye irritation; and fatigue may result in hurt, injury, and 
stress. Due to high work stress, shortage of staff and other factors such as weather 
and excessive working hours an individual find himself in an awkward situation. The 
risk of fatigue exists in all activities of ground operations before the aircraft arrival 
and during the aircraft on the ground (Sari et al., 2015). 

Human performance may affect adversely human fatigue like sleep deprivation, 
circadian rhythm abnormalities, health-related tiredness, and task-induced influences 
(Bendak & Rashid, 2020). These adverse effects may lead to aircraft accidents. 

Excessive working hours can cause musculoskeletal disorders. If the staff works 
in the same position for a long time, the person loses their body form and flexibility 
after a while and recurrent pain occurs. It is very important to make work and 
workplace arrangements by using ergonomic analysis methods in order to prevent 
health problems caused by long working hours, increased stress, irregular working 
environments and unsuitable environmental factors and to reduce total workloads 
(Adar & Delice, 2020). 

Physical workload is also defined as the factors that are related to the biomechan-
ical strains that occur in the body (Westgaard & Winkel, 1996). When any personnel 
work with a physical workload above their physiological capacity for a long time, it 
causes work accidents, faulty production, and health problems. 

The physical and mental workload affects the health and performance of the 
ground-handling personnel. The level of total workload is significantly affected by 
environmental and organizational factors as well as mental and physical factors.
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Qualifications: every individual has different personality traits that are out of the 
control of top-level management. An individual’s performance level could be 
affected by some personal factors such as background knowledge and trained skills, 
expectancies, and communication abilities (Luxhøj et al., 2001). Miscommunication 
and misunderstanding among employees or between employee and supervisor may 
contribute accidents/risk occurrence during operations. 

Training is especially important to increasing situational awareness. And training 
is one of the fundamental parts of managing ergonomic risks. Ergonomic awareness 
training should consist of the following (University of Cape Town, 2021b):

• Identify the signs and symptoms of work-related musculoskeletal disorders 
(WMSDs) and the importance of early reporting.

• Recognize workplace risk factors for WMSDs and understand general methods 
for controlling them.

• Recognize the employee’s role in the process, employees know their jobs better 
than anyone else knows and are often the source of ideas to improve them.

• There should be open interaction between trainer and trainees.
• Employees need to know the procedure for reporting ergonomic risk factors and 

musculoskeletal disorders. 

4 Conclusion 

In this study, ergonomic risk factors in ground-handling operations are developed by 
reviewing literature (Chang & Wang, 2010; Toriizuka, 2001; Rankin et al., 2000; 
Reason, 2000; Reason, 1997; Fogarty, 2004) and taking experts opinions on human 
performance. 

This study has limitations on ergonomic factors to be examined. However, risk 
factors affecting corporate performance depend on varies fields such as managerial 
decision skills, equipment and technology, human resources, investments, and 
communication with partners. For this reason, in future study not only ergonomic 
risk factors, but also organizational, human resources, sustainability risk factors, etc. 
can be studied. With the help of risk analysis, multi-criteria decision-making tech-
niques will be performed. 
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1 Introduction 

Composite materials have found their place in many industries such as aerospace, 
automotive, marine, and sporting goods. This is because the higher stiffness and 
strength values desired in these areas are achieved with lower weight compared to 
conventional materials (Uzay et al., 2019). Sandwich composites are based on 
laminated composite structures. High-strength outer thin face sheets and 
low-density core material are bonded together to obtain extremely high bending 
rigidity. Fiber-reinforced laminates or metals can be used as face sheets and woods, 
metal/polymeric foams or honeycomb structures can be used as core material. 
Sandwich structures with CFRP face sheets and PVC foam core material are 
known for their high strength and flexural stiffness in spite of their lightweight 
(Uzay & Geren, 2020). 

Besides the high tensile strength of fiber-reinforced composite structures, impact 
damage is one of the biggest problems for the composites to the brittle nature of these 
types of materials. The researchers investigated the impact properties of composite
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materials with different experimental and theoretical methods such as low-velocity 
drop weight impact (Geren et al., 2021), Charpy impact (Ghasemnejad et al., 2010) 
and ballistic impact (Sevkat et al., 2009), analytical models (Feli et al., 2016) and 
even using numerical methods such as finite element methods (Damanpack et al., 
2013). Impact properties of the sandwich structures are directly affected by the face 
sheets and core materials. Metallic sandwiches are generally used in areas where 
high impact resistance is required. However, in this case, the weight of the structure 
increases significantly. In laminated composites, the matrix-modifying method is 
used to improve some mechanical properties such as impact resistance. In the 
matrix-modifying method, micro- or nanoparticles are mixed homogeneously into 
the matrix (Saghafi et al., 2018). With this method, it is possible to obtain a more 
resistant matrix material against impacts without significant weight gain. Argüelles 
et al. (2011), investigated the effect of tough and brittle matrix materials on the 
fracture behavior of the composite structure. They found that the tough matrix 
material increased the static fracture energy value by roughly 230%. Pekbey et al. 
(2017) modified epoxy with nano-clays and they obtain a 16.1% impact load 
increase in the Kevlar/epoxy composites at 21 J of impact energy. Hosur et al. 
(2008) constructed sandwiches with nano-clay-modified carbon fiber/epoxy face 
sheets and polyurethane foam core. They reported that the nano-clay added sand-
wich suffered less damage at the same impact energy.
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In this study, it was aimed to increase the impact resistance of a polymeric 
sandwich structure by using modified epoxy resin with kaolin, a clay type and 
known for its low cost. 

2 Material and Method 

In this work, carbon fiber/epoxy face sheets and closed-cell PVC foam core were 
used for manufacturing the sandwich panels. Woven plain carbon fiber fabrics, 
which were used for manufacturing the face sheets of sandwiches, were procured 
from Kordsa Inc. in Türkiye. The physical and mechanical properties of carbon fiber 
fabrics used in this study are given in Table 1. Face sheets are the main load-bearing 
part of the sandwich structure and determine the general properties of the sandwiches 
(Daniel et al., 2002). Closed-cell, 10 mm thick, PVC foam was obtained from Dost 
Kimya and it was used as the core material. Table 2 presents the physical and 
mechanical properties of the core material. The sandwich production was carried 
out by using epoxy polymer resin and its hardener. Hexion MGS L160 epoxy and 
Hexion MGS H160 hardener were obtained from Dost Kimya. The mixing ratio of 
epoxy resin to hardener was set to 100:25 by weight. The physical and mechanical 
properties of the mixed compound are shown in Table 3. 5.5 μm-sized kaolin 
particles were used to modify the epoxy polymer matrix in various proportions 
such as 0% (neat), 2%, 5%, and 10%. The physical and mechanical properties of 
the kaolin particles used in this study are given in Table 4.
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Table 1 Physical and 
mechanical properties of car-
bon fiber fabric 

Weave style/pattern Woven plain 

Density (kg/m3 ) 1790 

Mass (g/m2 ) 200 

Fiber type/model Warp = 3K HS CF 
Weft = 3K HS CF 

Filament diameter (μm) 7 

Tensile strength (MPa) 3800 

Modulus of elasticity (GPa) 240 

Tensile strain (%) 1.6 

Carbon assay (%) 95 

HS: High strength, 3K: 3000 filaments per tow 

Table 2 Physical and mechanical properties of PVC core 

Type Closed-cell foam 

Density (kg/m3 )

Thickness (mm) 10 

Mass (g/m2 ) 480 

Compressive strength perpendicular to the plane (MPa) 0.6 

Compressive modulus perpendicular to the plane (MPa) 48 

Tensile strength in the plane (MPa) 0.95 

Tensile modulus in the plane (MPa) 35 

Shear strength (MPa) 0.55 

Shear modulus (MPa) 16 

Table 3 Physical and 
mechanical properties of 
epoxy and hardener mixture 

Mixed products MGS L160/MGS H160 

Mixing ratio by weight 100:25 

Density (kg/m3 ) 1180–1200 

Flexural strength (MPa) 110–140 

Modulus of elasticity (GPa) 3.2–3.5 

Tensile strength (MPa) 70–80 

Compressive strength (MPa) 80–100 

Elongation at break (%) 5–6 

Impact strength (KJ/m2 40–50 

Table 4 Physical and 
mechanical properties of kao-
lin particles 

Particle size (μm) 5.5 

Purity (%) 99 

Densitya (kg/m3 ) 2500–2620 

Modulus of elasticitya (GPa) 19.6–20.4 

Tensile strengtha (MPa) 45.8–50.6 
a CES Selector (2021)
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Carbon fiber fabrics and 
PVC cores are cut 

Vacuum bag with sealing 
tapes is prepared 

Epoxy, hardener, and 
kaolin are prepared in 

appropriate weight 

Epoxy and kaolin are 
homogenized by 

ultrasonic homogenizer 
Hardener is added to 
epoxy/kaolin mixture 

Fabrics and core material 
is placed and wetted with 

matrix material 

Perforated film, breather, 
spiral hose, and 

connectors are placed 
Vacuum is applied to 
sandwich structure 

Curing for 24 hours under 
vacuum pressure and 7 

days under normal 
pressure 

Sandwich structures are 
cut with a saw in 
appropriate sizes 

Low velocity drop weight 
impact tests are carried 

out at three impact 
energy level 

Conclusions and 
recommendations 

Fig. 1 Process and test steps 

Table 5 Impact test 
conditions 

Impact energy (J) 10/17.50/25 

Drop height (mm) 203/355/507 

Impactor mass (kg) 5.02 

Specimen dimensions (mm) 100 × 150 

Impact area (mm) 125 × 75 

Impactor tip diameter (mm) 20 

The flow chart provided in Fig. 1 represents the process and test steps. Specimen 
dimensions are 100 × 150 mm as suggested by ASTM D7766/D7766M–16 test 
standard. Four different sandwich configurations (with 0%, 2%, 5%, and 10% 
kaolin) were produced. These configurations were subjected to low-velocity impact 
testing at three energy levels, 10 J, 17.50 J, and 25 J. Impact test parameters applied 
in this study are given in Table 5. All tests were replicated five times. Then, the 
results were averaged and compared. Impact force, contact time, deformation, and 
energy values (absorbed and rebounded) were obtained by the test device software.
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3 Results and Discussion 

The load-time, energy-time, and load-displacement curves of the sandwich struc-
tures investigated in this study are presented in Figs. 2 and 3. Also, the comparative 
test results of the experiments are given numerically in Table 6. When the load-time 
figures (Fig. 2) are examined, it is observed that the load firstly rises (F1), then 
reduces a little, and then rises again (F2). The reason for this is that the surface layers 
of the sandwiches were manufactured from high-strength carbon fiber, and the core 
materials were manufactured from lightweight PVC foam. When the test results at all 
impact energies were examined, it was observed that the kaolin additive increased 
the impact resistance of the structure. Especially when the first contact (F1) results 
were examined, it was seen that the kaolin additive provided an impact load increase 
of up to 10.5%. This increase in the impact force indicates that the sandwich 
structure was hardened due to the contribution of kaolin. 

When the energy-time figures (Fig. 2) are examined, it is seen that the curve first 
rises to the peak level which indicates impact energy, then decreases as much as the 
rebounded energy, and finally stabilizes. The difference between the impact energy 
and the rebounded energy gives the absorbed energy by the specimen. When the 
energy-time test results were examined, it is seen that the contribution of kaolin, 
especially at low impact energy (10 J), provides rebound of the impact energy to the 
structure rather than absorption. Since it is known that the absorbed energy causes 
damage to the structure (Mirdehghan et al., 2020), it can be said that the kaolin 
additive protects the structure against damage. 

When the load-displacement curves are examined, it can be understood how 
many millimeters the impactor pierced the sandwich and whether the structure was 
punctured or not. Closed curves (Fig. 3a, b) indicate that the structure is not 
completely punctured, while open curves (Fig. 3c) indicate that the structure has 
been completely punctured. When the load-displacement results are observed, the 
positive effects of the kaolin particles are seen. At the 10 J impact energy level, there 
was 7.1% less piercing in the sandwich structure with 10% kaolin compared to the 
structure without kaolin. 

4 Conclusion 

In this study, sandwich structures containing CFRP face sheets and PVC foam core 
were produced. Kaolin additives in powder form were mixed into epoxy resin and 
they were used as matrix material in sandwich structures in four different ratios (0%, 
2%, 5%, and 10%) according to the matrix weight. The low-velocity drop weight 
impact tests were performed at three energy levels (10 J, 17.50 J, and 25 J). Kaolin 
additive has exhibited significant improvement in the impact properties of the 
sandwich structure. The tests performed under different impact energy levels showed 
an increase in reaction forces (up to 10.5%) and a decrease both in absorbed energy 
(up to 11.3%) and indentation depth (up to 7.1%).
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Fig. 2 Load-time and energy-time curves of the kaolin-filled sandwiches: (a)  10  J,  (b) 17.50 J, and 
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Fig. 3 Load-displacement 
curves of the kaolin-filled 
sandwiches: (a) 10 J, (b) 
17.50 J, and (c) 25 J of  
impact energy 
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Table 6 Test results of the kaolin-filled sandwiches and percent contribution of kaolin content to 
impact properties 

Impact 
energy

Neat 
epoxy

Kaolin content 
(±percent contribution) 
2% 5% 10% 

F1 (N) 
(first peak) 

10 J 1299.4 1435.8 (+10.5%) 1392.2 (+7.1%) 1405.6 (+8.2%) 

17.50 J 1350.7 1392.2 (+3.1%) 1424.7 (+5.5%) 1489.6 (+10.3%) 

25 J 1358.7 1449.1 (+6.7%) 1374.8 (+1.2%) 1501.9 (+10.5%) 

F2 (N) 
(second peak) 

10 J 1533.9 1533.9 (0%) 1516 (-1.2%) 1456 (-5.1%) 

17.50 J 1640.5 1771.8 (+8%) 1497.6 (-8.7%) 1629.1 (-0.7%) 

25 J 1552.6 1464.6 (-5.7%) 1573.6 (+1.4%) 1508.2 (-2.9%) 

Abs. energy (J) 10 J 4.32 3.83 (-11.3%) 3.95 (-8.6%) 4.13 (-4.4%) 

17.50 J 13.8 12.95 (-6.2%) 13.87 (+0.5%) 12.69 (-8%) 

25 J 24.73 24.56 (-0.7%) 24.74 (0%) 24.65 (-0.3%) 

Inden. depth 
(mm) 

10 J 9.49 9.01 (-5.1%) 8.93 (-5.9%) 8.82 (-7.1%) 

17.50 J 14.93 14.38 (-3.7%) 15.2 (+1.8%) 14 (-6.2%) 

25 J Punc. Punc. Punc. Punc. 
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1 Introduction 

Airport administrators and all airport users experience similar problems worldwide. 
To provide a systematic approach to assembling and evaluating information gath-
ered from successful airport practices can make problem solving easier. Sustainabil-
ity is a main subject in aviation because of aircraft and airports. There are thousands 
of airports in different types in the whole world. Airport administrators want to 
develop sustainable practices to enhance their environmental, economic, social, and 
operational interests. 

A number of airport administrators around the world are developing sustainability 
programs voluntarily or compulsorily by local ordinances. A number of countries
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like the United States prepared airport sustainability plans to consolidate sustain-
ability practices. It is known that some sustainability practices were implemented 
before airport sustainability plans. And the implementation of such practices is 
constantly evolving. Thus, it is very difficult to interpret the results of these practices 
that were not done systematically. Sharing the experience regarding the preparation, 
development and implementation of the airport sustainability plans is very important 
for the countries and airports that have not yet implemented these plans. Airport 
Council International developed EONS perspective to existing sustainability efforts. 
EONS is the acronym for the four factors complementing the whole for holistic 
airport management.
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2 Airport Sustainability Plans 

Airports are a crucial part of the complex international air transport system. In this 
way, it is ensured that passengers, cargo, and tourism travel all over the world 
through the facilities of the airports. Awareness of the environmental impacts of 
human activities has increased over the past two decades (Cowper et al., 2011). 

Airports can manage sustainability in different ways. Airport administrators 
decide for undertaking a sustainability plan can be the result of numerous elements. 
The most important factors that lead to the implementation of the sustainability plan 
will be examined under the title of “top drivers.” Most of the airports have also 
undertaken airport sustainability plans because airport administrators simply believe 
it is the right thing. Rising energy bills, long-term energy supply, and environmental 
impacts of gas emissions have raised concerns among airport managers. In this 
direction, new sustainability practices have been started to be developed. A wide 
variety of sustainability practices can cause airports to lose their focus on sustain-
ability. Therefore, sustainability plans were needed (Budd et al., 2014). 

Sustainability plans keep airports to identify goals with all aviation users and 
stakeholders. Shared goals improve performance of airport administrators and 
ensure consensus to stakeholders. Airport sustainability plans are not the only way 
of maintaining sustainability, but they are the most organized way. Sustainability can 
be considered while designing an airport or can also be developed while operations 
are ongoing. In designing phase, airport administrators generally have outsource 
guidance and can decide more independent. In operational phase, sustainability 
plans generally include ongoing sustainability practices and can be different forms. 

2.1 Developing a Sustainability Plan 

Every airport must firstly develop its own definition of sustainability in the begin-
ning of preparing a sustainability plan. While doing this, generally the sustainability 
practices they have applied before are taken into account. Most definition has three



dimensions: economic, social, and environmental. ACI and airport community 
added a fourth dimension as “operational” dimension to the definitions. Developing 
a sustainability plan distributes responsibilities from one person (one manager) to 
more than one person (the entire institution staff) in organizations. For this reason, 
sustainability plans help sustainability to be owned by everyone in the organization. 
In an airport sustainability plan, sustainability definition provides a focus for 
consensus-based goals. A sustainability plan is a starting point for continuous 
improvement. In an airport sustainability program, airport administrators have 
other sustainability elements like sustainable design of airport, a construction guid-
ance, sustainability goal declaration, sustainability actions, performance measure-
ment mechanism, other management systems, and annual sustainability application 
reports. Some airports implement sustainability applications on ad hoc basis instead 
of sustainability plans. But developing a plan is useful for setting priorities for 
applications. 
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A holistic and organized approach to sustainability planning has gained impor-
tance in the last decade. Developing sustainability practices by evaluating within the 
scope of EONS brings synergy to strategies and solutions. International sustainabil-
ity frameworks and standards are also taken into account by airports in sustainability 
programs. The Global Reporting Initiative (GRI) prepared “Sustainability Reporting 
Guidelines and Airport Operations Sector Supplement” for airports in 2011. Inter-
national Standards Organization (ISO) has many voluntary standards for sustain-
ability such as ISO 14001 (environmental management), ISO 26000 (social 
responsibility), ISO 5001 (energy management), ISO 20121 (sustainable events), 
ISO 15392, and ISO 21000 (sustainable building construction). Other globally 
accepted sustainability standards are the Dow Jones Sustainability Index (DJSI) 
and Carbon Disclosure Project (CDP). They focus on greenhouse gases and guid-
ance for managing sustainability (Shannon, 2017). 

In sustainability practices, it is encouraged to use the management approach cycle 
(plan, implement, improve, and maintain) according to a perspective. By means of 
this method, it is possible to define the process step by step. It will also be easier to 
measure the performance of the process. With this method, sustainability turns into a 
value shared by all stakeholders. By making a sustainability plan, airports can use 
their resources better, bring together sustainability practices, increase communica-
tion with stakeholders, and guide sustainability-related activities. Sustainability 
management can be built as a stand-alone system or it can be incorporated into the 
existing management system (SAGA, 2010). 

2.2 Top Drivers for Airport Sustainability 

Developing and implementing an airport sustainability plan inside of sustainability 
program can be influenced by drivers, aids, and barriers. Airport administrators 
choose sustainability plans for several reasons. Generally specific factors that are 
driving airports to develop sustainability plans include worldwide awareness, airline



industry pressure, rising energy costs, environmental obligations, resource conser-
vation, aging infrastructure, facility lifecycle costs, and enabling technologies 
according to SAGA. Cost reduction is the main cause, and improving environmental 
performance is a benefit beside that cause. Sustainability funding is another impor-
tant reason for developing airport sustainability plans. It is seen that the views of the 
stakeholders also affect the sustainability practices. 
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Florida airport has an airport sustainability guidebook and airport administrator 
listed benefits of sustainability planning to Florida’s airports. Benefits are listed 
below (Florida Airport Sustainability Guidebook):

• Increases the safety
• Reduces airport operational costs
• Causes more efficient use of airport facilities
• Better tackles changing energy costs
• Stretches funding
• Increases airport’s operational efficiency
• Prevent environmental impacts
• Develops community support and positively impacts airport perceptions 

2.3 Top Aids for Airport Sustainability 

Once a sustainability plan has been prepared some aids assist the implementation. 
These aids consist of a variety of factors such as funding, training, analytic tools, 
employee engagement, and internal communications. Public demands, consultant 
team and planning tools, non-aviation regulatory organizations, maintenance cost 
savings, cost-benefit analysis, and audit results are the main aids according to airport 
administrators. 

2.4 Top Barriers for Airport Sustainability 

Financial problems are the most common reason for avoiding sustainability prac-
tices. Lack of funding and costs of new technology create the primary barrier to 
sustainability programs. Lack of initiative or direction, cultural bias (blocking 
proactive precautions), limited resources, lack of cost-benefit analysis, readiness of 
staff, lack of common goals between stakeholders, grandfather rights of airport 
users, infrastructure needs, lack of available time, old habits, and limited training 
opportunities are the main examples of barriers for airport sustainability.
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3 EONS Components 

EONS is the acronym for the four factors complementing the whole for holistic 
airport management (SAGA, 2010). As mentioned above, airport community adopts 
sustainability definition to airport operational system. EONS components gain 
importance according to that definition. Economic viability, operational efficiency, 
natural resource conservation, and social responsibility are influenced by airport 
sustainability initiatives. A single initiative affects not only an EONS component. 

While the EONS components do not offer a specific approach to target setting or 
reporting, they do assist in the elaboration and analysis of an airport sustainability 
plan from different perspectives (Shannon, 2017). 

Economic viability is the main component underlying all other components. 
Economic viability can be enhanced in several ways, including revenue generation, 
decreased costs, and success in capital expenditure projects. Financial aspects force 
airports to consider which projects to prioritize or pursue. Especially, the projects 
involving the renewal of infrastructure facilities require quite a large capital invest-
ment. Airports are also using sustainability plan to meet economic goals that will 
mitigate and benefit the community and stakeholders (SAGA, 2010: p.6). And there 
is a financial return as a result of the implementation of recycling programs, even 
these projects require investment in their first phase. When airports consider firstly 
economic viability component, the first projects they usually apply are LED lighting 
and recycling projects. Small airports have less funding, because of that they must 
think economic viability in the first place. Airports often act on financial priorities 
when sustainability practices are confronted with irrevocable priorities such as 
maintenance priorities. 

Economic viability component refers to achieving the highest social return on 
physical and natural capital. It means the operating efficiency of airport. Interna-
tional Air Transportation Association released the 9th edition of the worldwide slot 
guidelines in 2019 and pointed out that improving airport efficiency means of 
promoting the sustainable development for aviation. Economic viability usually 
related with operational efficiency (Wan et al., 2020). 

3.1 Operational Efficiency 

Airports are places where direct and indirect activities related to flight are carried out 
together. In the selection and implementation of sustainability practices, operational 
efficiency concept should be carefully incorporated into decision processes. If 
airports can integrate their operational processes and sustainability processes, the 
probability of their sustainability plans to be successful will increase. Considering 
the operational efficiency concept as a priority, the developed sustainability practices 
are generally related to energy and climate by airport administrators. For energy 
saving, airport administrators use smart meters, motion-sensitive lighting, and lower



and higher temperature settings for buildings. Greenhouse gas inventories and 
cogeneration power plant that makes electricity from natural gas for terminal 
buildings can be used by airports as another options. In airport sustainability 
plans, operational efficiency is considered by two subclass. These are airside oper-
ational efficiency and facility operational efficiency. 
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Sustainability practices developed in the airside operational efficiency subclass 
are reducing existing approach distances, establishing automatic aircraft releases, 
and adopting NetGen air traffic technologies, such as direct descent. Sustainability 
practices developed in the facility operational efficiency subclass are tracking 
monthly utility charges to manage airport’s consumption of energy, water, and 
other resources. An example is that is an initiative to partner with energy firms to 
maximize potential revenue generation on land that was not producing revenue 
benefits to offset airport operational costs and reduce fossil-fuel energy consump-
tion. A study showed that “developing a corporate sustainability culture should be a 
source of competitive advantage in the long run” by Harvard Business School 
(Oppenheim & Stuchtey, 2015). 

3.2 Natural Resource Conservation 

The concept of sustainability is often primarily perceived by people only as related to 
the environment. Green buildings, green procurement, and environmental manage-
ment systems are main sustainability practices mostly related to natural resource 
conservation component. Noise management programs are another sustainability 
example. 

While environmental sustainability practices reduce environmental impacts, they 
also provide financial and operational benefits (Lynes & Dredge, 2010). Strategies to 
reduce the use of raw material resources benefit airports both environmentally and 
economically. Besides these strategies, strategies to reduce emissions to the atmo-
sphere, reduce waste generation, prevent water pollution, and protect biodiversity 
are other options for airport administrators (Landrum & Brown Company, 2012). 

Wide range of natural resource conservation practices is currently in operation at 
UK airports. It is expected that the number of airports using such strategies will 
increase over time. This data will turn into know-how with the emergence of the 
result data of the applications in the aviation sector. Surprisingly, however, most 
environmental sustainability practices are carried out at airports in areas with 
pollution problems such as Europe, North America, and Asia. Continuation of 
these practices in the same way is of great importance in terms of sustainability 
(Budd et al., 2014). 

Many airports around the world are installing solar photovoltaic systems in order 
to reduce the environmental impact of energy usage and to reduce the need for 
traditional fossil-based fuels (Baxter et al., 2019). Thus, airports had to carry out 
their practices and operations in a more environmentally friendly way (Coyle et al., 
2015).
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3.3 Social Responsibility 

Due to the nature of aviation, airports have to operate in a social environment. 
Airports are a center of interest and a source of employment for those living in the 
vicinity. Airport stakeholders (airport employees, aircraft owners, tenants, passen-
gers, interact socially, operators, and service providers) interact socially at airports. 
Social practices usually have no costs and could be a part of management functions 
such as human resources. Employees of airport can participate voluntary charities 
and social responsibility projects. Nearly all of the social responsibility projects 
required little to no investment. Main social responsibility concept is maintaining a 
good relationship between stakeholders. Developing an airport sustainability plan 
with the joint effort of the stakeholders is the first step to achieve this. 

4 Conclusion 

Among the many methods that airport management can use to manage sustainability 
practices, the option to develop an airport sustainability plan is the most effective 
way. In addition, although the amount of benefits provided by airport sustainability 
plans varies from airport to airport, the emissions they provide in general will cause 
sustainability to be accepted as a cultural value all over the world. 

Airport administrators view sustainability as a process not as an end goal. To be a 
sustainable airport, an airport sustainability plan should be a living process in 
accordance with the resources available. Airport administrators should establish a 
separate sustainability team to involve all stakeholders in the airport sustainability 
plan. With this method, airport employees and management can be integrated 
effectively. 

Airport sustainability plans bring together airport stakeholders such as airport 
users, tenants, consultants, employees, regulatory organizations, and governmental 
bodies. Thus, stakeholders will be more willing to embrace the plan and sustain-
ability program if they participated to develop it. And ideas came from different 
sources help to create a more robust product. A sustainability committee can be more 
useful in the early stage of sustainability planning. 

Sustainability planning should first be designed as a pilot program by airports and 
then implemented after a familiarization process. If airports do not want to imple-
ment the sustainability plan, various implementation options are available. For 
example, it can use the GRI infrastructure to prioritize and support reporting efforts. 
Or they can use the SDGs to set their own priorities and define how they will support 
sustainability with them.
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1 Introduction 

In the past decade, there has been a rapid development and growth in the popularity 
of electric aerial vehicles ranging from unmanned aerial vehicles (UAV) to manned 
electric airplanes. Technological improvements in the field of battery density, 
optimization algorithms, and structural design have provided an impetus to these 
vehicles to go from academia to the commercial markets (Chan, 2002; Patterson 
et al., 2012). The use of distributed electric propulsion (DEP) in the design of 
manned electric aircraft has shown promise owing to the smaller footprint, mainte-
nance requirements, and noise levels (Stoll et al., 2014). Its prevalence in the recent 
commercially viable designs, such as in the X-57, Joby S2, and Vahana (Kim et al., 
2018), compels us to study the propeller configurations where, due to structural 
constraints, the propellers cannot be placed exactly on/ahead of the leading edge of 
lifting surfaces. As opposed to the conventional fuel-based propulsion systems 
which are constrained by scaling effects, the use of small electric motors not only 
allow for better reliability but also increased freedom in the design process of high-
lift aerodynamic devices by allowing reduction in planform area for the same amount 
of lift. 

This chapter aims to find an optimal configuration of propellers placed along the 
leading and/or trailing edge of a novel canard aircraft design to maximize its lifting 
capacity. The said battery-motor-propellers units can be attached to the wing main-
frame with ease due to their small size, as opposed to conventional gas turbine-
powered fans. 

2 Computational Methodology 

2.1 Geometry 

The aircraft length (L ) is 3 m and has been taken as the reference length for further 
calculations. The main wing span and root chord are 2.7 m and 0.8 m, respectively. 
The main-to-canard wing chord ratio is 2.5 and both wings have a taper ratio of 2.1. 
The propellers are circular disks of diameter 0.35 m placed normal to the fuselage 
axis. The domain is a cuboid of dimensions 6 L × 3 L × 3 L with the aircraft placed at 
reference length from the inlet face, and centered with respect to the cross section of 
the domain. Four propeller configurations have been considered that are to be 
mounted on the leading/trailing edges of the main wing – trailing edge mounted 
pushers, leading edge mounted tractors, tractors with a tail rotor, and tractors with 
tail and tip rotors. The tail rotor is placed such that it is along the fuselage axis and 
behind the fuselage to alleviate the profile drag behind it. 

Studies have also been conducted when the propellers have been vertically offset 
above the main wing’s edges by a radii worth height (except the tail rotor) to study



the suction versus blowing effect of the propellers. The offset has been done such 
that the slipstream of the propeller is mainly interacting with the upper surface of the 
main wing. See Figs. 1 and 2 for geometries (without the vertical offset). 
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Fig. 1 Pusher (left) and tractor propeller configurations 

Fig. 2 Tractors with a tail rotor (left) and tractors with tail and tip rotors 

2.2 Meshing 

A good quality mesh is essential to capture the fluid flow with sufficient accuracy 
while requiring the least amount of computational resources. Since the flow will 
encounter sharp corners in the vicinity of the aircraft, inflation layers have been set 
up with a nondimensionalized first-cell wall thickness (y+ ) of 375, calculated using 
the freestream velocity and the main wing root chord length, keeping in mind the 
turbulence model used, which is discussed in the subsequent sections. Face-mapped 
meshing has been used for the aircraft surface along with a spherically coarsening 
mesh drawn about the center of the aircraft. A mesh independence study was 
performed to eliminate the dependence of the results, coefficient of drag (CD) and 
lift (CL), on the mesh size for the aircraft in the freestream placed at an angle of 
attack (α)  of  5°, as shown in Table 1. Five meshes of different maximum tetrahedral



sizes were compared for accuracy of results and the computational time required. 
Mesh 3 was accurately able to capture the physics of the flow while taking low 
computational time. 
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Table 1 Results of Mesh Independence Study 

Mesh 1 Mesh 2 Mesh 3 Mesh 4 Mesh 5 

Number of elements 363,792 583,903 983,291 1,683,387 2,987,342 

CD 0.02448 0.02287 0.02202 0.02154 0.02102 

CL 0.19822 0.20501 0.20864 0.20919 0.20641 

2.3 Physics and Mathematical Model 

The fluid for this study was chosen to be air at sea level at a constant density of 
1.225 kg/m3 and viscosity of 1.7894 × 10-5 kg/ms. The flow was assumed to be 
incompressible and isothermal since the expected velocities are expected to remain 
subsonic. The numerical technique used to simulate the fluid flow was realizable k-ε 
eddy viscosity turbulence model with enhanced wall function. 

2.4 Boundary Conditions 

The inlet of the enclosing domain allows a freestream velocity condition for the fluid 
at 100 km/h (=27.7778 m/s) to obtain a flow of Reynolds number Re ~ 1.47 million 
for all cases. The outlet of the domain is set to a pressure outlet at zero-gauge 
pressure. The aircraft and other four surfaces of the domain are set as fixed no-slip 
walls. A constant pressure jump across the actuator disk is used to simulate the 
propeller slipstream. As shown in the subsequent sections, the average drag of the 
aircraft over non-negative α is used to calculate the required pressure jump across the 
actuator disk with a thrust-to-drag ratio of 1.25. 

2.5 Numerical Methodology 

The computational analysis was done using a commercially available fixed-volume 
method Navier–Stokes solver, FLUENT (ANSYS Inc.). Since the flow is assumed to 
be incompressible, a pressure-based steady-state simulation was set up, ignoring the 
acceleration due to gravity. The Semi-Implicit Method for Pressure-Linked Equa-
tions (SIMPLE) scheme was implemented to achieve the pressure–velocity cou-
pling. The gradients were computed using the Least Squares Cell-Based Gradient 
Evaluation. Second-order discretization schemes were used for pressure, momen-
tum, turbulent kinetic energy, and turbulent dissipation rate.
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3 Results and Discussion 

The airflow of an isolated actuator disk of diameter 0.5 m (D) in a viscous freestream 
for several pressure jumps was simulated to obtain the baseline results. A cylindrical 
domain of diameter 10 D and length 25 D was used for this with appropriate mesh 
refinement close to the disk. The CFD setup for this was same as that used in the 
other cases, with no swirl effects. The validation results are shown in Figs. 3 and 4. 
The stall characteristics of the airframe alone were studied to obtain the baseline 
results for the study, as shown in Figs. 5, 6, and 7. The aircraft stalls at approximately 
12°, similar to the NACA0012 airfoil, on which the lifting surfaces of the aircraft are 
based on. 

As seen in Fig. 7, the average CD ~ 0.04 for α ≥ 0 for the aircraft. For the 
cases with propellers, the thrust requirement was calculated based on twice 
the average CD and a thrust-to-drag ratio of 1.25. The wetted surface area of the 
aircraft is 7.1777 m2 , giving us an imposed pressure jump across the actuator disk 
of 587.60 Pa and 503.66 Pa for configurations with 6 and 7 actuator disks, 
respectively. 

Fig. 3 Baseline data for numerical simulation of the actuator disk
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Fig. 4 Simulating isolated propeller in a freestream with 500 Pa pressure jump 

Fig. 5 Velocity streamlines for aircraft at α = 0° 

3.1 Aerodynamic Interaction of Propellers with Main Lifting 
Surface 

The combined thrust provided by all the propellers is fixed at 339.19 N. Considering 
this, the highest CL and CD of the aircraft was seen for the tractors with a tail rotor 
without offset, and the lowest CL and CD for tractors only configuration with an 
offset, as shown in Figs. 8 and 9. The increased dynamic pressure due to the tractor
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Fig. 6 Lift curve (CL vs α) for aircraft 

Fig. 7 Drag curve (CD vs α) for aircraft
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Fig. 8 Lift curves for various propeller configurations 

Fig. 9 Drag curves for various propeller configurations



a

propellers’ slipstream increases both the lift and drag of the main wing. On the 
contrary, when the same propellers are vertically offset above the wing, the increased 
dynamic pressure primarily on the upper surface of the main wing reduces the net 
pressure difference between the lower and upper surfaces, thus, reducing its lifting 
capacity.
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Fig. 10 Lift-to-drag curves for various propeller configurations 

To see the net effect of this offset we seek the variation of CL/CD with α,  
measure of aerodynamic efficiency, as shown in Fig. 10. It is evident that this 
efficiency of the aircraft decreases with α but the configurations with offset always 
outperform those without offset. For most nonnegative α, the highest lift is obtained 
by the tractors with a tail rotor followed by tractors only, tractors with tail and tip 
rotors, and the lowest by pushers only configuration. If the more structurally feasible 
offset configurations are to be implemented then the highest lift is obtained, in order, 
using pushers only, tractors with tail and tip rotors, tractors with a tail rotor, and 
lastly using tractors only. The tractor configuration with an offset, which is com-
monly used in many such DEP designs, does indeed have the best aerodynamic 
efficiency as compared to the other designs considered in this study, thus allowing 
for a more economical usage for commercially ferrying passengers and/or cargo. On 
the other hand, the pusher propeller configuration without any offset shows the least 
drag among any other designs, giving it the best CL/CD ratio despite having the 
poorest lifting capacity.



ð

ð
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Such a configuration is also seen in many upcoming DEP-based designs due 
to availability of longer trailing edge to install the motor-propeller units, most 
notably seen in Lilium (Kim et al., 2018). Commercial applications not only 
require high payload capacity but more importantly lower drag to extend the 
range of the aircraft as much as possible, to improve the per mile operating cost. 
Hence, the configurations with offset are always better due to their higher CL/CD 

ratio. The offset configurations, in order, that offer the best aerodynamic efficiency 
are tractors only, tractors with a tail rotor, tractors with tail and tip rotors, and 
pushers only. 

It is noteworthy that the addition of the tail rotor to the propeller configurations 
using a propeller placed at the aft of the fuselage and along its axis is able to alleviate 
the fuselage drag, though marginally. The high-pressure “dead-wind” zone behind 
the fuselage that would otherwise add to the drag of the aircraft can be mitigated 
using such a tail rotor. The placement of tip rotors may show additional benefits once 
the swirl effects due to the propeller slipstreams are considered, by reducing the 
losses due to tip vortices. The behavior of the lift-and-drag curves for negative angles 
of attack for all the configurations, with and without the offset, is pretty similar to 
each other and that of the airframe alone and hence does not require any detailed 
analysis. 

3.2 Improved Aerodynamic Performance Due to the Propeller 
Configurations 

The change in CL and CD due to propeller configurations as compared to the airframe 
alone has been calculated as given in Eqs. (1) and (2). 

ΔCL = 
CLwith propellers -CLaircraft 

CLaircraft
� 100 in%ð Þ 1Þ

ΔCD = 
CDwith propellers -CDaircraft 

CDaircraft
� 100 in%ð Þ 2Þ

As evident from Fig. 11, the lifting capacity is severely deteriorated by all tractor-
based configurations with an offset. At higher α we see that these configurations, in 
fact, perform worse off as compared to the airframe alone. Due to the reduced 
aerodynamic interaction of these configurations with the lifting surface, the change 
in drag is consequently small (~10%), as seen in Fig. 12. The aerodynamic effects 
for post-stall conditions and negative α are beyond the scope of this study.
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Fig. 11 Change in CL due to propeller configurations 

Fig. 12 Change in CD due to propeller configurations 

4 Conclusion 

Numerical studies of a novel canard aircraft design were conducted to assess its 
aerodynamic performance in a given freestream at different angles of attack. It was 
found to stall and approximately 12°, similar to the airfoil its lifting surfaces are 
based on. Four propeller configurations were tested under same operating conditions



to find the optimal configuration for a commercially viable passenger/cargo aircraft 
propulsion system. Tractors with a tail rotor provided the highest increase in lifting 
capacity, whereas the best aerodynamic efficiency was seen for the tractors only 
setup with a vertical offset. The relative change in the coefficients of lift and drag due 
to the propulsion setups has also been compared. 
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1 Introduction 

To keep global warming at 2 °C compared with preindustrial levels, the states and 
responsible humans should perform maximum efforts. According to recent 
researches, the achievement of this goal is important challenge with reduction of 
fuel consumption by engines, developments in aerodynamics, and weight reduction 
of the aircraft (Zaporozhets et al., 2020). Considering rapid depletion of energy 
resources due to the increasing world population, an increase in utilizing air vehicles 
used in military and civil fields seems to be an important problem. From 1974 to 
2014, a rise in total consumed energy was calculated about 38.3% (Koruyucu, 2019). 
The studies that focus on the attempts regarding performance improvement of 
thermal systems have become hot topic due to importance of energy efficiency 
(Karagoz et al., 2020). The recent pandemic all around the world shows that the 
limited sources should be utilized more effectively (Ozturk et al., 2020). The 
increasing fuel consumption also affects adversely the environment. Therefore, 
investigation of emissions for gas turbine engines is of high importance. 

In this study, with respect to flight conditions, the behavior of exhaust emissions 
is parametrically examined. Also, power values of the PW4000 engine are computed 
corresponding to flight conditions. The current study aims at contributing to the 
literature by measuring NOx, CO2 and H2O emissions at cruise phases. 

1.1 System Description 

PW4000 engines have been widely used in commercial aircraft so far. These engines 
produce thrust value covering range of 231 kN and 271 kN and are installed at 
several major aircraft (Aygun & Turan, 2021). Figure 1 shows PW4000 engine and 
its components. Based on ICAO database shown in Table 1, EINOx is calculated for 
cruise phase. 

Before detailed explanation about thermodynamic analysis, pressure and temper-
ature diagrams on component basis are given in Fig. 2. These are obtained by means

Fig. 1 Illustration of typical PW4000 engine and its components



of specific code involving parametric cycle equations for the high bypass turbofan 
engine.
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Table 1 ICAO data for PW4000 at LTO cycle (ICAO, 2021) 

Take-off Climb-out Approach Idle 

EINox (g/kg) 28.1 22.9 11.6 4.8 

Fuel flow (kg/s) 2.342 1.93 0.658 0.208 

Thrust rating (%) 100 85 30 7 

Fig. 2 P and T diagrams for main component inlet-outlet 

Both energy and emission analyses require parameters given in Fig. 3. The 
average core mass flow decreases from 50.99 kg/s to 45.17 kg/s and the average 
total mass flow diminishes from 294.83 kg/s to 258.58 kg/s due to rising altitude. 

2 Methodology 

Main aim to carry out parametric cycle analysis is to estimate required engine 
parameters for thermodynamic values of component such as fuel flow and exhaust 
flow velocity. After calculation of fuel to air ratio from cycle equations, thanks to 
Eq. 1,  CO2 and NO2 emissions are easily calculated.
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Fig. 3 Main input values for performance analysis 

C12H23 þ a1 

0:7748 N2 

þ0:2059 O2 

þ0:0003 CO2 

þ0:019 H2O 

→ 

a2 N2 

þa3 O2 

þa4 CO2 

þa5 H2O 

ð1Þ 

On the other hand, Eqs. 2, 3, 4, 5, and 6 present power relations regarding high 
bypass turbofan engine (El-Sayed, 2008). 

τP= τnetu ð2Þ 

WP= 
1 
2 
maðu18 - uÞ2 þ 1 

2 
meðu9 - uÞ2 ð3Þ 

TP= 
1 
2 
mau

2 
18 -

1 
2 
mau

2 þ 1 
2 
meu

2 
9 -

1 
2 
mau

2 ð4Þ 

ηth = 
Tuþ 0:5 _m13ð1þ f Þðu9 - uÞ2 þ 0:5 _m18ðu18 - uÞ2 

_mfuelLHV
ð5Þ 

ηo = ηth:ηp ð6Þ 

Cruise NOx emissions are computed by employing Boeing Fuel Flow Method 
2 and DLR method. For this process, after calculation of fuel flow, by using Eqs. 7, 
8, and 9 NOx emission index (EINOx) for PW4000 engine is calculated (Aygun et



ð Þ

al., 2022). In Eq. 7, θ and δ represent relative temperature and pressure, respec-
tively. Also, eH denotes the humidity factor. In Eq. 9, n and t denote the number of 
engine and flight duration, respectively, whereas mfj identifies fuel flow (kg/s). Also, 
subscript j represents corresponding phase. 
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EINOx =EINOx,SL 
δ1:02 amb 

θ3:3 amb 

0:5 

eH ð7Þ 

EINOx =EINOx,SLδ
0:4 
ambθ

3 
ambe

H 8 

ENOx = 
j 

netjmfjEIjNOx =1000 ð9Þ 

3 Results and Discussion 

This study deals with power and emission parameters of high bypass turbofan, 
PW4000. By employing parametric cyle equations, some unknown parameters 
which are necessary in calculations of energy analysis were calculated. Figure 4 
presents effects of Mach and altitude on thrust and wasted powers. As seen in Fig. 4, 
the higher the Mach, the higher the thrust power whereas the lower the wasted 
power. However, increasing altitude leads to lower both thrust and wasted power, 
namely, average TP is calculated as 10.53 MW at 0.6 M and 12.33 MW at 0.7 M. 
Furthermore, WP is averagely decreasing from 4.85 MW at 0.6 M to 3.93 MW at 
0.7 M. 

As for Fig. 5, increasing Mach affects favorably overall efficiency whereas rising 
altitude has adverse effect on it. In this context, average overall efficiency is found as

Fig. 4 Variations of total thrust and wasted powers



25.26% at 0.6 M and 28.06% at 0.7 M. Besides, thermal efficiency decreases from 
36.9% at 10 km to 36.5% at altitude of 11 km.
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Fig. 5 Variations of thermal and overall efficiencies 

Fig. 6 EINOx emissions at cruise flight conditions (g/kg) 

According to NOx emission results, Fig. 6 presents uncorrected EINOx and 
corrected EINOx indices. EINOx calculated by DLR is higher compared with that 
computed by BFF2. On the other hand, each boxplot presents EINOx due to 
changing Mach. The average EINOx is changed from 27.99 g/kg at 10 km to 
25.16 g/kg at 11 km (Fig. 6). 

Figure 7 illustrates NOx, CO2, and H2O emissions as kg per second. As seen in 
Fig. 7, the CO2 emission is calculated higher than H2O and NOx emissions. The 
average CO2 emissions is computed as 3.33 kg/s at 10 km and 2.97 kg/s at 11 km, 
whereas average H2O emission is calculated as 1.307 kg/s at 10 km and 1.167 kg/s at



11 km. However, NOx emissions are relatively lower with average 0.0296 kg/s 
(BFF2) and 0.0304 kg/s (DLR) at 10 km, whereas it is found as 0.0237 kg/s (BFF2) 
and 0.0248 kg/s (DLR) at 11 km. 
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Fig. 7 NOx emissions at cruise flight conditions (kg/s) 

4 Conclusion 

In this study, energy and emission analysis of PW4000 engine were carried out at 
different cruise flight conditions. The main aim is to reveal effects of Mach and 
altitude on the PW4000 power values such as thrust and wasted power and to 
quantify NOx emissions as well as CO2 and H2O emissions by using two well-
known approaches. The results of the current study could be ranked as following:

• The average thrust power of the PW4000 changes from 12.17 MW at 10 km to 
10.68 MW at 11 km. It corresponds the decrease with 12.2%.

• The average overall efficiency varies between 26.9% and 26.44% in ranges of 
altitude 10 km and 11 km, respectively.

• Considering BFF2 method, the average cruise NOx emission changes from 
25.32 g/kg at 0.6 M to 27.89 g/kg at 0.7 M. These values are verified with 
DLR method that gives in relatively higher values compared with BFF2.

• CO2 emission is the highest value ranging 3.33 kg/s and 2.97 kg/s, whereas NOx 
emission is calculated 0.0295 kg/s and 0.237 kg/s in altitude ranges of 10 km and 
11 km, respectively. 

As next study, optimum flight phases could be scrutinized so as to find out 
minimum exhaust emissions by considering several flight parameters.
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1 Introduction 

India is a peninsular country surrounded by oceans along its three sides, with a 
coastline of ~7500 km. In order to study the physical and chemical processes that 
shape coastal landscapes, geologists need to detect coastal topography and measure 
the elevation of topographical features present beneath the tree cover. Valuable 
inferences can be made about the factors influencing coastal climate, hydrology, 
and habitats, by studying results of repeat topographical surveys conducted at 
different times in a year or over a number of years. 

In 2018, the problem statement of the 2nd National Aerospace Conceptual Design 
Competition (NACDeC-II) related to such an aircraft was released, which involved 
design of a solar-powered UAV to collect light detection and ranging (LiDAR) data 
while flying over ten ground stations located near the Indian coastline, as shown in 
Fig. 1 (NACDeC-II, 2018–19). The total range to be covered by the UAV was 
3800 km, as can be seen in Table 1 that lists these ground stations along with the 
approximate flight distances between them. 

The key performance and operational requirements for the UAV are listed in 
Table 2. 

It was required that the UAV should be deployed from Station 1 (Porbandar), 
collect LiDAR data along the entire route in a nonstop flight, and finally land at 
Station 10 (Kolkata). Landing was not permitted at any intermediate Station or 
elsewhere along the route. LiDAR data was to be collected only at night (sunset to

Fig. 1 Indian shoreline with ten ground stations (NACDeC-II, 2018–19)



sunrise). This gives better fidelity data, since during the daytime, high level of 
background light can affect the accuracy of the readings. During the daytime, the 
payload was to be turned off, and the UAV required to loiter over any of the ground 
stations at an altitude of 15 km AMSL, at which the ambient winds are expected to 
be low.
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Table 1 List of ground stations (NACDeC-II, 2018–19) 

Station number Station name Distance between two stations (km) 

1 Porbandar 0 

2 Mumbai 440 

3 Goa 440 

4 Kannur 400 

5 Kanyakumari 480 

6 Rameswaram 245 

7 Chennai 430 

8 Vishakhapatnam 600 

9 Gopalpur-on-Sea 250 

10 Kolkata 515 

Total 3800 

Table 2 Key mission 
requirements (NACDeC-II, 
2018–19) 

Parameter Value 

Operating altitude AMSL (km) 15–20 

Cruising speed (m/s) 15–25 

Loitering altitude AMSL (km) 15 

Loitering radius (km) 1.5 

Takeoff run available (km) 1.0 

Operation under Indian reference atmosphere 

LiDAR data collection only during sunset to sunrise 

2 Payload Specifications 

LiDAR (light detection and ranging) is a remote sensing method that uses light in the 
form of a pulsed laser to measure distances to the Earth’s surface from an aerial 
platform. These light pulses, combined with other data recorded by the aerial 
platform, generate precise, three-dimensional information about the shape of the 
Earth and its surface topography. A LiDAR payload principally consists of a laser, a 
scanner, and a specialized GPS receiver. Airborne LiDAR system allows scientists 
to produce accurate shoreline maps and to easily generate digital elevation models of 
the land. A typical LiDAR payload is shown in Fig. 2. 

Payload mass is 30 kg with diameter of 0.25 m and length of 0.7 m, and power 
consumption to be 500 W.
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Fig. 2 LiDAR and its 
dimensions (NACDeC-II, 
2018–19) 

The remaining part of this chapter describes the design methodology followed, 
and presents the key results of Vihangam, a UAV designed to meet the 
abovementioned requirements. 

3 Literature Survey of Existing UAVs 

There are many high-altitude long endurance (HALE) UAVs available, which are 
designed to operate in the stratosphere. A detailed survey of literature of data related 
to ten such UAVs was carried out, and useful inferences were drawn about param-
eters. Table 3 lists down the comparative data of all these UAVs. It may be noted that 
AQUILA has solar cells as a source of energy while remaining UAVs have batteries 
as an energy source. 

In addition to the above, previous studies on design of solar-powered HALE-
UAVs carried out by Bhatt (2012), Najafi (2011), and Bilal (2012) were reviewed to 
draw useful information related to design procedure. 

4 Mission Profile 

Based on a critical study of the design and the mission requirements, a detailed 
mission profile for Vihangam was arrived at, as shown in Fig. 3. 

The station number with subscript “L” shows the loitering station over which 
Vihangam will spend its daytime in a slow speed loiter within a loitering radius of 
1 km, since collection of data was permitted only during night (sunset to sunrise). 
The estimated average total duration of the flight was 106 h, that is, 4.6 days, 
covering 3800 km (Table 4).
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Fig. 3 Mission profile of Vihangam 

Table 4 Distance and time during the mission (original lab measurements) 

Cruise flight Distance covered (km) Average speed (m/s) Departure and arrival times 

1-2-3L 880 20.8 06:18–06:58 

3-4-5L 880 20.8 18:13–06:32 

5-6-7L 675 15.8 18:12–06:30 

7-8-9L 850 20.0 17:52–06:15 

9-10 515 20.8 18:03–01:00 

Fig. 4 Design principle 
(Noth, 2008) 

5 Design Methodology 

The conceptual design methodology of Vihangam solar-powered UAV aimed to 
achieve two balances, viz., energy and mass balance, as shown in Fig. 4.
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6 Powerplant Selection and Initial Sizing 

Powerplant of Vihangam consists of four electrical engines powered by solar panels, 
rechargeable batteries, and electric motors. Solar panels made of single junction 
GaAs are used, which have been shown to achieve a maximum efficiency of ~30%. 
Li-S batteries were selected for Vihangam, due to their high energy density. 

The average value of the solar irradiance was obtained considering all the stations 
for the particular month of operation from September to February. Hence, the 
average solar irradiance considered is 5.5 kWh/m2 /day. 

Based on the survey of literature related to similar UAVs, the total maximum 
power required to maintain the flight of Vihangam is estimated to be ~8 kW. The 
solar panel area was estimated to be 58.18 m2 , using the procedure suggested by 
(Noth, 2008). 

7 Component Mass Breakdown 

The total weight of Vihangam consists of the weight of airframe, payload, solar 
panel, batteries, avionics, and propeller system. Airframe weight was calculated 
using the Stender’s model (Stender, 1969). Avionics weight was estimated to be 
20 kg, which is typical of such UAVs. The weight of other components was 
estimated using standard procedures. Component mass breakdown of Vihangam is 
listed in Table 5. 

8 Constraint Analysis 

Constraint analysis of Vihangam was carried out using the procedure suggested by 
Raymer (2012) to meet all the performance and mission requirements. The final 
constraint diagram is shown in Fig. 5. 

Table 5 Component mass 
breakdown of Vihangam 

Component Mass (kg) 

Airframe 105 

Payload 30 

Solar panel 10 

Batteries 25 

Avionics 20 

Propeller system 10 

Total 200
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Fig. 5 Constraint diagram 

Fig. 6 Conceptual sketches of Vihangam UAV 

Design point chosen was a wing loading of 30 N/m2 and thrust-to-weight ratio of 
0.14, or power-to-weight ratio of 40.38 W/kg. 

9 CAD Model of Geometry 

A CAD model of Vihangam was created using OpenVSP, an open-source CAD tool 
developed by NASA (OpenVSP, 2020), as shown in Fig. 6.



)
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Table 6 Geometrical specifi-
cations of Vihangam 

Wing 

Layout High wing 

Airfoil NACA 2414 

Thickness ratio (%) 14 

Root chord (m) 2.020 

Tip chord (m) 0.808 

Area (m2 60  

Span (m) 42.42 

Aspect ratio 30 

Taper ratio 0.4 

Fuselage 

Length (m) 14 

Diameter (m) 0.75 (front), 0.5 (rear) 

Fineness ratio 17 

Moment arm (m) 9 

Tail Horizontal Vertical 

Airfoil NACA 0008 NACA 0012 

Aspect ratio 4 2 

Planform area (m2 ) 4.713 5.656 

Span (m) 4.342 3.363 

Root chord (m) 1.085 2.278 

Tip chord (m) 1.085 1.085 

Thickness ratio (%) 8 12 

10 Geometry Sizing 

Geometry sizing of Vihangam was carried using the procedure suggested by Raymer 
(2012), and the results are listed in Table 6. 

11 Aerodynamic Analysis 

Aerodynamic analysis of Vihangam was carried out using OpenVSP (2020), and 
validated using the procedure suggested by Raymer (2012). The parasite drag 
coefficient and maximum lift coefficient were estimated to be 0.020 and 1.5, 
respectively. Oswald’s  efficiency factor was estimated as 0.96. The drag polar of 
Vihangam is shown in Fig. 7.
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Fig. 7 Drag polar of Vihangam 

Fig. 8 Vihangam carrying LiDAR 

12 Scheme of Payload Installation 

LiDAR system should be mounted below the fuselage to carry out the surveillance 
task. Figure 8 shows the mounting orientation for LiDAR system. 

13 Conclusions 

This chapter describes the key features of a UAV named Vihangam, which was the 
result of a design exercise carried out in response to a specified problem statement 
for a solar-powered high-altitude long endurance mission. It was seen that Vihangam



was able to address all the mission and operational requirements specified in the 
problem statement. The methodology described in this chapter can be easily adopted 
for conceptual design and sizing of a solar UAVs to meet similar payload and 
mission requirements. 

Conceptual Design and Sizing of LiDAR-Equipped Solar-Powered HALE UAV. . . 169

References 

Bhatt, M. R. (2012). Solar power unmanned aerial vehicle: high altitude long endurance applica-
tions (HALE-SPUAV). A project presented to The Faculty of the Department of Mechanical and 
Aerospace Engineering. 

Bilal, A. (2012). Design, development and fabrication of solar powered HALE UAV. LAP Lambert 
Academic Publishing. 

Najafi, Y. (2011). Design of high altitude long endurance solar powered UAV-Solar Powered 
Aerial Communicator (SPACOM) (Doctoral dissertation, San Jose State University). 

Noth, A. (2008). Design of solar powered airplanes for continuous flight (Doctoral dissertation, 
ETH Zurich). 

“OpenVSP” Version: 3.21.1, 11th May 2020, NASA open source Aircraft Parametric Geometry 
tool. Available on http://openvsp.org/ 

Problem statement of 2nd National Aerospace Conceptual Design Competition (NACDeC-II), 
2018–19. 

Raymer, D. P. (2012). Aircraft Design: a Conceptual Approach (AIAA Education Series). Reston, 
Virginia. 

Stender, W. (1969). Sailplane weight estimation. Organisation Scientifique et Technique 
Internationale du vol à Voile.

http://openvsp.org/


Nomenclature

Investigation of Heat Loss by Radiation 
from External Walls of Airport Buildings 
Depending on Different Sky Cloudiness 
Factor 

Okan Kon and İsmail Caner 

Contents 

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  172  
2 Material and Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172 
3 Result and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176 
4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  178  
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179 

CF Cloudiness factor 
G Solar radiation 
T Temperature 
ε Emissivity 
φ Relative humidity 
P Pressure 
σ Stefan–Boltzmann constant 

Subscripts 

Dif Diffuse 
Glob Total 
dp Dew point 

O. Kon (✉) ·  İ. Caner 
Balikesir University, Engineering Faculty Department of Mechanical Engineering, Cagis 
Campus, Balikesir, Turkiye 
e-mail: okan@balikesir.edu.tr; ismail@balikesir.edu.tr 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
T. H. Karakoc et al. (eds.), Solutions for Maintenance Repair and Overhaul, 
Sustainable Aviation, https://doi.org/10.1007/978-3-031-38446-2_20

171

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-38446-2_20&domain=pdf
mailto:okan@balikesir.edu.tr
mailto:ismail@balikesir.edu.tr
https://doi.org/10.1007/978-3-031-38446-2_20#DOI


172 O. Kon and İ. Caner

part Partial 
sat Saturation 
out Outdoor 
surf Surface 
rad Radiation 

1 Introduction 

The aim of the study is to calculate the radiation heat loss from the exterior surfaces 
of the airport buildings due to the different cloudiness factors of the outdoor 
environment for 20 cities selected from different climatic zones around the world. 
Average dry bulb temperatures for 20 cities, based on average relative humidity and 
dew point temperatures, the required sky emissivity (εsky) and sky temperature (Tsky) 
values were determined. In the calculations, cloudy sky atmospheric emissivity 
models were used, taking into account the cloudy conditions, which are the bad 
weather conditions. For this reason, coefficients depending on different cloudiness 
states are accepted. The emissivity values (εsurf) for the surfaces of airport buildings 
were chosen as 0.5, 0.7, and 0.9. For the sky cloudiness factor (CF), depending on 
the literature, 0.0 is accepted as completely cloudless, 0.1–0.3 is slightly cloudy, 
0.4–0.6 is partly cloudy, 0.7–0.9 is very cloudy, and 1.0 is completely cloudy. In the 
study, cloudiness factor (CF) value in calculations was accepted 0.0, 0.3, 0.6, 0.9, 
and 1.0. According to the Turkish Insulation Standard (TS 825), the indoor temper-
atures of the airport buildings are taken as 20 °C. 

2 Material and Method 

The sky cloudiness factor (CF): 

CF= 1:4286 
GDif 

GGlob
- 0:3 

0:5 

ð1Þ 

Here, GDif is the diffuse radiation on the horizontal and GGlob is the total radiation 
on the horizontal. 

εclear-sky is the emissivity during clear-sky conditions: 

εclear- sky = 0:754 þ 0:0044:Tdp ð2Þ 

Here, Tdp is dew point temperature.



ð Þ
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Dew point temperature is the temperature at which air begins to condense when 
cooled at constant pressure. In other words, it is the saturation temperature of water 
at partial vapor pressure. 

Tdp = Tsat,Ppart ð3Þ 
Pv =φ:PTout 4 

Here, φ is outdoor relative humidity, Ppart is partial pressure of water vapor at 
outdoor temperature, and Tsat is saturated water vapor pressure. 

εsky is cloudy sky emissivity: 

εsky = εclear- sky þ 0:8 1- εclear- sky :CF ð5Þ 

Sky temperature (Tsky) can be calculated through below formula: 

T sky = Tout: εsky þ 0:8 1- εsky CF 
0:25 ð6Þ 

Here, Tout is the outdoor air temperature. 
External surface radiative heat loss between a building surface and sky can be 

calculated from below formula: 

qrad = σ:εsurf : T
4 
surf - T4 

sky ð7Þ 

Here, σ is Stefan–Boltzmann constant, εsurf is building external surface emissiv-
ity, and Tsurf is the airport external surface temperature (Ahmed et al., 2020; Çengel 
& Boles, 2012; Evangelisti et al., 2017, 2019; Dai & Fang, 2014; Li et al., 2017; 
Niemel¨a et al., 2001; Tang et al., 2004). 

Among the 20 selected cities, the sky cloudiness factor (CF) value between 0.0 
and 1.0 was calculated with the highest sky emissivity (εsky) value of between 0.807 
and 0.962 in Lisbon (the capital of Portugal), Cape Town (the capital of 
South Africa), and Auckland (the city in New Zealand). These cities also have the 
highest dew point temperature (12 °C). Thus, the dry bulb temperature is 17.0 °C in  
Lisbon and Cape Town, and 15.0 °C in Auckland. The highest dry bulb temperature 
(Tout) is 17.0 °C in Lisbon and Cape Town (the capital of South Africa). Relative 
humidity value of Lisbon is 74%, Cape Town is 73%, and Auckland is 79%. The 
lowest sky emissivity (εsky) value was calculated between 0.767 and 0.954 at Beijing 
(the capital of China). Beijing has 13.0 °C dry bulb temperature and 55% relative 
humidity. This relative humidity value is the lowest humidity value. Therefore, the 
city with the lowest dew point temperature of 3.0 °C is Beijing. Sky temperature 
(Tsky) values in Beijing are calculated between 12.17 and 12.85 °C depending on the 
sky emissivity value. 

Kiev (the capital of Ukraine) and Prague (the capital of Czech Republic) have the 
second lowest sky emissivity values. Sky emissivity was determined between 0.772



and 0.936 depending on different sky cloudiness factors. The dry bulb temperature 
in Kiev and Prague is 9.0 °C and the dew point temperature is 4.0 °C. Sky 
temperature values were calculated to between 8.44 and 8.90 °C depending on the 
sky emissivity value. 
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Fig. 1 The average outdoor and dew point temperatures of 20 selected cities in different climate 
zones in the world (www.timeanddate.com) 

The second city with the highest sky emissivity value was calculated in Ottawa 
(the capital city of Canada). Sky emissivity value was found between 0.803 and 
0.961 depending on different sky cloudiness factors. The dry bulb temperature in 
Ottawa is 15.0 °C and the dew point temperature is 11.0 °C. Relative humidity value 
is 75%. It was observed that the sky temperature value changed between 14.20 and 
14.85 °C. In Fig. 1, average outdoor and dew point temperatures of 20 selected cities 
in different climate zones in the world are given. Table 1 shows the geographical 
characteristics of 20 selected cities in different climate zones around the world. In 
Fig. 2, different sky cloudiness factor (CF) related sky emissivity values of 
20 selected cities in different climatic zones in the world are given. 

For the 20 selected cities, the highest relative humidity value was found in 
Moscow (the capital of the Russian Federation) with 82%. The lowest was 55% in 
Beijing and Tashkent (the capital of Uzbekistan). The second highest value was 
determined at 79% in Polish capital, Warsaw. The second lowest was 63% in Ankara 
(the capital of Turkey). These values are shown in Fig. 3, the average relative 
humidity values of the outdoor environment for the 20 selected cities.

http://www.timeanddate.com
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Table 1 The geographical properties of selected cities (ASHRAE; Evangelisti et al. 2019; www. 
timeanddate.com) 

City Latitude Longitude Elevation (m) Climatic characteristics 

Berlin 52.47 N 13.30 E 51 Mild temperate 

London 51.48 N 0.45 W 25 Mild temperate 

Warsaw 52.17 N 20.97 E 106 Mild temperate 

Lisbon 38.77 N 9.13 W 114 Mild temperate 

Bucharest 44.48 N 26.18 E 90 Mild temperate 

Moscow 55.83 N 37.62 E 156 Snow 

Bogota 4.70 N 74.13 W 2546 Tropical 

Santiago 33.38 S 70.78 W 474 Dry 

Prague 50.10 N 14.25 E 365 Mild temperate 

Ottawa 45.32 N 75.67 W 114 Snow 

Beijing 39.93 N 116.28 E 55 Mild temperate 

Buenos Aires 34.50 S 58.42 W 6 Dry 

Kiev 50.40 N 30.57 E 167 Snow 

Ankara 40.12 N 33.00 E 949 Snow 

Zurich 47.38 N 8.57 E 569 Mild temperate 

Cape Town 33.97 S 18.60 E 42 Mild temperate 

Washington 
(Olympia airport) 

46.97 N 122.90 E 61 Mild temperate 

Auckland 37.02 S 174.80 E 6 Mild temperate 

Canberra 35.30 S 149.20 E 580 Mild temperate 

Tashkent 41.27 N 69.27 E 466 Dry 

Fig. 2 The sky emissivity values depending on the sky cloudiness factor (CF) for selected cities

http://www.timeanddate.com
http://www.timeanddate.com
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Fig. 3 The average relative 
humidity of 20 selected 
cities (www.timeanddate. 
com) 

Fig. 4 The sky temperature values depending on different sky emissivity values for selected cities 

3 Result and Discussion 

The highest sky temperature values were calculated for Lisbon and Cape Town 
between 16.11 and 16.84 °C. For Auckland, it was determined between 14.22 and 
14.86 °C. Depending on the sky emissivity between 0.0 and 1.0, the lowest sky 
temperature was recorded between 5.64 and 5.93 °C in Moscow, the capital city of 
Russian Federation. For the capital city of Turkey, Ankara, the sky temperature 
value depending on the sky emissivity value between 0.0 and 1.0 was found between 
11.25 and 11.86 °C. In Fig. 4, different sky emissivity-related sky temperature 
values of 20 selected cities in different climate zones around the world are given. 

The emissivity value (εsurf) was chosen as 0.5, 0.7, and 0.9 for the external surface 
radiative heat loss calculations of the airport buildings. The highest external surface

http://www.timeanddate.com
http://www.timeanddate.com


radiative heat loss was calculated in Moscow. The most important factor is that the 
outdoor temperature of Moscow is at the lowest value (6.0 °C). It has been deter-
mined that the sky emissivity value varies between 0.0 and 1.0 depending on the 
cloudiness factor, between 0.781 and 0.956. In Fig. 5, different sky and exterior 
emissivity-related external radiation heat loss values are given for 20 selected cities. 
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Fig. 5 The different sky and exterior emissivity-related external radiation heat loss values of 
selected cities 

For Moscow, the highest external surface radiation heat loss value of the airport 
was calculated between 38.100 and 68.580 W/m2 for a sky cloudiness factor of 0.0 
and a surface emissivity value between 0.5 and 0.9. It was found between 37.880 
and 68.180 W/m2 for the 0.3 sky cloudiness factor and calculated between 37.650 
and 67.770 W/m2 for 0.6 sky cloudiness factor. It was found between 37.420 and 
67.360 W/m2 for the 0.9 sky cloudiness factor and calculated between 37.390 and 
67.310 W/m2 for the 1.0 sky cloudiness factor. 

For Lisbon, the lowest external surface radiation heat loss value of the airport was 
calculated between 10.920 and 19.650 W/m2 for 0.0 sky cloudiness factor and a 
surface emissivity between 0.5 and 0.9. It was found between 10.260 and 18.470 W/ 
m2 for the 0.3 sky cloudiness factor and calculated between 9.640 and 17.350 W/m2 

for 0.6 sky cloudiness factor. It was found between 9.070 and 16.330 W/m2 for the 
0.9 sky cloudiness factor and calculated between 8.874 and 15.970 W/m2 for 1.0 sky 
cloudiness factor. 

Ankara, for the sky cloudiness factor of 0.0 and the surface emissivity value 
between 0.5 and 0.9, the external surface radiation heat loss value of the airport was 
calculated between 23.900 and 43.020 W/m2 . It was found between 23.390 and 
42.100 W/m2 for the 0.3 sky cloudiness factor and calculated between 22.910 
and 41.230 W/m2 for 0.6 sky cloudiness factor. It was found between 22.450 and 
40.420 W/m2 for the 0.9 sky cloudiness factor and calculated between 22.310 and 
40.160 W/m2 for 1.0 sky cloudiness factor.
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4 Conclusions 

In the study, the following results were obtained at the end of the examinations and 
calculations:

• The sky emissivity value depending on the clear-sky conditions depends on the 
dew point temperature value. Therefore, Lisbon, Cape Town, and Auckland have 
the highest sky emissivity values.

• The parameter that affects the cloudy sky emissivity value the most is the sky 
cloudiness factor. In the study, calculations were made by assuming clear-sky 
conditions with 0.0–0.3 emissivity values.

• Since the parameter that most affects the sky temperature value is the outdoor dry 
bulb temperature, the highest value was determined in Lisbon and in Cape Town.

• As the sky cloudiness factor value increases, the sky temperature value increases.
• It was calculated that when the relative humidity value is high, the dew point 

temperature value is also high.
• The difference in sky temperature calculated for the value of the sky cloudiness 

factor value of 0.0 and the value of 1.0 was found to be the highest in Tashkent 
with approximately 0.80 °C. The lowest was detected in Moscow with 0.29 °C.

• As the sky cloudiness factor value increases, the airport’s external surface 
radiation heat loss value decreases.

• As airport surface emissivity increases, external surface radiation heat loss value 
also increases.

• For the 0.0 value of the sky cloudiness factor, the highest external surface 
radiation heat loss difference depending on the 0.5 and 0.9 surface emissivity 
values was obtained in Moscow with 30.480 W/m2 . For the 1.0 value of the sky 
cloudiness factor, it was determined in Moscow with 29.920 W/m2 .

• For the 0.0 value of the sky cloudiness factor, the lowest external surface 
radiation heat loss difference due to 0.5 and 0.9 surface emissivity values were 
obtained in Lisbon 8.730 W/m2 . 7.096 W/m2 for 1.0 value of the sky cloudiness 
factor was also found in Lisbon.

• The highest difference between external temperature and sky temperature (for 0.0 
sky emissivity value) was determined as 0.98 °C in the capital city of Uzbekistan. 
The lowest was determined as 0.36 °C in Moscow.

• The difference between the external temperature and sky temperature at the sky 
emissivity of 1.0 (completely cloudy weather conditions) was found to be the 
highest in Tashkent 0.18 °C, and the lowest in the city of Auckland with 0.07 °C.

• The external surface radiation heat loss difference based on 0.5 and 0.9 surface 
emissivity values for the 0.0 value of the sky cloudiness factor in Ankara was 
calculated as 19.120 W/m2 . For the 1.0 value of the sky cloudiness factor, the 
difference was determined as 17.850 W/m2 . 

In further studies, overall heat loss calculations of airport buildings will be made 
for cities in different climate zones around the world, considering convection heat 
transfer depending on external environmental conditions in addition to external 
surface radiation heat transfer.
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1 Introduction 

The traditional design of multi-rotor vehicle is mostly based on the research of fluid 
mechanics and flight performance (ICAO, 2016). However, no unified guidelines 
have been formed for overall layout, although the overall structure of the rotor layout 
has significant influence on the aerodynamic characteristics and flight performance. 
As a result, the layouts of multi-rotor vehicles are greatly different in recent projects/ 
designers. Furthermore, proper layouts depend on requirements and restrictions. 

This research is based on the blade element momentum theory (BEMT) and the 
particle swarm optimization (PSO) algorithm to discuss the optimal layout of multi-
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rotor vehicles. In particular, to propose rotor layout guidelines, this chapter discusses 
the proper PSO parameters in various requirements/conditions and the effects of 
the number of blades and blade angle on the lift, power, and overall weight of the 
rotor.
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2 Blade Element Momentum Theory and Modeling 

2.1 Modeling from the Momentum Theory 

First, consider the flow before and after the rotor shown in Fig. 1. 
In the 0–0 section of Fig. 1, the airflow velocity V0 indicates the vertical 

ascending velocity of the rotor, and in the 1–1 and 2–2 sections, the airflow velocity 
increases to V1 and V2, respectively. Here, v1 and v2 are the airflow-induced 
velocities. 

According to the momentum theory, thrust T and power P can be expressed by 
rotor area and rotation speed. Each velocity in Fig. 1 can be expressed in dimen-
sionless form with the wingtip velocity ωR (V0 =V0=ωR, v1 = v1=ωR), thrust T can 
be expressed in dimensionless form with ρπR2 (ωR)2 , the thrust coefficient can be 
obtained (Ryoji, 2006), 

dCT = 
dT 

ρπR2 ωRð Þ2 = 
2ρ V0 þ v1ð Þv1dA 

ρπR2 ωRð Þ2 
= 4 V0 þ v1 v1rdr 

ð1Þ 

Fig. 1 The momentum 
theory model
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Fig. 2 The blade element theory model. (a) Overview of rotor blade, (b) an element of a blade, (c) 
air inflow and generated forces 

2.2 Modeling from the Blade Element Theory 

The essence of blade element theory is to divide the blade into infinitely small units 
and to establish the motion and force coordinate system of each unit. 

Figure 2 is a schematic diagram of the airflow in vicinity of a blade of a rotor 
rotating in a vertical axis. Here, uT, uP, and uR are the horizontal, vertical, and radial 
air inflow velocity component, respectively, and θ, α, and  ϕ indicate the blade angle, 
the angle of attack, and the air inflow angle, respectively (Ruopeng et al., 2019). 

For a rotor, “solidity” is often defined as the ratio of the area of the blade to the 
area of the paddle as 

σ = 
NcR 
πR2 = 

Nc 
πR

ð2Þ 

where c is the chord length of the blade (Theys et al., 2016). Then, the differential 
expressions of the thrust coefficient and the power coefficient can be expressed as 
(Huirong et al., 2015) 

dCT = 
1 
2 
σCLr

2 dr ð3Þ 

dCP = 
1 
2 
σ  ϕCL þ CDð Þr3 dr ð4Þ



where C and C are the lift coef cient and drag coef cient of the blade,
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L D fi fi

respectively. 
The concept of inflow ratio is introduced here. The so-called inflow ratio refers to 

the ratio of the air inflow velocity in the vertical direction of the rotor to the wingtip 
rotational linear velocity (Yao et al., 2019). Thus, it can be expressed as follows: 

λ= 
V0 þ v1 
ωR 

= λc þ λi =V1 = 
uP 
ωR 

= uP = 
uP 
ωr

� ωr 
ωR 

= 
uP 
uT

� r 
R 
≈ϕr ð5Þ 

Equations (1) and (3) are the expressions of the rotor thrust coefficient obtained 
by the momentum theory and the blade element theory, respectively (Tingting, 
2018). Combining these two equations 

λ rð Þ= 
σa 
16 

1þ 32 
σa 

θr- 1 ð6Þ 

can be obtained to specify λ. Here, a is the coefficient that the lift coefficient changes 
with the angle of attack. 

In this section, the expressions of rotor dynamic parameters are derived through 
the momentum theory and the blade element theory, and the inflow ratio λ is 
obtained. According to λ, the thrust and power of the rotor can be calculated by 
using numerical integration. 

3 PSO and Parameter Configuration 

3.1 About PSO Algorithm 

Particle swarm optimization (PSO) is an evolutionary computation technique that 
was proposed by Dr. Everhart and Dr. Kennedy in 1995. Starting from a random 
solution, through the iterative calculation of particles in a certain space, the optimal 
solution of the model can be found. The basic idea of PSO is to share personal 
information to all, so that the whole can converge toward a goal from disorder to 
order. 

3.2 Algorithms Principle 

The PSO is initialized as a group of particles (random solution), and at each iteration 
the particles update themselves by tracking two values (individual optimal value 
pbest and global optimal value gbest)  (https://www.zhihu.com/, 2021).

https://www.zhihu.com/
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xi t þ 1ð Þ= xi tð Þ þ  vi t þ 1ð Þ 7Þ 

vi t þ 1ð Þ=w � vi tð Þ þ  c1 � random � xpbest i - xi tð Þ  þ c2 � random � xgbest i - xi tð Þ  
8 

where x and v are called particle position and velocity, and w is called the inertial 
factor. 

4 Simulation Results and Discussion 

Consider a basic requirement as that the aircraft can be hovered, and reduce the total 
mass of the aircraft as much as possible. Note that as the rotor size increases for a 
larger lift force, but the rotor and battery become heavier. In addition, an arm 
connecting the airframe and a larger rotor must be longer to avoid overlapping rotors 
but keep enough strength for larger lift force. Thus, the weight of the arm becomes 
heavier. For the sake of simplicity, the shape of the airframe is assumed to be a circle 
with a diameter of 1 m. On the other hand, a limit is set on the diameter of the rotor so 
that the aircraft does not become too large. 

4.1 PSO Parameter Simulation 

Through simulation calculation, it is found that there are two design parameters 
affecting the accuracy of the PSO algorithm and the calculation time. They are the 
number of particles and the iteration time. If the number of particles and the number 
of iterations are too small, the calculation does not converge and the results are 
unreliable. Conversely, if too large, the calculation time increases greatly. Therefore, 
the reasonable setting of these two parameters is important to obtain reliable 
solutions for a quite huge of iterations. This section explains this purpose. 

Figure 3 shows typical calculation results of the minimum mass of a small 
octocopter (payload 20 kg). Figure 3 (a) is the configuration with the number of 
particles 40 and the number of iterations 200, (b) is the configuration with the 
number of particles 80 and the number of iterations 800. Fifty sample cases are 
shown in the horizontal axis, and the minimum mass values of the obtained results 
are the vertical axis. The yellow line represents the mass calculated by PSO for 
50 samples. The blue, orange, and purple lines represent the upper limit of error of 
1%, 5%, and 10% from the minimum quality, respectively. The numbers in paren-
theses represent the proportion of 50 samples whose quality exceeds the upper limit 
of error. “Average” and “standard” represent the statistical characteristics of 50 sam-
ples. “Time” represents the time required for one simulation. It can be seen from the 
blue line data that under the configuration of particles 40 and iterations 200, the



proportion of errors above 1% is 38%. Therefore, the probability of performing 
n times of calculation to obtain the ideal result is (1 - 0.38n ). And under the 
configuration of particles 80 and iterations 800, the proportion of errors above 1% 
is 10%. Therefore, the probability of performing n times of calculation to obtain the 
ideal result is (1- 0.1n ). In addition, among other data not shown here, for example, 
particles 40 and iterations 600, the proportion of errors above 1% is 36%, particles 
60 and iterations 600, the proportion is 18%. These results indicate that, for an 
octocopter configuration to lift up a payload of 20 kg, the number of particles 80 and 
the number of iterations 800 in the PSO calculation obtain accurate estimations for
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Fig. 3 PSO parameter simulation of octocopter. (a) Particle number = 40, iteration number = 200. 
(b) Particle number = 80, iteration number = 800



the total mass with high percentages. However, the calculation of low configuration 
takes less time, and the calculation accuracy can also be improved by the way of 
multiple calculations with low configuration. For example, in Fig. 3 (a), the proba-
bility that the mass is within 1% error is 1- 0.38 = 0.62, and in (b) this probability is 
1- 0.1 = 0.9. This shows that the configuration of (b) has a higher accuracy than the 
configuration of (a) in one calculation. However, if (a) is calculated three times, this 
probability becomes 1 - 0.383 ≈ 0.95. This probability is higher than (b), and it 
still takes less time than (b). It can be said that the configuration of (a) has higher 
computational efficiency.
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In addition, through simulation calculations, it is found that there is no significant 
difference in the PSO parameter configuration between the small rotor (payload 
20 kg) and the large rotor (payload 200 kg). It can be considered that to a certain 
extent, the size of the rotor does not affect the PSO calculation results. 

4.2 Rotor Layout Simulation 

The following is to simulate the influence of the blade number and blade angle on the 
rotor layout. Excluding the battery, blades, and other components, when the body 
mass and load are fixed (small size 20 kg and large size 200 kg), the number of rotors 
is 4,8, and the blade angle (10~20°) and the blade number (2,4) are changed. The 
blade angle here refers to the angle of the root, and the tip angle is 0. Viewing the 
schematic diagram vertically from above, considering the symmetry, the illustrated 
part is a quarter of the whole. The white circle is the rotor, the blue circle is the body, 
and the red line is the arm. 

The first is the case of the quadcopter. The small size corresponds to Fig. 4 (a)~ 
(c), and the large size corresponds to (d)~(e). The caption of the figure shows the 
blade number N, the blade angle θ, and the overall mass W of this figure. In the case 
of a small size of 20 kg, it can be seen from the comparison of Fig. 4 (a) and (b) that 
the larger the blade angle, the smaller the mass of the whole machine. It can be seen 
from the comparison of (a) and (c) that the larger the blade number, the larger the 
mass of the whole machine. In the case of large size 200 kg, the same conclusion as 
small can be obtained by comparing (d)–(f). 

Then it is the case of the octocopter. By comparing Fig. 5(a), (b), it can be found 
that blade number and blade angle have similar effects on the octocopter. 

In addition, if all the rotors are directly connected to the body, each arm only 
needs to bear the pulling force and moment of one rotor. But if the rotor and the rotor 
are connected to each other, then some arms need to withstand the pull and moment 
of multiple rotors, these arms will be thicker and the mass will be greater. This 
section also simulates the different connection situations of the octocopter, and the 
results are shown in Fig. 6. From this result, the layout in right connecting two rotors 
in series has a lighter weight than the layout in left. 

Finally, this section calculates and simulates the influence of the blade number 
and blade angle on the thrust, power, and efficiency of the rotor.
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Fig. 4 Quadcopter layout simulation. (a) N = 2, θ = 14, W = 28.73, (b) N = 2, θ = 20, W = 27.38, 
(c) N = 4, θ = 14, W = 31.38, (d) N = 2, θ = 14, W = 430.34, (e) N = 2, θ = 20, W = 373.39, (f) 
N = 4, θ = 20, W = 386.61 

Figures 7 and 8 show the efficiency FM (figure of merit) of rotors with different 
radii when hovering. The so-called efficiency refers to the ratio of the induced power 
to the total power under a certain coefficient when the rotor is working. It can be 
expressed as
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Fig. 5 Octocopter layout simulation. (a) N = 2, θ = 14, W = 32.80, (b) N = 2, θ = 20, W = 30.02 

Fig. 6 Octocopter 
connection simulation 

Fig. 7 FM with different blade number
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Fig. 8 FM with different blade angle and number 
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Here, κ is the correction coefficient. 
Figure 7 shows the changing law of FM under different blade number and the 

same blade angle. It can be seen that as the radius increases, FM first increases and 
then decreases. In the case of the same blade angle, the less the number of blades of a 
small radius propeller, the higher the efficiency. The opposite is seen in the case for a 
large radius propeller. The more the number of blades, the higher the efficiency. 
Figure 8 shows the changing law of FM when the blade angle is maximum under 
different blade number. Excessive blade angle will cause the blade to stall. The 
calculation found that different numbers of blades have different stall critical blade 
angles (Tao, 2019). The more the number of blades, the greater the maximum blade 
angle and the greater the FM.
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5 Conclusions 

Rotor layout is usually influenced by many factors. In this chapter, the rational 
selection of PSO parameters, the influence of blade angle and blade number on the 
rotor layout have been simulated, and the results have certain guiding significance 
for the rotor layout. 
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1 Introduction 

The solar sail is a fuel-free system, whose momentum is determined by the imme-
diate exchange of reflected photons. The continuous pressure of photons makes the 
thrust of the engine small and unable to float in space (Fig. 1). The solar sail 
accelerates slowly and reliably and reaches a very high speed, which is useful for 
interstellar exploration. 

The solar sail technology is still at its developing stage. Numerous space agencies 
and research centers are working on various areas to develop the solar sail and are 
working on new set of ideas to improve the performance, control, deploy ability, etc. 
One of such centers is Langley Research Center (LaRC). The programs at LaRC are 
focusing on developing new materials and new boom technologies. Within NASA
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LaRC, there was recently formed the Ultralightweight and Inflatable Structures 
team, with research specialists in the areas of structural mechanics, structural 
dynamics, and control and materials research and development.
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Fig. 1 A sketch of solar 
photons interacting with the 
sail (Costanza et al., 2017) 
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The future scope in the field of solar sail technology is vast. Various literature 
shows that there is no limit to the ideas and innovation for designing a solar sail. 
There is always a development going on in this sector. Simulation toolkits (Costanza 
et al., 2017) are developed to evaluate the performance of the solar sail. Based on the 
mission requirements, the technology is altered and improved. The study on light-
weight materials too helps in designing an efficient solar sail. Solar sails are 
eco-friendly since they purely depend on the photon energy from the sun to propel 
the spacecraft. 

2 Methodology 

Design of solar sail will consist of configuration selection, dimensional study, force 
applications, boom structural design, strength analysis, etc. Configuration selection 
will take place by studying the research papers, differentiating the pros and cons of 
each configuration, and mission requirements of the spacecraft (Fig. 2). 

Material selection will be done simultaneously along with the designing. Light-
weight and strong composite materials will be used. Different types of materials will 
be required for the sail and the boom. The materials used in boom will require



additional strength, while the materials used in sail will depend on the thickness and 
layering. Sail material will require very thin materials with high tensile strength. 
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Fig. 2 Methodology 
(Suresh et al., 2021) 

The design of the mechanism will depend on the dimensions of the boom as well 
as the box dimensions of the body. The design will be analyzed and optimized as we 
move forward. 

3 Selection of the Sail 

Taking into account the required resistance and load distribution, the two best 
performing configurations are the continuous link and belt pedal structure. Although 
the tension distribution is better in the belt pedal structure, we decided to maintain 
permanent contact with mission. Continuous connection can make the photons 
falling on it evenly distributed, which is easier to achieve. Open the steering 
mechanism. 

Depending on the destination, the size of the first-generation sail is between 
100 and 200 m (Table 1). Since the structure of the sail must enable it to reach the 
heliosphere, we assume that the square size of the sail is 150 m (Suresh et al., 2021).



196 P. Suresh et al.

Table 1 Solar sail design 
specifications (Suresh et al., 
2021) 

Sail design Specifications 

Sail dimensions 150 m × 150 m 

Catenary sag 7.5 m 

Sail thickness 14 × 10-6 m 

Billow 0.26 m 

Boom length 106 m 

No of CubeSats 5 

Dimensions of 1 CubeSat 10 cm × 10 cm × 10 cm 

4 Material Selection 

Both IKAROS solar sail and Nano Sail use aluminum as the material. Due to the 
high strength and lightweight of carbon fiber and M5 fiber, many designs and 
prototypes that are still in the research stage use carbon fiber and M5 fiber as 
materials. Since the mission is to explore interstellar space, lightweight materials 
with high tensile strength must be selected (Cunniff et al., 1999). Polyester film is a 
highly reflective polyester film. Due to its high reflectivity and high temperature 
resistance, it is the most commonly used material for solar sails. Assuming a 
thickness of 16 μm, this is the standard thickness used in solar sail applications. 

5 Control Surface Design 

Control surfaces are designed to maneuver the spacecraft and to maintain the 
stability and control of the spacecraft. There is one control surface on each boom, 
4 in total. The ratio of the total surface area of the wing to aileron is usually 10–12% 
and horizontal stabilizer to the elevator is 30–40% for airplanes (Sadraey, 2012). 

For structural integrity, the control surface has a frame which is made up of M5 
fiber and has thickness 2 mm and width of 100 mm, as shown in Fig. 3. A mylar 
sheet is placed on the frame which has a thickness of 14.5 μm. 

6 Results and Discussion 

It is understood that maximum control surface area is required for an effective 
maneuvrability. The control surface was designed such that the distance between 
the gearboxes is minimum. After studying various types of gear reducers, the control 
mechanism was designed. Based on the torque requirements, the gear system was 
designed. Force considered are calculated based on the sun at orbital level of earth. 
For any further work, the assumptions and conditions are to be taken care of 
accordingly considering the limitations of this project.
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Fig. 3 Control surface design 

7 Conclusion 

A theoretical sail is designed under the ideal conditions. The continuous connection 
configuration is ideal to implement any new mechanism or improvements to the sail. 
The selected L-shaped boom configuration has advantages over the conventional 
configurations both in terms of weight and strength. The design was optimized for 
maximum acceleration, with an intention for an interstellar mission. 

Since it is a superstructure, materials were selected based on the most optimum 
material available to us, until advanced materials are developed or invented for space 
structures and advances in engineering, manufacturing and physical technology are 
required. 
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Nomenclature 

CPM Container pallet message 
kWh Annual power consumption of the printers 
LDM Load control messages 
LIR Loading instruction report 
UCM ULD management and control 
ULD Unit load device 
USD United States dollar 

1 Introduction 

The ground operation manual (GOM) and other procedures of the airlines served are 
followed at the airports served over the Internet systems of the airline or directly by 
sharing the airline. The recording of these documents and their up-to-dateness is 
carried out by the Operations Department at the airports served. In addition, with the 
procedural changes communicated by the airlines and the requirements of the civil 
aviation regulations, any changes that may affect operational responsibilities or 
performance are simultaneously communicated to all employees in the field via 
“quick references” and “announcements.” 

The specified documents and any documents affecting the load and balance 
calculations of the aircraft are kept in the trip file for the period specified under the 
applicable local regulations and airline requirements. The storage period of the trip 
file cannot be less than 3 months. If there is a flight filing cover (trip file cover) 
provided by the airlines, it is used first. Then, the trip file cover of the handling 
company is used for flight documents belonging to airlines that do not provide a trip 
file cover (Staff, 2005). 

Operation agent is mainly responsible for coordinating the pre-arrival prepara-
tions and final control of the aircraft. The forms used in communication are printed 
documents (computer printouts or blank handling/airline document) and are 
recorded by signing between the units serving. The documents that should contain 
the trip file prepared for each flight are specified on the trip file cover. 

Preparing a trip file and adding all relevant documents to the file belong to the 
operation agent. Documents specified in the trip file cover must be attached 
completely. 

The documents that should be included in the trip file are as follows (IATA, 
2021):

• LIR (loading instruction report) form signed by the responsible persons
• NOTOC (notification to captain) (if applicable)



• Fuel document (if any)
• Final load sheet including LMC (last minute change) and signed by the captain 

(arrival load sheet if available)
• Trip info
• Security form (if any)
• Catering document (if any)
• Passenger manifest (it is included in the trip file unless the airline specifies a 

different rule)
• Cargo manifest (if any)
• All arrival and departure messages 
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In general, documents kept in the trip file may vary depending on the airline. Any 
document that cannot be added to the trip file for any reason is written as a note on 
the trip file cover for further operational works. Destruction of stored documents 
may also be subject to regulation. 

It is essential to understand the environmental outputs of the paper production 
process before investigating the unconscious and unnecessary use of paper in 
airports. In producing a paper starting from scratch, staff must be dealt with many 
environmental issues. 

The paper industry is surprisingly one of the most water-consuming industries in 
the world. In the paper production process, which has various stages, the stage with 
the potential to cause the most damage to the environment is probably bleaching 
processes. This damage is because high-reaction chemicals such as chlorine, hypo-
chlorite, and chlorine dioxide, which are used to bleach the color of paper, create a 
large amount of chlorine waste around paper factories (Dumlu, 2014). For this 
reason, when untreated wastewater meets nature, we are all affected as microorgan-
isms, other living things that feed on it, plants, animals, and humans. 

To reduce this effect, it is wise to focus on different ideas, make applications that 
will minimize the amount of paper to be used, and choose the most environmentally 
friendly technological tools by comparing tools according to energy consumption. In 
this context, various certificates worldwide encourage companies to use more 
environmentally friendly devices. The technological tools they will use in their 
offices and main buildings such as EPEAT (The Electronic Product Environmental 
Assessment Tool), EPA (The Environmental Protection Agency), GREEN SEAL, 
and ECOLOGO. 

For this purpose, how much paper the ground-handling operator of a busy airport 
in Turkey consumes daily, and for what purpose they consume these papers, the 
connection of these papers with annual flights was examined in detail. 

2 Approach to Paperless Processes in Apron 

While providing load control services, the process is carried out by a general flow 
chart that defines the service steps and sequences. This streaming content may vary 
depending on the airline rules, the systems used for load control, and the contents of



the agreement made with the airline. Some of the load control process stages are 
described below:

• The operation agent delivers the flight plan to the captain.
• Load control messages, including dangerous goods and special cargo informa-

tion, are sent by the operation agent, load control officer, or remote load control 
center manually or via the system (LDM, CPM, and UCM).

• The loading calculation process consists of determining the maximum load and 
number of passengers that can be taken on the aircraft within the operational 
limits of the aircraft. The handling agent must take into account the structural 
values, gravity, and center of gravity (CG) parameters according to the aircraft 
type in order for the aircraft to perform a safe flight within the scope of the airline 
rules. Weight and balance calculation is done for all aircraft. The operation agent, 
load control officer, or remote load control center handles the load and trim sheet.

• Load and trim sheet can be prepared by load master or CLC for cargo planes and 
passenger planes in line with the airline rules. Weight and balance calculation is 
done for all aircraft. Load and trim sheet is transmitted to the captain by operation 
agent or via the ACARS system.

• The final loading instruction form (LIR) containing the number of pieces and 
weights of all loads loaded on the aircraft. The operation agent delivers LIR to the 
loading-unloading team officer/foreman, and a verbal briefing is made about the 
loading details. 
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3 Benefits of Paperless Operations 

3.1 Environmental Effects 

Paperless operations require less water consumption and fewer tree felling actions. 
In addition, less pollution of natural resources is also one of the possible environ-
mental consequences. Although, however, more technological solutions will offer 
alternative operations instead of using paper. An increase in these tools will mean 
fewer carbon emissions, less electricity consumption, and indirect pollution of the 
environment. In other words, businesses should choose the most appropriate one 
from these alternatives, both in terms of environment and cost (Harley et al., 2020). 

3.2 Cost of Time 

It will not be easy to give an average period, as documents that need to be filled out at 
airports can be filled in different periods according to various factors. Accordingly, 
we can estimate the time spent by a person working in the selected department in a 
day to fill out the necessary documents in the range of 30 min to 1 h. Furthermore,



when we perform the same process with a technological device such as a tablet and a 
smartphone, the mistakes can automatically be corrected since we will have the 
opportunity to automate many processes. Also, one will have the opportunity to see 
and control the form filled out by his/her colleague without physically talking with 
her/him. These advantages allow the process to be considerably shortened. 
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3.3 Financial Impacts 

The maximum amount of paper that can be received in a single package in enter-
prises is 500 pages. The price of one of these parcels is 20–30 Turkish liras on 
average. Information has been picked up and scratched from various websites selling 
office supplies in Turkey. In our research, the average amount of paper used by the 
department during the day is 554. Assuming that many departments and larger 
paper-consuming organizations at an airport, a wide range of financial items will 
arise, such as the amount of paper consumed daily, the electricity needed to operate 
the printer, the cost of maintaining it, and the recycling cost. 

4 Certificates 

The certificates, which support the goal of becoming greener for manufacturers and 
consumers, are as follows: 

4.1 EPEAT 

The Green Electronics Council manages the Electronic Product Environmental 
Assessment Tool Certificate Program. EPEAT’s search field includes only techno-
logical devices such as mobile phones, computers and displays, imaging equipment, 
network equipment, photovoltaic modules and inverters, servers, and televisions 
(EPEAT, n.d.). EPEAT ranks the products as “Bronze, Silver and Gold.” 

4.2 Ecologo 

All products with an “Ecologo” certificate must meet each of the established criteria. 
Ecologo has several criteria in various categories. It provides standards in materials, 
energy, manufacturing and operations, health and environment, product perfor-
mance and use, and product stewardship and innovation (About UL | UL, n.d.). 
These standards are discussed in detail under headings Building and Construction, 
High Tech and Office Products, Mineral Exploration, Paper and Plastic, and



Renewable electricity. For example, the subheadings in the “Paper and Plastic” 
section are as follows:

• Plastic Film Products
• Sanitary Paper Products
• Paper Products
• Paperboard
• Recycled Plastic Products 
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4.3 Green Seal 

Green Seal is a nonprofit organization whose aim is to transform the economy for a 
healthier, greener world according to its mission. The Green Seal focuses on the 
effects that occur throughout the product life cycle, from the production of raw 
materials to packaging, use, and disposal (Green Seal, n.d.). Among the categories 
that can be selected in the list of standards set in the certificate are

• Sanitary paper products
• Printing and writing paper
• Coated printing paper
• Paper products used for food preparation
• Paints, coatings, stains, and sealers 

4.4 EPA 

Unlike other certificates cited, EPA (the Environmental Protection Agency) is the 
state agency for human health and environmental protection that maintains its 
practices within the framework of adopted laws and regulations. The EPA also 
created the “Safer Choice” label to help people shop for safer materials. Safer Choice 
labels many products, including all-purpose cleaners, laundry products, and wood 
cleaners (US EPA, n.d.). Products that carry the Safer Choice label must meet the 
requirements for the below items:

• Safer chemical ingredients
• Performance
• Packaging
• Ingredient disclosure
• Volatile organic compounds



Printers Power (W) Cents per page Lifecycle cost (USD)
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Table 1 A comparison of the printers popularly used in the offices (Save Joules – Compare Inkjet 
vs Laser vs Ink Tank Printers for cost-effective printing, n.d.) 

Annual electricity 
consumption (kWh) 

Model 1 740 1.73 50.11 7024.95 

Model 2 740 1.73 50.89 7925.35 

Model 3 475 4.19 19.17 6756.40 

Model 4 255 4.19 15.83 6724.65 

5 Results and Discussion 

In Table 1, different laser printer models of HP brands commonly used in offices are 
examined, and only the colorless output models and those with the same function 
were examined. Also compared features included print power, cost of each page, 
annual electricity consumption, lifecycle cost, and function. All the models exam-
ined in the research have the same functions, which are P: Print, C: Copy, S: Scan, F: 
Fax. 

The results we can draw from the table are as follows: When we compare printer 
Models 1 and 4, we see that the energy consumed by Model 4 is relatively small 
compared to Model 1. 

However, the cost of a page to be print from Model 4 is relatively high compared 
to Model 1. In addition to these values, the annual energy consumption of Model 4 is 
also relatively low than Model 1. Nevertheless, companies always think about their 
profitability first, and therefore, while it is better in terms of other features, the cost 
per page is suggestive in terms of businesses. On the other hand, if we compare the 
printer Models 3 and 4, we can assume no significant difference between these 
models by looking at their numerical values from the table, except for the annual 
energy consumption of Model 4 and Model 3. Therefore, if a company has to choose 
one of these models, they should have probably chosen Model 4. So, it is critically 
important to compare the technological products commonly used at offices and 
complex structures such as airports because it allows us to understand which product 
is more environmentally friendly, less costly, and more efficient. 

In this context, various academic research has been examined. As a result of this 
study, we have revealed that ultrafine aerosol particles released from modern laser 
printers are an essential emission source. Ultrafine particles released from laser 
printers are secondary particles produced by nucleating volatile compounds from 
paper and toner (Koivisto et al., 2010). Studies in recent years have shown that these 
particles can damage people’s respiratory tract and lungs in the office. 

The article discussed a laser printer in three different models from the same 
manufacturer that was newly manufactured and never used was examined in an 
office model. The emission rates of these printers were then determined. Various 
measurements such as the conditioning phase, the activation phase, and the print 
phase were performed in emission tests, where different components were also



calculated. In the printing phase, 266, 350, and 235 pages were printed, respectively, 
in 10 min from three printers. At this stage, the power consumption of printers 
increased to over 1100 W. 
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Meanwhile, the first printer temporarily raised the room temperature to 29° and 
the other printers to above 32°. During the printing phase, water vapor was released 
from the toner, which increased the relative humidity in the room. When the printers 
were running, the relative humidity in the room was 76%, 81%, and 52%, respec-
tively. These changes, which occur in a short time in an office environment, can 
affect particle accumulation in the human body working there and much more. 

6 Conclusions 

Time benefit is the most fundamental source of production and consumption of 
aviation. Therefore, using time effectively and efficiently will increase the quality of 
aviation service. Significant steps for adequately managing the time are identifying 
the aviation industry’s needs, establishing the goals, and setting priorities. 

Preparing a trip file and adding all relevant documents to the file belongs to the 
operation agent. There are too many documents that must be filled in pre-arrival, 
during operation, and post-departure operation. Documents specified in the trip file 
cover must be attached completely. Hundreds of papers are being used during daily 
operations. To reduce the amount of paper used, the transition to the electronic 
system has too many advantages, such as reducing expenses, saving time, and long-
term storage of documents. It will help to decrease the ground-handling company’s 
environmental effects. In addition to the cost reduction benefits, calculations using 
electronic software reduce the likelihood of human mathematical errors. It allows all 
data to be recorded in a much shorter time. The computer software also alerts 
operation agents when a number outside the expected range for a given weight or 
function is entered. It aims to reduce the paper reference materials used in aircraft 
operations and eliminate them in some aircraft. The benefits of moving from paper to 
electronics include improved security, increased efficiency, and lower operating 
costs. Switching from paper to electronic systems can change the workload. The 
workload can be reduced in some ways and increased in other ways. Increased 
workload may result from the inefficient design of software or hardware or limita-
tions. The workload required to change electronic documents can exceed the work-
load required to change paper documents. Although workload can be increased with 
electronic documents, this negative quality is offset by other factors such as 
enhanced electronic search capabilities and documents typically referenced under 
low workload conditions. Overall, the net increase in workload can be considered 
acceptable. One of the most important benefits of switching from paper to electronic 
systems is saving paper and storage space. Thanks to the software system, docu-
ments can be stored for many years.
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1 Introduction 

Drone technology is now on the way to changing the aviation industry as we know 
it. More and more airlines and MRO organizations started to test innovative solu-
tions with a goal to not only improve their processes but also stay competitive. One 
of the new areas of the drone application is aircraft maintenance inspection. 

Aircraft inspection process needs to be conducted at every flight cycle, but also 
during daily and weekly checks, and other planned maintenance works. Current 
process requires a long time to prepare working platform or hangar, ground support,
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engineers, and appropriate equipment to conduct inspection. By automating the 
aircraft inspection process using drones, airlines and MRO may have significant 
benefits.
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In addition to reducing the number of workers and equipment needed to inspect 
the aircraft, the airline could save money, time, and, more importantly, maintain the 
punctuality valued by its passengers (Mainblades, 2020). 

As this concept enables engineers to be on same place, looking at the same 
monitors, automation will enable a more objective assessment of damage as different 
inspectors can have different assessment. 

Additionally, efficient aircraft inspection process using drones can be very useful 
to mitigate daily traffic disruptions caused by abnormal events such as bird-strikes or 
lightening-strikes which required detailed ad hoc inspections, usually within limited 
turnaround time. 

Considering the fact that “Risk represents the effect of uncertainty of objectives” 
(ISO Guide 73:2009) for every new technology, it is important to previously observe 
possible objective-related effects, that is, to assess the different risks which may 
emerge from the objective being set (Tomić, Čokorilo, and Macura 2020). 

This chapter provides safety risk assessment for drone-based aircraft inspection 
process, as a first step of new technology application approval. The aim of conducted 
risk assessment is identifying new and different hazards and associated risks which 
presents in very different environment compared to the traditional approach. 

Safety risk assessment is conducted by using HAZOP methodology which is 
helpfulness when facing hazards that are difficult to measure, such as ones rooted in 
human behaviors and ones that are difficult to detect. 

The chapter ends by identification of critical point in the process, which have 
higher risk compared with traditional aircraft inspection process, and by suggesting 
some of preventive measures which should be implemented in order to mitigate risks 
and maximize potential of this innovation. 

2 Aircraft Maintenance Inspection 

The aviation industry must comply with strict rules, following a set of laws and 
applicable technical standards. In context of aircraft maintenance, the technical 
documentation prescribes regular inspections that have to be performed by a certified 
maintenance organization and which are controlled by the Continuing Airworthiness 
Management Organization (CAMO) (Novak, 2020). 

The current aircraft maintenance inspection process has not significantly evolved 
during the last 40 years despite the rapid advances in technology (Bouarfa, 2020). 
The critical point is not only time consuming as it requires a long time to prepare 
work platforms and hangars, ground support, and engineers to perform inspection, 
but also dangerous working environment including the great heights and aircraft’s 
danger zones. Different types of aircraft maintenance inspection are as follows 
(Aerocorner, 2021):



• Scheduled Aircraft Inspection.
• Annual Aircraft Inspection.
• 50 and 100 Flight Hour Aircraft Inspection
• Pre-flight Aircraft Inspection.
• Unscheduled Aircraft Inspection (ad hoc inspection). 
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In the case of ad hoc inspections caused by unforeseen situations such as bird-
strikes or lightening-strikes, it usually requires moving the aircraft to the position 
with adequate equipment or hangars in order to do a visual check and determine 
whether there is damage. When the aircraft is in rotation, for airlines it means an 
additional delay or aircraft change (if it happened in the airline’s base and if a spare 
aircraft is available). Damage is not always present and therefore an adequate rapid 
visual inspection of the aircraft by drone could be great help in mitigating the posed 
disruption. On the other hand, it must be kept in mind that this would only be a visual 
check of whether the damage is present or not, and that in the case of the presence of 
damage, the next step is the physical check of it by an engineer. 

2.1 Aircraft Maintenance Inspection Using Drones 

When EasyJet first conducted drone inspection of an aircraft, it was paving the way 
for innovation in the aviation industry. In 2015, the British low-cost airline caught 
the attention of everyone by completing an inspection of its Airbus A320 using a 
drone. The flying quadcopter named RISER was programmed to scan and assess the 
aircraft, providing a report on any damage which may require further inspection or 
maintenance work. Other major industry players have followed EasyJet’s pioneering 
footsteps like American Airlines and Air New Zealand (Mainblades, 2020). 

Also, world leading aircraft manufacturer Airbus has recently demonstrated the 
first-ever automated, drone-based, innovative aircraft maintenance tool at the MRO 
Americas. The automated drone (Fig. 1) is equipped with an integral visual camera, a 
laser-based obstacle detection sensor, flight planner software, and an Airbus’ aircraft 
inspection software analysis tool. The drone-based aircraft inspection system is 
optimized for the inspection of the upper parts of the aircraft fuselage (Unifly, 2018). 

Following a predefined inspection path, the automated drone captures all the 
required images with its onboard camera. High-quality pictures are then sent wire-
lessly to a tablet for the operator’s review in real time. They are also transferred to a 
PC database for detailed analysis using a software system. This allows the operator 
to localize and measure visual damage on the aircraft’s surface. Also, developed 
software automatically generates an inspection report (Unifly, 2018).
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Fig. 1 Drone for aircraft 
maintenance inspection. 
(Source: airbus.com) 
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Fig. 2 HAZOP logic 

3 Method 

In these research, safety risk assessment of drone-based aircraft inspection is 
conducted by using HAZOP methodology. There are many authors (e.g., Qike 
(2016)) who have used HAZOP methodology in their research within the aviation 
domain. 

HAZOP’s aim is to identify potential hazards and operability problems caused by 
deviations from the design, intent of both new and existing processes. 

This method requires a multidisciplinary team to brainstorm deviation and dis-
cuss hazards. One of the main benefits of this method is creation of detailed and 
confidential record of identified hazards. 

Overall, the goal is to find potential situations that would cause that element to 
pose a hazard or limit the operability of the process as a whole. There are four basic 
steps in the process: 

1. Forming a HAZOP team 
2. Identifying the elements of the system 
3. Considering possible deviations in operability 
4. Identifying any hazards or failure points 

HAZOP logic covers second, third, and fourth step (Fig. 2), and following action 
will be access risks that emerge from identified hazards.

http://airbus.com


Table 1 Risk assessment matrix
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)P(ytilibaborpksiRxirtamksiR 

Risk severity 
(S) 

Frequent 
(F) 

Occasional 
(O) 

Remote 
(R) 

Improbable 
(I) 

Extremely 
improbable 

(Ei) 
Catastrophic (C) 3 3 3 2 2 
Hazardous (H) 3 3 3 2 2 
Major (Ma) 3 3 2 1 1 
Minor (Mi) 2 2 1 1 1 
Negligible (N) 1 1 1 1 1 

The importance of hazard identification lies in fact that well-defined hazards are 
the basis for safety risks measurement. Safety risk is defined as the assessment, 
expressed in terms of predicted probability and severity, of the consequences of a 
hazard, taking as reference the worst foreseeable situation and using predefined risk 
assessment matrix (Table 1). In reality, one generic hazard could lead to variety of 
risks with different probability and severity (Čokorilo, Dell’Acqua 2013). 

3.1 HAZOP for Aircraft Inspection Using Drones 

3.1.1 Forming a HAZOP Team 

Regarding the first step, and as mentioned above, HAZOP methodology requires 
multidisciplinary team for brainstorming. For this research, HAZOP team consists of 
aircraft maintenance technicians (AMTs), airline engineers, drone engineers, safety 
experts, scientific researchers, and civil aircraft pilot (Fig. 3). 

3.1.2 Identifying the Elements of the System 

After brainstorming team is formed, there is a need to divide observed process into 
subcomponents. For aircraft maintenance inspection using drones, it can be divided 
into following subcomponents: engineers, equipment, ground support, and airline 
(Fig. 4).
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Table 2 System deviation System deviations 

Remote inspection 

Data-driven decision making 

Without ground support and appropriate equipment 

Multi engineers involved in inspection process 

Engineers need drone operating license 

3.1.3 Deviations in Operability 

Following table (Table 2) contains deviations in operability for innovative way of 
aircraft inspection by using drones. It can be concluded that main differences are in 
the equipment that is used and in the decision-making process.
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Table 3 Hazard identification 

Hazard identification 

Remote inspection 

Not detailed inspection 

Drone technical issue 

Complex weather conditions (strong wind, heavy rain, snow showers, etc.) 

Birds at airport 

Insufficiently attached drone components 

C2 link issue 

Operator training (untrained drone pilot) 

Human error 

Aircraft on near positions 

3.1.4 Hazard Identification: HAZOP 

After considering possible deviations in operability, next step is identifying any 
hazards or failure points. 

Hazard is anything that might negatively influence the operation’s safety. The 
experience and imagination of the selected team are exploited via brainstorming 
sessions to identify related hazards. The goal of the hazard identification step is to 
obtain as many hazards as possible applicable, with the scope of the risk assessment. 

For aircraft inspection using drones, top ten hazards identified via brainstorming 
with expert team are listed in Table 3. 

Table above shows that there is presence of procedure’s hazards (remote inspec-
tion), equipment hazards (drone technical issue and command and control – C2 link 
issue), human-related hazards (operator training and error) and environment hazards 
(weather conditions and birds). It should be noted that hazard “Drone technical 
issue” covers overheating of batteries, camera breakdown, breakdown of 
electronics, etc. 

4 Results and Discussion 

4.1 Innovation Benefits 

Aircraft maintenance inspection using drones have a lot of benefits. In addition to 
reducing the number of workers and equipment needed to inspect the aircraft, the 
airline could save money, time, and provide safer working environment for engi-
neers. Also, one of the main benefits is quality of inspection process and possibility 
of its record and documentation. Other benefits are shown in Table 4.
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Table 4 Innovation benefits Innovation benefits 

Save time and money required for inspection 

Reduce number of workers 

Safer working environment for engineers 

Inspection record and documentation 

Objective assessment and D3M 

Reducing aircraft downtime 

Saving structure of ground equipment 

Fast ad hoc aircraft inspection 

Inspection process can be visible to all stakeholders 

Risk Identification 
Risk assessment 
P S  Risk category 

Loss of control over drone R H 3 
Damage of aircraft under inspection R H 3 
Damage of drone O H 3 
Missing determination movement of the crack, 
presence of surface contamination, etc. R C  3 

Damage of aircraft on near position I H 2 
Damage of the property (other equipment) I C 2 
Explosion of drone batteries I C 2 
Injury to staff I C 2 
Ingesting of drone by aircraft engine (a/c on near 
position at apron) Ei H 2 

Inability to perform inspection R N 1 
Obstruction of Ground Handling operations R N 1 

4.2 Risk Assessment 

For hazards identified via HAZOP methodology, the next step is to identify risks 
emerge from it, and to access them associating appropriate probabilities (P) and 
severities (S). 

After assessing the level of risk, the risk zone (category) is determining as green 
(the lowest level of risk), or yellow (moderate), or red (the highest level of risk) with 
aim to show how worrying this risk for organization is. Results is shown in Table 5. 

Above table shows top risks identified and accessed by HAZOP team. Mentioned 
risks covered all three risk zones. Risks in the highest category are loss of control 
over drone, damage to aircraft and drone, and missing determination movement of 
the crack and presence of surface contamination.
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Table 6 Proposed preventive measures 

Proposed preventive measures 

Define and limit safe distance from aircraft fuselage and other aircraft parts in inspection by 
drones 

Ensure qualification of person operating drones 

Equip drones with soft edge barriers 

Develop most common drone task procedures 

Introduce fast safety check list before each inspection 

Define additional safety zones for aircraft on near positions 

Develop collision avoidance system for drones 

4.3 Proposed Preventive Measures 

Based on the identified risks, Table 6 proposes measures that should be taken so as to 
act proactively and prevent the risks from having a negative impact on the observed 
system. 

In addition to the new procedures (safe distance, safety zones, and checklists) and 
qualification of employees, there are need for some measures regarding technical 
equipment (soft edge barriers on drones and collision avoidance system), all with 
respect to process efficiency and safety. 

5 Conclusion 

The results demonstrate that this innovative tendency of aircraft inspection using 
drones have a lot of benefits, both for MRO organizations and airlines but also for 
aircraft manufacturers. On the other hand, there is a lot of hazards and risks posed 
from this tendency. Analysis shows presence of procedure’s hazards, equipment 
hazards, human-related hazards, and environment hazards which posed a different 
risk. As the highest risk category is related to loss of control over drones and possible 
damage both for aircraft and drones, it is recommended to work on this critical point 
firstly by providing adequate qualification and training for personnel who operates 
with drones, by introducing soft edge barrier on drones, by developing collision 
avoidance system, and other technical and procedure-based safety barriers in order to 
maximize potential of this innovation.
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Nomenclature 

A Area, m2 

c Chord, m 
C Aerodynamic coefficient 
D Diameter, m 
E Endurance, h 
f Equivalent wetted area, m2 

FM Efficiency 
h Height, m 
m Mass, kg 
Nb Number of blades 
P Power, kW 
R Range, km 
SFC Specific fuel consumption, g/kW/h 
T Thrust, N 
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V Velocity, m/s 
κ Correction factor 
λ Inflow ratio 
μ Forward speed ratio 
ρ Density, kg/m3 

σ Rotor solidity 
Ω Angular velocity, rad/s 
b Blade 
cr Cruise 
do Airfoil drag 
e Empty 
f Fuel 
h Hover 
ind Induced 
max Maximal 
o Takeoff 
p Progressive flight 
par Parasitic 
prof Profile 
req Required 
T Thrust 
u Useful 

1 Introduction 

The benefits of vertical flight in urban environments are truly numerous. In addition 
to being able to take off and land almost anywhere as well as provide great assistance 
in avoiding crowds or delays, such air vehicles can also be used for deliveries, 
observation, or rescue missions. The first VTOL (vertical-takeoff-and-landing) air 
vehicle that comes to mind is certainly a helicopter (Leishman, 2006; Raymer, 2018; 
Yeo, 2019). Large rotors are convenient for producing thrust since induced velocities 
through the rotor disk can remain small (thus preserving a satisfactory value of 
power-to-weight ratio). On the other hand, some accompanying downsides include 
great rotor dimensions, noise, and forward speed limitations. 

As nicely formulated by Raymer (2018), the simplest, most often employed, 
conventional concept implies single main rotor located near the center of gravity 
(CG) and a much smaller, tail rotor (that counteracts the strong torque generated by 
the main rotor). However, other possibilities also exist (Yeo, 2019). Tandem con-
figuration comprising two smaller counter-rotating rotors, still abundantly investi-
gated (as demonstrated by Mehrabi and Davari, 2020; Pena et al., 2021; Sal, 2020; 
Tan et al., 2019; Weishäupl and Prior, 2019; Zhang et al., 2020), apart from the 
decreased size, is better suited for transportation since it allows a wider range of



possible CG locations (between the fore and aft rotor). Rotor interference (and 
consequent efficiency loss) is their greatest disadvantage. On the other hand, the 
quadcopter arrangements so popular today are applicable in small sizes and in 
combination with electric motors and relatively cheap electronics. Additional pos-
sibilities include muticopter designs comprising a large number of small motors and 
rotors that are also excessively investigated (some examples are AIRBUS Vahana 
and Trek Aerospace FlyKart 2). However, for further development of such aircraft, 
advanced battery technology is required. 
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For these reasons, this chapter presents some basic steps of the conceptual design 
of a single-seat tandem configuration powered by a piston engine. 

2 Initial Requirements 

Every conceptual design of air vehicles begins with a good definition of initial 
requirements (Raymer, 2018). Here, it was most important to ensure a useful mass 
of mu = 100 kg that roughly corresponds to a single passenger/pilot. Secondly, the 
range should preferably be above R > 150 km at the cruising speed of Vcr> 100 km/h. 

Although scarce, some similar constructions have flown (e.g., AVIDRONE 
210TL, LAFLAMME AERO LX300, DP-14 MULTI MISSION UAS, and DP-12 
RHINO) and their basic properties can be found online. They are all unmanned, of 
simple design and of composite and metal structure, while differences in rotor size 
and design exist. 

And that is why an important note must be made here. Rotor blade aerodynamics 
(i.e., the geometric features of rotors and blades such as rotor diameter D, blade 
chord c, number of blades Nb, and rotor solidity σ) must be considered from the 
beginning of the design process, usually by some computational method such as 
momentum theory (MT), blade element theory (BET), their combination - blade 
element momentum theory (BEMT), vortex theory, and computational fluid dynam-
ics (CFD) approach. Also, some starting assumptions should be made. 

Here, the helicopter is meant to operate at sea level (density estimated by standard 
atmosphere model), the blade number is Nb = 3, rotor tip speed is set to 
Vtip = 170 m/s (limitation caused by compressibility effects) while the specific 
fuel consumption of a piston engine is SFC = 285 g/kW/h. Furthermore, any rotor 
overlapping is neglected in this study. 

3 Mass Estimation 

Two important design parameters that enable the initial estimation of the required 
rotor diameter D and engine power P for a given takeoff mass mo are power loading 
m/P [kg/kW] and disk loading m/A [kg/m2 ]. Although data are somewhat scattered 
or even unavailable for small tandem helicopters, the starting recommended values,



provided by Raymer (2018) are m/P = 3.6 kg/kW and m/A = 40 kg/m2 (the values 
differ a little depending on the helicopter type, transport, or civil/utility). 
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Fig. 1 Approximation of the dependence of empty on takeoff mass 

So, it would seem that the only thing that remains to be done is to estimate the 
takeoff mass as accurately as possible. Initially, it can be assumed that the takeoff 
mass mo comprises useful payload mu, fuel mass mf, and empty mass me, Eq. (1): 

mo =mu þ mf þ me ð1Þ 

While useful payload mu is fixed, fuel mass mf dependent on aerodynamic quality 
(e.g., assumed lift-to-drag ratio is L/D = 2.5 and rotor efficiency FM = 0.7) and 
desired range R and SFC, the empty mass me is probably the hardest to accurately 
evaluate. From the realized air vehicles (both manned and unmanned) and freely 
available data, it is possible to make the following approximation, Eq. (2), that is also 
illustrated in Fig. 1. 

me = 0:5914m0:9602 
o ð2Þ 

After the mass equation is iteratively solved, it is possible to estimate the 
individual mass components. Although many input variables were considered 
(diameter D, cruising speed Vcr, aerodynamic quality, SFC, etc), it was concluded 
that useful payload mu and range R principally dictate the mass distribution. Figure 2 
illustrates the obtained relations. 

In the end, the combination (mo, me) = (320 kg, 198 kg) seemed the most 
appropriate. Furthermore, it allows for different combinations of useful payload mu 

and range R spanning from (mu, R) = (94 kg, 210 km) to (mu, R) = (109 kg, 90 km),



as they are inversely proportional. Also, the chosen values are in good correspon-
dence with the values recommended by Raymer (2018) or presented by Weishäupl 
and Prior (2019) and Yeo (2019). 
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Fig. 2 Relation between the takeoff and useful payload mass for different ranges and fixed cruising 
speed (Vcr = 100 km/h) and rotor diameter (D = 3 m)  

The estimated reservoir volume is then Vf = 30 dm3 for the fuel density 
ρf = 770 kg/m3 . 

4 Performance Analysis 

After the definition of the takeoff mass mo that directly determines the required thrust 
T = 1.57 kN per rotor, it is necessary to determine how much power must be 
consumed Preq in order to satisfy the initial requirements and perform the basic 
missions of hovering and progressive flight. The recommended value of power 
loading suggests that an engine of 90 kW available power should be an adequate 
solution for present tandem helicopter. However, this should be checked in more 
detail by more advanced computational methods such as the expanded MT (that 
includes tip losses and viscous effects). 

Hover is the primary flight condition that requires more power than progressive 
flight at medium speeds and is the first phase to be analyzed. The required power can 
be estimated by Eq. (3). 

Ph,req = 1:1  2  
κC1:5 

T 

2
p þ σCdo 

8 
ϱAV3 

tip ð3Þ



where ρ is the air density, A is the disk area, Vtip is the blade tip speed, κ = 1.2 is the
correction factor that takes into account the irregular distribution of induced veloc-
ities along the rotor disk, CT = T/(ρAV 2 

tip ) is the thrust coefficient, σ = 2Nbc/(Dπ) is  
the rotor solidity, and Cdo is the airfoil drag coefficient. The increase of 10% is made 
to include the transmission losses. 
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Fig. 3 Power required for hover 

Figure 3 illustrates the estimated power required for hover. It can be seen that 
hovering with the useful payload of 100 kg requires approximately 52 kW. Simi-
larly, it is possible to depict the rotor efficiency FM for considered flight conditions 
(Fig. 4). 

As Eq. (4) demonstrates, power required for progressive flight Pp,req includes 
more components (induced, profile, and parasitic) that account for the somewhat 
changed fluid flow as well as the additional drag from both the blades and the 
fuselage (Leishman, 2006). 

Pp,req = 1:1 2  κCTλþ σCdo 

8 
1 þ 4:65μ2 þ 1 

2 
f 
A 
μ3 ϱAV3 

tip ð4Þ 

where λ is the inflow ratio, μ is the forward speed ratio, and f is the equivalent wetted 
area of the fuselage, landing gear, rotor hubs, etc. Additional losses induced by 
compressibility effects and zones of reversed flow are neglected at this point. 

Figure 5 presents the estimated required Preq and available Pa power for progres-
sive flight of a single-seat tandem helicopter together with the contributing compo-
nents of induced Pind, profile Pprof, and parasitic power Ppar at sea level. The excess 
powerΔP can be used for either climbing or accelerating as depicted in Figs. 6 and 7.
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Fig. 4 Estimated rotor efficiency in hover 

Fig. 5 Power required for horizontal flight 

Furthermore, it can be concluded that the optimal speed (for the least required 
power and the longest endurance) is VEmax = 58 km/h, while the speed of the longest 
range is somewhat higher VRmax = 90 km/h which is sufficiently close to the initially 
requested cruising speed Vcr = 100 km/h. These values imply that the maximal range 
and endurance of Rmax = 129 km and Emax = 105 min, respectively, can be achieved 
with the proposed single-seat tandem helicopter configuration.
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Fig. 6 Maximal climbing speeds in horizontal flight 

Fig. 7 Maximal acceleration in horizontal flight
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Of course, in subsequent design phases, these preliminary results should be 
validated further by more advanced numerical methods. 

5 Conclusions 

In the end, it can be concluded that for the intended single-seat tandem helicopter the 
following characteristics are recommended:

• Takeoff mass mo = 320 kg.
• Empty mass me = 198 kg.
• Rotor diameter D = 3 m (where the tip speed is Vtip = 170 m/s and rotor angular 

velocity Ω = 1082 rpm).
• Rotor contains Nb = 3 rectangular blades whose chord is approximately 

c = 15 cm. 

Further investigations should include the effects of rotor overlapping (the 
expected power increase amounts to 15%), the existence of fuselage and landing 
skids as well as more comprehensive flow investigations resembling (Mehrabi and 
Davari, 2020; Tan et al., 2019; Weishäupl and Prior, 2019), or flight dynamics and 
control analyses similar to Pena et al. (2021), Sal (2020), and Zhang et al. (2020). 
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1 Introduction 

Drones are unmanned aerial vehicles. While drones can be controlled by remote 
control, nowadays, they can make their own decisions and act with artificial intel-
ligence (Al-Turjman et al., 2019). 

Drones, which were previously used in the military field, are also used for 
commercial purposes today. Nowadays, drones are used for video shooting in the 
advertising and cinema industry, and for aerial support in areas where fire 
extinguishing is difficult and dangerous (Arslan and Delice, 2020). Various sensors 
are placed on the drones, effectively providing benefits in search and rescue efforts. 
They are also used in the agricultural sector for monitoring the harvesting time and 
spraying the products (Akkamiş and Çalişkan, 2020). In addition to these, drones are 
also used in archaeological studies (Yakar and Mırdan, 2017). 
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When the literature is examined, it is seen that studies on drones focus on issues 
such as image processing (Lee et al., 2016; Yanmaz et al., 2018; Huang et al., 2019), 
usage in agriculture (Mogili and Deepak, 2018; Samancı and Karaşahin, 2018; 
Ahirwar et al., 2019), usage in first-aid activities (Magistretti and Dell’Era, 2019), 
and military potential (Wilcox, 2017). 

Studies on drone production are limited in the literature. In this study, 3010 CF 
drone propeller was produced with a 3d printer. In additive production, a certain 
amount of roughness occurs on the surface of the part. If these roughnesses are too 
much, the quality of the product is adversely affected. In this study, the surface 
roughness of 3010 CF drone propellers produced by 3d printer has been optimized. 

2 Drones 

There are many different types of drones on the market. These can be divided into 
four main groups as multi-rotor, fixed-wing, single-rotor helicopter, and fixed-wing 
hybrid Vtol (Drone Types: Multi-Rotor Vs Fixed-Wing Vs Single Rotor Vs Hybrid 
Vtol, 2021). Although multi-rotor drones are common, they are not the only alter-
native. The single-rotor helicopter is already in manned use. But unmanned single-
rotor helicopter drones are also available. These can be described as base-level 
drones. Generally, they can be powered by a gas engine. 

Multi-rotor drones can be used in more strategic areas, because they have balance 
and keep hovering in a position. They generally have half an hour of flight time 
(Fig. 1). 

Fixed-wing drones are long-range drones. They can make 16 h of continuous 
flight. But their landing abilities are bad. Besides, they are not able to hover. Fixed-
wing hybrid Vtol drones have many propellers. This reduces the negative aspects of 
drones classified as “fixed-wing.” 

Fig. 1 Multı-rotor drone 
with a camera (List of 
14 Different Types of 
Drones Explained with 
Photos, 2021)
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Drone bodies are usually made of plastic material. Plastic material provides 
lightness to the drone. Similarly, drone propellers are generally made of carbon 
fiber material. 

3 Materials and Method 

In this study, 3010 CF propeller was produced on ¼ scale. Additive manufacturing 
technique was used in production. Propeller fabrication work was done in 
FlashForge Creator 3. PLA filament with a diameter of 1.7 mm was used as the 
material. 

The surface roughness (Ra) of the parts produced in the 3d printer was measured 
with Marsurf PS1. In Fig. 2, an image was given from the moment of measuring the 
surface roughness. 

In this study, layer height, infill rate, and printing speed were determined as 
parameters. The parameters and their levels were given as follows (Table 1): 

The experimental design was done by the Taguchi method. The experimental 
design was done according to the L9 orthogonal index (Table 2). Then, signal/noise 
(S/N) analysis was performed using the “smaller is better” formulation, and optimum 
levels of the parameters were determined. In addition, parameter interactions were 
determined by performing variance analysis. 

Fig. 2 Measuring of 
surface roughness 

Table 1 Parameters and levels 

Level Layer height (mm) Infill rate (%) Printing speed (mm/min) 

1 0.1 25 50 

2 0.15 50 60 

3 0.2 75 70



Exp. No Ra (μm) S/N ratio
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Table 2 Experimental setup and responses 

Parameters 

L. H. I. R. P. S. 

(mm) (%) (mm/min) 

1 0.1 25 50 19.593 -25.842 

2 0.1 50 60 20.610 -26.281 

3 0.1 75 70 20.277 -26.139 

4 0.15 25 60 28.493 -29.094 

5 0.15 50 70 29.753 -29.470 

6 0.15 75 50 28.337 -29.047 

7 0.2 25 70 31.093 -29.853 

8 0.2 50 50 31.440 -29.949 

9 0.2 75 60 31.330 -29.919 

L. H. layer height, I. R. infill rate, P. S. printing speed 

Fig. 3 Main effect plot for means 

4 Results 

The surface roughness of all parts produced with a 3d printer was measured. 
Measurement results were given in Table 2. The first section of Table 2 contains 
the experiment number. In the second section, the experiment parameters were 
given. In the last section, surface roughness (Ra) and S/N ratios were given. The 
main effect plot for means was given in Fig. 3.
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Table 3 Response table for 
S/N ratios 

Level Layer height Infill rate Printing speed 

1 -26.09 -28.26 -28.28 

2 -29.20 -28.57 -28.43 

3 -29.91 -28.37 -28.49 

Delta 3.82 0.30 0.21 

Rank 1 2 3 

Fig. 4 S/N ratios (study results) 

According to Fig. 3, when the layer height is increased from 0.1 to 0.15, the 
surface roughness also increases significantly. Increasing the layer height from 0.15 
to 0.2 also shows an increase in surface roughness, but the increase is not as dramatic 
as the first. 

The response table for signal-to-noise ratios was given in Table 3. The effects of 
parameters on surface roughness were given in the rank line. According to the rank 
line, the most effective parameter on surface roughness is layer height (Table 3). 

S/N ratios’ graphic was given in Fig. 4. According to this figure, the most 
important parameter on the surface roughness is the layer thickness. This is also 
consistent with the literature (Taşdemir, 2021). According to the S/N analysis, 
optimum parameter levels are 0.1 mm layer height, 25% infill rate, and 50 mm/ 
min printing speed. 

Analysis of variance (ANOVA) for SN ratios was given in Table 4. Accordingly, 
the most effective parameter on surface roughness is layer height (P = 0.0000215). 
In the analysis of variance, the p values of each three parameters (layer height, infill



rate, and printing speed) are less than 0.05. Therefore, all parameters have a 
significant effect on surface roughness. But, this effect ratio is very small compared 
to the layer height (Table 4). 
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Table 4 Analysis of variance 
for SN ratios 

Source DF Seq SS Adj MS F P 

Layer height 2 24.795 12.397 46520.65 0.000 

Infill rate 2 0.143 0.071 268.01 0.004 

Printing speed 2 0.069 0.035 130.90 0.008 

Residual error 2 0.001 0.000 

Total 8 25.008 

Layer Height 
99% 

Infill Rate 
1% 

Printing Speed 
0% 

Contrubution 
Layer Height Infill Rate Printing Speed Residual Error 

Fig. 5 Parameter’s contribution rate to Ra (original lab measurements) 

In Fig. 5, the contribution ratios of the parameters on the surface roughness were 
given. This graphic was obtained from variance analysis. According to the graph, the 
most effective parameter on surface roughness is layer height. 

5 Conclusion 

In this study, 3010 CF propeller was produced on ¼ scale. Layer height, infill rate, 
and printing speed were set as work parameters. Compared to other parameters, it 
was seen that layer height was effective at 90%. Optimum parameter levels are 
0.1 mm layer height, 25% infill rate, and 50 mm/min printing speed.
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Nomenclature 

DMA Dynamic mechanical analysis 
SiC Silicon carbide 
G′ Storage modulus 
G″ Loss modulus 

1 Introduction 

In recent years, shear-thickening fluid has attracted much attention from the 
researchers. This smart fluid has been adapted to several engineering applications 
such as protective structures (Srivastava et al., 2011), vibration attenuation systems 
(Gürgen & Sofuoğlu, 2020a, b), polishing slurries (Gürgen & Sert, 2019), and 
cutting tools (Gürgen & Sofuoğlu, 2020a, b). Shear-thickening fluid is a nano 
suspension that includes colloidal particles in a chemically inert liquid. The nano
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particles in this suspension are randomly distributed at the rest state. However, the 
nano particles come together to form large particle clusters when the mixture is 
excited. The clustering process results in a viscosity increase, thereby hindering the 
fluid to flow. This is due to the large particle barriers in the flow zone. By removing 
the loading from the mixture, nano particles are broken into individual small groups 
and therefore, clustering process diminishes over the suspension. At the macro level, 
the mixture exhibits solid-like behavior when the suspension is loaded while the 
suspension shows fluidic or viscous properties at the rest state. Although this smart 
fluid is open for integration into many fields, the fluidic behavior at the zero shear 
rate requires a containment of the suspension not to spill over there. Knowing this 
drawback in shear-thickening fluid, researchers have paid attention to solid polymers 
or gels rather than fluidic materials. At this point, shear-stiffening gels rise to 
prominence because these polymers do not require containment at the rest state. At 
the zero shear state, shear-stiffening gels exhibit gel-like behavior whereas the 
material increases its stiffness and turns into solid-like behavior upon excited.
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Shear-stiffening gels have been adapted to various engineering applications just 
like shear-thickening fluids and the results are much efficient than shear-thickening 
fluid. Shear-stiffening gels exhibit more stable characteristics than shear-thickening 
fluids because nano particles in shear-thickening fluids are prone to settle on the 
bottom. In engineering applications, shear-stiffening gels were used in protective 
structures (Zhao & Xu, 2019). Tian and Du (2012) prepared a smart polymer gel by 
combining silicon oil and silicon rubber. In their study, the content of silicon oil was 
changed from 30% to 67%. The smart polymers were subjected to dynamic mechan-
ical analysis and based on the measurements, the specimens show stiffer properties 
as silicon oil content is increased in the composition. Wang (2014) synthesized a 
smart polymer with shear-stiffening properties by using boric acid instead of silicon 
rubber. The smart polymer was employed as a matrix for magnetic particles to 
prepare magnetorheological gels. Furthermore, this smart gel was used as a coating 
on high-performance textiles to improve the anti-impact behavior of textile compos-
ites. According to the impact test results, the smart gel coating results in about 60% 
increase in the energy absorbing capacity of the composites. In the present work, we 
deal with synthesis of a shear-stiffening gel by using various chemical components. 
In addition to the neat gel, additive particles were included into the gel and 
mechanical behavior of the reinforced gel was enhanced. 

2 Materials and Method 

In the sample fabrication, 4 g pyroboric acid, 30 g silicone oil, and 2 ml ethanol were 
mixed. The mixture was rested at 240 °C for 6 h. Then, 4 wt% benzoyl peroxide 
(BPO) was added to the mixture at 95 °C. This procedure is followed for neat gel. In 
the next stage, 1 μm particle size silicon carbide (SiC) was included in the gel. SiC 
loading was kept at 50 wt% in the gel. In order to characterize the smart behavior of 
the samples, dynamic mechanical analysis (DMA) was carried out in a rheometer.



Because the gels are viscoelastic materials, dynamic shear rheology was investigated 
at the oscillatory shear strain of 1% and the shear frequency was varied from 0.1 to 
100 Hz in the measurements. 
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3 Results and Discussion 

Figures 1 and 2 show the dynamic shear rheology curves samples. It is obvious that 
both samples have a stiffening behavior. This behavior is characterized by an 
obvious shift from viscous state to elastic state when shear is increased on the 
samples. Storage modulus (G′) gives the elastic part of the samples, whereas loss 
modulus (G″) is responsible for the viscous behavior of the samples. From the charts, 
loss moduli (G″) increase up to a critical point at about 20 Hz. Beyond this point, 
they gradually reduce for both samples. On the other hand, storage moduli (G′) grow 
stronger for every frequency. This can be interpreted that the gels enhance their 
elastic response while reducing their viscous behavior after the crossover point of 
20 Hz. Under shear loading, both samples behave more solid instead of viscous 
properties. This mechanism can be explained by the molecular networks in the gels. 
In the molecular network, cross-bonds of B-O link the long molecular chains at 
different points. Hence, short B-O cross-bonds restrict the motion of long molecular 
chains under increasing deformation. Due to these mechanism, the gels show

Fig. 1 Storage (G′) and loss (G″) modulus for neat gel



increased stiffness at high shear frequencies. On the other hand, long molecular 
chains are more free at lower shear rates because they are not moved extensively due 
to low deformations. Hence, lower stiffness is observed at lower shear frequencies. 
In the SiC reinforced gel, stiffening introduces higher level because SiC particles 
locate in the molecular chain network and thereby increasing the entanglement of 
molecular chains. Thus, the material shows higher elastic portion. In addition to the 
cross-bonds, SiC particles contribute to the entanglement process.
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Fig. 2 Storage (G′) and loss (G″) modulus for SiC included gel 

4 Conclusion 

In the present work, a smart gel having stiffening behavior under shear deformation 
was fabricated. In addition to the neat form, an additive, SiC particle was included in 
the smart gel to enhance the stiffening behavior. This shows that we can tune the 
elastic or viscous part of this smart material by using various amounts of SiC 
particles in the gel. Hence, desired level of stiffening can be tailored for different 
engineering applications. The most important prospective application area for this 
smart material is vibration damping systems. Considering the air vehicles, flutter is a 
big challenge for engineers and this smart gel may be adapted to anti-flutter systems 
in aircraft. This preliminary work will be extended to anti-vibration systems espe-
cially for aircraft systems.
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1 Introduction 

At the present stage of aviation development, the main direction of ensuring the 
working condition of aviation equipment is to increase the efficiency of its control. 
For this purpose, work on studying of a technical condition of special equipment and 
the analysis of its changes is carried out. 

Most machine failures are expressed in increased vibration, so vibration analysis 
is a powerful tool for diagnosing equipment. Each fault or damage has its own type 
of vibration (Barkov et al., 2000). Exceeding the acceptable level of vibration during 
the operation of different kinds of equipment leads to a decrease in the reliability and 
durability of particular elements in these devices. The advent of modern vibration-
measuring equipment provides the ability to make exact measurements, registration, 
and subsequent analysis of dynamic processes, that is, vibration signals. 

It is impossible to ensure the working condition of machinery without the 
introduction of modern diagnostic methods and the development of new methods 
and systems, the use of which will significantly increase the effectiveness of control. 
Therefore, in the course of the work, a review and analysis of modern means of 
measuring vibration and noise according to the vibroacoustic parameters of the 
working area was carried out. The actual task of designing and research of the 
system of monitoring of vibroacoustic parameters of the working zone in which the 
influence of vibration and noise parameters is present is set. 

2 Methods and Tools for Measuring Noise and Sound Level 

Today, the number of devices and ancillary equipment for measuring vibroacoustic 
parameters is in the hundreds of types. They differ in accuracy, cost, and availability 
of different functionality. As a rule, firms specializing in the production of combined 
sanitary control devices of vibration and noise can call them both vibrometers and 
sound-level meters. Thus, in this chapter, the proposed system, which has high 
accuracy at low cost, as well as the ease of installation for measuring vibroacoustic 
parameters of the working area have been discussed. 

For the sanitary standardization of noise and vibration, a large range of measuring 
instruments of varying complexity is produced. Let us review the existing means and 
methods of noise measurement. When developing methods of noise control and 
comparison of noise characteristics created by mechanisms and machines with 
acceptable sanitary norms, it is necessary to know its spectral composition as well 
as the level of its intensity. 

There are two methods for measuring noise levels:

• Subjective
• Objective



�
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When measuring by the subjective method, devices – phonometers (https:// 
infocom-m.ru/uk/inzhenernye-sistemy/air-and-structural-noise.html) are used. In 
these devices, the pure tone of a certain frequency is compared with the measured 
sound or noise. Phonometers have a very limited application due to the complexity 
of measurements and the dependence of their results on the characteristics of 
hearing. 

When measuring by the objective method, noise meters are used, which have 
become widespread for measuring noise parameters (https://infocom-m.ru/uk/ 
inzhenernye-sistemy/air-and-structural-noise.html). Noise meters perceive noise 
with a broadband microphone. The microphone converts sound vibrations into 
electrical ones. Electric in turn are amplified, and then fed to the rectifier of the 
switch, that is, the meter. Frequency analyzers, recorders, and other devices can be 
connected to the output of the amplifier. 

Due to the limited frequency characteristics of the sensitivity, the noise meters of 
the objective measurement method allow to determine only the approximate values 
of the noise volume levels. 

Measurements of noise levels in industry are performed by noise meters of 
different kinds, of which the most common are the noise meter Sh-63 with an octave 
bandpass filter PF-1 and the noise meter Sh-3 M with 1/3-octave analyzer Liote. 

The noise meter has three scales (A, B, and C), which take into account the 
frequency composition of the measured noise (https://infocom-m.ru/uk/inzhenernye-
sistemy/air-and-structural-noise.html). The noise characteristic on the scale A cor-
responds to the volume curve 40 phon, that is, to some extent the subjective 
perception of the volume level and allows you to make an approximate assessment 
of the “trouble” or “harmfulness” of the noise. Therefore, the noise level measured 
on a scale A in decibels (dBA) is of great importance for the hygienic practice of 
industrial noise assessment (Cheremisinoff, 1996). 

The noise characteristic on the B scale corresponds to a curve equal to a volume 
of 70 phon. To obtain the noise spectrum, the measurement must be performed on a 
scale of C. The linear frequency response will show a purely physical value (sound 
pressure level) in the range of 60–5000 Hz. 

Special devices (noise analyzers) study the spectral composition of noise. Octave 
analyzers should often be used to measure sound pressure levels in octave bands. 

The band in which the upper limit frequency is equal a twice the lower frequency 
(45–90, 90–180, etc.) is called the octave band. It is characterized by the average 
frequency (geometric mean of the upper f1 and lower f2 limit frequencies f = f 1 f 2 

p
). 

GM1352 digital noise meter, manufactured by Benetech (https://gtest.com.ua/ 
benetech-gm1352.html). This noise meter can measure noise levels in the range of 
30 to 130 dB; it has a highly sensitive capacitive microphone and can record sound 
oscillations in the frequency range from 31.5 Hz to 8 kHz. A distinctive feature of the 
noise meter Benetech GM1352 is small size, ease of use, and functionality. 

Let us review the existing tools and methods for measuring sound level. A sound-
level meter is a tool that determines the sound level by measuring the pressure of the 
noise level (De Silva, 2005). Sound enters the sound-level meter through the 
microphone input. Then the sound is evaluated in the device and the results are

https://infocom-m.ru/uk/inzhenernye-sistemy/air-and-structural-noise.html
https://infocom-m.ru/uk/inzhenernye-sistemy/air-and-structural-noise.html
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displayed in decibels. The PCE sound-level meter meets the highest industry 
standards. In addition, it is light and easy to use. 
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PCE-428 is a class 2 sound-level meter with protocols that meets the requirements 
of IEC 60651 (https://pragmatic.com.ua/pce_428). This portable high-precision 
sound-level meter has a large backlit LCD display that displays the sound pressure 
level (SPL) numerically and graphically in real time. Thanks to the octave bandpass 
filter, even the smallest difference in frequency is detected. 

The basis of any vibration-measuring instrument is a measuring transducer 
(vibration transducer), which converts it into an electrical signal. More often, such 
a transducer is called a vibration sensor. 

Vibration monitoring differs from vibration control also in that when observing 
changes in a vibration signal, it is not necessary to carry out only quantitative 
measurements of parameters with a minimum total error. It is possible to carry out 
measurements of vibration characteristics and with a constant system error, provided 
that the coefficient of conversion of the vibration parameter into the controlled 
electrical parameter is constant over time. Therefore, when monitoring vibration 
measurements, it is possible to control the development in time of vibration com-
ponents having frequencies up to 90–95% of the resonant frequency of the 
accelerometer. 

If the upper limited frequency of the piezoaccelerometer is determined by its own 
resonance or the resonance of the sensor, taking into account the rigidity of attach-
ment to the object, and its value is usually in the range of 1–100 kHz, then the lower 
limited frequency of the measured vibration depends on the electrically conductive 
properties of the piezoceramic element. It can be determined not only by the leakage 
resistance of the piezoelectric element, but also by leaks in the charge transfer circuit 
to the input of the matching amplifier in the measuring device. The typical lower 
limited frequency of a piezoaccelerometer is 0.5 Hz, but piezoaccelerometers with 
significantly lower limited frequencies can be manufactured to solve special prob-
lems. Typical accelerometers are most often combined with matching amplifiers in 
one package. There are also standards for such accelerometers, including those with 
power supply of the matching amplifier through the signal circuit. 

Dynamic range and linearity are also important characteristics of a vibration 
sensor, as a such used electronic devices. A typical measurement range for the 
absolute vibration displacement of machines and equipment is from one to a 
thousand microns, that is, 60 dB. But if a vibration acceleration transducer is used, 
it is necessary to take into account the fact that the signal from the transducer (at the 
same value of vibration displacement) at the lower frequency of the measured range 
fmin is n= fmax=fmin 

2 
times less than the signal at the upper frequency fmax, and this 

value must be added to the dynamic range of the meter. When measuring vibration 
displacement in the range of 2–1000 Hz, this addition to the dynamic range of the 
device is a very large value – 108 dB, and it is necessary to take measures to 
eliminate this contradiction.

https://pragmatic.com.ua/pce_428
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3 Results and Discussion 

The main goal of the project is to develop a system for monitoring vibroacoustic 
parameters of the working area. 

The main functions of the system are constant measurement of noise and vibra-
tion parameters of the working area, analysis of measured parameters, signalling of 
exceeding the allowed range of measuring parameters of the working area, and 
display of measured data in decibels. 

Based on the review and analysis of technical solutions, the main functions of the 
system were proposed a block diagram of the system, which is shown in Fig. 1. 

The diagram shows the following:

• M1–M4: microphones (noise sensors)
• V1–V4: accelerometers (vibration sensors)
• A: amplifier
• MCU: microcontroller
• BTM: Bluetooth module for receiving a signal on the main board from measuring 

channels
• BT: Bluetooth module connected to the sensor to transmit a signal to the main 

board
• LCD: module for displaying the result 

Figure 1 shows that the system has eight measuring channels: Four for vibration 
measurement and four for noise measurement. Each measuring channel consists of the 
sensor itself (M1–M4, microphone for noise measurement; V1–V4, accelerometer for 
vibration). The data obtained from the sensors are amplified by the operational 
amplifier A, such amplifiers are 8, for each of the measuring channels. After amplifica-
tion, the analog signal is converted into discrete code using a single-channel ADC. The 
digital signal after the ADC is transmitted to the main board with a microcontroller. The 
board receives data from all eight measuring channels. Collecting the values obtained 
from the sensors, the main board uses software processing to analyze the data and 
transmits them to the LCD display, which in turn displays them. 

Fig. 1 Block diagram of the MVP system
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A microphone is used as a sensor for each noise measurement channel. The 
analog signal from the microphone is amplified by an amplifier and converted into 
digital code by an ADC. Then the digital signal is transmitted to the main board with 
a microcontroller. 

Similarly, an accelerometer is used for each parameter measurement channel. On 
each measuring channel, both for vibration parameters and for noise parameters, the 
analog signal received from the sensor is amplified, sampled, and transmitted to the 
microcontroller. 

The measuring channels of the designed system transmit the measured data via a 
wireless connection, which simplifies their use and placement in any place in the 
work area and allows you to cover a larger area of the measured area. Analogs are 
portable devices that measure certain small planes of the working area. 

As for the principles of operation, despite the large number of devices, the 
principle of their operation remains unchanged. The principle of measuring noise 
parameters is based on the received acoustic waves with the subsequent conversion 
of their energy by means of the most various technologies in electric potential which 
is directly proportional to size of a signal. As for the principle of measuring vibration 
parameters, vibration sensors are used, which perceive mechanical vibrations, which 
are also converted into the corresponding electric potential by means of various 
technologies. 

4 Conclusion 

The system of monitoring of vibroacoustic parameters of the working zone was 
proposed in the work, which performs the following functions: measurement of 
vibroacoustic parameters (vibration and noise parameters) of the working zone, 
analysis of measured values of vibroacoustic parameters, alarm of the user about 
exceeding of the allowed range of parameters of vibration and noise of a working 
zone, saving the measured data for a specified period of time, and display of 
measured data. 
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1 Introduction 

With the development of technology, confidentiality and security have gained 
importance in data transfer. In addition to text, other multimedia data like sound 
and picture are increasing in digital media (Raghuvanshi et al., 2021). Since the 
image is widely used in our daily life, it has become very important to ensure its 
safety. For this reason, a wide variety of cryptography methods have been developed 
(Garcia-Bosque et al., 2017; Khan et al., 2020; Yakut et al., 2020). Cryptography is a 
branch of science that deals with techniques and conjecture of encryption and 
decryption. There are two common types of cryptography: classical method and 
modern method. With the increase in the power and capacity of computers, infor-
mation can be transmitted quickly by encrypting (Satria et al., 2018). Testing the 
reliability of the encryption algorithms is also an important issue (Gong et al., 2021). 
As a coding science, cryptology is divided into two subdisciplines as cryptography 
and cryptanalysis (Etem & Kaya, 2020a; Safitri et al., 2013). Cryptography is a 
science used to transform data that is visible to everyone into imperceptible form. 
Cryptanalysis is about the analysis stages of an encrypted text and covers the 
methods that can be used to make the text clear (Özkaynak, 2018). 

In Fig. 1, classification of cryptographic methods is represented. Symmetric key 
and asymmetric key encryptions that are modern cryptographic techniques are two 
main structures for encryption operations. The distribution of the key used here can 
be send through a private channel or a hidden channel as it is also used in data 
transmission. Since the encryption key is the basis of cryptographic applications, its 
selection has great importance (Etem & Kaya, 2020c; Sun et al., 2020). 

Encryption keys can be generated or selected in different ways and its secrecy is 
the most important part of the process (Fang et al., 2021; Özkaynak et al., 2011). In 
order to meet this need, there are many designs of random number generators in the 
literature (Benssalah et al., 2014; Tuncer, 2015; Avaroglu, 2017; Kaya & Arslan 
Tuncer, 2019). Usability has been increased with each new random number gener-
ator design. In addition, random number generators have different usage areas such 
as gambling and statistical applications (Petchlert & Hasegawa, 2014). Random 
number generators are grouped under two main subjects as pseudo-random and true 
random number generators. Hybrid random number generators containing both of 
these components were subsequently derived (Tuna et al., 2019; Tuna, 2020; 
Saravanan & Sivabalakrishnan, 2021). 

Hybrid systems include advantages of true and pseudo-random number genera-
tors (Yakut et al., 2019). While true random number generators are generally based 
on measurable data and circuits, pseudo-random number generators are generally 
obtained by algorithms that include mathematical operations (Avaroğlu, 2020; 
Coskun et al., 2019; Alçın et al., 2021). The pseudo-random number generators 
can be obtained with different algorithms. Their frequent usage in encryption 
applications is due to the fact that they are created without an external hardware 
and they allow high-speed operations. There are many pseudo-random number 
generators with different designs in the literature (Bhattacharjee et al., 2017).
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Fig. 1 Classification of cryptographic techniques 

2 ESC-50 Sound Dataset 

ESC-50 sound dataset consists of a variety of 50 sound class. All datasets are 
constructed from recordings which are publicly available. All classes are labeled 
in the dataset. Each sound sample has a unified format: 44.1 kHz sampling fre-
quency, 192 Kbit/s compression rate, and 5 s long recordings (Piczak, 2015). 

In ESC-50 dataset, there are 2000 labeled sounds of environmental recordings. 
40 sound clips per class and total 50 classes are available in dataset. These 50 classes 
also have 5 major categories below:

• Urban area exterior noises
• Domestic interior sounds
• Nonspeech human sounds
• Water sounds and natural soundscapes
• Animal sounds 

A sample of recordings is shown in Fig. 2.
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Fig. 2 Sample of sound recording dataset 

In spite of the fact that one of the possible deficiencies of the environmental sound 
dataset is having limited number of sound clips containing in every class. This 
situation is generally related with sound-classifying systems. In our work, it is 
enough to have 2000 labeled sound clips. 

3 Statistical Analysis 

3.1 Statistical NIST Tests 

One of the most popular tests for random numbers is the NIST-800-22 tests. The 
NIST-800-22 tests are internationally accepted tests in the literature (Elmanfaloty & 
Abou-Bakr, 2019). At least one million sample bit of random number generator is 
required for the NIST-800-22 tests. The NIST-800-22 tests are subjected to be 
complex and detailed for bit streams. In terms of reliability, the NIST-800-22 tests 
are considered as the most successful tests for random numbers. The NIST-800-22 
tests consist of 15 different tests. In order to the bit stream subjected to the NIST-
800-22 tests to be considered as accomplished, it should pass all of these tests in 
triumph. In the NIST-800-22 test, the results are evaluated according to the change-
able P value. If the P value is accepted as 0.001 as a condition, the P value must be in 
the range 1 <P value <0.001 for the succession (Kaya, 2019).
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3.2 Entropy Test 

Entropy is a type of measure in system complexity. It reflects randomness value of 
designed system. Its value can be calculated by Eq. (1). 

Hm = 
n 

i= 0 

p mið Þ log 1 
p mið Þ ð1Þ 

Note that the equation is related with number of bits used in work. For the purpose 
of getting a meaningful result, generated random bits are converted in to a 8-bit 
matrix. So, ideal entropy value should be 8 in the calculation (Chen et al., 2020). 

3.3 Number of Pixel Change Rate (NPCR) and Unified 
Average Changing Intensity (UACI) 

Cryptographic system should be robust against information leakage attacks. Number 
of pixel change rate (NPCR) and unified average changing intensity (UACI) values 
are important metric of determining key security in encryption. They show strength 
of the block encryption ciphers. Differential key attack resistance of the modern 
iterative cryptography techniques can be evaluated. NPCR and UACI values can be 
calculated as below (Wu et al., 2011): 

Δ i, jð Þ= 
0, if P i, jð Þ= T i, jð Þ  
1, if P i, jð Þ≠ T i, jð Þð g ð2Þ 

NPCR : N  P,Tð Þ= 
i, j 

Δ i, jð Þ  
T 

× 100 ð3Þ 

UACI : U P,Tð Þ= 
i, j 

P i, jð Þ- T ið , jÞj j  
255×MN 

× 100 ð4Þ 

4 Random Number Generator Design 

In our design, a new random number generator is utilized as a key generator for 
encryption. Classical or modern cryptography systems can use this system as a key 
generator. The flow chart of our system is given in Fig. 3. 

In the field of cryptology, the most important parameter is the encryption key 
(Etem & Kaya, 2020b). Generating, distributing, and hiding this key is one of the



biggest problems. The complexity parameters included in random number genera-
tors and their sensitivity in application process are important for the encryption. The 
randomness of the generators in encryption operations is closely related with the 
security of cryptologic studies. Random number generator designs, which have been 
a popular research subject in the recent years, have increased their place in the 
literature. The random numbers obtained are determined whether they are suitable 
for use in encryption applications after passing a series of internationally valid tests 
such as NIST-800-22. 
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Fig. 3 Flow chart of the random number generation 

If the key of the one encrypted data is accessed, all of the key or a part of the key 
can be seized as a result of the cryptanalysis. This means that all or a part of the data 
is captured. 

5 Results and Discussion 

Generated random numbers should be proved by NIST tests. In Table 1, P values of 
the random number generator are shown: 

Generated bits are converted into 8-bit decimal values (Table 2) and they are 
positioned in 350 × 350 matrix. It is shown in Fig. 4. 8-bit form demonstrates a more 
meaningful result in some tests. Histogram of an image shows that how are the pixel 
distributions in the image. If the distributions are generally close to each other in the 
histogram, the resulting RNG outputs are expected to be cryptographically appro-
priate. Histogram results of random number generator are shown in Figs. 5 and 6. 

UACI, NPCR, and ENT test results of our design are shown in Table 3. All of the 
test results and ideal values are given.
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Table 1 NIST 800-22 test results of random number generator 

Test numbers NIST tests P values 

1 Frequency monobit test 0.761 

2 Frequency test within a block 0.145 

3 Runs test 0.586 

4 Longest run of ones in a block test 0.387 

5 Binary matrix rank test 0.833 

6 Discrete Fourier transform test 0.114 

7 Non-overlapping template matching test 0.111 

8 Overlapping template matching test 0.690 

9 Universal test 0.249 

10 Linear complexity test 0.071 

11 Serial tests 0.512/0.503 

12 Approximate entropy test 0.319 

13 Cumulative sums test 0.971 

14 Random excursions test (average) 0.514 

15 Random excursions variant test (average) 0.498 

Table 2 Average values of 
random number sums 

Test Results Ideal values 

8-bit form 127.3690 127.5 

2-bit form 0.5002 0.5 

Fig. 4 8-bit matrix outlook of RNG
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Fig. 5 Random number generator histogram 

Fig. 6 8-bit matrix histogram 

Table 3 ENT, UACI, and 
NPCR results 

Test Results Ideal values 

Ent test 7.9986 8 

NPCR %99.609 %100 

UACI %33.463 %33 

6 Conclusions 

In this study, a true random number generator based on ESC-50 sound dataset has 
been designed to be used in encryption applications. The obtained random number 
generator design was evaluated with the statistical NIST 800-22 tests. XOR post-
processing applied to the designed system output, it has successfully passed all tests.



It was proved that random values were obtained. Encryption can be performed by 
using the obtained random numbers as a cryptologic key with different algorithms. 
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Entropy test, UACI, and NPCR values are close to the ideal values. Average 
values of sums are also close to the ideal values. Histogram distributions are fairly 
balanced. It has been shown that our study can be used in encryption applications 
with many different tests. 
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1 Introduction 

As an alternative solution to conventional energy sources, renewable energy sources 
have received more and more attention to overcome economic and environmental 
concerns (Bagci et al., 2021). In parallel to this considerable attention, they have 
seen unprecedented growth over the past years (Mahesh, 2021). There are various 
renewable energy sources that offer benefits to supply the increasing energy need 
and to negatively reduce effects on the environment, which can be addressed as 
wind, solar, biofuel, tidal, and wave energy (El Khchine & Sriti, 2021). 

Wind energy is a major renewable energy source that continuously has grown in 
the energy sector (Wang et al., 2021). Over the past two decades, in particular, it has 
widely been utilized in satisfying the energy demand of countries (Bagci et al., 
2021). The installed wind power reached the level of 651 GW by the end of 2019 and 
it has continued to increase in the world year by year (Suzer et al., 2021). 

Accurate determination of statistical characteristics of wind distribution offers 
significant benefits to crucial points, including the wind behavior, wind regimes, 
wind speed, and wind capacity of a particular location (Bagci et al., 2021). However, 
the wind is uncertain, intermittent, and random variable owing to predominant 
factors such as local topography, surface roughness, and weather patterns (Chen 
et al., 2021). This fluctuating nature leads to various discrepancies such as some 
uncertainties, modelling errors, and significant computation errors in practice (Bagci 
et al., 2021). Statistical distribution functions are widely employed to model wind 
distribution more efficiently by minimizing theoretical computation errors (Bagci 
et al., 2021; Saeed et al., 2021). Numerous statistical probability distribution func-
tions have been presented in the literature to reflect the statistical characteristics of 
wind distribution for a given site around the world. Each distribution function differs 
from degrees of accuracy, complexity, and fitness (Wadi & Elmasry, 2021). 

In the research literature, the Weibull distribution, proposed by Waloddi Weibull 
in the 1930s, is the best-known distribution fitting well to historical wind data. 
Furthermore, the Weibull distribution has significant advantages of adaptability, 
flexibility, and simplicity (Tonsie Djiela et al., 2020). It has been used for describing 
the wind profile and characteristics by many researchers (Suzer et al., 2021; Wang 
et al., 2021; Kim et al., 2021; Boopathi et al., 2021; Wadi & Elmasry, 2021). 

A number of methods, consisting of graphical, equivalent energy method, empir-
ical, maximum-likelihood, modified maximum-likelihood, power density method, 
and methods of moment, are developed to estimate precisely Weibull parameters, 
that is, shape and scale parameters (Deep et al., 2020; Costa Rocha et al., 2012; 
Deaves & Lines, 1997; Justus & Mikhail, 1976). Graphical, empirical, maximum-
likelihood, power density, and method of moment can be considered to be the most 
widely used among all methods. 

Practical wind applications can need the vertical wind speed to be determined in 
order to model and evaluate the wind characteristics of the site (Đurišić & 
Mikulović, 2012). There is a mathematical relationship between wind speed and 
vertical height, which is referred to as extrapolation (Gualtieri & Secci, 2012). The



basic idea behind extrapolation is to use wind data from available measurement 
height by applying the power-law transformation to make a synthetic set of mea-
surement data corresponding to the desired height (Đurišić & Mikulović, 2012; 
Gualtieri & Secci, 2012). 
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The primary purpose of this research is to present comparatively wind character-
istics and profile of Hasan Polatkan Airport with an elevation of 787 m at various 
heights from the ground level, which is situated in the northwest of Eskişehir, 
Turkey. Wind speed at each height, composed of 10 m, 20 m, 30 m, 40 m, and 
50 m, is calculated by applying the power-law equation to the wind speed. For this 
purpose, the rich wind dataset taken from the Meteorological Station Service is 
measured on an hourly basis during a period between January 01, 2010 and 
December 31, 2020. After the wind characteristics at each height are estimated 
based on widely used graphical, empirical, and maximum-likelihood estimation 
methods, several statistical tools are employed to make a fair comparison among 
the methods that help estimate the Weibull parameters. Furthermore, in the last step 
of the study, wind power density based on each height is computed elaborately using 
estimation methods and the results are compared to those of the actual wind data. 

2 Method 

2.1 Description of Wind Data Source and International 
Airport 

Eskişehir is located in the northwestern part of Turkey. Hasan Polatkan Airport with 
an elevation of 787 m is situated within the border of Eskişehir. It is approximately 
5 km from Eskişehir. It serves for different purposes as international and domestic 
flights. Its geographical coordinates are 39.813256 latitudes and 30.528400 longi-
tudes. The code that is assigned by ICAO and IATA is LTBY and AOE, 
respectively. 

In this study, wind speed data, taken from the Turkish State Meteorological 
Service, are sampled hourly for a long period between January 01, 2010 and 
December 31, 2020 at a height of 10 m above the ground level. The rich wind 
data for a period of 11 years consists of a total of over 96,354 measurements. 

2.2 Statistical Preliminaries Background on Parameter 
Estimation 

The wind is affected depending on a variety of factors including weather, surface 
roughness, terrain topography, and surface topography. However, this case can be 
statistically represented using a distribution function. As mentioned earlier, for this



purpose in the literature, Weibull distribution is often used in describing and 
modelling the wind speed distribution at a specific area. 
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The probability density function (PDF) for the Weibull distribution with shape 
and scale parameters can be formulated as in Eq. (1) in which f(ϑ) symbolizes the 
probability of wind velocity in the unit of m. s-1 , η denotes shape parameter, and μ 
represents scale parameter (Wang et al., 2021). Furthermore, the related cumulative 
density function (CDF) can be identified as in Eq. (2) (Wadi & Elmasry, 2021). 

f ϑð Þ= 
η 
μ 

ϑ 
μ 

η- 1 

exp -
ϑ 
μ 

η 

ð1Þ 

F ϑð Þ= 1- exp -
ϑ 
μ 

η 

ð2Þ 

where F(ϑ) defines the cumulative distribution function for wind speed. 
In the literature, there exist various alternative solution methods to calculate the 

Weibull parameters, which can be addressed as graphical, moment method, 
maximum-likelihood, alternative maximum-likelihood, modified maximum-
likelihood, power density method, empirical, and equivalent energy method. How-
ever, in the study, several popular estimation methods, graphical, maximum-
likelihood, and empirical, are employed to compute the scale and shape parameters 
at different heights. These estimation methods proposed to determine the Weibull 
parameters are presented for short in this section. 

2.3 Graphical Method 

Shape and scale parameters are estimated based on the cumulative distribution 
function of the Weibull and logarithm function. Applying the logarithm transform 
to the cumulative distribution function given in Eq. (2), it can be simply written as in 
Eq. (3). 

ln - ln 1-F ϑð Þð Þð Þ= η ln ϑð Þ- η ln μð Þ ð3Þ 

In this case, Eq. (3) can be considered as in mx + c, the slope corresponding to the 
straight-line equals to shape parameter η and the intersection with y-ordinate of the 
line gives the scale parameter μ. The shape and scale parameters could be handled as 
the form in Eqs. (4) and (5). 

η=m ð4Þ 

μ= exp -
c 
m

ð5Þ



A Case Study on Investigating Probabilistic Characteristics of Wind. . . 263

2.4 Empirical Method 

In this method, the shape and scale parameters are determined as follows: 

η= 
σ 

ϑ

- 1:086 

ð6Þ 

μ= 
ϑ 

Γ 1 þ 1 
η 

ð7Þ 

where ϑ denotes average wind speed in the unit of m. s-1 , σ depicts standard 
deviation in the unit of m. s-1 , and Γ implies well-known gamma function. It can 
be formulated as follows: 

Γ xð Þ= 

1 

0 

tx- 1 exp - tð Þdt ð8Þ 

2.5 Maximum-Likelihood Method 

In this method, the shape and scale parameters could be defined as follows: 

η= 

N 

j= 1 
ϑj 

η ln ϑj 

N 

j= 1 
ϑj 

η

-

N 

j= 1 
ln ϑj 

N

- 1 

ð9Þ 

μ= 

N 

j= 1 
ϑj 

η 

N 

1 
η 

ð10Þ 

where N depicts the number of wind speed data.
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2.6 Extrapolation 

In general, the meteorological wind data of a region are measured at 10 m heights 
from the ground level. However, it can be considered that there is a mathematical 
correlation between wind speed and height. Wind speed at higher altitudes can be 
simply obtained by applying the power-law equation to the wind speed data at 10 m 
height (Bañuelos-Ruedas et al., 2010; Ohunakin et al., 2011). The power-law, first 
proposed by Hellman, can be formulated as follows (Đurišić & Mikulović, 2012; 
Jung & Schindler, 2021): 

ϑh = ϑr 
βh 
βr 

α 

ð11Þ 

where ϑh symbolizes the wind speed at a certain height βh, ϑr denotes the wind speed 
at the reference height βr, and α represents the surface roughness coefficient of 
the site. 

2.7 Wind Power Density 

Wind power density (WPD) is essential to evaluate the wind potential and wind 
capacity at a location. WPD can be formulated using Eqs. (12) and (13). 

P ϑð Þ= 
1 
2 
ρAϑ3 ð12Þ 

WPD = 
P ϑð Þ  
A 

= 
1 
2 
ρϑ3 ð13Þ 

where ρ denotes the air intensity in the unit of kg. m-3 , ϑ represents the wind speed 
in the unit of m, A refers to the swept area of the rotor blade in the unit of m2 , P(ϑ) 
defines wind power in the unit of W, and WPD expresses wind power density in the 
unit of W. m-2 . 

2.8 Statistical Fitness Tests 

A method’s performance can be evaluated based on basic statistical analysis tools. In 
the literature, there are many statistical tools such as root mean square error (RMSE), 
mean absolute error (MAE), mean bias error (MBE), R-squared (R2 ), mean absolute 
percent error (MAPE), and Chi-squared (X2 ). Two basic statistical indicators, RMSE 
and R2 , used in this study could be formulated as follows:
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RMSE= 
1 
N 

N 

m= 1 

zm - zmð Þ2 ð14Þ 

R2 = 1-

N 

m= 1 
zm - zmð Þ2 

N 

m= 1 
zm - zð Þ2 

ð15Þ 

where N is the number of wind speed data, z is the average wind speed, zm is the 
measured wind speed, zm is the estimated wind speed, and j j  denotes absolute value 
operation. 

3 Results and Discussion 

This study strives to evaluate comparatively wind characteristics and regime of 
Hasan Polatkan Airport based on various heights above the ground level, which is 
situated in the northwest of Eskişehir, Turkey. Wind speed at each height, including 
10 m, 20 m, 30 m, 40 m, and 50 m, is determined by applying the power-law 
equation to the wind data. Firstly, the wind characteristics and profile for each height 
are computed using well-known graphical, empirical, and maximum-likelihood 
estimation methods and then some statistical tools, RMSE and R2 , are employed to 
make a fair comparison among the methods. 

The wind data used in this study is composed of hourly observations between 
January 01, 2010 and December 31, 2020, time series of which are depicted in Fig. 1. 
The estimated Weibull parameters and basic statistical indicators related to the wind 
speed behavior, namely, the standard deviation and average wind speed, at 10 m, 
20 m, 30 m, 40 m, and 50 m height are summarized in Tables 1 and 2, respectively. 
As understood from Table 1, the shape parameter of Weibull distribution at all 
heights fluctuates between 1.6066 and 1.9575, while the scale parameter at 10 m and 
50 m heights varies from 3.3986 to 3.7147 and from 5.2089 to 5.6934, respectively. 

The calculated values of mean wind speed and standard deviation by empirical 
and maximum-likelihood methods approximately equal to those of actual wind data 
for all heights. On the other hand, those for the graphical method differ substantially 
in comparison with the actual data for all heights. 

The Weibull probability density functions that are obtained from the estimated 
shape and scale parameters for each height are graphed in Figs. 2, 3, 4, 5, and 6, 
respectively. As regards to the PDF of the estimated Weibull distribution, it can be 
concluded that the Weibull PDF calculated by the empirical and maximum-
likelihood method for all heights exhibits a similar fitting. Furthermore, the statistical 
tests are conducted to evaluate whether these three methods are suitable for 
representing wind speed distribution or not and to model more precisely the wind 
speed regime of the airport, which are listed in Table 3.
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Fig. 1 Time series of hourly wind speed from 2010 to 2020 at 10 m height 

Table 1 Comparison of the shape and scale parameters for each method at different heights 

Height (m) 

10 20 30 40 50 

Graphical η 1.6066 1.6066 1.6066 1.6066 1.6066 

μ 3.3986 4.085 4.5487 4.9095 5.2089 

Empirical η 1.9562 1.9562 1.9562 1.9562 1.9562 

μ 3.7058 4.454 4.9599 5.3533 5.6798 

Maximum η 1.9575 1.9575 1.9575 1.9575 1.9575 

μ 3.7147 4.4647 4.9718 5.3661 5.6934 

Table 2 Comparison of the average wind speed and standard deviation for each method at different 
heights (study measurements) 

Estimated parameters Height (m) Graphical Empirical Maximum Data 

Average speed v (ms-1 ) 10 3.0459 3.2857 3.2935 3.2857 

20 3.6609 3.9491 3.9585 3.9491 

30 4.0767 4.3976 4.4081 4.3976 

40 4.4000 4.7464 4.7577 4.7464 

50 4.6684 5.0359 5.0479 5.0359 

Standard deviation σ (ms-1 ) 10 3.0459 3.2857 3.2935 3.2857 

20 3.6609 3.9491 3.9585 3.9491 

30 4.0767 4.3976 4.4081 4.3976 

40 4.4000 4.7464 4.7577 4.7464 

50 4.6684 5.0359 5.0479 5.0359 

10 3.0459 3.2857 3.2935 3.2857
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Fig. 2 Comparison of the Weibull probability density function for 10 m 
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Fig. 3 Comparison of the Weibull probability density function for 20 m
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Fig. 4 Comparison of the Weibull probability density function for 30 m 
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Fig. 5 Comparison of the Weibull probability density function for 40 m
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Fig. 6 Comparison of the Weibull probability density function for 50 m 

Table 3 Comparative analysis of estimation methods at different heights 

Height (m) 

10 20 30 40 50 

Graphical RMSE 0.0227 0.0189 0.0169 0.0157 0.0148 

R2 0.9261 0.9341 0.9403 0.9415 0.9481 

Empirical RMSE 0.0133 0.0110 0.0099 0.0092 0.0086 

R2 0.9746 0.9786 0.9802 0.9827 0.9853 

Maximum RMSE 0.0134 0.0111 0.0100 0.0092 0.0087 

R2 0.9743 0.9783 0.9799 0.9827 0.9850 

As can be seen from Table 3, it is observed that there is no significant discrepancy 
among the performance of the methods. However, irrespective of heights, the 
empirical method presents better ability in estimating the wind characteristics of 
the airport when compared to the other two methods. 

Wind power cannot be entirely extracted. Thus, it is important to take into 
account the availability of wind power at the location. To produce the electricity 
and hydrogen from the wind power, in the last step, wind power density for each 
method based on the height is determined from the wind distribution, which is 
tabulated in Table 4. In the light of the data evaluation presented in Table 4, 
the graphical, maximum-likelihood, and empirical methods at 10 m height are 
observed to have a wind power density of 39.2133, 38.9768, and 39.2302 in the 
unit of W. m-2 , respectively, which exhibit the nearly same as the measured data of



40.1233 in the unit of W. m-2 . Similarly, graphical, maximum-likelihood, and 
empirical methods at 50 m height are observed to have a wind power density of 
141.1812, 140.3298, and 141.2423 in the unit of W. m-2 . 
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Table 4 Comparison of wind power density for each method 

Estimated parameters Height (m) Graphical Empirical Maximum Data 

Wind power density 
W_PD WPD (W. m-2 ) 

10 39.2133 38.9768 39.2302 40.1233 

20 68.0828 67.6722 68.1122 69.5891 

30 94.0149 93.4480 94.0556 95.9932 

40 118.2066 117.4937 118.2577 120.5661 

50 141.1812 140.3298 141.2423 143.8466 

4 Conclusion 

The aim of this chapter is to present comparatively wind characteristics and the 
profile of Hasan Polatkan Airport at various heights from the ground level, applying 
the power-law equation to the wind speed. Firstly, the wind characteristics for each 
height are estimated based on widely used graphical, empirical, and maximum-
likelihood estimation methods, as mentioned previously. Then, several statistical 
tools are employed to make a fair comparison among the methods. In the last step of 
the study, wind power density for each height is computed elaborately based on 
estimation methods in order to assess the potential of electricity and hydrogen 
generation from wind power. 

The main concluding outcomes drawn from the research can be summarized as 
follows:

• The overall mean wind speed for 10 m, 20 m, 30 m, 40 m, and 50 m is calculated 
to be 3.2857, 3.9491, 4.3976, 4.7464, and 5.0359 in the unit of m.s-1 , 
respectively.

• The standard deviation of the actual wind dataset for 10 m, 20 m, 30 m, 40 m, and 
50 m is found to be 1.7712, 2.1289, 2.3707, 2.5587, and 2.7148 in the unit of m. 
s-1 , respectively.

• The shape parameter varies from 1.6066 to 1.9575 depending on only the height, 
irrespective of estimation methods.

• The scale parameter varies from 3.3986 to 5.6934 depending on both the height 
and estimation methods.

• In the light of statistical test analysis, it is observed that there is no significant 
discrepancy among the performance of the methods. On the other hand, 
irrespective of heights, the empirical method presents better ability in modelling 
and estimating the wind characteristics of the airport when compared to the other 
two methods.
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The results of the study clearly reveal that the wind speed increases as the height 
increases, as expected. In addition, the airport has a moderate potential to evaluate 
the potential of electricity and hydrogen generation from wind power. 
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1 Introduction 

The purpose of this chapter is to present a simulation tool, which was developed and 
is currently into the trial phase, so as to visualize the way in which the forces exerted 
on the aircraft at critical events or in critical phases of the flight (e.g., during take-off 
or landing) can create flight hazards. 

In this context, in-flight crises will be categorized according to the type of hazard 
they pose (structural, aerodynamic) and the degree of risk they create for the flight. 
The tool can be used in both academic training (aeronautics) and flight training in a
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targeted interdisciplinary case study analysis for in-flight risk management and the 
discussion of flight safety issues. Thus, the aim of the simulations is to help cadets 
understand in an applied manner fundamental concepts, such as loading conditions, 
stresses, etc.
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The following tasks will be carried out in the context of this chapter: 

1. Preliminary investigation of whether fundamental concepts of aeronautics are 
well and clearly understood by the cadets in relation to their effects on flight 
(Hellenic Air Force Academy, Courses: Aeronautics II, Aeronautics III, for the 
Stream of Pilots). To this end, field research took place with questionnaires that 
were specifically formulated to serve our research questions and that were distrib-
uted to both cadets and flight instructors. 

2. Development and testing of the scenarios that are simulated and visualized, in 
order to cover a range of incidents. The scenarios’ specifications, along with their 
parameters and the technical elements, are analyzed and are fully justified. 

3. Development of an educational tool (currently at the demo level) in order to 
visualize the forces exerted on the aircraft in a selected scenario and to analyze the 
possible risks for the flight. In other words, the demo concerns a specific case 
study and calculates the strength of a structural area of the aircraft in relation to 
the forces exerted in this structural area due to the special conditions of the flight. 

The emerged results from the field research and the demo trials are compared with 
cadets’ theoretical knowledge. Eventually, a new educational model for teaching 
flight safety and in-flight risk management is proposed. 

2 Methodological Approach to Teaching Aeronautics 
to Pilots 

The Aeronautics II and III Modules, according to the Students’ Guide of the Hellenic 
Air Force Academy, are to be dealt in a theoretical manner. However, cadets seemed 
to have difficulties in understanding fundamental concepts and their relation to 
flight. So, a more applied approach was clearly needed in order to help future pilots 
understand the interrelation between aeronautics and flight safety, especially in 
relation to mid-air crises. To this end, academic education and flight training needed 
to come together in a Module, which would make cadets realize the implications of 
physics and flight mechanics, but in an applied way (Ören et al., 2017). 

When we come to think how to effectively prepare pilots involved in a potential 
crisis management in mid-air, the first thought that strikes our minds is to extensively 
train and educate them well and in depth, so those who could find themselves in 
critical situations will be able to understand and describe what is happening and, 
also, to make decisions or act or both. Therefore, given the differences between a 
theoretical education and a realist training, the second point needs to be effectively 
and fully addressed. One thing is certain: we need to prepare pilots before the crisis



comes around, so we must start discussing the safety issues as early as possible and 
as in much depth as possible (Boyd, 2017; Latorella & Prabhu, 2000). 

Enhancing Flight Safety Training and Prevention of Aviation Accidents. . . 275

Pilots usually start discussing flight safety issues (Federal Aviation Administra-
tion, 2011) on a theoretical level during the first semester of their studies. Modules 
like aeronautics are not linked to flight safety, and cadets learn how to deal with 
mid-air crises at the practical level, without understanding how a crisis evolves and 
why they need to follow the particular steps described in their check list. However, 
can a theoretical approach be considered as a successful mean of training on safety 
procedures? Apparently not, trainees definitely need to know how things work on the 
theoretical background (physics and mechanics), but they also need to practice on 
decision-making and taking actions when there is no time to lose. Therefore, we 
need to provide pilots both with the theoretical background and the hands-on 
training, if we want them to be able to effectively deal with emergencies. 

Given the aforementioned and the educational scope of our Academy, in order to 
enhance cadets’ knowledge on flight safety and emergency procedures, we thought it 
is extremely important to plan, design, and develop the Aeronautics II and III 
Modules in an interactive, problem-based learning experience for educational pur-
poses (Brodeur et al., 2002; Mohd et al., 2004), designed to provide pilots with an 
in-depth academic experience on dealing with critical situations related to flight 
safety. The idea is that using real-life and hypothetical case studies, future pilots will 
have the opportunity to exercise their theoretical knowledge and think by themselves 
how to best handle difficult situations mid-air. Also, they will be able to consider 
different options and think about their actions in risky situations, when there is no 
time to lose. 

3 Combining Theory with Practice Both in Academic 
Education and Flight Training 

The innovation of our approach to teaching aeronautics with specific reference to 
flight safety is that it truly brings problem-based learning as an applied, yet aca-
demic, element in flight training. Nowadays, the main educational approach to flight 
safety training is a mixture of providing totally theoretical knowledge in class 
(aeronautics) and hands-on training either by a real flight either with the use of a 
flight simulation (Blow, 2012; Schank et al., 2002). 

Solution 1 Provide pilots with the theoretical aeronautical background in class; then 
by the use of appropriate documentaries or educational films, give them a view of a 
critical situation; and, finally, by role-playing, put them in the shoes of those who 
had to deal with a flight emergency. 

Limitation 1 But while studying and analyzing flight manuals, rules, and safety 
regulations may help trainees to think of the appropriate action one should take in a 
critical situation, this educational approach cannot prepare pilots to deal with



complex situation in limited real time while being under stress. This is because they 
learn and discuss various approaches to deal with emergencies, but mainly in theory. 
One needs a more systematic approach to handle real-life emergencies effectively. 
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Solution 2 Discuss safety regulations before or after a real or simulated flight takes 
place during briefing or debriefing are also used in order to provide pilots with a 
useful framework, so as to reflect on emergencies in a more organized context. 

Limitation 2 The applied approach is not missing, since a discussion and analysis 
of applied issues takes place and theory is combined with practice (even when the 
flight simulator is used). However, pilots have no access to specially developed 
educational materials that will help them understand the reason (aeronautics) behind 
the actions. 

Solution 3 Use of approved and tested scenarios with limited risk for the future 
pilots involved during real or simulated flight to make trainees get the real feeling of 
an emergency situation. 

Limitation 3 It is not advisable to train pilots in dangerous situations in order to 
show them how to deal with mid-air crises no matter how limited the danger might 
be. In mid-air any additional unforeseen factor might put the flight in real danger. As 
far as the flight simulator (Kozuba & Bondaruk, 2014; Landman et al., 2018) is  
concerned, this may be a better option (Byrnes, 2017; Taylor et al., 2014), but we 
should not forget that for the use of flight simulator, a flight officer always must be 
available. Therefore, trainees cannot practice virtually as frequently as they 
would wish. 

Problem-based learning and games and simulations (Clarke et al., 2017; Doskow, 
2012; Newman, 2002, Fotaris & Mastoras, 2019), on the other hand, allow us to 
cater for these aspects. In our new educational approach, everything will be put to 
the test: theoretical knowledge, different approaches, and hard choices (Helmreich, 
2000). A number of developed scenarios and cases will allow pilots to work together 
and test how they would cooperate in difficult situations (Sun et al., 2007; Veldkamp 
et al., 2020; Westrum & Adamski, 2017). 

We used a questionnaire to evaluate cadets’ knowledge after completing Aero-
nautics II and III Modules, and we came to the conclusion that cadets could discuss 
fundamental concepts of aeronautics in a theoretical way (88%), but those concepts 
were not well and clearly understood in relation to the flight (63%) for the majority 
of the trainees. Also, 92% of the cadets requested that the two modules had a more 
applied approach and discuss flight with specific case studies, so that the two 
modules would be more interesting and targeted to flight. Among the cases cadets 
sought to be examined were mid-air crises (66%), human error combined with 
mechanical failure (18%), mechanical failure combined with harsh weather (14%), 
and others (12%). 

Taking those results into consideration, our proposed method aims, firstly, to 
holistically educate (Virovac et al., 2017) future pilots on flight safety from day 
1 they enter the Academy; secondly, to enhance the use of traditional techniques and



role-playing to teach the theoretical background; thirdly, to use our interactive, 
educational scenarios to further test the theoretical background but also to make 
trainees to put to test their knowledge, their ability for critical thinking and cooper-
ation with other trainees (if the scenario has to do with flight in formation); and 
finally, to benefit from the mixed method of testing the theoretical knowledge per se, 
as well as its application in a virtual practice platform. 
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The benefits of our proposed method will help us provide future pilots with well-
rounded training. Traditional techniques can still be used in order to provide an 
effective education (on the theoretical background of physics and mechanics) and 
applied training experience (briefing/debriefing, analysis of flight emergencies, role-
playing, etc.), but trainees will also be able to use our virtual escape room (a) to test 
the level of their theoretical knowledge, (b) to check how stress and time limitations 
affect how knowledge is applied in practice, and (c) to get virtual hands-on training, 
and, the most complete possible education, in terms of theory and practice. Trainees 
will also get the best possible training, in terms of both theory and practice, 
whenever they feel like using our VR simulation on their personal computer 
(PC) or smartphone. 

Trainees’ evaluation will be based on their choices, decisions, and actions within 
the simulated emergency situation. At the end of the game, trainees will be presented 
with the list of options they made and how it rated against the different flight 
parameters that determined its payoff. Module moderators will be able to use the 
evaluation in a debriefing class after the game. 

4 Conclusion 

The main educational objectives of our scenarios and simulation on flight safety and 
emergency procedures are (a) to facilitate the transition between theoretical educa-
tion on the subjects of flight safety and emergency procedures and (b) to enhance 
education and training on emergency procedures and flight safety with the applica-
tion of problem-based learning techniques. Consequently, the design of our simula-
tion is based on real-life flight emergencies, and future pilots need to study the 
theoretical framework (aeronautics, flight manual, and check list) before playing the 
game. This way they will fully understand the connection between theory and 
practice. 

On the technical level, our scenarios support a digital simulation that can be 
played by one or multiple players, who will have the opportunity to fly alone or fly in  
formation. 

The first prototype of our virtual simulator is out for testing and use during flight 
training since October 2020 at the 120 Air Training Wing of the Hellenic Air Force. 
More scenarios are prepared and are currently tested; they are further enhanced by 
additional reading and supporting bibliography that can be found at the end of each 
scenario. Also, some short tests follow each emergency scenario consisting of



multiple choice questions, true-or-false (T/F) questions, and multiple-choice ques-
tions for the trainees to answer. 
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Appropriate questionnaires were used to test the scenarios and the players’ 
satisfaction from the scenarios, the questions posed, and the dilemmas they had to 
work out in relation to the specific mid-air crisis they had to deal with. The 
questionnaires were distributed to second- and third-year cadets (Stream of pilots) 
at the Hellenic Air Force Academy. In total, 46 questionnaires were collected 
(a trustworthy research sample covering the 70% of the target population) for the 
first assessment of the scenarios of our simulation. A briefing with the scenarios and 
the targets of the survey was initially held for the cadets, and then they were 
prompted to run the simulation. Then, the questionnaires were distributed in order 
to elicit their point of view regarding the scenario each cadet and the factors that 
influence cadets’ choices. 

Trainees who used the scenarios at the testing phase admitted (89%) that their 
understanding of how aeronautics influence the flight and the treatment of mid-air 
was improved with the use of a synthetic educational approach and the use of 
problem based learning. The simulation provided cadets with some sort of virtual 
experience (92%) on dealing with mid-air emergencies and making informed 
choices (68%) when they had no piecemeal solutions to choose from (78%). They 
had to think and resolve practical issues and justify their choices. 

5 Future Work 

Scenarios and our virtual platform will be further developed so as to cover new areas 
and dilemmas related to aeronautics and mid-air crises. In the future, other types of 
mid-air will be also included in the simulation options (overload/metal fatigue, pilot 
error and design flaws, loss of vertical stabilizer, propeller manufacturing defect, 
roof separated from fuselage, in-flight wing failure due to metal fatigue). 

The schedule is to incorporate and use the tool in class as a mean of both 
educating and evaluating cadets (implementation period of about 18 months). We 
expect to use our simulation for the second- and third-year cadets in the spring term 
of 2022. 
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1 Introduction 

In space missions, both coverage and functionality limitations can be overcome by 
cluster satellite architecture. The use of satellites as clusters implies the coordinated 
movement of several spacecraft to reach a common target. Typically, satellite 
formation can be 10 m to 10 km between satellites, or by covering the entire Earth 
with several identical satellites, coverage limits can be avoided. This clutch is called 
a sensor mesh. Moreover, formation flight can also be used to distribute the payload 
on two spacecraft, depending on mission objectives (Nebylov et al., 2018). 

In the literature, although the methods proposed for the relative navigation 
problem of spacecraft differ conceptually or applied, they are similar in terms of 
the limitations and difficulties encountered such as dense computational load, line-
of-sight vector separation, coordinate system transformations, and sensor noise 
ratios (Erkec & Hajiyev, 2019; Sever & Hajiyev, 2020). 

In this study, relative satellite state vector estimates were made using the Global 
Navigation Satellite System (GNSS)-based actual-distance approach (pseudo-
ranging approach). Estimation of the measurement data coming from the target 
and tracker satellite GPS was made by Newton-Raphson method (NRM). The 
satellite state estimation differences made were input to the extended Kalman filter 
(EKF) for estimation of the relative state vector as a measurement value. Thus, the 
sensitivity of satellite relative state vectors has been achieved. To maintain the 
desired geometry of the formation satellite geometry, the control signals derived 
from these state vectors are received as input signals to the actuators. 

2 Problem Statement 

The target and follower satellite orbital positions determined by the Newton-
Raphson model and EKF-based algorithm architecture stand out as the state estima-
tion. The architecture created in this context is in two stages. 

First Stage 
Using the “actual-distance measurement model (pseudo-ranging model)” approach 
with NRM based on GPS measurements, the target and tracker satellite localization 
state parameters were roughly estimated. 

Second Stage 
Using the results of the first stage, the state vectors of the satellite relative motion 
model are estimated. Thus, the state vector estimates of the target and tracker 
satellites based on the NRM were used as the measurement values for the EKF 
estimates of the position and velocity vectors of relative motion between satellites.
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2.1 Positioning of Target and Tracker Satellites 

Orbit predictions of target and tracker satellites are made with Keplerian orbital 
elements, considering J2 distortion. All equations specified for locating satellites are 
valid for both target and follower satellites and are not specified separately. 

The architecture created to find the target and follower satellites state vector 
estimation. Based on the position vectors defined by Kepler elements of the target 
and follower satellites, precise estimates are made by processing the measurement 
information from four GPS satellites through the Kalman filter. Thus, the position 
information of target and follower satellites is obtained based on the GPS-based 
pseudo-ranging model. In this model, nonlinear distances between GPS satellites 
and target and follower satellites are taken as measurement information. 

The orbital equations with perturbation of target and tracker satellites are as 
follows: 
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where r = [x y z]T is the position vector of the satellites, x, y, z are the components 
of the position vector, rk k= x2 þ y2 þ z2 is the Euclidean norm of the position 
vector, is the universal gravitational constant,M� is the mass of the Earth, μ�=GM�
is the standard gravity parameter of the Earth, R� is the average of the Earth 
Equatorial radius, and J2 is the first component of the geopotential model. For the 
target and tracker satellites, a two-body orbit model is derived from undesired 
acceleration specified in the J2 perturbation orbit model. 

3 Extended Kalman Filter for Satellite Relative State 
Prediction 

The Newton-Raphson method is used for state vector estimation of both target and 
follower satellites. NRM is a well-known approach to vector cost function minimi-
zation problems. The estimation architecture between the NRM method used for 
relative position and speed optimization of target and follower satellites and 
extended Kalman filter (EKF)-based satellites is shown in Fig. 1. 

The relative position of target and follower satellites is roughly determined by the 
NRM method and entered as a measurement in the extended Kalman filter (EKF). 
EKF is designed using “HCW” equations (Hill, 2020; Clohessy & Wiltshire, 1960)



so that the relative position and velocity of the satellite can be estimated through this 
filter. The advantage of this method is that it is unrelated to EKF inputs for 
estimating relative navigation states because the positions of the target and follower 
satellites are determined by the NRM method and there is no correlation between 
them. In addition, J2 distortion and system noise are considered to estimate the 
positions and relative positions of the target and follower satellites. 
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Fig. 1 Satellite relative state vector prediction diagram with extended Kalman filter 

Using the results of the first step, the state vectors of the satellite relative motion 
model are estimated. Therefore, state vector estimates of target and follower satel-
lites based on NRM were used as measurement values for EKF estimates of the 
position and velocity vectors of relative motion between satellites. 

4 Results and Discussion 

In this study close satellite formation relative state estimations are analyzed. Target 
and follower satellite localizations are determined with the NRM approach. NRM’s 
outputs are input to the relative EKF between target and follower satellites. Extended 
Kalman filter (EKF) is an approach for nonlinear systems. EKF linearizes the system 
and estimates the state vectors. Initial states of the EKF are 10 m for locations and 
25 m for clock bias due to actual state vectors.
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Fig. 2 Satellite relative motion x-axis analyses 

Another approach for nonlinear systems is the Newton-Raphson method. In each 
iteration step, multiple computation-intensive matrix operations are performed. The 
Newton–Raphson method constructs a different matrix in each iterative step and thus 
requires performing a new set of matrix operations in each step (Sever & Hajiyev, 
2020; Cheung & Lee, 2017). 

NRM approach is determined to the target and follower satellites orbital vector 
estimations. The difference of orbit vectors is inputted to the EKF stage for estimated 
relative state vectors of formation architecture. The analyses of just x and Vx axes are 
shown in Figs. 2 and 3. 

As shown in Table 1, the relative satellites states estimation algorithm has been 
run five times, and the average values of root mean square errors have been 
calculated. 

As shown in Table 1, the satellite relative state vector estimates between the target 
and the follower satellite are roughly determined by the NRM approach. The 
detected drum vectors enter the EKF as the measurement value. State vector 
estimates become more precise and more accurate with EKF. 

The designed NRM and EKF algorithms were examined through 1000 iteration 
steps. Errors accumulate as the target and follower satellite continue to move in orbit.



To prevent this, a satellite control part is required. Provides intersatellite sharing of 
information on the inter-satellite link requirement, target, and follower satellite orbit, 
and relative vector parameters, which are the characteristic requirements of 
GPS-based satellite formation architecture. 

286 T. Y. Erkec and C. Hajiyev

0 1000900800700600500400300200100 

0 1000900800700600500400300200100 

0 1000900800700600500 

Time (Seconds) 

400300200100 

Relative X Axis 
V

el
oc

ity
 (

m
/s

)
E

rr
or

 (
m

/s
)

V
ar

ia
nc

e 

NRM 

EKF 
Actual0

-200 

200 

0

-20 

20 

50 

0 

100 

Fig. 3 Satellite relative motion Vx-axis analyses 

Table 1 Relative satellite state estimation’s root mean square errors for NRM and EKF approaches 

Relative position estimation errors Relative velocity estimation errors 

Steps xR (m) yR (m) zR (m) VxR (m/s) VyR (m/s) VzR (m/s) 

200th steps 4.92 4.65 10.1 1.841 1.012 6.200 

400th steps 4.861 4.06 9.07 1.507 2.830 4.072 

600th steps 4.729 3.88 8.47 0.783 1.202 0.998 

800th steps 4.614 3.62 7.56 0.728 0.758 0.967 

1000th steps 4.6036 3.64 7.03 0.666 0.612 0.910 

It is an undeniable fact that cluster satellite architecture will gain great importance 
in future space studies. The method presented in this study is a guide for other 
researchers in terms of developing relative vector estimation methods for the con-
servation of near satellite formation geometry.
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5 Conclusion 

In this chapter, relative satellite state vector estimates were made using the Global 
Navigation Satellite System-based pseudo-ranging approach. Estimation of the 
measurement data coming from the main and tracker satellite GPS was made by 
the Newton-Raphson method. The satellite state estimation differences made were 
input to the extended Kalman filter for the estimation of the relative state vector as a 
measurement value. 

The designed NRM and EKF algorithms were examined through simulations. 
The simulation results show that relative state vector estimates between the target 
and the follower satellite are roughly determined by the NRM approach. The 
detected drum vectors enter the EKF as the measurement value. State vector 
estimates become more precise and more accurate with EKF. 

Errors accumulate as the target and follower satellite continue to move in orbit. 
To prevent this, a satellite control part is required. 
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1 Introduction 

The aim of this project is to investigate the effectiveness of morphing as a technol-
ogy for noise reduction on high-lift devices, primarily the noise generated by the gap 
between a wing and an extended trailing edge flap (TEF). Morphing has been 
recently studied in many papers (e.g., Kimaru & Bouferrouk, 2017), and this 
particular paper adds to some previous work morphing TEFs (Evans et al., 2016; 
Loudon et al., 2018). Aircraft engine noise has been reduced significantly through 
innovations such as the mass production of high bypass ratio turbofan engines (e.g., 
the Rolls-Royce Trent engine line), leading to airframe noise becoming a much 
larger contributor to overall aircraft noise than it used to be. This study uses the 
30P30N aerofoil, with no leading-edge slat, to analyse the far field aeroacoustic 
noise propagation from the flap cove region, and any other characteristic noise 
sources. Further analysis assesses whether this noise can be reduced by morphing 
the region linking the main wing and the flap, to create one continuous smooth 
surface. 

The leading-edge slat on the 30P30N aerofoil geometry is not included in this 
study not only to simplify the problem but also because not all aircraft utilize a 
leading-edge slat, and so, innovations in flap noise reduction techniques can be 
applied to a wider range of aircraft. 

Projects such as this have increased in relevance recently because residential 
areas surrounding airports are becoming increasingly more densely populate. Past 
research has shown the damaging effects of loud noise near residential areas by 
disturbing sleep, causing stress, damaging surrounding ecosystems and reducing 
wildlife populations. The 30P30N aerofoil is widely used for studying the 
aeroacoustics of high-lift devices, along with various reduction techniques. The 
full 30P30N aerofoil geometry is shown in Fig. 1. 

Murayama et al. (2014) tested the 30P30N aerofoil in the 2 × 2 m JAXA wind 
tunnel test section. They placed a series of unsteady pressure transducers on the 
surface of the wing to analyse the near-field sound propagation, and an array of 
microphones on the walls of the test section to assess the far-field noise. They 
concluded that the 30P30N aerofoil has multiple narrow broadband peaks across 
all angles of attack tested, which decreased in amplitude as the angle of attack was

Fig. 1 30P30N high lift aerofoil configuration



increased. Similarly, they found that broadband noise for this aerofoil configuration 
is at its highest when at low angles of attack (i.e., 0° and 3.5°). Using data from the 
near-field pressure transducers around the aerofoil geometry, they demonstrated that 
the highest contributor to the overall wing section noise originates from the leading-
edge slat. More recently, research work by R.Ilário da Silva et al. (2020) investigated 
the aeroacoustic effects of using various designs of fillers for the cove regions on the 
slat and the flap of the 30P30N aerofoil. Their results showed that there was no 
significant change in lift-to-drag ratio except for the full slat cove filler if used, which 
resulted in an improved lift-to-drag ratio. The acoustic results showed that the full-
cove filler configuration reduced the overall broadband noise across a wide spectrum 
by 4–5 dB, and they almost eliminated the tonal noise generated by the sharp trailing 
edge of the slat. More research is still required to isolate the flap noise and create 
noise reduction techniques for the noise generated by the secondary cove region for 
the trailing-edge flap. This chapter investigates the use of a morphing trailing edge 
flap for noise abatement.
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2 Method 

2.1 Geometry 

This study uses ANSYS Fluent, a cell-centred computational fluid dynamics (CFD) 
software, using a 2D planar geometry. The effects of fully morphing the trailing edge 
flap of the 30P30N aerofoil to the main body are investigated. This is done using a 
series of B- splines that traced the external contours of the conventional design to 
produce a smooth continuous surface from the trailing edge of the main body to the 
leading edge of the flap, both along the upper and lower surfaces. Testing is carried 
out at an 8° angle of attack, with two different flap deflections at 5° and 15°. The 
conventional and the morphed configurations are shown in Fig. 2 at a 15° flap 
deflection. The same technique is also applied to the 5° case. 

The computational domain boundaries are respectively located at 13 chord 
lengths in front, above and below the aerofoil, and 25 chord lengths behind, to 
enable the wake flow to develop fully. A C-shaped domain is also used because 
triangular elements are used, with a sharp trailing-edged geometry. This produced a 
mesh with low skewness (average 0.15) and high orthogonal quality (average 0.98). 

2.2 Mesh 

Meshing is done using a hybrid approach, with structured inflation layers near the 
wall and unstructured mesh in the outer domain. The first layer height (FLH) is 
calculated using the chord length of 0.45 m, and a target y+ of 1. This is to create a 
mesh with appropriately small near-wall element size to capture the turbulent



boundary layer accurately. The total number of layers is calculated using Blasius’ 
turbulent boundary layer height equation. The FLH used for testing is 6.45 × 10-6 m, 
with 45 inflation layers and a geometric growth rate of 1.2. 
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Fig. 2 15° flap deflection for conventional (above) and morphed (below) configurations 

The rest of the domain element size is determined by a wall element size of 
9.7 × 10-4 m and a small element growth rate of 1.03 to an outer domain size of 
0.4 m. This gradually phases out the acoustic pressure waves in such a way that they 
are captured accurately by the receiver but are phased out before reaching the 
domain boundaries. This reduces the impact of the waves reflecting off the bound-
aries and being detected twice by the receiver. The final mesh and domain can be 
seen in Fig. 3. The same mesh parameters are used across all configurations. The 
maximum wall y+ across all meshes used is 1.2, and there are around 200,000 
elements. 

The CFD simulations were validated (not shown) against the results of Murayama 
et al. (2014) in terms of lift and pressure coefficients; good agreement was found. 
Discussion of the validation is detailed in a follow-up full-length article to this work. 

2.3 Solver Method 

The computational acoustic analogy used consists of, firstly, allowing the simulation 
to run as steady for around 1000 iterations; this acts as a good initialization for the 
transient simulation to speed up convergence. Following this, the simulation is 
changed to transient, with a time step calculated using Eq. (1), where the courant 
number is 1, flow velocity is 30 m/s and Δx is the smallest mesh element size. This



resulted in a time step of around 5.8 × 10-5 s (varying slightly for different 
configurations due to small mesh differences). 
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Fig. 3 Domain mesh and geometry configuration for conventional flap at 15° flap deflection 

Time step Δtð Þ= 
Courant number ×U1 

Δx ð1Þ 

The simulation is then run until a statistically steady state has been achieved (this 
is defined as the flow having no overall uptrend or downtrend in specific parameters 
such as lift and drag coefficient). Next, data sampling for time statistics is turned on 
to obtain comparable pressure and aerodynamic parameters averaged over time. In 
addition to activating the Ffowcs Williams-Hawkings (FWH) acoustic model with a 
reference pressure of 2× 10-5 Pa (the lower threshold of human hearing), the source 
correlation length is set to 0.53 m, which was also used by Kamliya Jawahar et al. 
(2021) whose wind tunnel acoustic data is used for validation of the acoustic analogy 
used in this paper. The receiver is located at 1.5 m below the leading edge of the 
aerofoil. This is because according to the ISO (International Organization for 
Standardization), the near-field ends at a point defined as a wavelength of sound, 
or equal to a distance of three times the largest geometric dimension (ISO 12001, 
1996). 

The coupled pressure-velocity coupling scheme is used for all unsteady simula-
tions, along with a second-order upwind scheme for all flow variables. Meanwhile, 
the PRESTO! solution method is used for pressure to achieve greater accuracy for



pressure fluctuations by not interpolating at the boundaries but solving instead, 
although this is more computationally expensive (ANSYS Fluent user guide). The 
simulation run time, with acoustics model activated, is determined using Eq. (2); this 
is based on running five periods for the corresponding minimum obtained frequency, 
as advised in ANSYS Fluent theory manual (ANSYS, 2019). 
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tend - tstartð Þ= 
5 

fmin 
ð2Þ 

3 Results and Discussion 

The acoustics results were validated against experimental data by Kamliya Jawahar 
et al. (2021) with good agreements found. Again, full discussion of the acoustic 
validation will be presented in a follow-up full-length article. At 5° flap deflection, 
the aerodynamic performance of the morphed configuration is slightly better than the 
conventional, with 7% more lift generated, and negligible differences in drag. This 
resulted in lift-to-drag ratios of 18 and 16 for the morphed and the conventional 
configurations, respectively. When the flap deflection is increased to 15°, the 
differences in aerodynamic performance between the two configurations are very 
small. However, the aerodynamic lift generation of the conventional flap configura-
tion (with the gap) improves by 39% as the flap deflection is increased, whereas the 
morphed flap only increases it’s lift performance by around 3%. The conventional 
configuration sees a much greater increase in drag over the morphed configuration as 
the flap deflection is increased (8% drag increase for the morphed, and 32% increase 
in for the conventional between 5° and 15° flap deflections). This is likely due to the 
additional trailing edge vortices from the main body, and the cove regions causing 
more flow separation and a greater turbulent boundary layer. 

The acoustic noise generation of both configurations at 5° flap deflection is shown 
in Fig. 4 in a sound pressure level (SPL) versus frequency plot. SPL plots are created 
by carrying out a fast Fourier transform (FFT) on pressure data. 

The main feature is the initial low-frequency tone which peaks for both config-
urations at around 250 Hz, with a similar amplitude of 60 dB. This wide-frequency 
band peak is caused by the vortex shedding from the trailing edge of both aerofoils. 
The shedding vortex is large and rotates at a lower frequency, creating a loud 
low-frequency noise. Both aerofoils vortex shedding from the trailing edge noise 
characteristics are very similar because the overall chord length and angle of attack 
are the same. After 1000 Hz, however, the morphed configuration is much quieter. 
On average, the broadband noise generation of the morphed configuration across the 
wide spectrum of frequencies is around 25% quieter than the conventional. This 
increased broadband noise generation is likely due to increased flow separation 
caused by the cove region on the conventional flap design. The flow separation



region often has smaller eddies which can rotate across higher frequencies, gener-
ating a broadband type of noise.
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Fig. 4 SPL vs frequency plot for morphed and conventional designs at 5° flap deflection 

There are also two distinct tonal peaks produced by the conventional configura-
tion at 2400 and 4800 Hz, with an amplitude of 62 dB and 50 dB, respectively. These 
tonal peaks are not present in the morphed configuration. The expected cause for 
these tonal peaks in the conventional flap design is likely to be the additional sharp 
trailing edge of the main body of the 30P30N geometry, as also highlighted by Peng 
et al. (2018). This results in a sharp release of turbulent kinetic energy from the 
trailing edge from the cove region, thus generating tonal noise. As the flap deflection 
is increased to 15°, the disadvantages observed in the conventional design decrease, 
and the two configurations have more similar noise characteristics across the fre-
quencies tested. Figure 5 shows the SPL versus frequency at 15° flap deflection for 
both configurations. 

Like the 5° deflection results, there is a distinctly loud, low-frequency peak at 
350 Hz for both configurations, peaking slightly higher than at 5°,  up  to  70  dB  for  
both. Again, this is likely caused by the large eddy vortex shedding in the wake. The 
broadband noise generation of the conventional design is now nearly at the same 
level as that of the morphed configuration. However, at the highest frequencies 
beyond about 7000 Hz, the conventional configuration begins to be quieter than the 
morphed design. The two distinct tonal peaks are still mildly present in the conven-
tional design at 15° but have a much smaller amplitude. This effect is similar to what 
Murayama et al. (2014) reported in that as the angle of attack of the 30P30N aerofoil 
increases, whose effect is analogous to a trailing edge flap deflection, the narrow 
broadband peaks are significantly reduced.
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Fig. 5 SPL plot for morphed and conventional configurations at 15° flap deflection 

4 Conclusion 

The research presented in this chapter illustrates how a morphed trailing edge flap 
can affect the acoustic noise as well as aerodynamic performance when compared 
with a conventional trailing edge flap. Using an FFT of pressure data to produce SPL 
plots, results show that the morphed configuration holds significant benefit over the 
conventional configuration at low flap deflections, where there is 25% less broad-
band noise and no tonal peaks when compared with the conventional design. In 
addition to aeroacoustic benefits, the morphed configuration sees a 12% increase in 
lift-to-drag ratio over the conventional. These advantages of the morphed configu-
ration, however, decrease when the flap deflection is increased. The distinct tonal 
peaks in the conventional gapped flap design are reduced significantly, and broad-
band noise generation is nearly at the same level as the morphed configuration, 
except at the highest frequencies where the conventional design is slightly quieter 
beyond approximately 7000 Hz. 

These results demonstrate promising attributes of a morphed trailing edge flap, 
which should be investigated further. Key future work includes testing a wider range 
of deflections for the flap and a wider range of angles of attack for the main wing. 
The simulation of the leading edge slat and whether a practical mechanical mecha-
nism can be developed so that if the technology is proven to be effective, it can be 
applied to aircraft in real flight conditions.
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1 Introduction 

With the Second World War, thanks to the development of jet engines, the aircraft’s 
ability to reach high speeds and altitudes made it necessary to have an isolated area 
inside the aircraft for passengers and pilots. Thus, cockpit window structures began 
to be developed. The basic expectation from windshield structures is that they are 
resistant to cracks and breakages that may occur due to internal-external pressure 
difference, sudden temperature changes, or bird strikes. In this chapter, window and 
frame structure designs for aircraft in the “community aircraft” status were 
discussed, and design trials were carried out depending on the geometries of the 
determined aircraft models. There are standard tests, such as the bird strike test, to 
test the cockpit window and frame to meet certain standards. In line with the 
standards, the models designed in CatiaV5R20 were simulated by finite element 
analysis in ANSYS software and the bird hitting the pilot window. It is thought that a 
lighter and/or more durable model can be obtained with the changes to be made in 
the solid model in accordance with the design criteria. Coating a transparent wood 
material on the glass to increase resistance to bird strikes will be considered as a 
second case study. Transparent wood is a material that is formed as a result of 
making the wood transparent after certain chemical processes. According to 
researches, transparent wood is much more durable and lighter than glass. Besides, 
the thermal conductivity coefficient is very low. Due to these features, it is expected 
to have a high potential for use in the aviation industry. 

2 Engineering Approach 

There are many standards and certificates in aviation as in many sectors. These 
certificates determine aviation requirements. The Federal Aviation Administration 
(FAA) has published some of its standards regarding windshields in the Federal 
Aviation Rules (FAR). According to FAR (Sections 25,775(b) and 25,775(c)), 
windshields and frames must withstand hitting 4-pound (1.8 kg) birds. While 
examining the geometry of the windshield, the behavior of the structure was tried 
to be learned by applying the “bird crash test.” The Beechcraft B200 model was used 
as the windshield geometry. The windshield structure of a B200 work drawn very 
close to the original is isolated. To better understand the windshield design of the 
B200 and to make the design more similar to the original, it was desired to examine 
the Beechcraft B200 aircraft. The Beechcraft B200 aircraft, which is in the inventory 
of the General Directorate of Maps of the Ministry of National Defence, was 
examined at the Land Aviation Command in line with the permissions obtained. 
The right windshield piece, which became unusable due to a crack, was donated by 
the Land Aviation Command for the project. The model dimensions have been 
updated according to the values obtained as a result of the measurements of the 
three-dimensional model.
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3 Literature Research 

3.1 Bird Strike Test 

One of the biggest problems faced by airplanes in today’s aviation industry is bird 
strikes. As a result of this situation, many accidents occur with loss of material, 
sometimes even life. With the development of the aviation industry, the time for 
aircraft to be noticed by birds is significantly reduced due to their increasing speed 
and decreasing noise. The purpose of bird strike analysis is to learn the designs of 
glass and frame structures better and to reveal a more durable structure depending on 
the design parameters. The majority of aircraft and bird strikes occur near airports 
when aircraft take-off or landing (when the aircraft is traveling at 150 knots) 
position. These strikes usually occur at the front of aircraft and in areas where the 
aircraft’s jet engines are located. The situation studied is the scenario where the bird 
hits the windshield structure. Because it would be financially costly to see the effects 
of bird strikes, operating in a test environment, these effects require advanced 
engineering software in a computer environment. After the design made according 
to the results obtained is approved, the prototype stage is started, and the scenario 
simulated in the computer environment is also applied in real life. Thus, prototype 
costs and time spent are significantly minimized. 

3.2 Analysis Methods and Selection 

There are many finite element analysis methods for numerical modelling with 
problematic bird strikes. Lagrange method, Euler method, ALE method, and 
smoothed particle hydrodynamics method are some of them. The Lagrange method 
works with nodes. In this method, the nodes move with the material. This method is 
an excellent analysis method for solids (Gülcan, 2019). Niering used this method to 
simulate bird strikes on the engine fan blades (Niering, 1990). Euler’s method is 
mostly used in the analysis of fluid bodies. In the Euler method, the nodes forming 
the network are fixed in space. In this solution network, material points are 
progressing. The Euler method gives good results in large-scale deformation prob-
lems, as the mesh includes both the existing material and the regions; it will be in the 
next time step. However, since the bird strike problem includes both solid and fluid 
problems, the Euler method alone cannot give the desired results. The ALE method 
is a mixture of the Lagrange and Euler methods. The solution network can act in this 
method when necessary. Hanssen et al. reported that the ALE method was consistent 
with the experimental results (Hanssen et al., 2006). The SPH method is a method 
without nodes. SPH method is preferred for problems in which very serious defor-
mations occur after impact. Unlike classical finite elements, particle structure is used 
in SPH method, not network structure (Riccio et al., 2018). Among these methods, 
the SPH method was chosen for the analyses.
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3.3 Transparent Wood 

The studies carried out in the last 5–6 years are about giving a new mission to wood, 
which has been used as a building material throughout history. This mission is to 
make wood transparent due to its strength and thermal resistance. Cellulose and 
hemicellulose are optically colorless, while lignin is dark in color and has an 
extremely complex structure (Yano et al., 2005). The starting point of the production 
of transparent wood is to separate the lignin, which gives the dark color and opaque 
feature to the wood, from the wood as a result of some chemical processes and to 
impregnate the wood with the right chemical/s not to damage the mechanical 
properties of the wood. In the study of Fink et al., it was shown that it is possible 
to produce transparent wood by chemical bleaching followed by the incorporation of 
the polymer (Fink, 1992). After these processes, the wood material is made trans-
parent by heat treatment. Transparent wood has much better mechanical properties 
compared to natural wood, and its thermal conductivity coefficient is much lower. 
This natural composite material stands out with its lightness. 

4 Analysis 

Bird strike analysis is essentially a collision analysis and is studied under open 
dynamics due to a collision time of less than 1 s. There are several software programs 
that calculate these states, such as LS-DYNA, PAM-CRASH, ABAQUS, 
PW/WHAM, MSC/Dytran, DYNA3D, and PAM-SHOC. In this study, analyses 
were performed in ANSYS-LS DYNA. 

4.1 Preprocess 

4.1.1 Modelling the Bird Model 

The IBRG (International Biodegradation Research Group) has set standards for bird 
models to be used in impact tests and has proposed three different models by 
measuring the biometric characteristics of real birds. These are flat-end cylinder, 
hemispherical-end cylinder, and ellipsoid. To fix the weight of the bird geometry as 
1.8 kg in the calculations, the flat-ended cylinder model was chosen from the 
suggested geometries. Bird geometry measurements were determined according to 
formulas used (Marulo & Guida, 2014). 

D= 2W=πρð Þ3 ð1Þ



ð Þ
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Fig. 1 Model geometry 
of bird 

Table 1 Material properties 
of bird 

Gruneisen coefficient 0.28 

Parameter C1 (m/s) 1480 

Parameter S1 1.92 

Parameter quadratic S2 0 

Maximum tensile pressure 0 

L= 2D 2 

According to FAA requirements, the weight of the bird is W = 1.8 kg. Since the 
bird was modelled according to the SPH method, its density is found to be 
ρ = 950 kg/m3 due to the void between the particles. As a result of these processes, 
the diameter and length of the cylinder are D = 0.106 m and L = 0.212 m, 
respectively (Fig. 1). 

4.1.2 Modelling of Bird Material 

The bird strike problem can be solved with an analogy of the pressure fluid problem, 
and fluid laws can be used in bird models to be used in the analysis. The hydrody-
namic response of the bird substitute fluid is modelled using equations of state. The 
Mie-Grüneisen equation of state was used to model the bird material (Table 1). 

4.1.3 Windshield Model Geometries 

The windshield structure can be examined under two main headings. These are lath-
frame and glass structures. The slats and frames are the skeletal system of the 
windshield structure. With a simple logic, since the loads on the structure are divided 
by the number of laths, the number of laths is directly proportional to the durability. 
However, the lath design and the number of laths must be designed and determined 
appropriately. It is extremely important to the safety of flight because of its potential 
to obstruct the view. The geometry of the windshield of the reviewed Beechcraft 
B200 is divided in the middle by a single lath. Since the number of slats here is a 
design parameter for us, dynamic analyses have also been carried out on windshield 
structures with and without slats. These are sized to B200 model dimensions to keep 
the remaining design parameters constant. The Gulf G-500-inspired design is used



�

for the multi-slat model geometry, and the Airbus Zero E model-inspired design is 
used for the slatless model geometry. In the designs, the frame thickness is 11 mm 
and the glass thickness is 20.8 mm (Fig. 2). 
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Fig. 2 Windshield geometries 

Table 2 Mechanical proper-
ties of glass and Al-5083 
H-166 

Glass AL5083-H166 

Density (kg m-3 ) 1186 2700 

Elastic modulus (GPa) 3.2 

Tangent modulus (MPa) 230 

Poisson’s ratio 0.4 0.3 

Yield strength (MPa) 68 

Ultimate strength (MPa) 78 

Failure strain 0.067 

Bulk modulus (MPa) 58,330 

Initial yield stress (MPa) 167 

Shear modulus (MPa) 26,920 

4.1.4 Modelling of Windshield Material 

Aluminum alloys are generally used in the lath and frame structures of aircraft. 
According to market research, aluminum 5000 and 7000 series alloys are widely 
used in aircraft. In this study, properties of Al5083-H116 alloy were used. The 
mechanical properties of Al5083-H166 are taken from the work of Sharma and 
Sharma (2014) (Table 2).
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4.2 Post-Process 

Since the deformation of the glass in case the bird strike, the stiffness behavior of the 
glass material is assumed to be flexible. The connections between the glass and the 
frame are also defined as friction, and the friction coefficient is assumed to be a very 
high value, such as 0.95, and the dynamic coefficient is given as 0.6. Fixed support is 
defined for the surfaces of the frame. Thus, different velocity values are defined for 
the bird geometry and the deformation scenarios that would occur in the glass are 
analyzed. A linear network structure is used. Due to the SPH method, a particle mesh 
is assigned to the bird geometry at 5-mm intervals. Quadratic elements are used as 
much as possible in frame and glass structures. To ensure the freedom of the results 
from mesh number, different mesh numbers are considered for the analysis. The 
velocity of the bird geometry is defined 64.4 m/s (Dar et al., 2013). The resulting 
deformations were compared with the study of Dar et al., and it is concluded that the 
values are in good agreement. 

4.2.1 Analysis Results Based on Geometries 

As stated above, three different explicit analyses were carried out in this study, 
where the design parameter is the number of laths. Model geometries used are 
models inspired by Beechcraft B200, Gulf G-500, and Airbus Zero E models. The 
maximum deformations of three different models are shown in the graphs below. As 
can be seen from the figures, the deformations of the multi-slat and non-slatted 
model are very close to each other. This is due to the geometry difference between 
the models. It was concluded that geometries with flat lines are more durable than 
geometries with sharp lines (Figs. 3, 4, 5, and  6). 

Based on these results, new designs are conducted by considering the flat 
geometry design. In these design trials, deformations depending on the number of 
laths are investigated in parallel with the previous analyzes (Figs. 7, 8, and 9). 

Fig. 3 Total deformation of the Beechcraft B200
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Fig. 4 Total deformation of the Gulf G-500 

Fig. 5 Total deformation of the AIRBUS Zero E 

Fig. 6 Maximum total deformation of windshield
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Fig. 7 New designs 

Fig. 8 Single-slate design 

Fig. 9 Double-slate design
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Fig. 10 Maximum total deformation of windshield 

According to the results obtained, it is concluded that the maximum total defor-
mation decreased as the number of laths increased in this geometry. Obtained 
deformation results are given in Fig. 10. 

4.2.2 Transparent Wood Integration for Cockpit Windshield 

According to the researches, transparent wood material has a high potential for use in 
the aviation industry, thanks to its excellent mechanical properties, low thermal 
conductivity, and light weight. In this study, the place of use is to place it as an 
external layer on the cockpit glass, to provide less damage to the glass. In the 
analysis, natural wood is defined in the same dimensions on the glass structure, 
and bird strike analysis is repeated. The mechanical properties of the wood are taken 
from the study of Wood handbook: wood as an engineering material (Green et al., 
1999). 

According to the analysis results, the deformation of the model with 3-mm wood 
veneer is less than the deformation of the model without wood veneer (Fig. 11). It is 
thought that if linden wood, which is defined as a covering material, is used as 
transparent wood, the deformation that will occur in the glass will be reduced even 
more.
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Fig. 11 Maximum deformation on wood-covered and non-wood-covered windshields 

Fig. 12 A piece of balsa 
wood 50 mm × 50 mm 

5 Experimental Study of Transparent Wood Production 

Transparent wood production basically consists of four processes. Those are 
delignification of wood, chemical bleaching of wood, impregnation of certain 
chemicals into wood, and drying of wood. In these studies, 50 mm × 50 mm balsa 
is used as wood material. The thickness of the wooden plate is 2 mm (Fig. 12).
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5.1 Delignification of Wood 

The process of removing lignin from the wood is called delignification. 
Delignification was performed using NaOH, Na2SO3, and H2O2 in the study by 
Zhu et al. In this process, NaOH and Na2SO3 are used to dissolve most of the lignin. 
Wooden pieces cut in a certain order and thickness are placed in these solutions and 
boiled. The duration of this process varies according to the thickness of the wooden 
plate. As the thickness increases, the duration of this process also increases. 
Delignification takes 12 h. Then, three times rinsing with deionized hot water is 
carried out to purify the wooden plate from the solutions in which it is immersed 
(Fig. 13). 

5.2 Chemical Bleaching of Wood 

The second process is known as chemical bleaching. To remove the remaining lignin 
on the wood plate, the wood plate is soaked in H2O2 solution. In this process, 
without mixing, the wooden plate is kept in a boiling state until it turns milky white. 
As soon as the yellow color of the wood plate appears to have disappeared, the 
samples are removed from the solution and rinsed with cold deionized water. Thus, 
the lignin in the wood is eliminated. 

The delignified wooden plate is kept in ethanol until it is passed to the next 
process. In the experiment of Zhu et al., sodium hydroxide solution (NaOH) was 
prepared as 2.5 molar, sodium sulfide solution (Na2SO3) 0.4 molar, and hydrogen 
peroxide solution (H2O2) 2.5 molar (Figs. 14 and 15). 

Fig. 13 Delignification process



Modelling of Bird Strike for the Pilot Cabin Window in Side-By-Side-Seated. . . 311

Fig. 14 Chemical bleaching process 

Fig. 15 Before after compare between chemical bleaching process 

5.3 Impregnation of Certain Chemicals into Wood 

The milky white wood, which is separated from the lignin in it, passes into the 
impregnation stage. Impregnation is the process of impregnating the wood with 
various chemical substances with different methods. With this process, it is aimed to 
increase the service life of the wood by protecting the wood from pests such as fungi, 
insects, and maggots. The role of impregnation in the production of transparent 
wood is to provide the material with both transparent properties and increase its 
mechanical properties by feeding the cavities of the ligninized wood plate with 
colorless epoxy resin and hardener (Zhu et al., 2016). In the study Zhu et al. used 
#300 epoxy resin and #21 cycloaliphatic hardener of the Aeromarine brand. These 
substances are mixed in a ratio of two to one and poured into the delignified wood. Li 
et al. performed the impregnation process using methyl methacrylate in their study 
(Li et al., 2017). In this study, impregnation will be done by using both materials, 
and the differences between them will be examined. To remove the gaseous ethanol



inside the wood plate and to allow the epoxy hardener mixture to penetrate the wood 
plate better, the wood plate is left in a vacuum environment (Xu et al., 2012). In the 
study of Zhu et al., the vacuum environment was set to 200 Pa. Vacuum is applied to 
the perforated wooden plate on which the epoxy-hardener mixture is poured in the 
petri dish in 5-min periods. After 5 min of vacuum, the valves of the vacuum 
chamber are opened, and the ethanol gases inside the wooden plate are discharged. 
This process is repeated three to four times in a row. 
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5.4 Drying Process 

The purpose of this process is to ensure that the wooden boards whose impregnation 
process is finished dry and become transparent by heat treatment. Zhu et al. applied a 
drying at 30 °C for 12 h. It is known that different temperatures and application times 
are different in different studies. 

6 Conclusion 

In this study, the glass and frame structures of a few aircraft with community aircraft 
status are structurally examined. In line with the developed engineering approach, a 
new design was put forward based on the bird strike test results. Bird geometry is 
modelled using the SPH method. ANSYS-LS DYNA is used for the explicit analysis 
solution. According to the results obtained, it is concluded that flat geometries gave 
better results than sharp geometries. In addition, it was deduced that the deformation 
of the glass is inversely proportional to the number of laths. Since the number, shape, 
and position of the slats can affect the viewing angle negatively, it is beneficial to 
create them according to requirements. Besides, the case of using a different 
structure according to the results obtained with the TRIZ approach is also discussed. 
This structure is thought of as transparent wood. In order to better analyze the optical 
and mechanical properties of the transparent wood material, production experiments 
of the material have been carried out. In line with the studies carried out, a low 
percentage of transparency has been added to a wooden plate of determined dimen-
sions, and studies in this direction continue. 
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1 Introduction 

The aviation industry, which had to struggle with various events, such as economic 
crises, terrorist incidents, and wars throughout its history, has also taken its share 
from epidemics. In addition to being one of the most important factors in the global 
spread of epidemics, it is also known that it is one of the sectors most negatively 
affected by the consequences of these epidemics. With the Covid-19 pandemic, the 
aviation industry has experienced approximately 50% seat supply, 3 million passen-
ger loss, in 2020 compared to the previous year. It has lost $400 billion in potential 
passenger revenue, and the most striking change has been a 60% drop in passenger 
numbers (ICAO, 2021). 

The aviation industry has not been exposed to such a big impact, except for the 
world wars. The effects of Sars, 2003, or September 11 events, which the sector 
struggled with in previous periods, took place in a more limited geography and in a 
more limited period. Due to the Covid-19 pandemic, the industry has been exposed 
to a very long-lasting and devastating effect globally. And it is stated that the
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estimated time for the sector to return to 2019 levels is 2023–2025 (Garrow & 
Lurkin, 2020).
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In the normalization process of aviation, besides health-related measures and 
travel restrictions, regaining passenger confidence is critical. According to the 
research conducted by the International Air Transport Association (IATA) in 
11 countries on passenger confidence in 2020, only about 25% of the passengers 
state that they can return to their flights immediately, while the majority reveals their 
uneasiness (IATA Economics, 2020). Apart from such external factors in the 
aviation sector, there are legal, technical, operational, etc. obstacles to normalization. 
In addition to these obstacles, it should be taken into account that there are some 
hidden psychological and sociological effects. 

A study on passenger behavior in the field of tourism after the H1N1 virus in 2012 
revealed that tourists can continue to travel if they know the mask, distance, and 
hygiene rules and believe that those rules are for their protection. However, it was 
mentioned that both airline companies and airports should take more health and 
hygiene practices/interventions on behalf of passengers rather than personal pre-
cautions (Lee et al., 2012, p. 96). 

In a similar study investigating the effects of epidemic diseases such as swine flu 
and H1N1 on travel in 2013, it was found that the behavior changes of passengers 
and the pandemic affect each other, and it is stated that passengers think that the most 
cost-effective way to protect themselves from the pandemic is to isolate themselves; 
it is also emphasized that the behavioral changes of the passengers are observed 
more intensely in the beginning days of the pandemics (Fenichel et al., 2013, p. 9). 
The study also states that ending/reducing air travel is an initiative that has much 
lower-than-anticipated benefits on pandemics and their spread. 

Brugger (2020) mentioned that there is a need for clear answers about the 
procedures to be applied, as well as the concerns of the passengers about the risk 
of Covid-19 contamination, and the importance of following a correct communica-
tion path with the cooperation of all industry stakeholders by understanding and 
trusting the passenger for the solution. As in the rest of the world, some passengers 
highlight their health concerns, while others highlight the negative aspects of their 
living standards. According to the results of a study shared by IATA, 68% of 
passengers state that travel restrictions negatively affect their quality of life, 84% 
will avoid traveling if there is a possibility of quarantine, and 57% will return to 
travel in less than 2 months (IATA, 2021). 

Although the risk in air transportation is low or similar to an ordinary indoor area. 
It is emphasized in the studies that air transport has an effect on the 2002–2003 
SARS, 2009 influenza A/H1N1, and 2012 MERS outbreaks. In addition, while it is 
stated that it may have an impact on future epidemics, it is emphasized that it is 
possible to prevent this effect with the successful cooperation of all stakeholders, 
from air transport passengers to airlines, from aircraft manufacturers to authorities 
(Kulczyński et al., 2017, p. 133). 

In this symposium paper, as seen in similar examples in the literature, the effect of 
epidemic diseases on passenger behavior constitutes the research question. In the 
period called “normalization” after Covid-19, passengers’ thoughts about their



health and their attitudes to use the airline were investigated in Turkey. For this 
purpose, a field study was conducted, and data were collected using a scale (1–5) to 
evaluate the changing passenger behaviors during and after the Covid-19 period. It is 
thought that this study on the effect of Covid-19 on passenger behavior will be one of 
the pioneering studies as it will reveal the effect of epidemics, which is one of the 
factors affecting consumer behavior in the aviation industry. 
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2 Method 

Field research method was used in the study, and data were collected with a 
questionnaire with the intention of getting the opinions of individuals in Turkey 
about traveling by plane after Covid-19. In this context, the sample of the study is all 
individuals who live in Turkey and have the potential to choose the plane while 
traveling after Covid-19. The draft questionnaire was filled by three faculty members 
with the intention of preliminary evaluation, and the questionnaire was finalized in 
line with their suggestions and criticisms. The questionnaire developed for this 
research was applied online between April and May 2021. Since there was no 
face-to-face answer collection opportunity within the scope of the Covid-19 pan-
demic and measures, the answers were collected through the “Online Form” created 
in MS Office 365 program. Five hundred six of the individuals accessed by 
non-probability sampling methods, “easy sampling” and “snowball sampling,” 
answered the questionnaire. 

The questionnaire used in the research consisted of questions based on a Likert-
type scale, which are frequently used in many fields such as social sciences and 
education (Turan et al., 2015), containing multiple options, and prioritized and 
“ordered” questions, since their coding and measurement are relatively easy. In 
questions based on the Likert scale, “1” represents the negative end, while “5” 
represents the positive end. In the questionnaire, there are questions such as age, 
gender, education level, and monthly household income to collect descriptive data 
for the respondents. Answer 3 was taken as the indifference value. It is assumed that 
any value below 3 in the questionnaire is negative, and scores above 3 are positive. 
The following questions were prepared to evaluate the Covid-19 risk perceptions 
and their intention to travel by plane of the individuals participating in the survey. 
Data were analyzed with the SPSS v25 program, descriptive statistics were obtained, 
and cross tables were created. 

3 Results and Discussion 

Before moving on to the findings of the research, it will be important to convey the 
participant characteristics. To summarize, 55.5% of the participants are between the 
ages of 22 and 41, that is, Y generation members. While an equal distribution is



observed in terms of gender, Bachelor’s level stands out in education level. Again, 
while 43.9% of the participants constitute the majority by having a flight frequency 
at least once a year, it is seen that the household income shows a relatively equal 
distribution among the given options, so it does not make an effective difference in 
the result. 
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Table 1 Transportation options in terms of Covid-19 contamination risk 

If you have to travel under pandemic conditions, can you rank the following transport options “in 
accordance with Covid-19 contamination risk”? (%) 

The most unsafe Unsafe Neutral Safe Safest 

Public transport 75.7 10.5 5.5 3.2 5.1 

Special vehicle 6.5 2.2 1.8 5.5 84.0 

Airline 15.6 17.6 36.0 24.1 6.7 

Railway 26.5 25.7 34.0 9.5 4.3 

Intercity bus 54.0 25.3 10.7 5.9 4.2 

Table 2 Perception of the contamination risk of Covid-19 while traveling by air by age groups 

There is a contamination risk of Covid-19 while traveling by air 

Strongly disagree 
(%) 

Disagree 
(%) 

Undecided 
(%) 

Agree 
(%) 

Strongly agree 
(%) 

18–21 2.9 7.2 33.3 46.4 10.1 

22–41 1.4 5.7 23.1 58.7 11.0 

42–56 2.4 13.7 21.8 49.2 12.9 

57+ – 9.4 21.9 56.3 12.5 

Total 1.8 8.1 24.1 54.5 11.5 

With the question of “If you have to travel under pandemic conditions, can you 
list the following transportation options in terms of Covid-19 Contagion Risk,” the 
survey participants were asked to evaluate the five different transportation options in 
Table 1, from the safest to the most unsafe. 

With the question “I have the risk of contaminating COVID-19 when traveling by 
air,” it was aimed to measure the risk perceptions of the participants of contaminat-
ing Covid-19 while traveling by air. It can be stated that with 70.9% as a sum of 
“agree” and “strongly agree,” women have an anxiety level five points higher than 
the average value of 66%, and men, with 61.4%, have an anxiety level approxi-
mately five points lower than the average value. 

It is evaluated that the lowest risk perception by age groups is in the “18–21 age 
group” with the value of 56.5% as the sum of “agree” and “strongly agree.” The risk 
perception of other age groups is 69.8% for 22–41, 62.1% for 42–56, and 68.8% for 
57+, and all of them have a higher risk perception compared to the 18–21 age group 
(Table 2).
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Table 3 Perception of the contamination risk of Covid-19 while traveling by air by education level 

There is a contamination risk of Covid-19 while traveling by air 

Strongly disagree 
(%) 

Disagree 
(%) 

Undecided 
(%) 

Agree 
(%) 

Strongly agree 
(%) 

High school 2.9 11.8 23.5 50.0 11.8 

Short cycle 1.4 9.6 38.4 39.7 11.0 

Undergraduate 0.7 8.4 24.5 53.8 12.5 

Graduate 4.1 5.7 15.6 65.6 9.0 

Total 1.8 8.1 24.1 54.5 11.5 

Table 4 Perception of the contamination risk of Covid-19 while traveling by air, according to the 
frequency of traveling by air 

There is a contamination risk of Covid-19 while traveling by air 

Strongly 
disagree (%) 

Disagree 
(%) 

Undecided 
(%) 

Agree 
(%) 

Strongly 
agree (%) 

At least once a week – 25.0 12.5 37.5 25.0 

At least once a month 3.3 13.3 30.0 50.0 3.3 

At least one time in 
3 months 

1.6 7.9 19.0 63.5 7.9 

At least one time in 
6 months 

2.6 6.4 23.1 60.3 7.7 

At least once a year 1.4 8.6 24.3 53.2 12.6 

Rarely 3.0 7.6 22.7 53.0 13.6 

Total 1.8 8.1 24.1 54.5 11.5 

It is seen that the lowest risk perception in terms of education level is in associate 
degree graduates with 50.7% as the sum of “agree” and “strongly agree” (Table 3). 
These are followed by high school 61.8%, undergraduate 66.3%, postgraduate 
74.6%, and secondary school graduates 100%. Considering that only four partici-
pants among the respondents are secondary school graduates, the result obtained 
here can be neglected, and therefore it can be considered that the risk perception of 
undergraduate and graduate graduates is high. 

According to the frequency of traveling by air, the lowest risk perception is in the 
group traveling by airline “at least once a month” with 53.3% as the sum of “agree” 
and “strongly agree,” and those who travel “at least once a week” with 62.5% 
(Table 4). From these results it can be stated that as the frequency of travel decreases, 
the rate of risk perception increases. 

Finally, when the total household income (monthly) is taken into account, the 
highest income groups “10,000–14,999 TL” and “15,000+ TL” as the total of 
“agree” and “strongly agree” are 71.9% and 69.3%, respectively. It is seen that 
they have the highest risk perception. Risk perception in other income groups is 
lower by percentage values.
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4 Conclusion 

As of 2021, the normalization process continues after the pandemic, in which the 
aviation industry has come to a standstill and seriously took damage, like in many 
other sectors around the world. Although there are various economic, legal, and 
political efforts and supports in order for the sector to continue from where it left off 
in 2019 or to reach a similar point, the biggest obstacle to normalization is the return 
of demand, namely, consumer behavior. At this point, consumer behavior and 
attitudes and thoughts toward air transport become decisive. In this study, the 
attitudes of passenger behaviors during the Covid-19 process were conveyed by 
considering demographic characteristics. Undoubtedly, although many people 
around the world are aware of the seriousness and threat of this disease and the 
aviation sector also carries out the normalization process with various measures, it is 
very difficult to provide a standard in human behavior, and in parallel, the hetero-
geneous risk perception of passengers in the Covid-19 process in Turkey appears to 
be dispersed. Although there is a difference in age, in other words, generation, 
gender, education level, and household income seem to have different results for 
the participants in the risk of contracting Covid-19. These results reveal the impor-
tance of acting with a thought beyond the standard solution proposals in order to 
convince passengers or increase their confidence in the normalization process of the 
aviation industry. It also highlights the need for different applications that can 
positively change passenger behaviors and even perceptions of airports and other 
service providers, especially airlines. 

There are several limitations in the study. First, due to the pandemic process and 
the bans implemented within the scope of pandemic measures in Turkey, face-to-
face contact could not be achieved with the participants, and the data were obtained 
from online platforms. On the other hand, even if an airline travel restriction is 
applied at least once in the participant profile, it is thought that collecting the data 
before or after any flight at an airport will allow a more effective research. In 
addition, the findings obtained in quantitative research can be supported by qualita-
tive research methods such as interviews, etc. This will enable us to gather much 
more realistic data about the period and provide more important clues to the sector. 
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n Number of electrons 
px Pressure with respect to x, such as H20 
R Universal gas constant (8.314 J.K-1 .mol-1 ) 
r Area specific resistance (Ω.cm-3 ) 
sf Entropy of formation per mole 
T Temperature in kelvin (K) 
V Voltage (V) 

1 Introduction 

From 1880 to 2012, the average global temperature has risen by 0.85 °C (IPCC, 
2013) due to greenhouse emissions, and by 2100, it is predicted to have risen by 1.5 ° 
C (IPCC, 2018). Although these emissions are heavily identified in relation to the 
amount of carbon dioxide (CO2) produced and released into the atmosphere, it is not 
the only contributing factor. Tackling these emissions requires short-term and long-
term solutions, but what if we can just remove emissions completely? 

Recently, the UK government introduced a bill to achieve net-zero carbon 
emissions by 2050 (UNFCCC, 2021). The aerospace sector is a key area for such 
a target. Recent aerospace technologies researched include fully electric and hybrid 
aircraft (Xie et al., 2021), morphing wings (e.g., Kimaru and Bouferrouk (2017), 
Evans et al. (2016), and Loudon et al. (2018)), and green hydrogen either as a 
standalone fuel or when used in fuel cells (Kadyk et al., 2019). The aim of this 
chapter is to provide quantifiable data looking into the feasibility of replacing current 
propulsion techniques with hydrogen fuel cells (HFCs) on current general aviation 
short-range aircraft. The potential and limitations of HFCs will be identified so that a 
clear picture can be presented in the context of general aviation industry in its pursuit 
of zero-emission target. It is crucial to highlight that this study does not include 
design considerations but to gauge a reasonable approximation of HFC functions on 
a general aviation aircraft. 

2 Method 

The full description of the mathematical model has already been explained by many 
researchers and in a greater depth than what can be covered here. Suffice to say, 
Eqs. (1) and (2) sum up these characteristics, voltage losses, effect of pressure, and 
also temperature. A more thorough investigation of this model is presented in the 
textbooks by Larmine and Dicks (2000) and Barbir (2013). 

E= 
Δhf 
nF

-
TΔsf 
nF 

þ RT 
nF 

ln 
pH2 

p 
1=2 
aⅈrO2 

pH20 
ð1Þ
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V =E- iþ inð Þr-A ln 
i þ in 
i0 

þ B ln 1-
iþ in 
ⅈl 

ð2Þ 

The aircraft modelled for the simulation was the Cessna 172—a popular short-
range aircraft, first produced in 1956 and still produced today (Dowling, 2017). It 
was assumed that valid and meaningful data would already be present in terms of 
pilot operating handbooks (POH) and other information to use in the model. 

The simulation itself was developed using Simulink with integrated MATLAB 
functions to allow quick analysis and ease of visualizing the developed model. To 
ensure all tests were comparable to the original Cessna 172, a maximum flight time 
was developed from the Cessna 172 (POH, 1978), allowing the model to compare 
the same journey of the conventional Cessna 172 aircraft under different conditions. 

The Simulink model itself had two major components to model, the PEMFC and 
the mass of the Cessna 172. In addition, three different types of hydrogen were used. 
These were hydrogen gas at 350 bar, hydrogen gas at 700 bar, and liquid hydrogen at 
5 bar. 

2.1 PEMFC Model 

The assumptions made for the PEMFC need to be addressed. Due to COVID-19 
restrictions, lab work for developing a small-scale prototype was not possible. 
Instead, values were assumed from literature including real-case scenarios used in 
practice. The assumptions are summarized in Table 1. 

With these values and Eqs. (1) and (2), the voltage could be obtained for the 
PEMFC for the three types of fuel conditions. The challenging parts of the PEMFC 
model was the fact that the current density, i, is not constant and, in this case, can be

Table 1 Assumptions used for the PEMFC model 

Parameter Assumed value Justification 

Operating 
temperature 

353 kelvin (K) PEMFCs are usually operated between 323 and 393 K 
(Larmine & Dicks, 2000) 

FC individual cell 
mass 

0.102 kg From breaking down the Toyota Mirai HFC stack (Kane, 
2014) 

Limiting current, 
ⅈl 

1000 mA.cm-3 Typical value given (Larmine & Dicks, 2000) 

Internal current 
density, in 

3 mA.cm-3 Typical losses experienced (Larmine & Dicks, 2000) 

Fuel consumption 
rate 

0.8 Nm3 /1 kW 
produced 

Value produced by Air Liquide (Air Liquide, 2021) 

Pressure of the 
reactants 

Pressure is 
constant 

Since no physical model can be produced, it is reason-
able to assume no losses 

Oxygen partial 
pressure 

0.21 Percentage of oxygen in the air



between 0 and 996 mA.cm-3 . A graph showing the trend as i increased was 
produced, and a reasonable value around 60% was taken, giving a value of 
500 mA.cm-3 .
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2.2 Mass of the Cessna 172 

Concerning the mass of the modified Cessna 172 with PEMFC installed, a number of 
considerations were required. The Cessna 172 uses a Lycoming 160-bhp engine 
(POH, 1978), this was swapped out for an electric motor of 120 kW under the 
assumption that one could simply swap the engines and observe the mass change. 
The new mass of the electric motor was 63.5 kg, based on Fehrenbacher et al. (2011). 

It was also assumed that two PEMFCs would be used since normal operating 
power is between 1 and 100 kW. The mass from the storage tanks was the most 
challenging. There has been lots of research done involving storing hydrogen in its 
gaseous state at both 350 and 700 bar. For both pressures, the worst-case scenario 
was assumed to be 6% which was the world-leading percentage in 2014 (Toyota, 
2017, 2021). For the best-case scenario, 13% was chosen as this was the highest 
value found that was achieved (Mitlitsky et al., 2000). For the likely cases, hydrogen 
at 350 bar, 11.3% was chosen (Mitlitsky et al., 2000); then for hydrogen at 700 bar, 
an average between the best and worst cases was used, producing a value of 9%. 
There was a major challenge in trying to find mass percentages for liquid hydrogen 
storage, so only one case was simulated, at approximately 6% (Michel et al., 2006). 

2.3 Finalizing the Model 

With all the assumptions and modifications accounted for, the Simulink model was 
then finalized. The model was validated (not shown) using existing data from other 
HFCs, e.g., using hydrogen at 700 bar. Bosch HFCs produced 120 kW from a stack 
of 400 cells (Bosch, 2021) and the Toyota Mirai produced 113 kW from 370 cells for 
version 1 (Toyota, 2017) and 128 kW from 330 cells for version 2 (Kane, 2014). The 
simulation produced 120 kW from 362 cells which is within the expected range. 

3 Results and Discussion 

The simulation produced two sets of results under two carefully designed scenarios. 
The first scenario compared the original Cessna 172 model with the modified 
PEMFC Cessna 172 and allowed direct comparison to highlight the major



Table 2 Summary of results for first test scenario

differences and benefits. The second scenario involved a singular pilot flying the 
aircraft and removing “dead weight” including unused seats. This gave a different 
perspective from the first scenario and showed the capabilities of HFCs when 
compromise is considered. 
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3.1 Like for Like Cessna Scenario 

The first test scenario involved direct comparison of the original Cessna 172 and the 
modified PEMFC-powered Cessna. Table 2 summarizes these findings. 

The test aircraft only used 25 kg of hydrogen compared to the original, demon-
strating that a reduction by nearly 75% was achievable. However, the overall mass of 
aircraft has increased, ranging from 7% to just over 32% from the best case to the 
worst case, respectively. Since all the scenarios showed an increase in mass, the 
aircraft would not be able to fly since the maximum take-off weight (MTOW) of the 
Cessna 172 is 1043 kg for the 160-bhp/120-kW model (POH, 1978). It goes to show 
that by increasing the weight percentage (wt%), the overall weight of the aircraft 
decreases due to a reduction in the fuel tank mass. 

3.2 One-Pilot Scenario 

This test scenario was run to evaluate the Cessna 172 with the greatest modification 
without changing the amount of fuel. This meant the same distance would still be 
covered. The test involved a singular pilot flying the aircraft with no baggage, and 
any empty seats were removed. Tables 3, 4, and 5 show the results obtained from the 
test runs. 

Reading through Tables 3, 4, and 5, it can be seen that four of the seven test runs 
would allow the Cessna 172 to fly, while the other three exceeded the maximum 
take-off weight (MTOW). Those three were all from Table 3. Additionally, the

Case 

scenario 

Maximum 

weight (kg) 

Percentage difference compared to 

original Cessna 172% 

Cessna 172 Original 1043 N/A 

Hydrogen 700 

bar 

Worst 1379 +32.2 

Likely 1247 +19.6 

Best 1115 +6.9 

Hydrogen 350 

bar 

Worst 1380 +32.3 

Likely 1150 +10.1 

Best 1116 +7.0 

Liquid 

hydrogen 
Only case 1365 +30.9



highest attained energy density was just over 400 Wh/kg. This was surprising as the 
expected amount was to be around 550 Wh/kg (Thomas, 2009). The reason for this 
drastic difference is down to how the energy density is calculated. In this chapter, the 
mass of the fuel, tank, and PEMFC was taken into account and could be the result of 
such a large difference.
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Table 3 Worst-case scenarios for gaseous hydrogen at 350 and 700 bar and the liquid-only case 

Worst case Only case 

Assessed parameters Hydrogen gas Hydrogen gas Liquid hydrogen 

Pressure (bar) 350 700 5 

HFC mass (kg) 72.92 72.52 85.57 

Cell stack no. 362 358 484 

HFC efficiency 66.1% 66.3% 59.3% 

kW produced 120.2 120.2 120.1 

Tank mass (kg) 490.0 490.0 462.8 

Weight percentage (wt%) 6 6 6.3 

Cessna 172 total mass (kg) 1164 1163 1136 

New mass/old mass difference +11.6% +11.5% +8.9% 

Energy density (Wh/kg) 213.5 213.7 219.0 

Flyable? No No No 

Table 4 Likely case scenario for gaseous hydrogen at 350 and 700 bar 

Likely case scenario 

Assessed parameters Hydrogen gas Hydrogen gas 

Pressure (bar) 350 700 

HFC mass (kg) 72.92 72.52 

Cell stack no. 362 358 

HFC efficiency 66.1% 66.3% 

kW produced 120.2 120.2 

Tank mass (kg) 260.2 358.1 

Weight percentage (wt%) 11.3 9 

Cessna 172 total mass (kg) 934 1031 

New mass/old mass difference -10.5% -1.2% 

Energy density (Wh/kg) 360.8 279.1 

Flyable? Yes Yes 

3.3 The Increase of Mass for Fuel Tanks 

The studied cases have highlighted the beneficial areas of using PEMFCs on aircraft 
but also clearly show the limitation this technology brings. Overall, PEMFC reduced 
the amount of fuel required to be carried on the aircraft by 75%. This is because FCs



have a different efficiency than standard combustion engines, so less fuel is needed 
for the same distance and power. 
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Table 5 Best-case scenario for gaseous hydrogen at 350 and 700 bar 

Best-case scenario 

Assessed parameters Hydrogen gas Hydrogen gas 

Pressure (bar) 350 700 

HFC mass (kg) 72.92 72.52 

Cell stack no. 362 358 

HFC efficiency 66.1% 66.3% 

kW produced 120.2 120.2 

Tank mass (kg) 226.2 226.2 

Weight percentage (wt%) 13 13 

Cessna 172 total mass (kg) 900 899 

New mass/old mass difference -13.7% -13.8% 

Energy density (Wh/kg) 401.8 402.4 

Flyable? Yes Yes 

However, there was an added weight penalty to the aircraft overall. In the first 
scenario, all test results showed that no matter the type of hydrogen used, the 
modified Cessna would not be able to take off as the mass exceeded the MTOW. 
Also, only four of the seven tests in the second scenario would allow Cessna to 
successfully take off. 

The reason for this gain in mass is largely due to the mass of the storage tanks. 
The tanks were seen to weigh between 226 kg (including fuel mass) and 490 kg. This 
is the major limiting factor of using HFCs in aircraft, despite the advantage of a large 
mass to ensure that the structural of the tank can withstand both the extreme 
pressures of the gaseous hydrogen and the extreme temperatures. The tank masses 
were the major factor in determining if the aircraft was too heavy to fly. 

4 Conclusion 

The main aim of this chapter was to provide quantifiable evidence of how feasible 
HFCs are when used on a general aviation aircraft. This has been met by showing, 
with compromises and modification, that a Cessna 172 can fly with one pilot, in four 
out of seven test scenarios. In addition, using PEMFCs reduces on-board fuel by 
75% for the same duration of flight on the Cessna 172. 

It is shown that swapping the current combustion propulsion for PEMFC tech-
nology causes a large increase in weight from the fuel tanks, which would prevent 
the aircraft from flying due to exceeding the MTOW. This indicates that one major 
drawback of using HFCs is the added mass of storing the hydrogen on board. 
However, improving the wt% dramatically improves the feasibility of using 
PEMFC on the Cessna 172 model, as seen from the one-pilot scenario.
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1 Introduction 

The decrees in energy consumption of portable electronic devices have attracted the 
concept of harvesting renewable energy from the human surrounding. The energy 
harvesting is a process in which the energy is taken from the environment and 
converted into usable electric power. 

One method of power harvesting is to use piezoelectric materials (PZT), which 
form transducers that can interchange electrical energy and mechanical strain or 
force. Therefore, these materials can be used as mechanisms to transfer ambient 
motion (usually vibration) into electrical energy that may be stored and used to 
power other devices (Fan et al., 2017). 

Additionally, the planes appear clean and efficient from the ground. The planes 
dump a significant number of dangerous pollutants into the atmosphere every day. 
According to American Aviation, pollution contributes to 2% of the greenhouse 
gases which leads to global warming (Ariff et al., 2015). A fully laden A380, 
according to its engine maker Rolls-Royce, uses as much energy as 3500 family 
cars, equivalent to 6 cars for each passenger (The Economist, 2006). This is also 
influenced by the demand for powering up portable electronic devices such as 
laptops, smartphones, tablets, etc. in today’s world. 

A significant amount of research has been devoted to developing and understand-
ing power-harvesting systems. These studies demonstrate the feasibility of using 
piezoelectric devices as power sources (Erfan Salami et al., 2016). 

2 Literature Review 

2.1 Mechanisms of Harvesting Energy 

2.1.1 Electromagnetic Vibration Energy Harvesters 

Generally, there are types of styles of electromagnetic energy harvesters in terms of 
relative displacement. Electromagnetic energy harvesters have high-output current 
level at the expense of low voltage. They need no external voltage supply, and no 
mechanical constraints are required but rely mostly on their size. Moreover, because 
of the use of separate permanent magnets, it is tough to integrate electromagnetic 
energy harvesters with the MEMS fabrication method (Erfan Salami et al., 2019). 

2.1.2 Piezoelectric Vibration Energy Harvesters 

It is the ability of the materials to get an electrical potential in response to applied 
mechanical stress. In piezoelectric energy harvesting, ambient vibration causes 
structures to deform and leads to mechanical stress and strain, which is regenerate



to convert attributable to the piezoelectricity. Piezoelectric energy harvesters are 
either d33 mode or d31 mode. In theory, with constant dimensions, piezoelectric 
energy harvesters’ victimization PZT-5A has the foremost quantity of output power 
(Zhu, 2011). 
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2.1.3 Electrostatic Vibration Energy Harvesters 

Electrostatic energy harvesters are supported variable capacitors. There are two sets 
of electrodes within the variable capacitor (Table 1). One set of electrodes are 
mounted on the housing, whereas the opposite set of electrodes are attached to the 
inertial mass. Mechanical vibration drives the movable electrodes to maneuver with 
relation to the fixed electrode which changes the capacitance (Fig. 1). 

The capacitance varies between most and minimum values. If the charge on the 
capacitor is unnatural, the charge can move from the capacitor to a device or the load 
because the capacitance decreases. Thus, energy is converted to electrical energy. 

Table 1 Comparison of vibration energy-harvesting techniques (Minazara et al., 2008) 

Electrostatic Electromagnetic Piezoelectric 

Complexity of pro-
cess flow 

Low Very high High 

Energy density 4 mJ cm-3 24.8 mJ cm-3 35.4 mJ cm-3 

Current size Integrated Macro Macro 

Problems Very high voltage (needs charg-
ing source) 

Very low output 
voltage 

Low output 
voltage 

Fig. 1 Types of electrostatic energy harvesters. (a) In-plane gap closing. (b) In-plane gap overlap. 
(c) Out plane gap closing. (d) In-plane with the variable surface (Boisseau et al., 2012)
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2.2 Piezoelectric Technology 

2.2.1 What Is Piezoelectricity? 

Piezoelectricity is the ability of certain materials to generate an AC voltage once 
subjected to mechanical stress or vibration or to vibrate once subjected to an AC 
voltage or both (Fig. 2). The foremost common piezoelectric material is quartz. 
Certain ceramics, Rochelle salts, and varied alternative solids additionally exhibit 
this impact (Gibilisco, 2012). The piezoelectric effect was discovered in 1880 by 
French physicists Jacques and Pierre Curie. The word piezoelectric effect suggests 
electricity ensuing from pressure. It is a Greek word that means to squeeze or press. 

The piezoelectric effect exists in two domains, the first is the direct piezoelectric 
effect that describes the material’s ability to transform mechanical strain into elec-
trical charge; the second form is the converse effect, which is the ability to convert an 
applied electrical potential into mechanical strain energy (Minazara et al., 2008; 
Erfan Salami et al., 2020). The direct piezoelectric effect is responsible for the 
material’s ability to function as a sensor, and the converse piezoelectric effect is 
accountable for its ability to function as an actuator. 

2.2.2 What Is Piezoelectricity Effect? 

The piezoelectric effect which is a reversible process is the linear electromechanical 
interaction between the mechanical and the electrical state in crystalline materials. 

The direct piezoelectric effect is the internal generation of electrical charge 
resulting from an applied mechanical force. 

The reverse piezoelectric effect is the internal generation of a mechanical strain 
resulting from an applied electrical field. 

2.2.3 Piezoelectric Generator Principle 

The vibration energy-harvesting principle using piezoelectric materials is illustrated 
in the Fig. 3. The conversion chain starts with a mechanical energy source which is

Shape deformation 

Reverse piezoelectric 
effect 

PP 
Electrical 

input 
+
-

Direct piezoelectric 
effect 
+ + + + +

-----
Charge Apparition 

Mechanical 
effort 

Mechanical 
effort 

Fig. 2 Electromechanical conversion via piezoelectricity phenomenon (Minazara et al., 2008)



the bike. Its vibrations are converted into electricity via piezoelectric elements. The 
electricity produced is thereafter formatted by a static converter before supplying to a 
storage system or the load (Shu & Lien, 2006).
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Storage 

Static 
converter 

Load 
or 

device 

Piezoelectric 
material 

Mechanical 
vibrations 

Fig. 3 General diagram of generator-based vibrations energy harvesting using piezoelectric mate-
rial (Minazara et al., 2008) 

Table 2 PZT, 560 (10-12 

C/N) means that 1 N applied 
strain produces 560 10-12 C 
electrical charge (Thakur & 
Kumar, 2020) 

Material D33 (10-12 C/N) 

Quartz 2.3 

BatiO3 90 

PbTiO3 120 

PZT 560 

PZN-9PT 2500 

3 Methodology 

3.1 Artificial Piezoelectric Material 

The piezoelectric materials such as PZT (lead zirconate titanate) present advanta-
geous characteristics (Table 2). 

3.2 Proposed Location of Piezoelectric 

The piezoelectric is placed in the bottom and back cushions of the airplane seats 
(Fig. 4). There are challenges faced before this design which is safety hazards due to 
electrocution, and the piezoelectric is not operating under constant pressure. 

3.2.1 Concept Generation 

Three concepts are generated after being evaluated by using QFD, morphological 
chart, and Pugh evaluation matrix. According to the Pugh evaluation matrix, Con-
cept 3 is chosen for having the best rating.
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Fig. 4 Proposed location of 
piezoelectric (own 
reference) 

Figure 5, Concept 1, illustrates where the piezoelectric will be placed on its 
designed stand which is placed under the seat cushion. For Concept 2, four layers 
of piezoelectric materials are generating electric voltage; once the passenger sits on 
the seat, more voltage from piezoelectric will be extracted. For Concept 3, the 
piezoelectric materials will be fixed both under the seat cushion in between the 
yellow layer shown in Fig. 5 and the back cushion as illustrated by striped lines. 

3.3 Experimental Evaluation 

A data collection is done during the experiments of the project. The piezoelectric is 
connected as a complete circuit to produce electricity. The complete circuit is 
included when the capacitor is discharged to charge up again. To cover up this 
discharge, the controller is used to switch the piezoelectric as the main electricity in 
aircraft. The data collected are based on the weight that can produce a certain amount 
of power and the duration of time taken for one passenger. 

The procedure of the experiment is the piezoelectric calibrated to identify the 
maximum amplitude. The weights used are from 0.2 to 10 N. Piezoelectric is 
connected to a voltmeter for the display of the voltage. The weights are applied to 
piezoelectric starting from 0.2 N. The stopwatch is used to record the time of 
piezoelectric before it discharges. The voltage is recorded from the maximum 
positive voltage and maximum negative voltage. The experiment is repeated several 
times with an increase of weights until it reaches 10 N. The table tabulated is for 
weight vs. time and weight vs. voltage.
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Fig. 5 Concepts 1, 2 and 3; proposed CAD designs for the energy harvesting seat 

4 Results and Discussion 

The result of piezoelectric shows how much power is produced based on the weight 
of one passenger. The time taken is analyzed to know the duration of piezoelectric 
can produce electricity. The data was analyzed by mathematical model software



which is called Minitab17. By using the software, a more accurate result and 
percentage of error can be seen, the intersection between the data and production 
of persistence data (Fig. 6). The data is analyzed based on how much power can be 
generated using the data obtained from voltage and time. The data of the power is 
preferred for the result because the power can be generated in one cycle before the 
piezoelectric discharge can be determined. Rapid Prototyping (3D printing) which is 
often used to validate a design concept or to test a product’s performance (Salami et 
al., 2020) is the next approach considered by the authors for further validation and 
proposed design optimization. 
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Fig. 6 Experiment data. (a) Normal probability plot. (b) Residual vs. fitted value. (c) 
Residual vs. frequency (analysis of this study) 

From the experiment, the piezoelectric can be charged to 9 V after 20 N of the 
load is applied 1777.8 times. From the capacitor with 10,000 μF, 16 V capability the 
piezoelectric to produce 0.0045 V for each load is 2 N load. The power of piezo-
electric that can be produced for one piezoelectric is 0.081 W. Each 1 N of weight 
will produce 0.001 V. The storage of the piezoelectric is dependent on the capacitor 
used. From the modelling result and validation of results, the histogram for both 
results is almost the same as with a normally distributed graph (Fig. 7). 

The residual for both results showed a large difference in which the modelling 
result shows the highest is 12 Hz. The graph of versus fits for each result shows a



large difference. For the modelling result, the graph shows the random dots. The 
ideal result for this is when the graph shows the random dot, and the color is red. The 
normal probability fits for each result showing a linear line. The modelling result 
shows that the accurate linear line compared to the validation result shows some of 
the dots are out of the linear line. 
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Fig. 7 Validation of results. (a) Residual vs. percent. (b) Residual vs. frequency. (c) 
Residual vs. fitted value (analysis of this study) 

5 Conclusions 

A conceptual design for airplane seats is proposed in this chapter. This concept is 
chosen based on the feedback from the consumers which are the customers and 
manufacturers that want a lightweight, low cost, low maintenance, comfort, and low 
manufacturability. A future recommendation that can be carried on is by using a 
more flexible material and cheaper for piezoelectric. The use of super capacitors in



storing more voltage can also be used to make it more efficient in different applica-
tions. The device can be implemented in cinemas, MPH (multipurpose halls), 
conference halls, and seats and for the flooring of the metro stations. 
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p Primary 
s Secondary 
ps Primary separation 
pr Primary reattachment 
ss Secondary separation 
sr Secondary reattachment 
sep Separation 
inc Increasing 
dec Decreasing 

Ferri in 1939 made the first observations of shock wave/boundary layer interaction 
(SWBLI) during testing of an airfoil in a high-speedwind tunnel (Ferri, 1940). The flow 
field considerably altered when the shock wave interacts with the boundary layer. 
Wagner (2009) has analyzed the unstart process of a scramjet in an isolator. The 
experiment was done to predict the effect of shock wave/boundary layer interaction 
(SWBLI) inside the isolator for unstart process at Mach 5. Koo and Raman (2012) 
revealed that the large eddy simulation (LES) can predict fully started flow. They also 
concluded that LES is able to capture the large-scale features of the unstart process 
remarkably well, exhibiting unstart flow nearly identical to experiment. 

In scramjet engine, the efficiency of compression and the combustion process 
largely depends on the flow condition and separation characteristics inside the inlet 
isolator. Inlet isolators are designed for a fixed Mach number flow entry. During 
taking off or landing, acceleration or deceleration or during changing altitudes or 
during transient atmospheric conditions flights can face fluctuating Mach number in 
inlet isolator rather than facing designed constant Mach number entry. This fluctu-
ating Mach number creates complex off-design conditions which depend on the rate 
of fluctuation. Accordingly, the study of such fluctuating flow field is necessary. In 
our present study, a computation on the effect of pulsating flow on the shock wave 
with turbulent boundary layer interaction in supersonic inlet isolator is performed to 
examine the dependency of shock wave/boundary layer interaction (SWBLI) param-
eters on frequency and hysteresis characteristics using computational fluid
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Fig. 1 Geometry of inlet isolator (all dimensions are in mm) 

Fig. 2 Different sections of inlet isolator with prescribed boundary conditions 

2 Model Description 

Figures 1 and 2 show the dimensions and different sections of the geometry of 
supersonic isolator. There are six boundaries in our geometry. Flow enters at 
pressure far field at 0° angle of attack. Upstream lower wall is 1.8 m long which is 
much longer than our main focused portion of inlet isolator geometry. The upstream 
lower wall is so long in order to develop the desired boundary layer thickness and 
momentum thickness. The wedge angle is 6°. Pressure outlet has a height of 
25.4 mm. All distances and dimensions are normalized with respect to this height. 
The geometry reference is taken from Koo and Raman (2012). 

3 Numerical Method 

Three governing equations, Navier-Stokes equation (continuity and momentum 
equations) in averaged form and Energy equation, are used to solve our 2D com-
pressible flow. The matter of grid generation is a significant consideration in CFD. 
Quadrilateral cells are used for this model. Total number of cells in the mesh is 
244,800. Structured mesh has been used in the geometry. Computational domain is 
shown in Fig. 3. 

Density-based solver is used. As the flow field varies with time, transient com-
putation is conducted. For capturing all of our complicated flow phenomena, Stress-
Omega model of Reynold stress is used for our viscous model. Air is treated as an 
ideal gas in our computation. Specific heat and thermal conductivity of air is kept 
constant, and viscosity of air is varied with variation of temperature as per 
Sutherland’s law.
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Fig. 3 Computational domain with mesh structure 

Fig. 4 Mach number variation with flow time 

3.1 Boundary and Operating Conditions 

In our study, the flow is set to be zero-pressure gradient flow. Wall boundary 
conditions are kept adiabatic. Total pressure is 2517 KPa. Total temperature is 
335 K. At entrance, Mach number is varied sinusoidally with respect to time as 
per the formula, M(t) = 4.9 - 4.9 × 0.1 cos (2πft) as shown in Fig. 4. Static pressure 
and temperature are isentropically related with total pressure and temperature, 
respectively. The walls are stationary, and no slip condition is imposed on wall to 
develop boundary layer. The wall temperature is constant and adiabatic condition is 
maintained at all walls. So, wall temperature is related with freestream static 
temperature and total temperature by recovery factor according to T0 

1þ0:89 × γ- 1 
2 ×M2ð . 

There is no heat transfer. Hence, outlet total temperature is considered the same as 
freestream total temperature. 

In the simulation, the Mach number at inlet varies sinusoidally. The pulsation can 
be divided into two parts: increasing part and decreasing part. The Mach 
number increases from 4.41 to 5.39 and then decreases from 5.39 to 4.41. But the 
time period of the cycle is varied by the changing the frequency. The frequencies are 
kept as 10, 20, 50, and 100 Hz.
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Fig. 5 Wall pressure 
distribution along the 
isolator lower wall obtained 
from present computation 
and experiments and 
different LES calculations 
by Koo and Raman (2012) 

3.2 Validation of Numerical Method 

The performance of the present computational method is verified against available 
results obtained from Koo and Raman (2012). The flow configuration is based on the 
scramjet inlet experiment performed at the University of Texas (Wagner et al., 
2010). The experiment is performed for Mach number 4.9. From Fig. 5, it i  
observed that our present computation has aligned well with experimental and 
LES data. 

4 Results and Discussion 

The separation characteristic is observed for the same frequency and the same Mach 
number in increasing and decreasing states to study hysteresis phenomenon. Then 
the obtained separation location, reattachment location, and separation length are 
compared for different frequencies to identify frequency dependency (Fig. 6). 

In Fig. 7a–c, we can see the primary separation location and reattachment location 
and primary separation length vary very significantly with the frequencies. Figure 7d 
represents hysteresis behavior for primary separation length. So, hysteresis behavior 
and frequency dependency is found in all primary separation characteristics. 

The secondary separation location and reattachment location shows similar 
changes as primary separation and reattachment location in Fig. 8a, b. But in the 
case of secondary separation length in Fig. 8c, the length can be seen to change in 
different pattern compared to primary separation length. The percentage relative 
separation length in increasing and decreasing state of cycle represents the hysteresis 
effect. The changes don’t follow any pattern. But it can be seen that the hysteresis 
effect is higher for the primary separation length than the secondary separation 
length.
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Fig. 6 Identification of different Shock boundary interaction phenomenon of our computational 
result (for M = 4.9) 

5 Conclusion 

In this study, flow field and the separation characteristics in the supersonic isolator 
are observed under the pulsation of Mach number At first, the flow field properties 
and separation characteristics are observed for same frequency but for different 
Mach number The inlet flow is increased from 4.41 to 5.39 and then decreased to 
4.41. The flow field properties varied with the increasing and decreasing state of the 
cycle. Thus, hysteresis phenomenon is observed. The hysteresis phenomena is 
similar in behavior for all the frequency. But the value is different in different 
cases. The properties are then compared with the different frequencies but with the 
same Mach number The properties show frequency dependencies. The range and 
value of the properties change in gradual manner with the frequency changes.
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Fig. 7 Normalized (a) primary separation location, (b) primary reattachment location, (c) primary 
separation length, and (d) percentage relative primary separation length for different frequencies
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Fig. 8 Normalized (a) secondary separation location, (b) secondary reattachment location, (c) 
secondary separation length, and (d) percentage relative secondary separation length for different 
frequencies 
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1 Introduction 

Thrust-vectoring nozzle (TVN) technologies are designed to influence the spacecraft 
dynamics by generating lateral components of thrust in the nozzle flow where the 
conventional aerodynamic control surfaces lose their effectiveness. The concept of 
redirecting the thrust by actively manipulating the nozzle flow field is known as 
fluidic thrust vectoring (FTV). This can be achieved in two ways, (a) gas injection 
from a secondary source and (b) bypass mass injection. Between these two methods, 
bypass mass injection technique involves relatively inexpensive lightweight systems 
with the minimum penalty of the design parameters as it does not require additional 
flow control devices for secondary mass injection. Waithe and Deere (2003), 
considered a single- and multiple-port bypass mass injection 2D thrust-vectoring 
nozzle for both numerical and experimental investigations and compared the 
effectiveness for different nozzle pressure ratio (NPR). Similar methodology was 
considered by Wang et al. (2019), where a dual throat bypass mass injection thrust-
vectoring phenomenon was studied for investigating a better flow adaptive capabil-
ity, and an increase of vectoring angle with NPR was observed. 

These studies are for continuum-scale analysis. However, such effort is rarely 
found in the open literature to characterize the flow structure and examine the thrust-
vectoring effect in the case of supersonic micro-nozzles, although some studies had 
addressed the flow in micro -nozzles in the rarefied regime. Hao et al. (2005), 
performed an experimental study for micro propulsion in a rectangular 
converging-diverging nozzle. Their study suggests that the molecular-scale behav-
iour prevents the occurrence of the shock wave due to higher viscous effect. This 
study was extended by Saadati and Roohi (2015), for different working fluids and 
reported the similar generic behaviour. Sebastião and Santos (2014), considered an 
array of micro-nozzles and analysed the effect of surface curvature. Furthermore, 
Darbandi and Roohi (2011), carried out an unstructured grid-based micro-nozzle 
investigation and analysed the effect of particle surface collision scheme variation. 

In the field of space craft miniaturization, thrust vectoring with bypass mass 
injection can play a leading role. Present study addresses this application by con-
sidering a thrust-vectoring nozzle with bypass mass injection for five different 
bypass widths (2–12 μm) and two different outlet pressures (Pout = 10 and 
40 kPa). To the best of authors’ knowledge, this is the first time thrust-vectoring 
effect for supersonic micro-nozzle in rarefied regime is being acknowledged. Para-
metric investigations were carried out to investigate different performance parame-
ters, i.e. total mass flow rate, secondary flow percentage, thrust force, thrust 
vectoring angle, specific impulse and the thrust coefficient. Present study suggests 
the highest vectoring angle occurs for Pout = 40 kPa at 6-μm bypass width.
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2 Methodology 

2.1 Problem Statement 

Two different computational domains are considered for the present numerical study 
considering nitrogen as the working fluid. The baseline nozzle is a planar 
convergent-divergent (CD) micro-nozzle that is shown in Fig. 1a with no bypass 
section. For thrust-vectoring purpose, a rectangular bypass channel of variable 
height is added to the baseline nozzle for inducing the secondary flow that opens 
into the diverging section at right angle as shown in Fig. 1b. The mid-plane of the 
bypass channel starts and ends at a distance of 10 and 120 μm from the inlet. The 
dimensions of the geometry are given in Table 1. All the dimensions are in μm. A 
specified pressure (Pin = 101.325 kPa) and temperature (Tin = 300 K) are 
maintained at the inlet, while two different outlet pressures (Pout = 10 and 40 kPa) 
are applied at nozzle outlet. For each of the outlet pressures, five different bypass 
channel dimensions (2, 6, 8, 10, and 12 μm) are considered. The nozzle and the 
bypass channel walls are completely diffusive with a fixed wall temperature (Tw) of  
300 K. 

Fig. 1 Converging-
diverging (a) baseline 
micro-nozzle and (b) thrust-
vectoring micro-nozzle with 
imposed boundary 
conditions 

(a) 

(b) 

Hin Hout 

Lconv Ldiv Lout 

Ht 
Hexit 

Pin 

Tin 

Pout 

Hin H' 
out 

Lconv Ldiv L' 
out 

Ht
Hexit 

Pin 

Tin 

Pout 

h 

Table 1 Dimensions of the geometry 

Hin Ht Hexit Hout H0 
out cov Ldiv Lout L0 out 

68 20 34 50 100 0–12 50 95 55 110
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2.2 Numerical Method 

Present study is carried out for the rarefied condition due to higher mean free path (λ) 
to characteristic length ratio alternately known as Knudsen number (Kn). In the 
rarefied condition, Navier-Stokes equation-based continuum approach analysis is 
invalid due to the violation of local flow equilibrium assumption. This 
non-equilibrium flow is captured through the Boltzmann equation-based direct 
simulation Monte Carlo (DSMC) method. No time counter (NTC) collision partner 
selection model is used along with the variable hard sphere (VHS) binary collision 
model corresponding to the nitrogen (N2) gas. In this study, mathematical modelling 
was executed in the open-source CFD software openFoam in the dsmcFoam+ solver. 
To meet the necessary requirements for time step, mesh cell size and the number of 
DSMC particle per cell (PPC), guidelines specified by Saadati and Roohi (2015), are 
strictly adhered to. For the present work, the domain was subdivided into 150 × 150 
mesh size in the main nozzle body with ten times refined mesh in the bypass section 
and its projection on the main nozzle. A time step of 4 × 10-11 s with greater or equal 
to 12 PPC is considered to reduce the statistical error. The simulation was first 
allowed to reach the steady state, and then the time averaging scheme was employed 
to the latest step for a sample size of 36 × 106 . 

2.3 Validation 

For validating the present numerical modelling in dsmcFoam+ solver, a convergent-
divergent micro-nozzle with a rectangular cross section and a throat size of 20 μm 
was considered and validated against the study of Hao et al. (2005). The variation of 
the nozzle mass flow rate for different outlet pressures, obtained from the present 
computational model and that of Hao et al. (2005), is shown in Fig. 2. Such 
comparison reveals a suitable agreement between these two models. To ensure 
further accuracy, the present model was also validated against the numerical study 
of Saadati and Roohi (2015). Table 2 shows the comparison of the thrust force, 
obtained from the present model and that of the Saadati and Roohi (2015), that 
ensures sufficient accuracy for subsequent studies. 

3 Results and Discussion 

The centreline pressure variation is described in Fig. 3a and b. For both outlet 
pressures, the baseline nozzle and the vectored nozzle with h/Ht = 0.1 have 
ixdentical pressure profiles. This can be attributed to the lower secondary momen-
tum flux inclusion for h/Ht = 0.1 bypass channel nozzle that gets dissipated in the 
boundary layer and doesn’t affect the main nozzle flow. For Pout = 10 kPa, the
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Fig. 2 Comparison of mass 
flow rate between the 
present model and Hao et al. 
(2005) 
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Table 2 Comparison of thrust force (N ) between the present model and Saadati and Roohi (2015) 

Thrust force (N ) 

Present model Saadati and Roohi (2015) 

5 1.71 1.70 0.59 

10 1.72 1.73 0.58 

20 1.57 1.59 1.26 

30 1.25 1.27 1.57 

70 0.54 0.55 1.81 
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Fig. 3 Variation of pressure distribution for (a) Pout = 10 kPa and (b) Pout = 40 kPa along the 
centreline for different bypass dimensions



pressure continues to decline up to the nozzle exit for these two cases, whereas for 
Pout = 40 kPa, fluid pressure reaches to its lowest extremity at x/Ht = 4.85 and then 
increases. For the other bypass widths, increasing pressure bumps are observed. The 
pressure has a slight rising tendency in this region followed by further declination. 
Now in the case of Pout = 40 kPa, the pressure declination following the bump 
region first hits its lowest extremity and again rises unlike the pressure distribution 
for Pout = 10 kPa where it continues to go down beyond the bump region.
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Fig. 4 Variation of the (a) total mass flow rate and the secondary flow percentage and (b) thrust 
force and the thrust coefficient with different bypass dimensions for Pout = 10 and 40 kPa 

The variation of the total mass flow rate and secondary flow percentage with the 
bypass channel width is shown in Fig. 4a. The total mass flow rate increases with the 
bypass width as higher bypass width provides larger flow area to the secondary flow. 
Similar reasoning causes a gradual increase of flow percentage. Both of the plots 
signify that the total mass flow rate and the flow percentage have weak dependency 
on the outlet pressure except at h/Ht > 0.5 where the total mass flow rate for 
Pout = 10 kPa is higher than that of Pout = 40 kPa. Variation of the thrust force 
and the thrust coefficient are shown in Fig. 4b for different bypass widths. Total 
thrust force is continuously increasing as the bypass channel widens due to higher 
total mass flow rate. For all the cases, Pout = 10 kPa reports higher thrust force. This 
is caused by an earlier supersonic zone development for Pout = 10 kPa that induces a 
higher momentum development and leads to greater thrust force. Similar reasoning 
elevates the thrust coefficient for Pout = 10 kPa that that of Pout = 40 kPa. 

Variation of the thrust-vectoring angle is presented in Fig. 5a. Two alternate 
behaviours are noticed in the figure. Thrust-vectoring angle for Pout = 10 kPa is 
continuously increasing. This is due to higher mass flow percentage with the 
increase of bypass width. Vectoring angle for Pout = 40 kPa has two distinctive 
features. Firstly, it shows greater vectoring angle than that of Pout = 10 kPa up to h/ 
Ht = 0.4. Secondly, the thrust vectoring angle for Pout = 40 kPa peaks at h/Ht = 0.3 
beyond which the vectoring angle decreases. Figure 5b shows the variation of 
specific impulse. Specific impulse is increasing with bypass dimension for both of



the outlet pressures. This implies higher thrust-to-weight ratio of the vectored nozzle. 
Vectored nozzle substantiates higher increment rate of the thrust force than the mass 
flow rate that increases the specific impulse. Between the two outlet pressures, 
Pout = 10 kPa reports higher specific impulse as it has higher thrust force. 
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Fig. 5 Variation of the (a) thrust-vectoring angle and (b) specific impulse with different bypass 
dimensions for Pout = 10 and 40 kPa 

4 Conclusion 

The findings of the present computational study can be summarized as follows:

• Secondary injection introduces pressure bump in the diverging section.
• Total mass flow rate and the secondary flow percentage increase with the bypass 

channel width with a weak dependency on outlet pressure.
• For all the bypass dimensions, thrust force corresponding to Pout = 10 kPa is 

greater than that of Pout = 40 kPa and increases continuously with the bypass 
channel width.

• Higher thrust force for Pout = 10 kPa results in higher thrust coefficient.
• For Pout = 10 kPa, thrust-vectoring angle increases continuously, whereas for 

Pout = 40 kPa, the thrust-vectoring angle peaks ath/Ht = 0.3.
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1 Introduction 

All electric aircraft (AEA) using power by wire technology was proposed in the 
aviation field to improve aircraft performance and reduce fuel consumption and 
harmful gas emissions (Rosero et al., 2007). All electric aircraft are aircraft whose 
hydraulic, pneumatic, and mechanical systems are entirely replaced by electrical 
systems (Jones, 2002; Feiner, 1993; Weale & Whitely, 2004). Because it is a 
systematic project to transform the traditional aircraft into an AEA, rather than 
simply replace the hydraulic, pneumatic, and mechanical systems with the electric 
system, the concept of more electric aircraft (MEA) is proposed (Verschoor, 2005). 

It is necessary to provide enough electric power for the AEA/MEA. However, the 
energy density of the most advanced battery is only 1/18 of aviation fuel (Hepperle, 
2012). Therefore, the more feasible scheme is to use high-power density SG to 
generate electric energy for MEA/AEA. The B787 of Boeing company adopts the 
more electric technology with a 250 kVA variable frequency AC SG on each engine. 
In order to meet the electricity demand of the aircraft, the APU on B787 uses two 
225 kVA SGs (Qin & Yan, 2015). 

In many researches, the traditional aero-engine model is adopted instead of 
establish a model of more electric engine, and the output power of the traditional 
aero-engine is assumed to be equal to the electric power in numerical value (Cheng 
et al., 2012). Most of them use TURBOMATH program of the Cranfield University 
for modeling and performance calculation (Felder et al., 2011). Their research 
mainly focuses on the AEA/MEA and lacks the research on modeling and control 
of more electric engine (Cheng et al., 2013). Some researches analyze the more 
electric engine, but there is no detailed modeling and control analysis (Morioka 
et al., 2011). 

Compared with the traditional APU, the SG in the starting process of MEAPU is 
controllable. Therefore, the starting process can be optimized by controlling the SG 
and the fuel flow of MEAPU. 

The primary function of MEAPU is to provide electric power for the AEA/MEA. 
In order to ensure the stability of electric generation, MEAPU should stay at 100%. 
So, it is necessary to suppress the speed fluctuation of MEAPU when load is 
fluctuation. 

Therefore, this chapter establishes the MEAPU model, including the SG and 
APU. On this basis, the variable substitution optimal control method is proposed to 
realize the optimization control of the starting process. In the power-generation 
process, the active load fluctuation suppression control is proposed for the load 
fluctuation.
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2 Structure of MEAPU 

The traditional APU is a micro-gas turbine engine, in which the compressor, burner, 
and turbine constitute the core engine. Some APUs have load compressor and 
gearbox. The high-pressure gas produced by the load compressor is supplied to 
the main engine of the aircraft for auxiliary starting or the aircraft as the air source of 
the environmental control system. The gearbox is connected with generators to 
generate electricity as the auxiliary power for the aircraft. For APU without a load 
compressor, the high-pressure gas is usually generated directly from the core 
compressor for the main engine or aircraft to use (Huang et al., 2008). The anti-
surge and cooling of APU are realized by bleeding and air injection. The structure 
diagram of traditional APU is shown in Fig. 1. 

In order to provide electric power for MEA/AEA, it is necessary to reform 
traditional APU. Compared with the traditional APU, the load compressor is 
removed, and the starter generator is directly connected with the shaft without a 
gearbox in the MEAPU. The performance of the starter generator is controllable, so 
it can adjust the speed and shaft power of the APU to a certain extent, so there is no 
need for anti-surge bleeding. At the same time, because MEAPU adopts a lubricating 
oil system using electric power and an electric cooling system, there is no need for 
lubricating oil cooling and compartment cooling. The structure of the MEAPU is 
shown in Fig. 2.
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Fig. 1 The structure diagram of traditional APU. (Own drawing)
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Fig. 2 The structure diagram of MEAPU. (Own drawing) 

3 Modelling of MEAPU 

In order to establish the model of MEAPU, the following assumptions are first made: 

1. MEAPU model is a one-dimensional model, regardless of the different parame-
ters of the same cross-section. 

2. MEAPU calculation does not consider the viscous and inertial forces of the gas, 
nor the thermal inertia and volume effects. 

3. The total pressure loss of each pneumatic part of MEAPU is the fixed value. 
4. The degradation of MEPAU performance over time is not considered. 

Because it is a well-known method to establish an aero-engine component level 
model, the component characteristics, working equations, and iterative solutions are 
no longer introduced in this chapter. 

However, the usual compressor and turbine characteristics only include the 
characteristics above idle. In order to study the starting process, it is necessary to 
extrapolate the characteristics. Based on the low-speed region similarity principle of 
turbomachinery, the low-speed characteristics of compressor and turbine are extrap-
olated by using the following equations (Munson et al., 2013): 

Wcornew =KwWcorref ncornew=ncorrefð Þq ð1Þ 

πcornew = Kπ 
ncornew 
ncorref 

m 

π 
k- 1 
k 

corref - 1 þ 1 
k 

k- 1 

ð2Þ 

ηcornew =Kηηcorref ncornew=ncorref 
n 3 

where ncorref is the corrected speed corresponding to the lowest speed line of the 
original characteristic and Wcorref, πcorref, and ηcorref is the corrected flow rate, 
pressure ratio, and efficiency corresponding to ncorref. Kw, Kπ, and Kη are correction 
factors which should be determined manually. ncornew is the corrected speed to be 
extended, and Wcornew, πcornew,  and  ηcornew are the corrected flow rate, pressure ratio, 
and efficiency corresponding to ncornew. k is the adiabatic index, compressor is 1.4 
and in turbine is 1.33. According to this equation, by selecting the appropriate power 
exponent q, m, and n, the characteristic of compressor and turbine at low speed can 
be extended.
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Fig. 3 Model of starter generator 

SG is another important component of MEAPU, which is the primary embodi-
ment of the concept of “more electricity.” Compared with the load compressor, the 
power of the SG can change abruptly according to the load demand. The power of 
the traditional APU is mainly extracted from the load compressor in the form of air 
extraction through the bleed valve, while a part of the energy is used for generating 
power after deceleration by the gearbox. The typical power-generation power in 
traditional APU is about 40 kW (Wang et al., 2020). The difference is that MEAPU 
adopts SG to generate electricity and extract electric power, and all power is supplied 
to SG to generate electricity. The SG modeled in this chapter is 240 kVA double-
winding asynchronous AC SG (Pu et al., 2019). For the SG, the voltage, torque, and 
speed have the following relations: 

Tω= 
1 
2 
C 
du2 dc 
dt 

þ u
2 
dc 

RL 
ð4Þ 

The model of SG in SIMULINK TOOLKIT is shown in Fig. 3. 
In the starting process, the power supply of the SG comes from the battery 

system. Assuming that the electric energy provided by the battery system does not 
change with the energy consumption of the battery during the starting process, which 
means it can provide enough electric energy for the MEAPU to start, then the SG can 
output constant torque to accelerate the rotor. In power generation, closed-loop 
control is used to keep the voltage stable. When the power load changes, the 
power-generation voltage is stable at 270 V, and the output torque (negative 
value) of SG changes.
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4 Variable Substitution Optimal Control Method 

In the starting process, the bleed valve of the load compressor of the traditional APU 
is closed, and the starter drives the APU. The starter usually runs in an open-loop 
mode, which cannot be controlled during the starting process. There is no loaded 
compressor in MEAPU, and the SG is completely controllable in the starting 
process. Therefore, the optimal control can be achieved by torque control of the 
SG and fuel flow control of the MEAPU. 

The optimization objective is to shorten the starting time. After ignition, the 
torque is provided by the SG and the turbine, so the acceleration time is affected 
by the fuel flow Wf and the torque of SG MST. Therefore, the acceleration time t can 
be expressed as an equation of fuel flow and starting generator torque as follows: 

t= f W f ,MSTð Þ 5Þ 

To shortening starting time and ensure no surge and over-temperature, the 
constraint conditions are as follows: 

I = 
SM> SMmin 

T41 < T41,max 
ð6Þ 

where SM is the surge margin of the compressor and T41 is the temperature before 
the turbine. 

During the starting process, the fuel flow Wf and the torque of the SG MST jointly 
affect the rotational acceleration, thus affecting the surge margin. At the same time, 
the fuel flow Wf and the inlet flow rate Win affect the T41. Therefore, the fuel flow Wf 

and the torque of the SG MST are taken as the iteration variable of Newton iteration, 
and a new balance equation is set as follows: 

SM- SMmin 

SMmin 
= ε4 ð7Þ 

T41 - T41, max 

T41, max 
= ε5 ð8Þ 

There are three balance equations and iterative variables in the MEAPU model. 
The variable substitution optimal control model is formed with the above two 
balance equations and iterative variables.
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5 Active Load Fluctuation Suppression Control Method 

More than 60% of the power output of the traditional APU is through the bleed air 
from the load compressor. Because the rate of bleed airflow cannot change suddenly, 
the power provided by the core engine will not change suddenly too. However, in 
MEAPU all power output is generated by the SG, and the power demand of the SG 
can change suddenly due to the sudden change of electric load. The power that it 
needs to provide to the SG will also change suddenly, which leads to speed 
fluctuation. 

In general, speed closed-loop control is used to realize speed control for MEAPU. 
However, because APU is an inertial load, the speed change has a large lag 
compared with the torque change caused by the SG. Using speed feedback to adjust 
the fuel rate will inevitably lead to a large deviation of speed, which is also a 
disadvantage for the power-generation regulation of SG. 

In SG, the frequency converter of SG can monitor the generation voltage and load 
current. Once the load changes, the voltage and current change immediately. Using 
the voltage and current, its output power can be calculated. Therefore, the power of 
SG can be introduced as a reference, combined with the speed closed-loop control to 
realize the active load fluctuation suppression control. 

Using the MEAPU model, the fuel flow open-loop test method was adopted to 
obtain the fuel flow rate under different speeds and loads; the results is shown in 
Table 1. 

Taking Table 1 as the interpolation table, the active load fluctuation suppression 
controller is established as shown in Fig. 4. 

6 Results and Discussion 

The torque of SG and fuel flow during the starting process of the starter generator are 
taken as the control variables to minimize the starting time meanwhile avoiding 
surge and over-temperature. The VSOC method is used to optimize the starting 
process and its results are shown in Fig. 5. 

In Fig. 5, the SG stops working after the MEAPU reaches 60% of the designed 
speed. When the MEAPU accelerates to 90% of the designed speed, the SG starts to

Table 1 Fuel flow at differ-
ent speed and load (g/s) 

Speed 

Load 90% 95% 100% 105% 110% 

0 kVA 20.50 24.9 29.44 31.34 33.52 

60 kVA 28.53 34.16 39.46 14.14 42.82 

120 kVA 36.74 42.91 48.72 51.39 52.98 

180 kVA 44.90 52.03 58.01 60.64 63.37 

240 kVA 53.21 61.37 67.68 70.22 72.76



364 J. Zhang et al.

model 

CHANGE 

POWER 

WFB 
WFBWFBerr 

WFB0 

Switch 

> 0 

+ 
++

-

2-D Lookup 
Table 

u1 

u2 

PID(s) 

PID Controller 

N_ERR 

2-D T(u) 

n 

nreal 

nreal 

n 

Fig. 4 Active load fluctuation suppression controller 

Fig. 5 The results of starting process



generate electricity. After optimization, the starting time is shortened by 10 s without 
surge and over-temperature.
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Fig. 6 The results of ALFSC 

The results of active load fluctuation suppression control are shown in Fig. 6. The 
load fluctuations of 240 kVA, -240 kVA, 120 kVA, -120 kVA, and 150 kVA are 
given at 20 s, 40 s, 60 s, 80 s, and 100 s, respectively. Compared with no 
optimization, the use of ALFSC can reduce speed fluctuations by up to 80%. 

7 Conclusions 

In order to study the control of the MEAPU, the structure of the MEAPU is studied 
firstly. Based on this structure, a MEAPU model consists of an auxiliary power unit 
and a starter generators is established. 

Based on the model, in the starting process, a variable substitution optimal control 
(VSOC) method is proposed, and the starting time is shortened by 10 s without over-
temperature and surge. 

An active load fluctuation suppression control method is used in the generation 
progress, which suppresses the speed fluctuation caused by the sudden load of more 
than 80%. 

Acknowledgments The author thanks Professor Tianhong Zhang for the research support and 
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1 Introduction 

Re-entry capsule are used for space application with high withstand capacity of 
heating during re-entry phase. A re-entry capsule consists of a blunt for body, and aft 
body is straight or rounded base, for example, Dragon capsule and Apollo capsule. A 
bow shock forms ahead of the vehicle. Apart from the blunt-shaped nose, the most 
recent re-entry vehicles are equipped with heat shield to avoid damage of the capsule 
and get safe landing without injury. This space vehicle concept came from the 
obstacles, meteors and asteroids re-entry in atmosphere (Fig. 1) (Mehta, 2008). 

For re-entry types based on the re-entry strategy, there are three categories of 
re-entry: (1) ballistic re-entry, (2) skip re-entry, and (3) glide re-entry, and out of 
these, glide re-entry is more preferable than other types. Because in glide re-entry, 
vehicles with lifting surfaces capable of producing high-lift one can have controlled 
deceleration as the vehicle descends. Here the re-entry begins with very shallow 
flight path angle and high angle of attack, and also drag is less compared to other 
re-entry types. Atmospheric entry or re-entry denotes that it is going to be reused or 
remodelling of the material equipment. It is a very crucial part of system to work on 
re-entry. As it produces high amount of friction and heat due to aerodynamic forces, 
the material tends to lose its stability or factor of safety in sustaining heat (Mehta, 
2006). The heat shield design and its material shape and properties are helping 
capsule to safely re-enter into the atmosphere for further operations. 

In re-entry vehicles, during re-entry phase, the thermal loads play a major role. 
Re-entry capsule runs into high drag, high temperature and chemically reacting flow. 
Computational fluid dynamics (CFD) is mostly used to simulate these flows, as high 
enthalpy and low density associated with the flight conditions are difficult to 
reproduce in wind tunnels or shock tunnels at each re-entry trajectory point. Wind 
and shock tunnel tests are difficult and not economical to use. CFD is more 
economical approach for studying such flows. Therefore, CFD is mostly used as 
an analysis tool in the design of hypersonic vehicles. CFD is also used as a research 
tool to understand the complicated hypersonic effects. The two main factors affect-
ing the re-entry vehicle during the atmospheric re-entry are aerodynamic heating and 
atmospheric drag. 

Fig. 1 Glide re-entry 
(Mehta, 2008)
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1.1 Aerodynamic Heating 

During atmospheric re-entry, the vehicle is moving through air at high speeds; shock 
wave is generated. While moving through the shock, the flow particles lose their 
kinetic energy which is converted to internal energy. Internal energy is only function 
of temperature; this rise in internal energy causes the temperature to increase. This 
temperature is directly affecting the body by convection process. Due to this process, 
the heat generated is transferred to the external surfaces of the vehicle. To protect the 
internal structure of the vehicle from the elevated heat on the external surfaces, 
thermal protection system is required. The purpose of the thermal protection system 
is to absorb or reject the energy released due to aerodynamic heating (Vinu et al., 
2017). 

1.2 Drag 

It is the resistive force acting on the body in the direction of the flow when the body 
is moving through the fluid. This drag force is mainly responsible for decelerating 
the re-entry vehicle (Vinu et al., 2017). 

2 Methodology 

CFD analysis can be divided into few parts: (1) create a required model of re-entry 
vehicle in particular software, (2) import the geometry into a meshing program, 
(3) analyse the meshed geometry in a CFD program by setting the methods, 
environmental condition and design parameters, and (4) calculate the results. 

2.1 Design Selection 

During re-entry strong shock wave is generated. Shock wave is a type of propagating 
disturbance that moves faster than the local speed of sound in the medium depending 
on the vehicle’s shape; the shock wave can either be attached or detached. If the 
vehicle is sharp, the shock wave may attach to the tip and transfer a lot of heat, 
causing localized heating at the attachment point. If the vehicle is blunt, curved 
shock is formed in front of the body, and curved shock is strong shock because it 
consists of both normal and oblique shocks, but the shock is not directly attached to 
the body, and it cannot directly affect the body (Fig. 2) (Harshavardhana et al., 
2014). So, the blunt body is more preferable than sharp body in space vehicle. The



flow behaviour over three-dimensional body such as the Dragon and Apollo capsules 
at supersonic and hypersonic speed is analysed. 
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Fig. 2 Comparison of the 
flow behaviour over 
two-dimensional. (a) Sharp 
body and (b) blunt body at 
high speeds 
(Harshavardhana et al., 
2014) 

2.2 Apollo AS-202 

The Apollo-Saturn 202 (AS-202) mission was an unmanned suborbital flight to test 
the Saturn 1B launch vehicle and the Apollo Command and Service Modules. The 
AS-202 flight test was performed as part of the Apollo program (Rathnavel et al., 
2020). The objectives of the flight were to verify the structural integrity, launch 
loads, stage separation and heat-shield at high-re-entry velocity. 

2.3 SpaceX Dragon Capsule 

Dragon is a class of reusable spacecraft developed and manufactured by American 
aerospace manufacturer SpaceX, a reusable cargo spacecraft. These are one of the 
best examples of the very efficient aerodynamic design used in re-entry vehicle 
(Figs. 3 and 4) (Harshavardhana et al., 2014). 

Three-dimensional modelling is done in CATIA v5 software using given dimen-
sions, and a detailed component design is neglected to reduce complexity and easy



simulation. Geometry must be solid and defect less when it is imported in ANSYS 
design Modeller from the CATIA v5 software. Three-dimensional geometry is 
prepared by using drawing or drafting, and shaft tool is used in CATIA part design. 
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Fig. 3 The design of Apollo AS-202 capsule (Mehta, 2008) 

Fig. 4 The design of SpaceX Dragon capsule (Mehta, 2006) 

3 Analysis of Three-Dimensional Bodies 

3.1 Geometry 

Here, ANSYS Fluent is used to simulate the flow behaviour. The geometry is 
designed in CATIA v5 and it is imported in ANSYS (Fig. 5). The geometry is 
enclosed by the cylindrical domain. Then, the geometry is subtracted from the 
domain.
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Fig. 5 (a) Apollo AS-202 and (b) SpaceX Dragon (Terry & Barber, 2007) 

Fig. 6 Apollo AS-202 capsule (Terry & Barber, 2007) 

3.2 Meshing 

After importing the geometry, mesh is generated. Mesh generation is the process of 
dividing continuous geometric space into discrete geometry and topological cells. 
The domain is discredited in small elements. Here, the Tetrahedron patch confirming 
method and body sizing was also done for the mesh. Face sizing is done by using 
different element size to get a reliable result at the surface of the capsule. Mesh data 
for Apollo AS-202 and SpaceX capsule – 253,050 nodes, 1,445,811 elements, and 
116,240 nodes, 637,345 elements – are generated, respectively (Figs. 6 and 7). 

The quality is identified by minimum orthogonal quality and maximum aspect 
ratio. For Apollo AS-202 capsule meshing size is very fine, i.e. 1.01516e-01 and 
3.73909e+01, respectively, and for SpaceX Dragon capsule, i.e. 8.86550e-02 and 
4.68671e+01, respectively (Table 1).
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Fig. 7 SpaceX Dragon capsule (Terry & Barber, 2007) 

Table 1 Boundary condition values of SpaceX Dragon Capsule (Walpot et al., 2012) 

Inlet condition Type Pressure far-field 

Mach number 1.5, 2.5, 5.0, 8.0 

Flow direction in (X, Y, Z) (1, 0, 0) 

Backflow turbulent intensity (%) 5 

Outlet condition Type Pressure outlet 

Gauge pressure (Pa) 0 

Backflow pressure specification Static pressure 

Backflow turbulent intensity (%) 5 

Wall condition Type Pressure far-field 

Mach number 1.5, 2.5, 5.0, 8.0 

Flow direction in (X, Y, Z) (1, 0, 0) 

Backflow turbulent intensity (%) 5 

3.3 Setup 

Numerical setup is done by in ANSYS Fluent. Here, realizable k-epsilon (two 
equations) model is used which exhibits superior performance for flow involving 
rotation, boundary layer under strong adverse pressure gradients, separation and 
circulation. Air is used as a material for flow domain which satisfied ideal gas 
properties. Pressure boundary condition is applied at inlet and outlet surface of 
enclose with different Mach number as shown in Table 1. Simple solution method 
and coupled solution method are used for supersonic and hypersonic speeds, respec-
tively, with second-order upwind scheme to get spatial discretization for better 
accuracy.
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4 Results and Discussion 

Contour has been given based on supersonic speed and hypersonic that generates 
curved shock in front of the body. So, shock layer term is introduced. Shock layer is 
defined as the flow field between the shock wave and the body. For hypersonic speed 
the shock layer is quite thin as compared to supersonic speed that is the main 
characteristics of hypersonic flow. So, shock layer is merged with viscous boundary 
layer at hypersonic speed, and also the viscosity is a main factor for friction. Due to 
influence of friction within the boundary layer, very-high-temperature region is 
formed near the body, and also at hypersonic speed, detachment distance is 
decreased compared to supersonic speed. 

Variation in different flow properties is given in the form of contour (Fig. 8). Bow 
shock consists of both normal and oblique shock is shown in the figures. Normal 
shock is generated in front of the body, and oblique shock is generated above and 
below portion of the bow shock. A flow property is highly discontinuous across 
normal shock but in oblique shock gives continuous variation, and also the flow 
becomes subsonic after passing through the normal shock and becomes supersonic 
after passing through the oblique shock. Strong shock produces high entropy rise 
that is called normal shock region, and weaker shock produces low entropy rise that 
is called oblique shock region. 

Here, in velocity contour above and below portion of the shock gives high 
variation in velocity that means flow is supersonic (red colour introduces high 
value), and in pressure contour high static pressure rise across normal shock and 
high-pressure loss takes place (Fig. 9). 

So, the flow is no longer isentropic. Flow particles are passing through the normal 
shock; it loses their kinetic energy, and that kinetic energy is converted into internal 
energy. This rise in internal energy increases temperature because the internal energy 
is only a function of temperature. It is shown in temperature contour (Fig. 10). 
When re-entry vehicle Mach number increase, the shock tries to attach the body, and

Fig. 8 Static pressure 
variation in Apollo AS-2 
capsule and SpaceX Dragon 
capsule (Vinu et al., 2017) 
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detachment distance decreases and there are more chances of high drag and heating 
also at high speed the vehicle is directly affected by the force convection between 
flow particles and body. The variation of flow properties on Apollo AS-202 and 
SpaceX Dragon with respect to different Mach numbers are given in above graph. 
From the above graph, pressure, velocity and temperature are properties that con-
tinuously increase with increase in Mach number.
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Fig. 9 Velocity variation in Apollo AS-2 capsule and SpaceX Dragon capsule (Vinu et al., 2017) 
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Fig. 10 Temperature variation in ApolloAS-2 capsule and SpaceX Dragon capsule (Vinu et al., 
2017)
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5 Conclusion 

By analysing the all-flow properties of both capsules, variations in all-flow proper-
ties are very high in Apollo AS-202 capsule as compared to the Dragon capsule. So, 
SpaceX Dragon capsule is more reliable. Below significant and important results are 
drawn from the present research study, when speed increases from supersonic to 
hypersonic at that time the shock tries to attach the body and becomes the strongest 
shock and that is called normal shock. Due to normal shock created ahead of re-entry 
vehicle, the flow properties become highly discontinuous, such as high static 
pressure rise, high temperature rise, high total pressure loss, adverse pressure 
gradient or back flow and rotational and high entropy rise. These properties can 
affect the body in different ways. High-temperature problem creates high aerody-
namic heating problem, and adverse pressure gradient can decrease the speed of 
vehicle by high increase in drag. So, to compensate the high drag, aerodynamic body 
is used, and to withstand high heating, we provide thermal protection system or heat 
shield. 

From the simulated methods of supersonic and hypersonic flow over capsule, the 
Dragon capsule is far more efficient as compared to Apollo due to the following 
reasons:

• The aerodynamic shape and fineness ratio
• Blunt nose and shock pattern
• Aerodynamic heating
• Boundary layer growth
• Axisymmetric flow and well-defined boundary
• Total pressure loss
• Temperature gradient near the wall
• Detachment distance 

The capsule design is improved from the re-entry of natural objects such as 
asteroid, comets, meteorites, meteors, etc. and can re-enter safely with less damages. 
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1 Introduction 

Based on Kalman filtering technique, fault accommodation is variously analyzed in 
the literature. Sensor fault detection and isolation based on Kalman filtering tech-
nique is referenced in various studies. 

Kalman filter innovation sequence mean is based as an approach to detect and 
isolate aircraft sensor and control surface faults. A faster converging Kalman filter 
for sensor fault detection and isolation is brought (Fang et al., 2018). The faults are 
detected by the acknowledged threshold by the Kalman filter statistical sequence and 
isolated in a shorter time with initialization of the covariance matrix, and using an 
EKF compared to classical KF. The precedence of covariance matrices Qk - 1 and 
R affects the Kalman filter operation. A method to carry out Rk is obtaining a series of 
measurements by keeping the system in steady state. Therefore, it is manageable to 
gain an order of magnitude of the measurement noise covariance after its mean has 
been deleted. On the other side, the selection of Q becomes a hard duty. Supposing 
Rk are predefined, an adaptation based on innovation term covariance is suggested to 
estimate Qk - 1 at each sample time (Silva et al., 2018). Sensor fault detection and 
isolation is well performed based on the statistical function of Kalman filter inno-
vation sequence (Hajiyev & Caliskan, 2005). 

Only one faulty sensor at a time, roll rate and roll angle fault sensor conditions are 
examined. An Optimal KF is used to detect and isolate the sensor faults, and 
reconfigured KF is used to accommodate faults. The estimation results are assessed 
via root mean square error method, and reconfigured KF application has dominated 
estimation results compared to the conventional optimal KF method as granted by 
having less error magnitude. 

2 Method 

Aircraft EoM assumptions are pointed according Newton’s Second Law; 
Outer forces are thrust, gravity, aerodynamic forces, and engine moments; aero-

dynamic moments are the external moments. Equations of those outer forces which 
are also named external forces are and the equations of outer moments are based on 
aerodynamic coefficients (Xu, 2011). 

Equations of motion (EOM) is derived on the following assumptions:

• The aircraft is rigid and the earth is flat and nonrotating. Constant aircraft mass 
during flight.

• Symmetry in the XbZb plan which means the moments of inertia Ixy and Iyz are 
equal to zero. Symmetry in the XbZb plan which means the moments of inertia Ixy 
and Iyz are equal to zero.
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2.1 Kalman Filter for Estimation of Lateral States 
of the B-747 Aircraft 

The trimmed model of LTI Boeing-747 aircraft is in steady-state flight; the lateral 
axis is simplified which is performed in the simulation that has four main states (x) 
that are consist of sideslip angle (β), yaw rate (r), roll rate ( p), and roll angle (∅) and 
two inputs (u) that include rudder deflection (δr) and aileron deflection (δa). To run 
the simulation of the entire model, the system matrices below are calculated after the 
aircraft is linearized on an operating point via Taylor expansion and state space 
representation in Eqs. 1 and 2: 

System Transition Matrix 

A=

- 0:08895
- 2:419 
1:491 

0 

0:06282
- 0:6024
- 0:2827 

1

- 0:9795 
0:3438

- 1:19 
0:05824 

0:04362 
0:01244

- 0:2719 
0 

ð1Þ 

Control Distribution Matrix 

B= 

0
- 0:1967
- 0:0138 

0 

0:01024 
0:09127

- 0:5503 
0 

ð2Þ 

System performance of the estimation or estimation error is dedicated by the 
covariance matrix. K is the value of the Kalman filter gain matrix, and P is consid-
ered as estimation error covariance. The noise covariance is directly proportional to 
the measurement noise, and Kalman gain matrix K is going to diminish at the 
moment reliability that is not steady on the measured output y during the new 
iteration to compute the next state xk. 

To get accurate results from the Kalman filter, the values that are given, dynamic 
model and probabilistic data values, must be pertinent. Therefore, a proper model 
must match the probabilistic model to express changes in dynamics of the aircraft 
and environment circumstances. Kalman filter needs to have aircraft’s initial condi-
tion state and initial covariance matrix predictions. 

2.2 Statistical Test for Fault Detection 

The states of the Boeing-747 model are estimated through a linear optimal KF. Two 
hypotheses in Eqs. 3 and 4 are introduced (Hajiyev & Caliskan, 2005):



ð Þ
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H0 =No sensor fault ð3Þ 
H1 = Sensor fault occorance on the system 4 

Innovation approach is utilized on the detection of sensor fault conditions. 
Establishing detection of sensor failure by altered mean of the innovation sequence 
of Kalman filter can be gathered. The normalized innovation sequence of the OLKF 
is used to determine which sensor exceeds the 3 σ value. 

This statistical function has χ2 distribution with s degree of freedom where s is the 
dimension of the measurement vector. The level of significance α and threshold 
value χ2 α,Ms can be determined from the quantile table of the χ2 distribution. 
Therefore, when the hypothesis H1 is correct, the statistical value of βk will have 
higher value compared to the threshold value χ2 α,Ms, i.e., 

H0 : βk < χ2 α,Ms,8k ð5Þ 
H1 : βk > χ2 α,Ms,8k ð6Þ 

2.3 Sensor Fault Isolation Algorithm 

Fault isolation process is responsible to bring out which sensor is faulty. Kalman 
filter-normalized innovation value is used to distinguish and isolate the faulty sensor. 

Statistics property of KF-normalized innovation sequence value of the faulty 
sensor is assumed to be more affected compared to the remaining sensors. Mean-
while the fault has an influence on the variance of the innovation sequence. The 
process of decision-making is run to isolate the faulty sensor. For initial case, roll 
rate sensor’s KF-normalized innovation function value has reached 3 σ level 
between the time interval of t = 300 s till t = 700 s, which means fault occurred 
and the remaining sensor KF innovation function values seem normal. Therefore, the 
faulty sensor is isolated successfully by this approach. 

2.4 Reconfigured Kalman Filter 

The reconfigurable Kalman filter is regarded as an active fault-tolerant control 
system as in a reconfigurable control system; the faulty measurement channels are 
ignored and disabled, so its data is not used by filter algorithm. The symbol n is the 
number of states, and N is the number of measurement channels. The issue is the 
filter has to predict n states which is the full state, yet there is just N- 1 measurement 
channels that are available to obtain the incoming data for calculations. In this study, 
the simulations performed with basic cases and reconfigurable Kalman filter are



analyzed. The algorithm starts with disregarding the faulty measurement channel by 
deleting it. As a result, there is N - 1 states remaining at the moment simulation 
proceeds; the algorithm estimates N states from remaining measurement channel 
values. 
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Regulations are needed inside the OLKF algorithm to evaluate the reconfigurable 
technique. When a fault occurs, one channel is disabled, and the corresponding row 
has to be deleted from the CkN x n-dimensional system measurement matrix. 
Therefore, Ck dimensions are altered as to (N - 1) x n. Further, the correlated 
element of the faulty state has to be deleted from the vk, N-dimensional measurement 
noise vector. Thus, vk changes to (N - 1) dimensional. After those adjustments, as a 
result, the normalized innovation also reduces its measurement channel number from 
four to three elements. 

3 Results and Discussion 

3.1 Sensor Fault Simulation Results with Reconfigured 
Kalman Filter 

The technique has been executed in one state parameter for two cases which are the 
roll rate and roll angle sensor faults. The fault is accepted as it has started from the 
beginning of the iterations, and thus, faulty measurement channels are out of order 
over the whole simulation time span. Measurement noise increment fault is implied 
at time interval t = 300 to t = 700 s at lateral sensors. All types of fault are 
measurement noise increment fault at roll rate and roll angle for approximately 
14.8 degrees per second and 9.16 degrees, respectively. 

An optimal KF is used to detect and isolate the sensor faults and reconfigured KF 
proceed for fault accommodation. The first part of the figures illustrates the Kalman 
filter state estimation values and real state values as compared. The second part 
demonstrates the estimation error according to actual values of the Boeing-747 
aircraft. And the last section demonstrates the error variance through iterations. 
The OLKF is not accurate after the fault took place and RKF rectifies values. 

3.2 Reconfigured KF for Roll Rate Sensor Fault 

In the case of when just one parameter is disabled, the reconfigured Kalman filter has 
good estimation values of roll rate sensor. Essential parameters to assess estimation 
performance are roll rate estimation values, the evolution of the error value, and the 
error variance along with the iterations and the absolute value of the stationary error. 
Performing the RKF, the estimations are calculated as following the real values.
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Fig. 1 Roll rate evolution results via RKF in the case of roll rate SF 

In Fig. 1, the faulty measurement values are reconfigured by RKF algorithm and 
enhanced. The estimation values (red line) got closer to real value (blue line). 
Therefore, the fault is accommodated firmly. 

3.3 Reconfigured KF for Roll Angle Sensor Fault 

The measurement noise-increment fault took place at time t = 300 s till t = 700 s 
where the fault is exerted on both roll rate and roll angle sensors, the reconfigurable 
Kalman filter estimates even if there is no any input measurement data from faulty 
sensor measurement channels. The estimation values are getting closer to the 
stationary value which means steady-state flight values are conserved by the aircraft. 

Both Figs. 1 and 2 illustrate the faults that are accommodated well and reached 
better estimation in spite of adverse faulty sensor measurements.
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Fig. 2 Roll angle evolution results via RKF in the case of roll angle SF 

Table 1 Root mean square 
error comparison for the side-
slip angle sensor faulty case 

Lateral states OLKF RMSE value RKF RMSE value 

Sideslip angle 2.1705 0.9940 

Yaw rate 3.7693 1.7487 

Roll rate 3.1349 0.9793 

Roll angle 3.1226 1.4390 

Table 2 Root mean square 
error comparison for the roll 
rate and roll angle double 
sensor fault case 

Lateral states OLKF RMSE value RKF RMSE value 

Sideslip angle 2.5252 1.2190 

Yaw rate 3.7927 1.9490 

Roll rate 3.5726 1.7989 

Roll angle 5.3753 1.7864 

3.4 Root Mean Square Error Evaluation 

Root mean square error method is performed to approve the results and that proves 
the estimations of RKF is better, and RMSE values can be seen in Tables 1 and 2.
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4 Conclusion 

Optimal linear Kalman filter (OLKF), fault detection, fault isolation, and adaptive 
Kalman filter algorithms are implied on selected bank angle and roll rate sensors of 
the Boeing-747 aircraft. The OLKF carries out satisfying estimation values if there is 
no fault on the system. On contrary, faulty case includes a measurement channels 
that seems to be broken, so the reliability of the filter estimations transforms to less 
accurate. 

Two scenarios of fault in roll rate sensor and roll angle sensor fault are examined. 
Subsequently the fault detection process takes place and detects if a fault exists. The 
second stage consists of the fault isolation procedure which compares the statistics of 
the rate of sample and theoretical variances to distinguish the faulty sensor. At the 
last stage, the reconfigured Kalman filter algorithm runs and enhances the estima-
tions to accomplish fault accommodation. This method is convenient to improve 
better results for sensor value estimations and open to develop sensor fault detection 
for flight control systems as auxiliary beacon for future studies. 
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SHM Structural health monitoring 
TRL Technology readiness level 

1 Introduction 

Acoustic emission (AE)- and acousto-ultrasonic (AU)-guided wave 
(GW) technologies have been presented as very realizable methods for the in situ 
monitoring of aerospace materials, structures and systems (Pollock & Wild, 2021; 
Rose, 2014; Giurgiutiu, 2007). AEs being defined as emissions released natively, 
typically from a transient event such as crack growth, impact or from an environ-
mental load. In contrast, AU emissions are characterized as being induced in the 
material, structure or system via an actuator, typically an ultrasonic transducer. 
Whilst the governing behaviour of AE/AU is virtually identical, a distinction is 
made in this paper to allow for discussion pertaining to the various methods in which 
such emission can be excited in high-temperature environments (Rose, 2014). Of the 
various GW emissions that may exist, Lamb waves are of particular interest due to 
their ability to traverse large distances and strong tendencies to interact with damage 
(Rauter & Lammering, 2015). Due to their extensive application, Lamb waves are 
the primary focus of this work. 

The interrogation of AE/AU in situ aids towards fulfilling the four main levels of 
a comprehensive structural health monitoring (SHM) system:

• Level I: The ability to detect damage
• Level II: The ability to determine the location of damage
• Level III: The ability to characterize the extent of damage
• Level IV: The ability to quantify the damage and provide remaining useful life 

(RUL) assessments 

Unlike alternative methods, AE/AU can fulfil all four levels and are hence a 
viable tool towards the creation of SHM. Progressing further, beyond the interroga-
tion of materials and structures alone and towards the monitoring of systems, enables 
the creation of integrated vehicular health monitoring (IVHM). IVHM provides an 
encompassing view of the overall health of the vehicle of which SHM can be 
considered a part. Individual systems can be effectively monitored, particularly 
with the use of AEs by examining modal characteristics. The application of machine 
learning (ML) algorithms to large datasets for healthy, baseline operation and 
damaged operation provides the ability to formulate system prognostics and RUL 
assessment. 

IVHM is an effective tool for improving the reliability and performance of 
aerospace vehicles, particularly for high-risk environments. Development of hyper-
sonic vehicle technologies has accelerated greatly over the past several decades, 
particularly due to security concerns. Whilst the field has seen deployment of 
experimental vehicles (~TRL 5), mass production has been delayed, partly owing



to the low reliability of some systems (Pollock et al., 2021). The extreme environ-
ments in which these vehicles operate introduce large uncertainties and sensitivities 
of which the use of IVHM can aid in overcoming. Prior to implementation, envi-
ronmental factors must be considered upon IVHM techniques, of which temperature 
changes are most notably dominant (Andrews et al., 2008). The operation of vehicles 
at speeds in excess of Mach five introduces extreme aerodynamic heating that 
requires consideration and modelling to compensate for in IVHM. High tempera-
tures can also be encountered in subsonic environments, most notably in propulsion 
systems which have recently been shown as the most common cause of fatigue 
failure (Pollock et al., 2021). 
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This chapter aims to outline the challenges associated with the deployment of AE/ 
AU-based IVHM in high-temperature environments as well as the potential methods 
of overcoming them. Consideration is given for how AE/AU can be performed, 
including for indirect measurement. A short summary of past works into high-
temperature AE/AU is provided as well as a discussion regarding potential avenues 
for future work. 

2 Thermal Effects 

Early works towards the understanding of thermally induced variations to Lamb 
wave behaviour focused primarily upon experimental observation. Blaise and Chang 
(2001) observed reductions in wave amplitudes and phase velocities at temperatures 
of -90 °C. Lee et al. (2003) studied thermal effects on piezoelectric transducer-
acquired Lamb waves, indicating how the effects of temperature showed dominance 
to the presence of damage. Amplitude was generally demonstrated as decreasing 
with increasing temperature. Several methods were proposed to overcome the effects 
with particular emphasis given towards identifying thermally independent features 
that could be used for analysis. Works conducted by Lu and Michaels (2005), 
Michaels and Michaels (2005) and Konstantinidis et al. (2006) attributed the vari-
ation in the response of the signals to changes in the physical properties of the 
materials and hence, dispersion characteristics. Stressed plates that would arise from 
thermal gradients have likewise been shown to exhibit changes in dispersion behav-
iour (Pei & Bond, 2016). 

Whilst a suitable body of literature exists that explores the thermal effects on 
Lamb wave propagation, little work has been completed at temperatures of interest 
(>1000 °C). Within this higher temperature range, it is expected that additional 
phenomena may be encountered that have not been considered in previous work. 
Materials for use in this temperature range including nickel-based superalloys, 
titanium aluminides and ceramic matrix composites (CMCs) exhibit phenomena 
such as viscoelastic behaviour and creep that has not been characterized or modelled 
(Ashby et al., 2018). Moreover, accumulation of creep damage results in higher void 
content and cracking that can further influence AE/AU behaviour and further 
engenders reflection-transmission responses (Ashby et al., 2018).
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2.1 Baseline Methods 

In overcoming thermal effects, the most commonly adopted approaches have uti-
lized optimal baseline selection (OBS) or baseline signal stretch (BSS) (Fendzi et al., 
2016). The use of OBS relies upon sufficient baseline data from which the most alike 
baseline is determined from any number of suitable criteria such as least squares 
error. In comparison, BSS creates a model from acquired baseline data to estimate 
the change in response. Hence, whilst BSS requires less data to apply, the selection 
of suitable modelling methods is of paramount importance. More recently, it has 
been demonstrated that a combination of OBS and BSS is the most effective method 
for thermal compensation (Liu et al., 2016). A comparison between OBS and BSS is 
illustrated in Fig. 1. 

A variety of compensation methods have been studied, each with their own 
merits. Gandhi and Michaels (2010) calculated dispersion curves under the influence 
of changing physical properties by applying a small linear perturbation to a reference 
curve. The proposed method was a highly efficient and accurate alternative in 
comparison to complete recalculation. Clarke et al. (2010) combined OBS and 
BSS to create a compensation method that required less baseline signals. Fendzi 
et al. (2016) applied an ordinary least square regression to the thermally induced 
amplitude factor and phase shift. The two fitted parameters were extracted through 
application of a Hilbert transform with the model indicating good overall results. Liu 
et al. (2016) completed similar work by compensating phase shift using a Hilbert 
transform and amplitude via an orthogonal matching pursuit. The model proved 
capable up to ±18 °C of the baseline signal temperature. Recent work undertaken by 
Sun et al. (2019) presented an algorithm for Lamb wave compensation across a 
thermal gradient. Hilbert transform and Levenberg-Marquardt optimization algo-
rithms were used to extract amplitude and phase information from which a model 
was constructed to estimate compensation parameters. 

Fig. 1 The difference 
between the BSS 
(interpolation) and OBS 
(nearest neighbour) methods
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2.2 Analytical Modelling 

Efforts have likewise been made towards analytical modelling to remove the need 
for the collection of large baseline datasets. One such model developed by Dodson 
and Inman (2013) is presented below. Similar to the original theory developed by 
Lamb (1917), the elastic displacement of an infinite, isotropic, and homogenous 
plate is considered with a traction-free boundary condition. However, the physical 
properties of the plate are given as a function of the temperature change θ and unlike 
in Lamb’s work are not considered to be constant (Eq. 1). 

λT þ μTð Þuj,ij þ μTui,jj þ ρT f i = ρT €ui ð1Þ 

where λT and μT are the first and second temperature-dependent Lamé’s constants, 
respectively. The temperature change θ is taken as the difference between the current 
temperature T and that of a reference temperature T0. The half-thickness of the plate 
h with respect to the thickness at the reference temperature h0 is then determined by 
considering the linear coefficient of thermal expansion α (Eq. 2). 

h θð Þ= h0 1þ αθð Þ 2Þ 

Likewise, the density of the material with respect to the density at the reference 
temperature can be determined (Eq. 3). 

ρ θð Þ= 
ρ0 

1þ αθð Þ3 ð3Þ 

The variation in Young’s modulus and Poisson’s ratio were empirically derived 
by Augereau et al. (2007) for aluminium 6061-T6 over a temperature range of 
20–220 °C as given below (Eqs. 4 and 5). 

E= 77:59- 27:03 � 10- 3 � T - 13:78 � 10- 6 � T2 ð4Þ 
ν= 0:317 54:79 10- 3 T 6:5 10- 9 T2 5 

This temperature range, evidently much lower than that being considered as 
‘high’ for the purposes of this work, is a major limitation of the proposed model. 
Hence, it is noteworthy that whilst the presented analysis provides a useful analytical 
framework, empirical models for the temperature-dependent behaviour of materials 
at higher temperatures are required. Solution of Eq. 1 by application of a Helmholtz 
decomposition yields the traditional Rayleigh-Lamb equation and indicates that the 
fundamental behaviour is independent of temperature. Hence, the change in 
response of the medium to elevated temperatures is solely a product of the change 
in physical properties. As such, the variation in behaviour may be determined from 
the p and q constants (Eqs. 6 and 7):
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p= 
ω2 

C2 
L θð Þ - k2 ð6Þ 

q= 
ω2 

C2 
T θð Þ - k2 ð7Þ 

where ω is the angular frequency of the Lamb wave, CL and CT are the longitudinal 
and transverse wave velocities respectively, and k is the Lamb wave number. Taking 
the derivative of p and q with respect to temperature provides the following relation-
ships (Eqs. 8 and 9): 

p 
∂p 
∂T 

= k 
∂k 
∂T

- kL 
∂kL 
∂T

ð8Þ 

q 
∂q 
∂T 

= k 
∂k 
∂T

- kT 
∂kT 
∂T

ð9Þ 

where kL and kT are the longitudinal and transverse wave numbers, respectively. 
Finally, the group velocity CG may be calculated as follows from the phase velocity 
CP (Eq. 10). 

∂CG 

∂T 
= 

∂CP 

∂T 
1-

k 
CP 

∂CP 

∂k 
þ k ∂2 CP 

∂k∂T
ð10Þ 

Results of the analytical modelling identified two frequencies of interest for the 
antisymmetric wave mode that corresponded to no change in the group velocity. 
These frequencies, identified in Figs. 2 and 3, are temperature independent and 
hence, satisfy Lee et al. (2003) earlier proposed compensation method. Modelling of 
the thermal variation in phase response of Lamb waves via numerical solutions to the 
Rayleigh-Lamb equation likewise demonstrates a strong dependence upon temper-
ature. Using the empirical relationships from Augereau et al. (2007), dispersion 
curves and AEs are computed for aluminium 6061-T6 at 25 °C and 500 °C as shown 
in Fig. 3. As is evident, the change in temperature has a large impact upon the 
dispersion curves which induce shape and time delay changes to the acquired AEs. 

3 Sensors and Actuators (S&As) 

Whilst a strong fundamental understanding of AE/AU behaviour is of paramount 
importance for the interrogation of a structure, there is likewise a requirement for 
suitable S&As that may be employed at high temperatures. The lack of ability to 
detect or actuate an emission renders any IVHM system redundant and hence,



comparable research is required. Development of suitable S&As may be considered 
an even more difficult task as the current technology is woefully inadequate for such 
extreme environments. Piezoelectric lead zirconate titanate (PZT) transducers are the 
most common due to their ability to function as both sensor and actuator as well as 
their capability to produce circularly crested waves (Giurgiutiu, 2007). Despite 
advances towards high-temperature PZTs, the current maximum operational limit
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Fig. 2 Group velocity 
sensitivity reproduced from 
Dodson and Inman (2013) 
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of such devices remains below 600 °C and hence, may only be suitable for the less 
extreme thermal areas of a structure (Stevenson et al., 2015).
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Possibly the only contact sensor technology currently capable of operating in 
such extreme environments is that of a fibre Bragg grating (FBG). FBGs function as 
a wavelength specific mirror that is etched into an optical fibre cable. Whilst 
conventional silica fibres have been demonstrated up to 1200 °C, single crystalline 
sapphire in fibre form has been shown capable up to a temperature of 2050 °C 
(Habisreuther et al., 2015). Manufacturing of such fibres is not without challenges 
however, and further work is required to ensure that sensor readings do not drift over 
time in high-temperature environments (Willsch et al., 2009). 

Non-contact technologies such as laser Doppler vibrometers (LDVRs) (Xiao & 
Yu, 2019) and high-power laser pulse actuators (Hosoya et al., 2018) show potential 
promise. However, a direct line of sight to the surface is required. Moreover, 
sufficient space is required between surface and sensor or actuator to limit thermal 
radiation. Hence, in the application of AE monitoring, the use of silica or sapphire 
FBGs may prove sufficient; however, there does not yet exist a suitable method for 
the ultrasonic transduction required for AU methods. 

4 Conclusion 

Ultimately, it is evident that further work is required towards both the understanding 
of AE/AU behaviour at high temperatures as well as for the development of S&As 
capable of enduring such extreme environments. Alternative methods to overcome 
physical limitations may see the application of non-contact technologies; however, 
digital twin (DT) techniques may prove equally useful. The development of a 
suitably accurate DT model renders the ability to gather numerical and simulation 
data. Environmental inputs to the DT can be sourced from sensor networks and used 
to predict the system response. Moreover, whilst few S&As exist that are suitable for 
the extrema conditions, instrumentation may be employed in a reasonable proximity 
to the region of interest following which an appropriate data fusion (DF) algorithm 
may be applied. A combination of experimental and numerically simulated data 
from the DT model combined using a DF technique such as a Kalman filter or neural 
network aims to enhance the reliability of the IVHM system without the need for 
direct contact monitoring. 

Moreover, the use of ML may be used to aid in the selection of suitable baseline 
for thermal compensation and with adequate data may also aid in overcoming the 
viscoelastic and creep responses of the material. More work is evidently required to 
fully realize the potential applications of AE/AU IVHM in which the possibility for 
complete implementation has the potential to drastically increase the reliability of 
systems operating in extreme environments.
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1 Introduction 

The aim of this work is to examine the potential application of explicit dynamic 
finite element analysis (FEA) simulations using the software package LS-DYNA for 
the interrogation of acoustic emissions (AEs) released from low-velocity impacts for 
the purposes of acoustic source localization. Low-velocity impacts most commonly 
occur in aerospace structures from tool drops, runway debris (Kumar & Rai, 1993) or  
in-flight debris such as hail (Fawcett & Oakes, 2006) and can have severe effects 
upon the mechanical performance of fibre-reinforced polymers (FRPs) (Mustapha 
et al., 2016; Saeedifar et al., 2018). 

The possible result of a low-velocity impact is the formation of barely visible 
impact damage (BVID) that can be difficult to detect in visual inspections, requiring 
advanced non-destructive testing (NDT) (Dutton et al., 2004). Figure 1 showcases 
the damage mechanisms for the creation of BVID. As shown, the radius of damage 
increases through the thickness of the structure such that the impacted side of the 
panel exhibits very little visual indentation. Conversely, the rear of the panel visually 
exhibits high levels of damage. Whilst the detection of BVID on the rear of the panel 
can be more easily performed, limitations regarding access to this region constrain 
detection capabilities. 

Alternative methods for detection include the development of structural health 
monitoring (SHM) systems that are capable of real-time detection of impact events 
such that their source may be localized and damage quantified. Several methods exist 
for the development of SHM; however, AE monitoring presents as one of the best 
techniques due to the strong tendency of the AE to interact with damage and its 
ability to propagate over large distances (Dafydd & Sharif Khodaei, 2020; Rauter & 
Lammering, 2015). 

BVID is of particular concern in the use of FRPs as it acts as a major damage 
initiation source (Dutton et al., 2004; Defense., 2002). Compression forces induced 
during impact are carried through-thickness by the typically brittle composite matrix. 
Such forces initiate damage via matrix cracking that under compression loading 
results in delamination and the formation of sub-laminates that are prone to buckling 
(Wronkowicz-Katunin et al., 2019). As a result, the occurrence of BVID is often
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Fig. 1 A depiction of the mechanisms behind the formation of BVID resulting from low-velocity 
impacts in FRPs (Azouaoui et al., 2010)



characterized by reduced flexural and compression strength of the composite. Any 
such damage to the FRP may likewise act as an initiation point for corrosion, 
reducing the life of the structure (Dutton et al., 2004).
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2 Finite Element Analysis (FEA) Simulations 

2.1 Setup 

To inform the development of a SHM system, an explicit dynamic FEA model can 
be used to simulate low-velocity impacts and the AEs released from such events. 
This work has employed the use of LS-DYNA developed by Livermore Software for 
such analyses. LS-DYNA is particularly well suited for the analysis of AE events in 
structures due to its use of the Courant-Friedrich-Levy (CFL) criteria that determines 
the time step size from the amount of time required for a stress wave – or acoustic 
wave – to propagate through the smallest mesh element (Fig. 2). 

Whilst very useful and powerful, CFL requires intensive development of the 
structural mesh to ensure that the quality and total time of the simulation is well 
controlled. A single element of poor quality may produce an unnecessarily small 
time step size and hence, a very long time to solve the simulation. Likewise, by 
employing explicit time integration, several assumptions are made that allow for 
generally good convergence as well as low-memory requirements. Hence, 
LS-DYNA presents as an excellent tool for the study of highly transient events 
such as impact for the analysis of AEs. 

Whilst the goal of this work is the development of SHM for the detection of 
BVID in FRPs, thus far only preliminary studies have been conducted for impacts 
upon an aluminium plate. Performing such preliminary studies allows for validation 
of the model before progressing to complex materials such as FRPs. A 10-mm-

Fig. 2 The CFL criteria 
used to determine the speed 
of sound and time step in a 
variety of elements 
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diameter spherical steel projectile has been used as the impactor for a variety of 
impacts between 2.5 J and 20 J. The mass of the projectile is 4.11 g, resulting in 
velocities for the trials as highlighted in below in Table 1.
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Table 1 A summary of the impact trials 

Energy (J) Velocity (m/s) 

2.50 34.88 

5.00 49.32 

7.50 60.41 

10.0 69.76 

12.5 77.99 

15.0 85.43 

17.5 92.28 

20.0 98.65 

Fig. 3 The model setup for 
the impact simulations on 
the aluminium plate Ø 10 mm Steel Impactor 

(100 x 100 x 1) mm 

4 x Fixed Boundary 
Conditions 

Initial Velocity 

The plate has been fixed at all four edges with the projectile in the centre. A brief 
depiction of the simulation setup, including boundary conditions, is shown in Fig. 3. 

2.2 Results and Discussion 

Prior to performing the impact analysis, the projectile was replaced with a simple 
impulse force input such that the resonance characteristics of the plate could be 
observed. Assessment of the resonance characteristics of the plate functions to both 
provide confidence in the quality of the simulation and a damage metric for future 
analysis. The results of the impulse response are shown in Fig. 4.
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Fig. 4 Resonance response 
of the plate under an impulse 85 kHz 92 kHz 
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As evident, two resonances can be clearly observed, occurring at 85 kHz and 
92 kHz. The quality of the resonant response of the plate indicates that the model has 
converged well. Following the impulse response, the impact trials were performed. 
An arbitrary node on the plate, located approximately three quarters along the 
diagonal from the location of impact, was taken as the test location. The out-of-
plane displacement or through-thickness displacement of this node was examined 
under the influence of the impact. As the nodal response is directly measured, no 
analysis has been performed regarding coupling of acoustic sensors. 

To ensure that the response of the plate under the impact was controlled for all 
energy levels, a two-step post-processing routine has been implemented. Firstly, as 
the projectile has been offset from the surface of the plate by a small distance, a time 
delay Δt results between each trial because of the difference in time required for the 
impact to occur. As such, each of the time signals have been translated to account for 
this Δt such that the displacement response x(t) of the node is non-zero. This can be 
represented mathematically as follows (Eq. 1). 

Δt≔x Δtð Þ≠ 0 j x tð Þ= 0ð j t<ΔtÞ 1Þ 

Following this translation, the signals are detrended to remove any constant or 
linear displacement offsets. To accomplish this, a high-pass filter has been applied to 
the signals. It was observed that a cut-off frequency of 2.5 kHz worked well to 
detrend the signal with little warping in the response. A depiction of the time domain 
signals for an impact of 2.5 J and 20 J are shown in Fig. 5 following the post-
processing. As can be observed, the amplitude of the response is much larger for the 
20 J impact. Interrogation of the time domain AE signals as depicted can be used to 
localize the source of the impact. Whilst this localization has not yet been performed, 
methods to accomplish this are discussed in the following section.
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Fig. 5 Time domain AE 
signals for 2.5 J and 20 J 
impacts 

Fig. 6 Frequency domain 
AE signals for 2.5 J and 20 J 
impacts 
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The acquired AE signals are likewise analysed in the frequency domain as shown 
in Fig. 6. As can be observed, there are obvious, broadband excitations that occur at 
central frequencies of approximately 200 kHz and 400 kHz with frequency bands of 
approximately 50 kHz. Whilst there is frequency information below the 100 kHz 
range, the response is not well defined and would require further processing to render 
any useful information. 

Moreover, whilst the impacts have excited the same frequency responses in the 
plate, the higher energy impact has resulted in stronger excitations. This behaviour is 
expected and hence, indicates a well-behaved model with good convergence. 
Finally, to showcase the modal properties of the impact as well as the permanent



damage from the aluminium projectile, von Mises equivalent stress and plastic strain 
contour plots are shown in Fig. 7. 
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Fig. 7 von Mises equivalent stress from (a) projectile impact and (b) plastic deformation post-20 J 
impact 

Fig. 8 Sensor configurations on a plate for (a) a sparse array and (b) a phased array 

3 Acoustic Emission (AE) Localization 

By utilising either a phased or sparse array – as shown in Fig. 7 – multiple time 
domain AE signals may be captured from the low velocity impacts upon the plate. 
There exists a variety of methods that may then be used to localize the source of the 
AE and hence, to localize the impact and possible location of BVID. There likewise 
exists the possibility of further interrogating the content of each AE to possibly yield 
useful information in an effort to characterize and quantify the damage event. 

One such method to localize the source of the AE is through the application of a 
cross-correlation to calculate the time delay τa, b between adjacent sensor elements, 
following which a multilateration may be performed. The equations for determining 
the time delay and location via multilateration are shown below in Eqs. 2 and 3, 
respectively. Methods for localization of AEs is an ongoing area of study.
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τi,j = max F - 1 Xa k½ ] . Xb k½ ] ð2Þ 

τi,jcPf 0 = xs - xað Þ2 þ ys - yað Þ2 - xs - xbð Þ2 þ ys - ybð Þ2 ð3Þ 

Xa and Xb represent the Fourier transformation of adjacent AE signals. Likewise, 
F - 1 is the inverse Fourier transformation and the overbar symbol denotes the 
complex conjugate. The phase velocity at the peak frequency component cPf 0 is 
used for the multilateration to determine the AE source (xs, ys) by knowing the 
location of the acquired AE signals (xa/b, ya/b). A minimum of three sensors are 
required to localize an AE upon a 2-dimensional plane. 

4 Conclusion 

Thus far, preliminary work has been conducted towards understanding the mechan-
ics of AE propagation resulting from low-velocity impacts. The results presented 
indicate that the proposed modelling tool of LS-DYNA has the capability to accu-
rately depict such impact events as well as the emissions that result from them. 

Work is hence being planned for the development of impacts upon FRP materials. 
Due to the complex damage mechanics involved with impacts upon such materials, a 
series of experimental tests will likewise be performed to aid in the validation of the 
model. Furthermore, the formation of fast and slow axes owing to the orthotropic 
nature of the FRP specimen will create greater difficulties in localizing the AE 
signal. To minimize this difficulty, the proposed specimen will use VTM 264 carbon 
prepreg with a quasi-isotropic layup. 
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1 Introduction 

Innovation is a driver for transitions and change management. Past transitions have 
aided aviation in reaching advanced knowledge over safety risks, creating foresight. 
During the last decade, organizations adjust or transit in a much more digitalized 
way of doing things, signifying an information-driven transition. Industry 4.0, 
commonly referred to as the Fourth Industrial Revolution, reflects the shift to 
increasingly advanced technologies and “smart” industries (e.g., digital
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manufacturing). This shift comes with drivers and barriers at the management level 
(e.g., strategy and resource management) and at the workforce level (e.g., lack of 
qualification, knowledge, understanding of interfaces, employee readiness) (Stentoft 
et al., 2020). As Neumann et al. (2021) note, the focus so far has only briefly 
mentioned the role of organizational factors. The organizational context 
hence requires a better understanding of such transitions.
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For example, and as in other contexts (Ferrari et al., 2020), human-data interac-
tions (HDI) and overreliance on machine-related information (McDonnell et al., 
2018; Victorelli et al., 2020) have become of seminal importance to the aviation 
domain. Furthermore, Ton et al. (2020) report that there is little expert knowledge on 
application-specific aspects such as failure behavior of components in prognostics. 
Studies hence emphasize the need to understand “the black boxes” in transformation 
(Sgarbossa et al., 2020) and the situational awareness of decision-makers (Giacotto 
et al., 2021). 

Over the decades, advances in technical systems have become so separated from 
humans that there are documented concerns regarding human-related data. These are 
overlooked in industrial advancements (McDonnell et al., 2018). Foresight is hence 
under question since the negative transfer of (past) knowledge may endanger future 
system success as the organizations drift away from learning. Softer approaches of 
education problematizing, including organizations and practitioners (Ison, 2008), are 
confined to strategic levels, and human factors can be ignored (Ton et al., 2020). 
Research (Golightly et al., 2018) reports problems affecting the deployment of new 
technologies in predictive maintenance due to issues of knowledge gaps and human-
machine interface, among other higher-level organizational factors of strategy and 
culture. In aviation, for example, the cultural shift airport collaborative decision-
making (A-CDM) requires, data management, responsibility allocation, and the 
complexity of the required collaboration (Netto et al., 2020) and communication 
(Zuniga & Boosten, 2020) need addressing. As a wide range of teams and systems 
collaborate in this process (e.g., ground handling, air traffic control, aircraft opera-
tors), emphasis is placed on the importance of information flow, management, and 
processing. 

Gaps are, therefore, observed in the understanding of higher levels of cognition 
within an advanced technological environment, involving hybrid, complex and 
multidisciplinary teams, and potentially overloaded users. The organizational “col-
lective memory” comprises of experiences and tacit rules, aiding the operator to 
recall the learning from operational and safety issues and protecting it in the future 
(ESReDA, 2020). Due to the emerging interactions among users, teams, and ulti-
mately of systems, the current chapter places emphasis on the need for such systemic 
considerations enabled by macrocognition. To this end, the chapter proposes a 
systemic-driven mapping focusing on a greater understanding of macrocognition 
in an information-driven environment.
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2 Macrocognition for Preparedness 

Aviation is characterized as a system of systems. Human performance in high-risk 
industries is an emergent behavior of a domain – a systemic web of interactions 
between complex systems and their users. Foresight requires a deep understanding 
of decisions, emergent interactions, and complexity that can affect the future 
(ESReDA, 2020). Systems thinking in aviation, however, involves different theories 
that assume different “boundaries of analysis” of the aviation system (Richardson & 
Midgley, 2007). Systemic analysis in aviation follows a legacy of systems engineer-
ing thinking, lacking a broader investigation. The term “systemic” is commonly 
confused with systematic or within-system approaches that center on a system of 
interest. Systems thinking, as such, has been developed according to scientific silos 
and lead to underexplored “softer” fields in areas such as safety and the impeccable 
increase of systematic approaches in others such as the technological one. 

Commonly, a static structure of the aviation domain and a confined problem 
space is assumed. The focus remains on the latest developments such as predictive 
maintenance, single-pilot operations, and collaborative platforms, yet addressing 
either only microcognitive concerns or technical characteristics. For this reason, 
we posit that foresight requires a greater understanding of systems collectively and 
these to be studied in their natural setting. This approach is known as naturalistic 
decision-making (NDM) and addresses macrocognition. Macrocognition is linked to 
knowledge creation, as knowledge is the product of schemas and cognitive structures 
that precede data and information processing (Cacciabue & Hollnagel, 1995; Fiore 
et al., 2010). The cognitive functions within the macrocognition movement that 
originated in the 1980s include decision-making in natural settings, where pressure 
and dilemmas prevail and involve situation assessment, planning, adaptation, prob-
lem detection, and coordination (Klein et al., 2003). This paradigm addresses the 
background of micro-level symptoms such as inattention and lack of situational 
awareness. We posit that this paradigm is of importance in advanced technologies 
that pose the emphasis on a different, evolving set of knowledge, attitudes, and skills 
for systems’ users and operators since it includes developing teams, a highly 
technological context, and thus a broader inclusion of cognitive functions (Klein 
et al., 2003). Such thicker descriptions can be helpful in complex-adaptive systems 
such as aviation. 

We, therefore, draw on Simon’s  (1991) conceptualization of human cognition 
relating to their information environments and that humans cannot simply choose 
between fixed alternatives as part of their decision-making process. Within 
unexplored interactions, schemas – the collective memory – are being developed, 
processing and interpreting information to fit the pattern (Axelrod, 1973). Hence, 
prior knowledge is critical as it activates information processing (Widmayer, 2004). 
Specifically, these schemas are formulated both by technical – explicit and tacit 
knowledge (Mortier & Anderson, 2017). Therefore, the role of macrocognition 
encompasses the broader collective memory and information processing of the 
aviation systems required for foresight.
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Systems are hence characterized as information processing machines, also 
researched as decision-making and communication systems (Egelhoff, 1991), with 
emergent macrocognitive structures. The system’s evolving knowledge leads to its 
schemas and cognitive networks, a collective memory, and ultimately performance 
(Obrenovic et al., 2015). The advanced systems in aviation, within and between 
organizations and their operators/users, rely on a heavy load of information and data 
and have timely responses and reactions that require and promote a nexus of 
cognitive functions. 

These systems also require communication among them as they are synergetic in 
terms of operations and collective in terms of a common goal (safe performance), 
which co-comprise the broader aviation system. Their users also share common 
characteristics and face problems that underpin technological advancements. For 
example, as it has been mentioned, cockpit operators – whether these will be on the 
air and/or on the ground – are going through a change in terms of their knowledge 
(e.g., from tacit to explicit, reskilling). In addition, A-CDM airports involve multiple 
users that collaborate yet are largely underexplored. Finally, predictive maintenance 
shifts the levels of knowledge and practice to real-time monitoring and prediction 
methodologies requiring a different set of skills and knowledge, thus creating a new 
cognitive structure. These systems will also transform organizationally. Knowledge 
comes from the organizations, and as they become data-driven, explicit knowledge 
will affect information processing. Such examples illustrate the complexity therein 
and the adaptation required to aid foresight. With the current focus on the interac-
tions between the human (operators, users) and the automation/new technology, the 
analysis is being stripped of context. Attempts to merely control the system will 
create new interactions and implications, which initially require understanding. 

3 Mapping of Systemic Macrocognition 

Aiming to address the underexplored areas comprising high-change scenarios, we 
propose a broader analysis presented in the concept mapping (Fig. 1). Because 
complex systems involve nonlinearity and dynamic space, the conceptual mapping 
is intended as an initial guide for systemic considerations of macrocognition. 
Following the systemic approach, Fig. 1 maps systems at an interconnected level 
of analysis, considering users within a broader nexus of cognitive structures and 
functions. The mapping’s arrows are iterative to showcase the interconnectedness, as 
the evolving cognitive structures feedback and feedforward due to their interacting 
nature as explained. The double-sided arrows indicate these interactions among 
cognitive structures, the transfers of information, and the dynamic relationship 
between top-down and bottom-up approaches. Specifically, higher levels of the 
cognitive system indicate the evolvement of the organizational long-term cognitive 
structure, comprising of both the evolving explicit and tacit knowledge. The flows of 
information, and the results of interactions between and within organizational teams, 
affect the cognitive structures. The flow between systems and within a system as an



organization of processes, resources, and assets are essential for inter-domain teams, 
systemic relationships, and flows of information. 
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Fig. 1 Concept mapping of the systemic macrocognition architecture (own edition) 

At a theoretical level, there are considerations for multidisciplinary and interdis-
ciplinary research and the communication and engagement of various fields. In order 
to understand the emergent behavior of the aviation domain following change, in 
particular, what the implications might be for system effectiveness and there-
fore safety, the analysis needs to include knowledge of what drives this change 
(i.e., it is the result of which interaction, and how this change is affecting current or 
is creating new interactions). However, human factors are currently approached as a 
control problem, following the reductionist path of system decomposition. A static 
equilibrium is created, a static problem space of the observer (Ashby, 1957). This 
tradition of aviation cognitive studying now has implications for knowledge gaps 
and knowledge transfer, and hence preparedness and foresight. 

Aviation holds a mix of explicit and tacit knowledge. Manuals, training files, 
performance documentation, and data management involve explicit knowledge, 
skills, experience, etc. and tacit knowledge. Hence parts of aviation’s knowledge 
are external, and the rest is internalized to the users of its systems. The technological 
advancements in aviation have implications for both knowledge aspects. On the one 
hand, it is unclear how the users of new technologies will be able to capture the 
required knowledge. On the other hand, it is unclear what kind of tacit knowledge is 
being built and required to support the new technologies. Despite notions that 
technology focuses on creating explicit knowledge – and hence relying less on 
tacit aspects that are less controllable – the collective information processing within 
and between systems can affect the individual’s information processing. It will 
ultimately create a different set of explicit and tacit knowledge. It is unclear how 
foresight will be created to support future developments. This research gap in 
aviation includes the context of high automation, big data technologies, and higher 
levels of information processing which is further developing. For this reason, the



current chapter proposes that microcognitive studies are supported by the inclusion 
of a systemic, emerging macrocognitive perspective. 
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Since highly advanced technological systems create a more significant informa-
tion load among users of different methods that collaborate, the naturalistic decision-
making focus of macrocognitive is proposed. For this reason, the systems that 
include those users are conceptualized as cognitive structures driving information 
processing and affecting the capacity of the users. 

Hence, the mapping shows that the systemic view can be applied to understand 
within and across systems interactions. The analysis can, in addition, focus on the 
organizational level – alone or in combination with other studies. Specific methods 
can be used for the intra organizational analysis, and multiple investigations are 
advised in complex cases. For example, in maintenance, there can be various modes 
of safety management (e.g., early adaptation to lack of safety management systems), 
different resources and lack of readiness (e.g., SMEs, Stentoft et al., 2020), and new 
implementations (e.g., predictive maintenance). Bottom-up and top-down analyses 
on integrating old and new maintenance technologies are required. At the manage-
ment level, aspects of measures, indicators, and intra-organizational processes, 
policies, and tacit and explicit knowledge can be explored. At the bottom level, 
skills, knowledge (tacit and explicit), and experience (behavioral characteristics) can 
be targeted. Structural and technological (e.g., data, sensors) aspects can be exam-
ined incorporating workgroups and job (re)design aspects. 

Despite the advanced technologies, little knowledge is being captured and shared 
among aviation systems. Since advanced information systems and data banks 
prevail – and will growingly do so – explicit and tacit knowledge should be explored 
concerning cognitive functions. However, boundaries can differ depending on the 
interaction with other systems (e.g., a weak or strong interaction). Under this 
observation, the role of feedback loops should be re-evaluated and explore whether 
feedback loops can be useful in the systemic analysis or may lead to reverting the 
analysis back to pairings. Furthermore, the human capabilities should be understood 
in context, i.e., the changing environments, and in greater depth, since past changes 
and their effect are still under analysis and exploration. Before greater and more 
fundamental changes are introduced, we need to better understand the change effects 
on systems’ users and their macrocognition to aid foresight. 

4 Conclusion 

This chapter discussed why human and organizational factors should be addressed 
for foresight and the effective deployment of new technologies and structures. It 
is argued that a systemic view under macrocognition should be adopted. 
Macrocognitive studies can explore the knowledge transfers in the changing context. 
In addition, macrocognitive studies can complement microcognitive studies by 
producing insights from operators’ dominant information-processing models and 
revealing areas in need of transformation and intervention. To this end, we proposed



a systemic mapping under macrocognition through assessments and interventions 
that can capture shifts and reveal and close gaps in a naturalistic setting. However, 
certain limitations should be noted, since organizational (and safety) culture aspects, 
and resources may become barriers to change. Future research should apply novel 
tools through an open systemic view in settings with different challenges. The 
macrocognitive profile of organizations and their members should be researched 
and how microcognitive and, common, systematic approaches can be 
complemented through novel mixed methodologies. 
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FAxb 
,FAyb 

,FAzb 
Components of aerodynamic force, N 

Fgxb 
,Fgyb 

,Fgzb 
Components of gravity force, N 

Fpxb 
,Fpyb 

,Fpzb 
Components of thrust force, N 

Ix, Iy, Iz Moments of inertia, Kg.m2 

Components of aerodynamic moment vector (roll, pitch, and yaw, 
respectively), N.m 
Components of aerodynamic moment vector (roll, pitch, and yaw, 
respectively), N.m 

m Mass of a particle or body, Kg 
Components of the angular rate vector (roll, pitch, and yaw, 
respectively), rad/s
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Components of angular acceleration (roll, pitch, and yaw, 
respectively), rad/s2 

u, v, w Components of absolute linear velocity vector, m/s 
_u, _v, _w Components of linear (translational) acceleration, m/s2 

1 Introduction 

The design process of missile controller is generally made through several phases. 
The first phase is inferring the equation of motion, (EOM) which is always a set of 
nonlinear, time invariant, and coupled differential equations. In the second phase, the 
resulted model is solved (De Marco et al., 2007). Normal procedures to solve these 
questions are impossible. Therefore, there are several approximations to find the 
solution. Nonlinearization process is a method in which the model is reduced and 
decupled into two sets of equations for longitudinal motion and for lateral and 
directional one. For these two sets, it is possible to use state space method or transfer 
function, TF, method which allows manipulating the controller design process by 
MATLAB, which is valid only about specific flight condition about which the 
linearization made. An alternative scheme is to use modern utilities by MATLAB, 
to simulate the complete set of equations using Simulink tool (Da Silveira & Carrara, 
2015). The resulted model will be valid for the whole flight envelope. 

This chapter is focused on the first and second phases and to develop a flight 
simulator for missiles. 

2 Method 

The missile flight simulation model is based on mathematical formulas that represent 
the dynamic movement of the missile caused by the forces and moments acting on 
the missile. The mathematical tool used is the EOM, which describes the relationship 
between the forces acting on a missile and the resulting movement of the missile. 
The purpose of examining missile dynamics in flight simulation is to understand 
these mathematical relationships. The three-degree-of-freedom model uses the trans-
lational EOM. The 6DOF model also uses the rotational EOM. The inputs to the 
EOM are the forces and moments acting on the missile. The output is the acceler-
ation of the missile generated by forces and moments. 

A mathematical program is required to convert the rate of change vector to a 
vector related to the inertial frame. If you know the rate of change of the vector for 
the rotating frame (Belkacem & Bachir, 2019), the general formula used to calculate 
the rate of change of the vector for the inertial frame is 

dB 
dt inert 

¼ dB 
dt rot 

þ ω� Bð  Þ 1Þ



ð

ð

ð

¼ þ � �ð Þ ð Þ
¼ þ � � ð Þ
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2.1 Translational Equations 

The basis of the translational EOM is ¼ mv  , N. As you can see from the previous 
explanation, F includes the sum of the external forces (aerodynamics, pressure 
thrust, gravity) and the generated momentum thrust. Internally, it properly considers 
variable quality. In missile flight simulations, the usual procedure for solving the 
translational EOM is to calculate the sum of forces based on aerodynamic, propul-
sive, and gravitational data; replace the substitution with the EOM; and solve the 
absolute acceleration. Similar symbols, represented by the subscripts y and z, 
represent the components of the total force y and z, respectively (Kisabo et al., 2019). 

_u ¼ 
FAχb 

þ Fpχb 
þ Fgχb 

m
� qw� rvð Þ 2Þ 

_v ¼ 
FAyb 

þ Fpyb 
þ Fgyb 

m 
ru� pwð Þ 3Þ 

_w ¼ 
FAχb 

þ Fpzb 
þ Fgzb 

m
� pv� quð Þ 4Þ 

2.2 Rotational Equations 

Given the moments that act on the missile, they are derivatives of the angular 
momentum and are used to calculate the angular velocity of the missile. The angular 
velocity is included in the angular momentum vector h. Normally, if the axis of 
rotation is unconstrained, the relationship with h includes an inertial matrix (also 
known as an inertia tensor) [I] (Kisabo et al., 2019). This relationship is caused by 

_p ¼ LA þ Lp � qr Iz � Iy =Ix ð5Þ 
_q MA Mp pr Ix Iz =Iy 6 

_r NA Np pq Iy Ix =Iz 7 

2.3 Simulation Using MATLAB and Calculations 

In this section, a brief description of simulating the set of EOM using Simulink is 
demonstrated. The translational equation in x-direction, Eq. (2), was modeled using 
block diagram, as shown in Fig. 1. In the diagrams, there are several blocks for basic 
mathematical operations and for integral operators resulting the velocity component



in x-directions, U. The other velocity components are modeled in the same way as 
shown in Figs. 2, 3, 4, 5, and 6, for v-component, w-component, and rotational 
velocities components, P, q, and r, respectively. 
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Fig. 1 Simulation block of u-velocity, Eq. (2) 

3 Results and Discussion 

For purposes of illustration, a particular missile configuration was investigated 
which was found in the literature. In this missile, torque-balanced canard was used 
to control the motion in addition to stabilizing tail fins which were arranged in a 
cruciform configuration. The full set of data descripting the aerodynamics, thrust, 
inertia tensor, and geometry was found in a textbook of Belkacem and Bachir 
(Belkacem & Bachir, 2019). The data was formatted as an input data to the 
simulator. 

The initial results of the tested missile showed that the missile was unstable. 
Therefore, feedback with PID controller were used to maintain stability as shown 
Fig. 7. In order to tune the PID controller, the Ziegler-Nicholas method was used. In



¼
¼ ¼
¼ ¼
¼ ¼ ¼ ¼
¼ ¼

fact, the Ziegler-Nichols tuning formula is based on the empirical knowledge of the 
ultimate gain Ku and ultimate period Tu. However, For PID controller (Hang et al., 
1991). 
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Fig. 2 Simulation block of v-velocity, Eq. (3) 

Proportional gain kc ¼ 0.6 Ku, Integral time Ti ¼ 0.5 Tu, Derivative time 
Td 0.125 Tu. Also it is known that 

ki 
kp 
Ti 
and kd kpTd 

ku 15, Tu 0.17 
kp kc 9,Ti 0.085, Ki 105.88 
Td 0.02125, Kd 0.19125 
For verification purposes, time series of the absolute velocities were plotted as 

shown in Fig. 8. The same results were found in the literature which is also depicted 
in Fig. 9: military handbook (missile flight simulation). The comparison is showing 
good agreements giving full validation of the methodology of modelling.



Fig. 3 Simulation block of w-velocity, Eq. (4) 

Fig. 4 Simulation block of p-angular velocity, Eq. (5)



Fig. 5 Simulation block of q-angular velocity, Eq. (6) 

Fig. 6 Simulation block of r-angular velocity, Eq. (7)
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Fig. 7 Simulation block of missile model with the stabilizer 

Fig. 8 Results of absolute velocity variation with time, after designing the stabilizer



10
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Fig. 9 Results of absolute 
velocity variation with time, 
from military handbook 
(missile flight simulation) 
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4 Conclusion 

In this project, flight simulator for generic missile was developed using Simulink. A 
canard missile was analyzed using the developed simulator. Full set of data of the 
case study was found in the literature in terms of thrust, inertia tensor, aerodynamics 
stability, and control derivatives found. For validation, the time series of the resulted 
absolute velocities were plotted and compared with the same result that found in the 
literature. The comparison showed good agreements. The simulator allowed to 
design a PID controller easily and to use Ziegler-Nichols method to perform the 
tunning process. This approach showed flexibility in modelling and controlling. 
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1 Introduction 

Optimization of aviation maintenance, repair, and overhaul (MRO) operations has 
been of high interest in recent years for both the knowledge institutions and the 
industrial community as a total of approximately $70 billion has been spent on MRO 
activities in 2018 which represents around 10% of an airline’s annual operational 
cost (IATA, 2019). Moreover, the aircraft MRO tasks vary from routine inspections 
to heavy overhauls and are typically characterized by unpredictable process times 
and material requirements. Especially nowadays due to the unprecedent COVID-19 
crisis, the aviation sector is facing significant challenges, and the MRO companies 
strive to strengthen their competitive position and respond to the increasing demand 
for more efficient, cost-effective, and sustainable processes. 
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Currently, most maintenance strategies employ preventive maintenance as an 
industrial standard, which is based on fixed and predetermined schedules. Preventive 
maintenance is a long-time preferred strategy, due to increased flight safety and 
relatively simple implementation (Phillips et al., 2010). However, its main drawback 
stems from the fact that the actual time of failure and the replacement interval of a 
component are hard to predict resulting in an inevitable suboptimal utilization of 
material and labor. This has two repercussions: first, the reduced availability of 
assets, the reduced capacity of maintenance facilities, and the increased costs for 
both the MRO provider and the operator. Second, the increased waste from an 
environmental standpoint, as the suboptimal use of assets, is also associated with 
wasted remaining lifetime for aircraft parts which are replaced, while this isn’t yet 
necessary (e.g., Nguyen et al., 2019). 

The recently introduced, condition-based maintenance (CBM) and predictive 
maintenance (PdM) data-driven strategies aim to reduce maintenance costs, maxi-
mize availability, and contribute to sustainable operations by offering tailored pro-
grams that can potentially result in optimally planned, just-in-time maintenance 
meaning reduction in material waste and unneeded inspections. 

2 The Predictive Maintenance Approach and Building 
Blocks 

As the MRO providers try to address the complexity and uncertainty of the aircraft 
maintenance processes, the use of data-driven methods can provide meaningful 
information and insights into the way aircraft systems and components are operated 
and maintained. The rise of the so-called Industry 4.0 and the leverage of enabling 
technologies such as the Internet of Things (IoT) and the artificial intelligence have 
allowed the transition to a data-driven, proactive approach, the so-called predictive 
maintenance (PdM) strategy. 

In literature, PdM and CBM are applied interchangeably or linked implicitly. 
These approaches rely both on collected data and have a lot of commonalities; 
however, they are focusing on different aspects: CBM in the actual condition 
while PdM is deploying prognostics (i.e., remaining useful life, RUL) to support 
the maintenance decision-making (e.g., Tinga & Loendersloot, 2014). Most authors 
agree on five required components to deploy a predictive maintenance approach, as 
illustrated in Fig. 1: 

1. Hardware: sensors installed or retrofitted in physical assets or systems or 
components. 

2. Data acquisition: data capturing and transfer between the monitored asset and the 
data storage and data transformation, so data can be stored in a useful form. 

3. Data storage and management: platform on premises or in the cloud to ensure data 
storage, availability, and efficient transfer processes.



4. Data analytics: data pre-processing, so algorithms are fed with the right input and 
development of prognostic algorithms and models (e.g., machine learning and 
AI) to identify patterns or other useful information (RUL, degradation). 

5. Decision support: tools used (e.g., digital twins) to determine actions based on the 
provided information. 
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Fig. 1 Components and flow chart of PdM (own edition) 

Overall, added value is created by transforming the acquired data into predictions 
about the system condition and other relevant, meaningful information so that 
maintenance can be carried out when and where needed. However currently, in 
most cases, a few of the components or building blocks of the predictive mainte-
nance process are in place so that developed solutions focus on these individual 
components and not in operationally deploy the full cycle. 

3 Big Data Management 

In recent decades, as every new generation of civil aircraft creates more on-wing data 
and fleets gradually become more connected with the ground, a lot of barriers have 
been removed, and an increased number of opportunities can be identified for more 
effective MRO operations. Today, data volumes are growing exponentially, e.g., an 
Airbus A350 generates and archives 50 times more data than an Airbus A320, i.e., 
from 12,000 parameters and 8.3TB to over 670,000 parameters and 450TB (Daily & 
Peterson, 2017). Therefore, data is increasingly becoming an asset for aircraft 
manufacturers, operators, and maintainers. 

At the same time, the MRO providers underutilize their data, mainly due to data 
protection and focus on compliance. Other typical issues include the limited avail-
ability and low quality of historical data and the limited options in combining 
datasets from different operators of the same aircraft type. In addition, the availabil-
ity of external data from airline operators, suppliers, and manufacturers is hampered 
by confidentiality and ownership issues. Last, time-consuming data preparation 
work is often needed to make the data quality acceptable (Pelt et al., 2019a).
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Several new data capturing, manipulation, and sharing technologies are currently 
being developed, with the potential to change the landscape in data management. For 
example, data can now be organized effectively with the use of modern Big Data 
technologies. However, the availability, sharing, and combination of data is still an 
issue that has technical and legal challenges. A promising solution is the federated 
analytics (FA, aka federated learning) architecture which can be employed and act to 
combine and analyze datasets and algorithms located in different geographical 
locations, without compromising confidentiality or ownership (Nilsson et al., 
2018; Li et al., 2020). The FA can provide an efficient data exchange environment 
to MRO end users without risking unauthorized exposure of their data. 

4 Data Analytics and Algorithmic Methods 

The key to unleash data potential and deliver meaningful insights lies in data 
analytics. Further, the inherent advantage of the data-driven methodologies is that 
they are not dependent on in-depth domain knowledge. Nevertheless, in practice, 
domain knowledge is required to establish what matters. Before starting the analysis 
and dive into specific methods and techniques, it is important to define the goal and 
the precise research question(s). For example, is the objective to detect abnormal 
behavior of an aircraft system or to predict the remaining useful life of a component? 
Defining first the data analysis goal helps to determine the KPIs and the variables, 
i.e., the input and target variables (Pelt et al., 2019a, b). 

There are numerous schemes in the literature (e.g., Han et al., 2012) that can be 
used to classify the data analytics and algorithmic methods. In terms of technical 
complexity, a method can be one or any combination of the following (Apostolidis 
et al., 2020): 

1. Fairly simple, making use of visualization techniques can be used for descriptive, 
exploration, monitoring, and communication purposes. 

2. Simple to moderate, consisting of a wide range of statistical data mining tech-
niques such as correlation to identify patterns and meaningful information from 
large pools of data. 

3. Complex, using sophisticated, high-fidelity machine learning and AI algorithms 
for prognostics and recommendations for decision-support systems. 

Overall, added value is created by transforming the acquired data into knowledge, 
reasoning, predictions, and ultimately, decisions and actions. Nevertheless, each 
problem must be approached with the appropriate, feasible, and relevant method. 
Then, it can be determined if the benefits outweigh the investment, taking also under 
consideration that the increased complexity is not necessarily an advantage. For 
example, complex and not transparent AI methods can create reduced confidence 
and certification issues, while simpler methods, more relevant with the standard 
practices and engineering logic, might be more attractive in certain cases.
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5 Digital Twins 

Digital twins (DT) are currently considered as a promising approach to address the 
problem of unpredictability in MRO operations. A DT is the combination of multiple 
state-of-the-art technologies embedded in three distinctive components, which are 
the physical entities, the virtual models, and the data that tie the physical and virtual 
entities, as illustrated in Fig. 2. However, DT is not a fundamentally new concept, as 
it is rooted in a wide range of conventional system simulation methodologies 
(Glaessgen & Stargel, 2012). Nevertheless, a conventional simulation can typically 
provide only a snapshot of the entity’s behavior, while a DT can extend that 
simulation process and yield an accurate description over time. 

In literature, it is generally agreed that a DT can be considered as a detailed digital 
representation of the physical components of an aircraft system with the use of 
relevant data from various sources, such as real-time sensor data and historical 
maintenance data, a combination that can describe, optimize, and predict the per-
formance behavior and the remaining useful life (URL) of an aircraft system or an 
MRO process with the use of simulation, prognostics, diagnostics, and analytics (Liu 
et al., 2018). This digital representation provides information about the current 
operational status of an aircraft component, with the benefit of exploring and 
investigating different operational and maintenance scenarios before their execution 
(Li et al., 2017). 

A digital twin enables operators to understand, predict, and optimize the perfor-
mance of their physical assets or analyze the behavior of a device after a failure or a 
technical issue (Apostolidis & Stamoulis, 2021). In addition, simulation models can 
play a crucial role in designing new maintenance practices for systems and assets 
which can be assessed in the virtual environment and deployed in the physical one.

Fig. 2 An example of a digital twin (Apostolidis & Stamoulis, 2021)



This way an MRO provider can run experiments that will lead to an optimal 
operation of their assets. Nevertheless, various technical limitations complicated 
the development of effective digital twins, as it required technical maturity from a 
group of necessary enablers, such as the data-related and the Internet of Things (IoT) 
infrastructure for effective communication between the physical and the virtual 
entities (Wright & Davidson, 2020).
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6 Decision Support Tools 

The ultimate building block of a predictive maintenance flow is the application of the 
data analysis output into recommendations for decision-making and actions to 
improve the MRO efficiency. The operational deployment of predictive analytics 
can significantly reduce downtime, waste, and costs through labor, inventory, and 
material management and processes optimization without any compromise in quality 
and safety. 

Individual case studies conducted with the use of a wide range of aviation data 
and analytics proved to be successful in delivering better information and prognos-
tics, e.g., in Baptista et al. (2018); Pelt, Stamoulis, and Apostolidis (2019b); Nguyen 
et al. (2019); Deng et al. (2020); and Stamoulis and Apostolidis (2022) as follows: 

1. Aircraft data with the use of sensors technology and effective data transfer and 
analytics can reveal the real-time physical status of the corresponding aircraft 
systems. 

2. MRO-specific, AI algorithms, and simulation techniques enable faster diagnos-
tics and prognostics, e.g., detection and assessment of hazards/defects/damages 
and remaining useful life (RUL) estimation. 

3. Data-driven, scheduling tools can optimize fleet maintenance scheduling by 
determining maintenance tasks optimal slots and facilitating the decision-making. 

7 Conclusion 

There are a number of challenges that the aviation MRO industry is confronted with, 
not the least of which are related to a pressing demand for optimization in mainte-
nance operations as well as an urgent sustainability agenda. 

The operational deployment of proactive-type strategies and efficient, digital 
maintenance tools as discussed in the previous sections can ensure the following:

• Less unneeded maintenance and reduced waste of materials, which are currently 
replaced while still having remaining useful life

• Fewer operational disruptions, shorter lead times, and overall decreased 
downtimes



• Less deteriorated aircraft engines and systems that can operate at a higher 
efficiency, requiring less energy, which is translated to a better fuel consumption 

Advanced Data Analytics and Digital Technologies for Smart and. . . 431

Nevertheless, the current degree of operational adoption of the aforementioned 
enabling technologies and novel approaches in the MRO landscape is relatively low. 
Currently, there remain several technical and operational challenges including data 
challenges and human and organizational factors to be addressed to exploit the full 
potential of the data-driven predictive strategies and decision support tools. More-
over, as aviation is a safety-critical and highly regulated industry (e.g., in 
RCM-based MSG-3 standard), it is necessary to develop certification standards for 
the AI-based aircraft systems applications and ultimately, certifiable PdM models to 
render these technologies and methodologies suitable for operational deployment 
and real-life applications. 
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Greek Letters 

ΔXpdn Safe distance, m 
λ Coefficient 

1 Introduction 

With the exponential growth of numerous drone operations ranging from infrastruc-
ture monitoring to even package delivery services, the integration of UAS in the 
smart city transportation systems is an actual task that requires radically new, 
sustainable (safe, secure, with minimum environmental impact and life cycle cost) 
solutions. 

To enable drones to be operated regularly as an integral part of the urban air 
transportation system, it is essential to develop technical solutions, formulate regu-
latory frameworks, and design management systems to safely conduct operations, 
both in the air and the ground. 

Regarding technologies and models, researchers have focused on altitude control 
and trajectory tracking control problems. Several scientific reports have presented 
the altitude control problem in the literature. Such as authors in (Xuan-Mung & 
Hong, 2019b) used barometric to improve the altitude control performance of a 
quadcopter, while authors in (Xuan-Mung & Hong, 2019a) used a multi-loop PID 
controller, an infrared (IR) camera, and an IR beacon (Xuan-Mung et al., 2020). 
Besides, many studies have aimed to solve the trajectory tracking control problem by 
using backstepping (Nguyen et al., 2019), multi-loop PID controller (Kendoul, 
2009), or combining a PID controller and a backstepping controller (Zuo, 2012), 
sliding mode control (Shah et al., 2014), extended state observer (ESO)-based robust 
backstepping (Xuan-Mung & Hong, 2019c), and linear quadratic regulator (LQR) 
(Faessler et al., 2017). 

A drone management system is a sub-system of the overall unmanned traffic 
management system (UTM) that guarantees safe, environmentally friendly, effec-
tive, and sustainable mobility in urban/city areas. It is a sub-system only, but it has 
fast interconnections with air traffic management systems, including, e.g., sharing 
airspace, conflict/obstacle detection and resolution, and optimal trajectory control. 
Nowadays, new forms of transportation such as urban air transportation (drones, air 
taxis) must be integrated in the total transportation management (see Fig. 1 (Nguyen 
et al., 2020)) and harmonized with other autonomous vehicles (Hegedűs et al., 
2020). 

In the future, with the introduction of autonomous/connected drones and highly 
automated traffic management systems, the operator roles will be shifted from active 
control to passive observation and only expected to take active control in the case of



exceptional or emergency cases. Such a control environment should be supported 
with adequate data to permit the UTM to support the smart city vision. 
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Fig. 1 Urban total transportation system: (I) industrial area (factories), (II) forest area, (III) urban 
area, IV: airport area, (1) underground, (2) road, (3) upper ground, (4) path, (5) railway, (6) highway, 
(7) freight transport, (8) urban air transport, (9) water transport 

This chapter deals with the required air traffic management and flight control for 
drones or a group of drones. The drones might follow fixed trajectories or predefined 
corridors. Several methods as sensor fusion, real-time GIS support, centralized 
dynamic sectorization, active management, fixed trajectory flowing models, 
predefined flight modes like coordinated turns, active conflict/obstacle detection 
and resolution, flight drone-following models, and formation flights should support 
the drone’s operation in smart cities. 

2 Methodology 

2.1 Sensor Fusion Tools Supported of Autonomous System 

Autonomous systems rely on a sensor suite that provides data about themselves and 
sensors that sense the environment. In many cases, the autonomous system uses 
commercially available sensors. For pose estimation, sensors commonly used are 
accelerometers, gyroscopes, magnetometers, altimeters, or GPS. Sensors that sense 
the environment include radars and vision cameras, which provide detections of 
objects in their field of view. Lidars provide point clouds of returns from obstacles in 
the environment, and in some cases, ultrasound and sonar sensors. Some signal 
processing occurs in the sensor system, often including detection, segmentation, 
labeling, classification, and in some cases, basic tracking to reduce false alarms.
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Kivelevitch et al. (2019) introduced the requirements and a possible solution for a 
set of tools in the perception stage in which inputs from various sensors are fused to 
provide a single estimation of the environment around the autonomous system. This 
toolset integrates sensor fusion and tracking algorithms into complete tracks, simu-
lating sensor data, swapping trackers, testing various fusion architectures, or evalu-
ating the overall tracking results. 

Siewert et al. (2018) presented a work that focused on feasibility testing of ground 
electro-optical/infrared (EO/IR) and characterization of acoustic viability with the 
intent to expand nodes in a wireless communication network of nodes in a drone net 
sensor network in an air column of 1-km diameter. In this study, the active sensors, 
RADAR and LIDAR, were used on the ground as a secondary validation. In 
contrast, passive sensors competed with RADAR in terms of classification and 
identification performance at a lower cost. 

2.2 Following Process 

When the number of drones increases, severe accidents can appear in the sky, even in 
simple situations. The investigation of drone traffic safety and the intelligent trans-
portation system’s development requires drone-following models describing one-
by-one following process in the traffic flows. The drone-following models are based 
on the idea that each drone can be flown under its leader, expressed by the function 
of safety distance or relative velocity of two drones. For example, if three drones are 
flying on the same route simultaneously, two of them can fly following the leader. 

In the drone-following process, the drone’s velocity depends on the traffic 
situation, namely, on the distance to the drone ahead and its velocity. This approach 
led to the linear models assuming that its controller controls the drone’s acceleration 
to keep zero relative velocity to the drone ahead. 

The SD model is given as follows: 

€Xn t þ Tð Þ= λ 
_Xn tð Þ  p 

Xn- 1 tð Þ-Xn tð Þ[ ]q 
_Xn- 1 tð Þ- _Xn tð Þ ð1Þ 

where Xn(t + T ) is the acceleration of n-th drone after a reaction, Xn - 1(t) - Xn(t) is  
the relative distance between the (n - 1)-th drone and the n-th drone, _Xn- 1 tð Þ-
_Xn tð Þ  is the relative velocity of (n - 1)-th to the n-th drones in time t, T is the delay 
time of a controller, λ is a weight coefficient related to the controllers, and p and q are 
parameters related to velocity and distance of the drone ahead. 

It seems this model is well applicable to the drones flying in the desired flight 
path. However, the air turbulences and wind flow separated from infrastructure cause 
rather stochastically disturbed motion of drones. With the characteristics of 
advanced controllers, the controller’s relative distance and actual reaction time are 
added to the control close-loop. This approach leads to an improved model, called 
the Markov model.
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The Markov model is based on the approximation of the stochastic process of 
velocity decision. One advantage over the SD model is that the inputs of the 
controller are different velocities and deviations in relative distance between the 
drones, which can be described such as follows: 

€Xn k þ 1[ ] = cv _Xn- 1 k[ ]- _Xn k[ ]
þcx Xn- 1 k[ ]-Xn k[ ]ð Þ-ΔXpdn þ ε k[ ] ð2Þ 

where cv and cx are coefficients depending on the time, given drone and 
controllers, ΔXpdn = _X tð Þ  is the predefined safety distance between the drones, k is 
the number of steps in a chain ( t = k.Δt), and ε[k] is the random value disturbing the 
process. 

2.3 Obstacle Avoidance Method 

Along with drone applications’ spreading trend, drone collision’s flight safety with 
buildings, helicopters, and the landscape becomes an urgent issue for civil and 
defense agencies. A collision avoidance system is necessary for drone flights, 
especially for autonomous drones in dense airspace shared with other aircraft to 
guarantee airspace security. Conflict detection and collision avoidance is also a 
valuable tool for highly automated and autonomous vehicles. There are several 
simulation systems for algorithms tested and designed in laboratories. The obstacle 
model is one of the critical parts of these systems, described as the following. 
Assume that each obstacle is prescribed in a cylinder with the center CBl and radius 
rBl, as shown in the following Fig. 2. The surfaces of cylinders can then be used to 
form constraints for obstacle avoidance. Accurately, the safe distance ds,l from the 
obstacle l is calculated from the cylinder center to its surface at the flying height. 

2.4 Desired Landing Orbit for UAVs 

The landing approach is one of the critical stages of the entire flight to bring the UAV 
to land safely at the desired location. Common landing approaches consist of the 
following stages: (i) heading against the direction of the wind, (ii) descending, and 
(iii) slowing down. However, this process will be influenced by several factors such 
as wind disturbance, general aerodynamic force, the traction force of an engine, and 
the propeller’s reaction moment. 

Methodologies used to determine and calculate the landing areas are based on 
solving the aircraft’s motion equations and analytical methods. Based on the landing 
areas, the desired landing orbit is estimated, within which the UAV can land 
accurately at the desired position.
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Fig. 2 Obstacle 
representation and safe 
distance calculation 

Fig. 3 The proposed UAV landing zones 

The UAV landing areas include the following three zones (Fig. 3): 

Deceleration zone: This is the smallest circle on the horizontal plane containing the 
projection of the UAV’s orbit, which flies straight with the decreasing speed 
during the landing approach. Then, the deceleration zone’s shape is a circle with a 
center 0 and radius R1.



Descending zone: This is the smallest circle on the horizontal plane containing the 
projection of the UAV’s orbit, which flies in the process of altitude reduction. 
This area is a circle with a center 0 and radius R2. 

Directive zone: This is the smallest circle in the horizontal plane containing pro-
jections of two circles with radius Rmin. Two circles tangent to each other at the 
opposite of the wind direction. 
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The Rmin is the smallest rounding radius of the UAV. Thus, the directive zone is 
the circle with center 0 and the radius R3. 

UAVs’ landing trajectories generally consist of approach, glideslope, and flare. A 
successful landing would depend on the selection of the landing trajectory and its 
implementation. 

UAVs’ landing processes consist of three stages: the directive stage, the 
descending stage, and the deceleration stage. These stages are determined when 
the UAV is into each landing zones. Landing zones will be determined by knowing 
the radius of each region. The most common method is to investigate UAVs’ kinetic 
dynamics by solving the differential motion system. Therefore, UAV dynamics will 
be used to calculate the deceleration zone, and then the remaining landing areas will 
be identified by analytical methods. 

3 Results 

3.1 Drone-Following Process in the Traffic Flow 

Drone-following models for managing drones in smart cities’ transportation man-
agement systems were introduced in previous studies (Dung, 2020; Dung & Rohacs, 
2018). Such models were based on the initial idea that drones fly toward a leading 
drone in the traffic flow. This approach has been a novel method for managing a 
group of drones in smart cities. 

This subsection provides the main results obtained in the simulation experiments 
on the SD and Markov models (see Figs. 4 and 5). 

It can be noted that there is no accident and no unrealistic deceleration. The 
velocity of the followed drone is changed according to the speed of the drone ahead.

Fig. 4 Acceleration, 
deceleration of the first 
drone applied in verification 
tests



However, the followed drone can react quickly compared to the leading drone’s 
reaction because of the difference in its acceleration.

440 D. D. Nguyen et al.

Fig. 5 Verification results for comparison of the SD and Markov drone-following models 

Even though the SD and the Markov models are quite similar, the followed 
drone’s reaction in the SD model is earlier than that in the Markov model. Besides, 
the motion of the followed drone indicates that the stable state is slower in both 
models. In comparison with the SD model, the Markov model considers the changes 
in relative distance between drones. Moreover, the more significant the variation of 
the followed drone’s velocity in the Markov model, the much smaller the relative 
distance is between the drones. 

These results verified that the developed Markov model might perform the 
longitudinal safety separation of drones as the SD model. In general form, the results 
partly validated the proposed method that is part of research aiming to integrate 
drones with the urban intelligent transport system. The drone-following method 
needs to verify by several immediate next steps, such as the safe distance being 
measured in the drone directly in front and two drones beside, designing and 
conducting an experimental study to collect quantitative information regarding 
drone performance in space. 

As it seems, the developing Markov model might be more accurate in the case of 
motion of drones in significant air turbulence and separated wind flow from the



infrastructure, and it can be used in areas where problems with GPS positioning 
might have appeared, especially comparing and working together with the GPS 
techniques or acoustic sensors, etc. 

Developing Models and Methods for Autonomous Drones in Urban Air Transport 441

3.2 Experiment Results of Drone Management System 

In experimental studies, a cloud-based managing method had been applied to drones 
flying in a smart city environment (Nguyen, 2021), including the physical, cloud, 
and control layers. 

The experimental result is demonstrated in the Fig. 6. Initially, the drone was 
placed at a home position. When a drone received the GCS command, it took off and 
did a mission, visited the created waypoints. The results show that the desired 
trajectory and actual trajectory are correlated. The gap between the two trajectories 
represents GPS location because the drone receives the GPS location. 

It can be observed that proportional-integral-derivative (PID) control is entirely 
sufficient to follow set positions at low speeds (when the drone aerodynamics 
changes slightly and has no wind disturbance). For initial test flights, proper tracking 
was achieved, even in the case of moderate errors. 

It is illustrated in the Fig. 7 that a linear controller achieved the altitude flight 
control with the increase in the vertical speedup. The flight control unit (FCU) has

Fig. 6 The difference between desired and real trajectories (pink line: desired trajectory, blue line: 
real trajectory)



performed extremely useful in height control despite a minor gap between the 
desired and actual altitudes.
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Fig. 7 The difference between desired and actual altitude of drone, green line, desired altitude; red 
line, actual altitude 

During the experiments, the drone’s video streamed downward, facing the cam-
era, allowing us to observe and control the drone in a real-time environment. 

These experimental results demonstrated that the proposed and applied CbDMS 
(cloud-based drone managing system) is a cloud solution that enables drones’ 
management and control in a real-time environment. The monitoring efficiency 
can be increased by raising the regularity of refreshing GPS coordinates or adding 
filtering techniques (Kalman filters). 

3.3 Calculating the Desired Landing Orbits for UAVs 

The previous research presented the methodologies using to determine and calculate 
the landing stages (Rohacs & Dung, 2019). Based on the landing areas, the desired 
landing orbit is estimated, within which the UAV can land accurately at the desired 
position. The simulation results for UAV landing in the given direction are shown in 
the Figs. 8 and 9. 

In this case, the desired landing orbit consists of two curves and two lines. At the 
height H = 500 m, the UAV completes two turning with the desired roll angle



γ ≤ 20°. Between these two times, a straight flight takes place with speed V= 40 m/s.
Then, the drone flies in the right orbit in the given direction, starting the step of
lowering the altitude and finally straight flight at decreasing speed. The simulation
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Fig. 8 The desired trajectory for UAV landing in the given direction 

Fig. 9 The altitude of the UAV landing in the given direction



result given is reasonable and necessary to implement controlling orders. The result 
also shows that the landing direction is the direction from the current point of the 
UAV to the desired landing point, and this landing distance is the shortest one.
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4 Conclusion 

In this chapter, we introduced several methods for controlling and managing drone 
operations, such as the desired trajectory following management, following process, 
obstacle avoidance, and desired land orbit. By providing such a scenario, we hope to 
reduce much of the effort currently spent managing a large of UAV, especially 
drones, with every new autonomous system development project. This will enable 
researchers, developers, and enthusiasts to develop their autonomous systems with 
significantly reduced time, effort, and funding. It will also allow professionals to 
share best practices and best results within the organization and across organizations 
and disciplines. Further research is required to understand better how the proposed 
system could be planned, which depends on open questions linked to critical features 
associated with the possible significant use of drones and how sustainably they could 
be in life quality. 
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In the aircrafts, composite materials are now widely used. An important issue is that 
they may be exposed to a flame, during a malfunction of the engines or after a crash. 
Under such circumstances, the composite is degraded, and it loses its performances. 
In order to test the fire reaction of the materials, there are several standard tests 
specific to aeronautical applications (Mouritz & Gibson, 2006); in particular some of 
them use propane or kerosene impinging flames (ISO2685:1998; FAR25.856). 
However, they are expensive, time-consuming, and requires heavy equipment. 
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Fig. 1 From small to full scales: the testing pyramid 

They can be used only for certification, and it is hard to use it for development and 
optimization of new products with improved fire reaction. 

The performance and strength of a composite aero-structure is established incre-
mentally through a program of analysis and a series of experimental tests conducted 
using specimens of varying size and complexity. The process is based on a so-called 
testing pyramid approach with tests at each of the following levels, as shown in 
Fig. 1: (i) coupon, (ii) structural detail, (iii) component, and (iv) substructure or full 
structure (Serra et al., 2017). The process is long and costly. Therefore, before 
certification, it is better to analyze and to optimize the new products at the levels 
1 or 2. These are typically the aim of laboratory tests at small scales. This is often 
achieved with a cone calorimeter that apply a radiative flux on the sample (Stoliarov 
et al., 2009; Grange et al., 2018). However, the maximum thermal stress is limited to 
100 kw/m2 , which is well beyond the values encountered in real scenarios, and a 
direct flame impact is a more realistic thermal stress. 

A new bench test was built in order to analyze at small scales, typically with 
sample size of a dozen of centimeters, the behavior of composites under a kerosene 
flame. The test bench is first described. As for examples, the tests for two carbon 
fiber-reinforced polymer matrix composites, a thermosetting-based (epoxy 8552)
and a thermoplastic-based (polyphenylene sulfide), will be shown, and the results are
discussed.
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2 The Test Bench 

The kerosene burner of the bench test is made of a combustion chamber fed with a 
spray of kerosene (0.27 g/s) and a flame tube (30 cm long and 5-cm diameter), thus 
providing at the exit a homogeneous flux of hot gases. The combustible to air ratio is 
equal to 80% of the stoichiometric value. The temperature on the flame axis is 
measured by thermocouples, with values equal to 1100 °C. The heat flux is measured 
with a Gardon-type gauge placed in front of the flame, and providing a value equal to 
118 kW/m2 kw/m2 at 10 cm from the flame exit. The flexibility of the bench test is 
that the heat flux can be varied in the range 80–180 kW, by changing the distance 
between the flame tube exit and the sample, or the air and kerosene flow rates. The 
temperature of the rear face has been observed using an IR camera, and the sample 
mass losses monitored during tests with a load cell (Schuhler et al., 2021), as shown 
in Fig. 2. 

The composite sample is placed between two insulation layers, and the assembly 
is clamped by two steel plates. In both side of the sample holder, a round aperture of 
50-mm diameter is made. 

3 The Test Protocol 

Before each test, the temperature and heat flux measurements are carried out in the 
hot gas jet, at the same distance from the exit of the flame tube as the sample holder. 
The temperature is measured using a mobile comb of six K-type thermocouples, the 
spacing between each thermocouple being 8 mm, as shown in Fig. 3. After the 
burner ignition, a period of 15 minutes is necessary in order to reach steady 
conditions in temperature. For all the tests presented here, the mean value of the 
temperature at the center of the hot jet is about 1080 ± 30 °C. After the thermocouple 
comb is removed, the heat flux is measured using a water-cooled heat flux sensor

IR Camera 
Sample holder 

Composite sample 
Flame 
Burner tube 

Camera 

Thermal insulation 

Weighing cell 

Fig. 2 Schematic view of the test bench



(Gardon, 1953; Carlomagno & Ianiro, 2014) (Captec manufacturer) inserted into a 
movable steel plate. The value is monitored during a few minutes, and it is well 
stable.
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Fig. 3 The kerosene flame 
at the burner exit and view 
of the thermocouples used to 
check flame temperature 

Fig. 4 View of a sample in 
front of the burner during 
a test 

The mean value of the temperature at the center of the hot jet (1080 °C) and the 
heat flux (120 kW/m2 ) allow to reproduce the thermal stress conditions as in standard 
test cases (ISO2685:1998; FAR25.856). 

Finally, the heat flux sensor is removed, and the sample holder is translated in 
front of the flame, as shown in Fig. 4.
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4 The Tested Composite Materials 

The composite materials studied in this work are carbon/epoxy and carbon/ 
polyphenylene sulfide (PPS) woven-plies laminates. The samples are 70 × 70 
mm2 ; they are cut from prepreg laminate plates. 

The thermoplastic-based laminates (C/PPS) are seven plies carbon fiber-
reinforced PPS prepreg laminate. The PPS resin and the carbon fibers (T300 3 K 
5HS) are, respectively, supplied by Hexcel and Toray. The mass fraction of carbon 
fiber is 58%. The glass transition temperature of the material is Tg = 98 °C and its 
melting temperature Tm = 280 °C, as measured by DSC (Blond et al., 2014). The 
crystallinity of PPS matrix is close to 30%. The laminates thickness is 2.2 mm, and 
the onset of thermal degradation is about 493 °C. 

The thermosetting-based laminates (C/epoxy) are referred to as AcF2 in (Zhang 
et al., 2017). The glass transition temperature is about 190 °C, and the peak of 
thermal degradation is about 390 °C. 

5 Results and Discussion 

5.1 Temperatures at the Back Face 

For results presented below, and for both samples C-Epoxy and C-PPS, the heat flux 
is equal 120 ± 5 kW/m2 . Figures 5 and 6 show the temperature measured with the IR 
camera at the center of the samples. Three different tests have been done in order to 
look at the reproducibility of the processes occurring degradation with the kerosene 
flame. This one is rather good. Some differences occur after 50 s, mainly caused by

Fig. 5 C-PPS composite, temperature measured with the IR camera at the center of the back face



delamination and cracks that appear at high temperature inside the materials; these 
may be different from one test to another even with similar thermal stress.
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Fig. 6 C-Epoxy composite, temperature measured with the IR camera at the center of the back face 

Fig. 7 Comparison between average values of temperatures measured at the center of the back face 
of the C-Epoxy and C-PPS samples 

On Fig. 7, the average values of the three previous tests have been reported for 
both C-Epoxy and C-PPS samples. The shape of the curves is more or less similar, 
but the temperature values for the C-PPS are lower than for the C-Epoxy. During the 
first seconds (<15 s), only heat transfer from the flame-side to the back-side occurs. 
The heating rate is very strong and about 1200 °C/s. After that, delamination is



produced inside the composites, mainly due to the high dilation of the matrix 
compared to the fiber plies. This causes cracks to appear, which will act as thermal 
barriers and which will reduce the temperature rises close to the back face. This 
particularly visible for the C-Epoxy, for which a quick temperature decrease, is 
observed. During the last period of the tests, a stabilized temperature is reached. This 
one is lesser for the C-PPS compared to C-Epoxy, a difference of about 100 °C. This 
an interesting feature of the thermoplastic composite, which is able to act more 
efficiently to the heat transfer to the non-exposed surface. 
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5.2 Mass Loss 

Mass losses are given in Figs. 8 and 9; the results are presented in percentage of the 
initial mass, i.e., the ratio of the mass at time t to the initial mass. The three tests 
carried out with the same composite (C/PPS or C/epoxy) show that the tests 
performed with this setup are well repeatable. The greater differences are found 
after 100 s for the thermosetting-based composite and after 600 s for the 
thermoplastic-based composite. The differences between the three tests is lesser 
than for the temperature measurements; however, they can be explained again by 
the internal damage mechanisms such as the building of cracks, delamination, and 
major pores that may be different from one test to another even with similar thermal 
stress. 

On Fig. 10, the average values of relative mass losses of the C-Epoxy and C-PPS 
samples are reported. The speed of the mass loss is much higher for the C-Epoxy, 
and the final mass loss too. This has a strong influence on the residual mechanical 
properties. With the test bench used, no fiber ablation was observed on the exposed 
surface, so the mass loss is essentially due to the matrix decomposition. Since one

Fig. 8 C-PPS composite, relative mass loss



action of the matrix in composites is to equilibrium mechanical stress between the 
plies, one can expect that the residual mechanical properties for the C-PPS is better 
to the C-Epoxy ones. The lines drawn on Fig. 10 are for highlighting the time 
corresponding to 50% of the final mass loss. The value for the C-PPS is about three 
times the value for C-Epoxy.
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Fig. 9 C-Epoxy composite, relative mass loss 

Fig. 10 Comparison between average values of relative mass losses of the C-Epoxy and C-PPS 
samples. Drawn lines are for highlighting the time corresponding to 50% of the final mass loss 

Figure 11 shows an example of the behavior of the C-PPS samples to three 
different thermal stresses, 120–140–160 kw/m2 . As expected the relative mass loss 
increases with the heat flux. However, the increase of the final value between 
120 and 140 kw/m2 is not very different to the increase observed between 140 and 
150 kw/m2 . It is evident that not all the initial mass of the matrix in the composite has 
disappeared, even with the high flux of 160 kw/m2 .
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Fig. 11 C-PPS samples, relative mass loss for three thermal stresses, 120–140–160 kw/m2 

6 Conclusion 

A kerosene flame test bench has been developed at laboratory scale in order to 
analyze and compare the fire behavior of composites, mainly for aeronautic appli-
cations. The kerosene and airflow rates can be been chosen in order to produce 
similar thermal-stress conditions as in the standards. During the test duration, the 
mass loss of the sample and the temperature on the back face are measured. 

With this test bench, it has been possible to analyze and compare the fire behavior 
of two carbon fiber-reinforced polymers, a thermosetting-based one (C/epoxy) and a 
thermoplastic-based one (C/PPS), with the same thickness and the same stacking 
sequence. 

The thermosetting-based laminate is decomposed very fast and reach higher final 
temperature at the back face. After 15 minutes, the thermoplastic-based composite is 
not fully decomposed, which seems to reduce the heat transfer to the back face. Due 
to the reliability of the device and the repeatability of the tests, this test rig can be 
used to better understand and to optimize the fire behavior of thermosetting and 
thermoplastic-based composites used in aeronautics. In particular, it will be used in 
future to perform mechanical tests on composite sample when exposed to the 
thermal stress of the kerosene burner, as shown in Fig. 12. 
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Fig. 12 Mechanical tests on a composite sample subjected to the thermal stress of the kerosene 
burner 

References 

Blond, D., Vieille, B., Gomina, M., & Taleb, L. (2014). Correlation between physical properties, 
microstructure and thermo-mechanical behavior of PPS-based composites processed by 
stamping. Journal of Reinforced Plastics and Composites, 33(17), 1656–1668. https://doi.org/ 
10.1177/0731684414541846 

Carlomagno, G. M., & Ianiro, A. (2014). Thermo-fluid-dynamics of submerged jets impinging at 
short nozzle-to-plate distance: A review. Experimental Thermal and Fluid Science, 58, 15–35. 
https://doi.org/10.1016/j.expthermflusci.2014.06.010 

FAR25.856:.Title 14 code of Federal – test methods to determine the burnthrough resistance of 
thermal/acoustic insulation materials (Appendix F, Part VII), 2003. 

Gardon, R. (1953). An instrument for the direct measurement of intense thermal radiation. Review 
of Scientific Instruments, 24(5), 366–369. https://doi.org/10.1063/1.1770712 

Grange, N., Chetehouna, K., Gascoin, N., Coppalle, A., Reynaud, I., & Senave, S. (2018). 
One-dimensional pyrolysis of carbon based composite materials using FireFOAM. Fire Safety 
Journal, 97, 66–75. https://doi.org/10.1016/j.firesaf.2018.03.002 

ISO2685:1998(E).. Aircraft-environment test procedures for airborne equipment – resistance to fire 
in designated fire zones. 

Mouritz, P., & Gibson, A. G. (2006). Fire tests for composites. In Fire properties of polymer 
composite materials. Solid mechanics and its applications (Vol. 143). Springer. https://doi.org/ 
10.1007/978-1-4020-5356-6_11 

Schuhler, E., Chaudhary, A., Vieille, B., & Coppalle, A. (2021). Fire behaviour of composite 
materials using kerosene burner tests at small-scales. Fire Safety Journal, 121. 

Serra, J., Pierré, J. E., Passieux, J. C., Périé, J. N., Christophe, B. C., & Castanié, B. (2017). 
Validation and modeling of aeronautical composite structures subjected to combined loadings: 
The VERTEX project. Part 1: Experimental setup, FE-DIC instrumentation and procedures. 
Composite Structures, 179, 224–244. 

Stoliarov, S., Crowley, S., Lyon, R. E., & Linteris, G. T. (2009). Prediction of the burning rates of 
non-charring polymers. Combustion and Flame, 156, 1068–1083. https://doi.org/10.1016/j. 
combustflame.2008.11.010 

Zhang, J., Delichatsios, M. A., Fateh, T., Suzanne, M., & Ukleja, S. (2017). Characterization of 
flammability and fire resistance of carbon fibre reinforced thermoset and thermoplastic com-
posite materials. Journal of Loss Prevention in the Process Industries, 50, 275–282. https://doi. 
org/10.1016/j.jlp.2017.10.004

https://doi.org/10.1177/0731684414541846
https://doi.org/10.1177/0731684414541846
https://doi.org/10.1016/j.expthermflusci.2014.06.010
https://doi.org/10.1063/1.1770712
https://doi.org/10.1016/j.firesaf.2018.03.002
https://doi.org/10.1007/978-1-4020-5356-6_11
https://doi.org/10.1007/978-1-4020-5356-6_11
https://doi.org/10.1016/j.combustflame.2008.11.010
https://doi.org/10.1016/j.combustflame.2008.11.010
https://doi.org/10.1016/j.jlp.2017.10.004
https://doi.org/10.1016/j.jlp.2017.10.004


Impacts of Aircraft on Environment 
in Europe 

Samer Al-Rabeei, Utku Kale, and Tawfik Mudarri 

Contents 

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  458  
2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  458  
3 Theoretical Part . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  459  

3.1 Case Studies and Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 459 
3.2 Facts and Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  459  
3.3 Pictures and Representations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  459  

4 Analysis and Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 460 
4.1 Comparison Between EU and US . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 460 
4.2 Comparison Between EU and Australia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  461  
4.3 Universal Indicators Followed in the USA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 461 
4.4 Universal Indicators Followed in Australia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  461  

5 Proposal Part . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  461  
5.1 Findings and Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  461  

6 Discussions and Proposals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  463  
7 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 463 
8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  464  
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 464 

S. Al-Rabeei (✉) 
Department of Aviation Engineering Faculty of AeronauticsTechnical University of Kosice, 
Kosice, Slovakia 
e-mail: samer.abdo@tuke.sk 

U. Kale 
Budapest University of Technology and Economics, Department of Aeronautics, and Naval 
Architecture, Budapest, Hungary 

T. Mudarri 
Faculty of Mining, Ecology, Process Control and Geotechnology, Technical University 
of Kosice Letná, Košice, Slovakia 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024 
T. H. Karakoc et al. (eds.), Solutions for Maintenance Repair and Overhaul, 
Sustainable Aviation, https://doi.org/10.1007/978-3-031-38446-2_50

457

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-38446-2_50&domain=pdf
mailto:samer.abdo@tuke.sk
https://doi.org/10.1007/978-3-031-38446-2_50#DOI


458 S. Al-Rabeei et al.

1 Introduction 

Aviation sector had an important role in the world over a decade due to its 
peculiarities. It is the fastest, safest, and most reliable transportation mode due its 
high mobility. This acts as one of the main catalysts for the growth of world 
economy. It has the ability to move people and products all over the globe quickly 
and safely. At present, nearly half the global population are dependent on the world’s 
airlines for mobility. Aviation contributes to quality of life by allowing us to visit 
friends and relatives, to travel, to experience new places, and to explore the world. 

As we look from the Economic perspectives, aviation industry is one of the fast 
means of transport and contributing a large share in terms of global trade, tourism, 
cultural exchanges, employment opportunities, and so on. By the arrival of aircrafts, 
the mobility of trade got much easier than before. Aviation was a revolution, and still 
the industry is undergoing huge innovational changes. In this chapter, we aim to find 
the impact made by the aircrafts across the globe regarding climate changes. Even 
though the share of toxic gases from aircraft are comparatively very low compared 
with the other factors, aviation affects the environment in many ways. People living 
near airports are exposed to noise from aircraft, and aircraft engines emit pollutants 
to the atmosphere. 

In this chapter we are mainly considering the impact made by these aircrafts in the 
environment. This chapter describes the emission associated with commercial avi-
ation and the health and welfare impacts that can result from those aviation emis-
sions that degrade air quality which can in turn can cause environmental problems. 

2 Methodology 

The methodology part consists of details describing the purpose of the study and the 
related research questions and the various methods used in order to acquire the data 
needed for the research paper. In this part we will fix our aim to find the rate of 
impact made by aircrafts to the environment and the environmental hazards caused 
by the aircrafts apart from other factors. This chapter aims to find out the various 
research questions as follows:

• What is the level of impact made by the aircrafts to the environment?
• Do the regulatory policies set by different regions reduce the impact of air 

pollution caused by the aircrafts? 

To measure the environmental impact made by aircraft, we will observe air 
quality, impacts on the ozone layer, contributions to climate change, waste genera-
tion, and reports general well-being made by the WHO. 

To measure the environmental impact of aircraft, we will be using a history of 
case studies and reports. We will first focus on literal emission figures, after that on 
various specific case studies which include other different parameters which we can



take into consideration. Then we will look at existing solutions and regulations that 
various institutions have applied and measure their effectivity. 
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3 Theoretical Part 

3.1 Case Studies and Findings 

Emissions from the aviation industry are steadily increasing since the year 1990 
(Abdu-Khader & Speight, 2004). Since then, they have doubled and are projected to 
continue rising at an even faster pace. Even reductions in average fuel burn did not 
help decrease total emissions. This fact illustrates the upward trend of increasingly 
more people using airlines as they become more accessible and crucial to many 
people’s lives. 

Apart from air pollutants emitted by aircraft travel, we also have to take into 
consideration the noise pollution created by the aircrafts. There are not yet any 
universal international regulations for aircraft emissions (European Union, 2022). 
They are being created by specialized UN bodies which have faced criticism for 
being too slow which in turn has caused a slower adaptation to the necessary 
regulations all over the world with some countries pushing their own in the mean-
time creating a chain of chaos in the atmosphere causing climate changes and other 
destructive environmental calamities. 

Until recently, airlines and water transport were excluded from the Paris agree-
ment, Kyoto Protocol, and similar efforts (Čabala, 2016). This has led to a world-
wide delay in deciding and applying universal standards. International standards 
were first proposed in 2017 and are projected to come into full effect by 2028 (EDF, 
2021). 

3.2 Facts and Figures 

In total the aviation industry contributes about 2% to the total amount of all CO2 

emissions produced across the globe (EIA, 2022). 
It has a share of 12% in CO2 emissions from when we are taking in concern 

regarding the total of emission rate out of all transport mediums (EIA, 2021). 

3.3 Pictures and Representations 

The third European Aviation Environmental Report provides an objective overview 
of the significant developments in response to the environmental performance of the 
aviation sector. European citizens are increasingly aware of the impact of aviation



activities on their quality of life, and businesses must build their strategies and brand 
around sustainability to reduce their environmental impact and attract a growing 
market share. Collaboration between public and private stakeholders is essential to 
deliver the European Green Deal objectives (Fig. 1). 
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Fig. 1 Emissions in the EU over time (EU aviation report) 

4 Analysis and Comparison 

4.1 Comparison Between EU and US 

Comparing emission data from the USA and EU, the USA has 10% more emissions 
(180MT vs 200MT). The USA also has the biggest aviation industry. Since US 
aviation policies are more favorable to the aviation parameters, there are no partic-
ular set of standards as we are comparing with the EU. 

The EU has been working on limiting emissions by implementing the emissions 
trading system (ETS) (European Aviation Safety Agency, 2014). Each airline 
operator receives a set amount of free, tradeable emission allowances in addition 
to which they can buy more at an auction. This allows airlines to operate at 
maximum capacity without negatively affecting the environment too much and 
making compromises possible in special cases. 

The USA has stated in 2019 that it has been implementing regulations for aircrafts 
too, but at a slower pace (FAA, 1970–1998).
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4.2 Comparison Between EU and Australia 

Compared to the EU, Australia has a relatively small aviation market which emits 
about 24MT (vs 180MT EU). 

Similar to the EU, Australia has been making efforts for regulation since the year 
2012 with the release of their Action Plan. They are also partaking in the Carbon 
Offsetting and Reduction Scheme for International Aviation (CORSIA) proposed by 
the International Civil Aviation Organization (ICAO) similarly to the EU. The start 
of the phased implementation is projected to be in 2021 (Hovanec et al., 2018). 

There also have been efforts to make airports carbon-neutral which has already 
seen success in some places. 

4.3 Universal Indicators Followed in the USA 

Until recently, the US government didn’t make any steps in regulating aircraft 
emissions. Until mid-2020, the market was completely unregulated. Because of 
that, airlines have seen an increase in fuel consumption paired with diminishing 
increases in fuel efficiency. It took several years and lawsuits for the US government 
to finally start taking action. 

4.4 Universal Indicators Followed in Australia 

The Australian government has been implementing measures since the introduction 
of the 2012 Action Plan. They are also partaking in the CORSIA plan with planned 
implementation starting in 2021. They plan to gradually improve all parts of the 
aviation industry including air traffic management and airports (IAEA, 1999). They 
already have deployed some measures such as renewing their fleet to use the latest 
advances in technologies or investing into research and market development of 
sustainable biofuels. 

5 Proposal Part 

5.1 Findings and Observations 

From our research and analysis, we have come to a few conclusions and projections 
for the future. Totally aircraft contribute only very small percentage to the total 
amount of human-induced emissions, 2% from recent observations. It has a share of 
12% in emissions from all transport (Fig. 2).
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Fig. 2 Comparison on the 
basis of CO2 emissions 
(own elaboration) 
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Aircraft traffic is projected to keep increasing in volume, following the trend of 
over a 40% increase compared to ~2005 levels. The trend also keeps accelerating, 
projected to an additional 60% or more increase in traffic and emissions going into 
the year 2032. 

Up until recently, there was little work done to implement an international 
standard. Many countries, including the USA, did not have any regulations regard-
ing aircraft emissions up until now. It is crucial that countries collaborate and make 
an effort to unify the industry and its regulations for healthy grow. 

The CORSIA scheme proposed by the ICAO is set to begin its gradual imple-
mentation in the year 2021 following complete implementation by the year 2028. 
Their proposals, which aims to reduce emissions and other environmental hazards 
from aircraft, is deemed dated by some. That is mainly because today’s aircrafts are 
already meeting their limits which they proposed a few years by default. Their main 
aim is to keep aircraft emissions at 2020 levels while still allowing for growth of the 
industry. The main areas of optimization are novel fuels, modern aircraft, carbon-
neutral airports, and carbon offset schemes (ICAO, 2019). 

Currently more than 70 countries are participating including Australia, all EU 
member countries and recently the USA. 

The initiative to increase fuel efficiency won’t be enough to offset the continu-
ously accelerating grow of the industry. Alternative methods such as biofuels from 
sustainable sources or significant advances in technologies are needed to make the 
industry carbon-neutral (Infrastructure.gov.au). 

The EU has been probably the most efficient in controlling emissions and other 
environmental factors. It is already using its ETS to regulate emissions. It’s also 
closely working together with international organizations to help create a plan. 

Australia is also already efficient in regulating its aircraft emissions by starting 
implementation of the system back in the year 2012. They also have multiple 
voluntary running initiatives to make their airports carbon-neutral and are actively 
investing into research and development of alternative biofuels together with the 
facilities and infrastructure needed for it (International Atomic Agency, 2000). 

The USA has not up until recently, despite having the biggest aviation market, 
been working together with the UN on its regulations plan for aircraft and shipping



markets. That resulted in an uncontrolled market for a considerable amount of time 
which will take some effort to clean up. 
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6 Discussions and Proposals 

Despite long periods of no action, in the recent year’s efforts to regulate the aircraft 
industry have been put forward with some countries taking the lead and some falling 
behind. 

Currently there are no universal standards and also no global ETS. Standards are 
being worked on and their implementation already started in some countries. A 
global ETS is not yet implemented (Jakubiak, 2015). 

The focus currently is on the implementation of the existing CORSIA program 
with many (over 90% of the market) countries participating. Some countries which 
for example have a small aviation industry can be excluded from this program. 

Another area of optimization is a global ETS. This system is already applied in 
some countries and regions. At the moment the biggest market is the EU. 

To reduce other negative factors (such as noise pollution), regulations should be 
developed and applied. There are also no regulations except general noise regula-
tions. These are likely not suited for a situation like an airport, where the noise is 
very frequent. 

7 Results 

The results from this research indicate that a worldwide consensus is being formed 
and countries are gradually implementing new regulations and innovating their 
technologies (Fig. 3). 

Fig. 3 Graphic 
representation of the 
emission shares of EU, 
USA, and Australia (own 
elaboration) 

Emission share 

EU US Australia
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Recent developments and discoveries in engine and biofuel technology coupled 
together with a global ETS alongside improvements in places such as airports, e.g., 
production facilities have shown that the targets set by the CORSIA project are 
achievable and being worked on. 

Other factors (such as noise) are not being effectively regulated (except general 
regulations) in most places yet but are also being taken into account in the recent 
years with research showing them being significant factors in general well-being and 
therefore health. 

8 Conclusion 

Our conclusion is that the authorities should focus on the implementation of global 
systems for ease of tracking and trading emissions. After that all focus should be 
shifted to implementing and enforcing the so-called regulations using data from the 
global systems to reach the projected milestones. 
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ASTM American society for testing and materials 
BNNP Boron nitride nano palates 
Co Carbon nanotube 
CNT Carbon nanotube 
H-BNNP Hexagonal boron nitride nanoplate 
RH Relative humidity 

Polyurethane is one of the most preferred adhesive types in glass, metal, and wood 
applications due to its high adhesion properties, resistance to moisture, high tem-
perature, frost, and long-term durability. Adhesive bonding applications are cheap,
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fast, and durable when compared with traditional bonding techniques. In addition, 
adhesive joints enable lighter designs and provide energy efficiency. Using thermo-
set PU in bonding joints provides flexibility for manufactures to overcome design 
challenges such as impact, fatigue, and safety (Loureiro et al., 2010; Scetta et al., 
2021). For these reasons, intensive studies are carried out on Pu adhesives in the 
academic field and industry. Improving the mechanical properties of PU will 
increase its usage areas (Szatkowski et al., 2017; Gao et al., 2011).
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Nanoparticle addition into PU resin is one of the effective methods to improve 
its’ performance. Nanoparticles’ high-elastic modules and high surface volume 
ratios can provide load transfer within the polymer structure. Therefore, although 
they added a small percentage in resin, they significantly affect the polymer resin 
mechanical properties. For example, 1% CNT addition in nylon-6 increased the 
materials’ elasticity modulus, strength, and hardness value by 115%, 120%, and 
67%, respectively (Zhang et al., 2004). Most polymers have shown low strength 
because of the slippage mechanism in their polymer chain (Senyurt et al., 2021; 
Ekrem, 2019b). Appropriate ratio nanoparticle adding in polymers could lock the 
polymer chain slippery mechanism and provide desired mechanical properties 
(Ekrem, 2019a; Bahramnia et al., 2021). CNT’s, which have two types as multi-
walled and single-walled, are cylindrical tubes with varying diameters from ang-
strom level to the nanometer level, formed by each carbon atoms hexagonal bonding. 
They have a high aspect ratio. Therefore, they make covalent bonding with polymer 
chains and reduce the needed nanoparticle ratio to improve mechanical properties 
(Chen et al., 2012). Homogeneously distributed CNT into PU resin improves 
mechanical properties, increases thermal stabilization and thermal conductivity and 
ensures better adhesion of PU to bonding surfaces (Shokry et al., 2015). H-BNNPs 
are formed by layered overlapping of hexagonal structures consisting of boron and 
nitrogen atoms. Due to the weak Van der Waals bonds between the BNNPS layers, 
the layers slide easily over each other and show ductile properties. Although BNNPs 
are resistant to temperature and have high thermal conductivity, their electrical 
conductivity is very low (Rosas et al., 2005). 0.20% BNNP and 0.20% GNP by 
mass addition into the thermoplastic PU increased the thermal conductivity of the 
composite films; in addition, it has also increased strength and resistance to bending 
fatigue (Soong & Chiu, 2021). 

2 Method 

In this study, KLB 75 solvent-free thermoset PU was used, which was produced by 
DURATEC company. KLB 75 has superior temperature and impact resistance, and 
also it can cure at room temperature (Table 1). Isocyanate is preferred as the 
hardening compound. MWCNTs obtained from the NANOCLAY company were 
produced by the vapor deposition method. MWCNT diameter is between 5 and 
50 nm and the length between 10 and 30 μm. The h-BNNP supplied from Bortek has 
a density of 2.27 g/cm3 , the mean thickness is 100 nm, and the purity is above



99%. Its thermal durablity temperature is 1000 o C in an open atmosphere and 1400 
o C in a vacuum environment. 
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Table 1 T-PU and its hardener isocyanate mixture mechanical properties 

Properties Unit 80 PU+ 20 isocyanate 

Density g/cm3 1.35 ± 0.10 
Viscosity mPas 2.100 ± 300 
Maximum lifespan (23 °C, 100 ml) Minute 65 ± 15 
Open waiting time (23 °C, %55 RH) Minute 90 ± 15 
Solidification time (23 °C, %55 RH) Hour 24 

Full hardening (23 °C, %55 RH) Week 1 

Polyurethane and isocyanate, which used as curing agent weight ratio, were 
determined as 80/20. PU viscosity was reduced by adding acetone 1/10 by mass of 
PU. Then 0.25% MWCNT, 0.5% h-BNNP, and 0.25% CNT + 0.5% BNNP were 
added into PU-acetone mix. Van der Waals interaction between particles is the 
biggest obstacle in the formation of the homogeneous mixture. For this reason, the 
mixing PU viscosity was reduced by adding acetone 1/10 by mass of PU. Then 
0.25% MWCNT, 0.5% h-BNNP, and 0.25% CNT + 0.5% BNNP were added into 
PU-acetone mix. The process was done with an ultrasonic mixer in two stages of 
10 minutes. PU and nanoparticle damage resulting from overheating was prevented 
by two-stage mixing. 

Nanoparticle-reinforced PU-acetone mixture was kept in a vacuum oven under 
0.02 MPa pressure for 24 hours at 60 °C degree. In this way, it was ensured that the 
acetone in the mixture evaporated, and air bubbles that would adversely affect the 
test result were removed. Nanoparticle-reinforced PU was taken out in the vacuum 
oven, and then the hardener was added and mixed mechanically for 15 minutes. PU, 
nanoparticles, and hardener mixture were kept in a vacuum oven under 0.02 MPa 
pressure for 15 minutes to remove air bubbles formed due to mechanical mixing and 
then poured into molds and left to cure at room temperature for 24 hours. After 
24 hours, samples were removed from the mold. Then they were kept at room 
temperature for 2 weeks to complete curing. After complete curing, the tensile test 
and shore hardness test were applied to determine the mechanical properties of 
samples. All the steps involved in producing are shown in Fig. 1. 

Mold has 165-mm-length, 155-mm-wide, 5-mm-thickness bottom and top plates. 
Plates connected with bolt and nut are used to produce ASTM-D 638-10 standards 
tensile specimens. A detailed view of the mold and the molding method is illustrated 
in Fig. 2. 

Each mold allows producing five test samples. In the study, 15 samples were 
produced, including five pieces neat PU, five pieces Pu 0.25% CNT, and five pieces 
PU + 0.25% MWCNT +0.5% h-BNNP added samples. During molding, wax was 
applied to the mold surfaces. It prevents samples from sticking to the mold and 
enables the specimen to leave the mold without any deformation. After 24 hours 
from the molding process, specimens were removed from the mold, and they have 
waited at room temperature for 2 weeks to the ultimate cure. A tensile test was



conducted with 5-mm/min constant jaw speed at room temperature. The test was 
carried out on the Shimadzu AGS-X tensile testing device in the Mechanical 
Engineering Laboratory of Necmettin Erbakan University. After the tensile test,
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Fig. 1 Preparing of Nanoparticles doped PU samples 

Fig. 2 Neat sample 
molding process



the Shore D hardness test was applied for all samples according to ASTM-D2240 
standards.
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3 Result and Discussion 

The tensile test was applied first to raw PU samples to use them as a reference in 
evaluating the particle added samples test result. PU specimens’ maximum tensile 
strength is 20.80 mPa, and the strain value is 15%. All samples’ stress-strain graphs 
are shown in Fig. 3. 

When neat PU samples were examined with reference, h-BNNPs addition into the 
polymer caused the maximum fracture strength to decrease by 29% from 20.8 to 
14.7 MPa. Because the layered structure of the BNNP layers is sliding easily, this 
effect increased the ductility of the samples by 110%. Among all samples, the 
highest tensile strength was observed in PU + 0.25% CNT + %0.5 BNNNP (hybrid) 
samples. CNTs’ make a bridging mechanism in polymer bonds. Due to this bridging 
mechanism, the breaking strength of the samples increased by 15% compared with 
neat PU samples. Moreover, compared to the BNNP-reinforced samples, hybrid 
composites exhibited 66% higher tensile strength. However, the addition of 
MWCNT into the PU thermoset drastically reduced the ductility properties of the 
samples. 

Nanoparticle addition magnificently affected the thermoset PU elasticity module 
(Table 2). The reinforcement of h-BNNPs led to a significant reduction in the elastic 
modules. On the other hand, CNT corporations with h-BNNP in PU increased elastic

Fig. 3 PU, PU + 0.5 BNNP, and PU + 0.25 CNT + 0.5 BNNP stress-strain graph



modules by 10%, from 0.908 to 1.002 GPa. This result proves that how effected 
small amount of MWCNT on mechanical properties. However, high elasticity, 
which is desired property for adhesive bonding, also brought negative brittle prop-
erties. Although h-BNNP addition reduces brittles, it also drastically reduces spec-
imens’ rigidity and tensile stress. However, CNT and h-BNNP together reduced 
elasticity and increased rigidity. And CNTs’ stiff properties explain elasticity 
reduction.
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Table 2 Hybrid nanoparticles reinforced PU composites’ mechanical properties 

Samples Max. load Elasticity module (GPa) Toughness (kJ/m3 ) 

PU 565.18 0.908 1596 

PU+ 0.5 BNNP 374.86 0.204 2781 

PU + 0.5 BNNP+0.25 CNT 639.62 1.002 457 

Fig. 4 Samples hardness result 

Hardness test results according to ASTM-D 2240 shore D are shown in Fig. 4. 
CNT+ BNNP-reinforced samples’ hardness test exhibited that CNTs’ high-elastic 
modules and stiff structure increased the hardness of the sample. This result supports 
the highest tensile stress measured in hybrid samples. 

However, in contrast to the tensile test, compared with the neat PU, adding 
h-BNNNP increased the hardness in a small ratio. This situation indicates that the 
sliding mechanism between h-BNNP layers formed during the tensile test is not 
occurring in the hardness test or is not effective as in the tensile test.
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4 Conclusion 

Polymer adhesive bonding has a wide variety of using areas as the defense industry, 
maritime, automobile, and space. So, improving their mechanical properties is 
piercingly important. In this study, we aimed to enhance thermoset PU ductility 
and tensile stress at the same time. For this intention, we added h-BNNP and 
CNT + h-BNNP in PU resin and compared the result with the neat PU by an aspect 
of strength and elasticity. 

Tensile test results exhibited that BNNP adding in the thermoset PU severely 
reduced the tensile stress but increased its ductility. The weak Van der Waals bond at 
HBNNPs layers explains this result. These layers are easily sliding over each other 
and reduce maximum strength. Synergistic interaction of BNNP and MWCNT was 
examined by adding these two nanoparticles together in PU resin. Although 
MWCNTs increased polymer resin tensile stress as expected, BNNPs had not 
increased ductility when added together with MWCNT. In summary, together 
addition of these two particles increased the tensile stress of PU, but ductility 
decreased despite the presence of BNNP. 

Considering the results, MWCNT increases the tensile strength and decreases the 
toughness of thermoset PU. However, to fully understand the synergistic effect of 
nanoparticles in PU, new studies should be done by adding only MWCNT and 
HBNNP + MWCNT particles at different rates. 
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1 Introduction 

Extreme fight condition such as high-pitch angle, α, and large angular rates are 
encountered during the flight of the modern UCAV wing configurations. Unsteady 
and highly nonlinear aerodynamics which significantly affects the stability of the 
aircraft is associated with the low-sweep lambda wing UCAV configurations. 
Low-sweep lambda wing UCAV configuration aerodynamic studies are of prime 
interest due to the complex vortex flow topology over the wing surface (Rockwell, 
1993). The investigation and the estimation of the flow topology and stability of the 
modern UCAV configuration for medium- to higher-pitch angle, α persists vital to 
superior maneuverability and performance (Schuette et al., 2018). The aerodynamic 
studies can be carried out either by wind tunnel experiments or by the CFD 
simulation. 

Different countries have established their static and dynamic wind tunnel test 
methods and associated experimental setups to study the aerodynamics features of 
the aircraft in unsteady flow fields to support the aircraft designers with reliable 
steady-state and dynamic test data. The experimental setup data can be used for the 
flight characteristics such as stability analysis and the verification and validation of 
the CFD simulations (Dadkhah et al., 2019). 

In this work, we will discuss in detail the design of the experiments to be carried 
out for the low-speed wind tunnel testing of the 53° sweep lambda wing UCAV 
configuration. The main interests of this research are to design and develop the 
experimental setup to investigate the steady-state aerodynamic coefficients and the 
flow visualization and to design and develop a dynamic facility that will be capable 
to investigate the transient response of the UCAV configuration. 

2 Wind Tunnel Facility 

The Universiti Teknologi Malaysia Low-Speed Wind Tunnel (UTM-LST) is a 
closed-circuit low-speed wind tunnel facility as shown in Fig. 1. UTM-LST has a 
test section which is rectangular with the volume 16.5 m3 (5.5 meters 
(length) × 1.5 meters (height) × 2.0 meters (wide)). The maximum velocity managed 
in the UTM-LST can be up to 82 meters per second. Before the test section as shown 
in Fig. 1, there is a settling chamber where the flow angularity and the turbulence 
level in the airflow are reduced. In the settling chamber, honeycomb and three 
screens are installed which acts as the turbulence filter and the flow straightener 
(Noor & Mansor, 2013). The flow quality of the wind tunnel is presented in Table 1.
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Cross leg A 

Fig. 1 Flow diagram of steady-state testing 

Table 1 Test section flow 
quality (Elfstrom, 2007) 

Parameters Measured values 

Velocity spatial uniformity 0.13% 

Flow angularity, pitch 0.13° 

Temperature spatial uniformity 0.16 °C 

Flow angularity, yaw 0.13° 

Flow angle gradient, pitch 0.003°/m 

Axial wind speed gradient 0.0003°/m 

Flow angle gradient, yaw 0.070°/m 

Temperature temporal uniformity 0.08 °C 

Velocity temporal uniformity 0.046% 

2.1 JR3 External Balance 

The steady-state aerodynamic characteristics, lift, drag, side force, pitching moment, 
and yaw moment can be measured by the JR3 external balance system. The 
MULDICON wing model configuration is fixed on the sturt support, and the sturt 
support is attached to the JR3 balance sensor with the help of the flange as shown in 
Fig. 2. 

Figure 3 shows the JR3 external balance sensor that will be used in the wind 
tunnel testing for the measurement of the steady-state aerodynamic characteristics 
(TAAH & Mat, 2019). The JR3 external balance is a portable three-dimensional 
six-component force and moment balance system which can measure three forces, 
i.e., lift, drag, and side force and three moments pitch, yaw, and rolling moments. 
The JR3 external balance is capable to log the aerodynamic loads at various wind 
direction by rotation of the wind tunnel (W/T) model via the turntable that is placed 
underneath the wind tunnel floor as shown in Fig. 2 for various yaw angles and by 
pitching of the W/T model via pitching device which is placed inside the W/T model. 
The accuracy of the balance is within 0.04% standard deviation. The balance load 
range as specified by the manufacturer is summarized in Table 2.



478 B. Haider et al.

Fig. 2 Wind tunnel components 

Fig. 3 JR3 external balance 

All forces and moments are measured in the body axis. The loads are measured by 
load cells, and the calibration matrix converts them into three forces (lift, drag, and 
side force) and three moments (pitch, yaw, and roll). The software saves the data as 
both force and moments. The balance is operated using a dedicated program that also 
allows the user to choose a suitable sampling rate and data-averaging time. The 
flowchart for data reduction to the steady-state aerodynamic coefficient is presented 
in Fig. 4.
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Table 2 Maximum allowable 
loads limit 

Component Load range 

Drag, Fx 

Side force, Fy 

Lift, Fz 

Rolling moment, Mx 

Pitching moment, My 

Yawing moment, Mz 

Fig. 4 Flow chart for steady-state data reduction 

2.2 Surface Flow Visualization 

Surface flow visualization using oil mixture will be used to study the flow pattern on 
the wing surface. Flow visualization for the W/T model will give a general view of 
flow topology. Surface flow visualization may observe the separation lines, location 
of boundary layer transition, characteristic unsteadiness, and the extent of separation



zones. The flow visualization data will help to correlate the vortex development with 
aerodynamic derivatives. 
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Fig. 5 Oil mixture 
application on W/T model 

A mixture of lubricating oil 10 W-30 and titanium dioxide (TiO2) will be used for 
the surface flow visualization. Oil mixture will be applied to the W/T model as 
shown in Fig. 5. Wind speed will create the flow pattern on the W/T model surface; 
hence, the surface flow topology can be visualized. Surface flow visualization will 
provide useful information on the apex, inner, and tip vortices formation. The flow 
visualization data will help to correlate the vortex development with aerodynamic 
derivatives. The qualitative data from the surface follow visualization will be very 
useful for the CFD simulation validation of the flow topology. 

3 Dynamic Oscillatory Rig 

To highlight the unsteady response of the tailless low-sweep lambda wing config-
uration experimentally at various pitch angles, α, a single degree of freedom 
torsional system has been developed as shown in Fig. 6. The dynamic oscillatory 
rig will be capable to find out the transient aerodynamic stability derivatives (Cnβ and 
Cnr ). The dynamic oscillatory rig facility approach to finding out the dynamic 
stability derivatives is very cost-effective and efficient (Rajamurthy, 1997). The



advantages of the dynamic aerodynamic load’s measurement to the steady-state 
aerodynamic load’s measurement are listed in Table 3. 

Design of Experiments for Wind Tunnel Testing of 53° Sweep Lambda. . . 481

Fig. 6 Dynamic oscillatory rig facility animation 

Table 3 Steady-state versus dynamic W/T testing 

Parameters Static W/T testing Dynamic W/T testing 

Model motion Model is stationary One degree of freedom oscillation 

Stability 
derivatives 

Steady-state Cnβ and Cnr Estimates both steady-state and dynamic 

Data logging Steady flow measurement only Data logging regardless of flow 
steadiness 

Derivatives Derivatives are a gradient of the 
yaw angle, β 

Derivatives are function of frequency 
and amplitude 

Reynolds 
number 

Dependent Independent 

The dynamic rig will be mounted under the wind tunnel test section, and the wind 
tunnel model will be mounted on the single sturt as shown in Fig. 6, and one-third of 
the sturt support will pass through the floor of the wind tunnel. Hence, the rig facility 
will be capable to operate freely for the yaw motion. The wind tunnel model is



±30°

±35°

constrained to rotate at the pivot point to obtain the yaw oscillation motion. The 
combination of the flow and the wind tunnel model yaw oscillation motion will 
generate the unsteady condition. The springs of various stiffness will be used to vary 
the oscillation frequency to obtain different yaw damping derivatives (Xi-qi et al., 
2006). Hence the springs of different stiffness will be selected based on the fre-
quency of interest, based on the unsteadiness of the flow. Therefore, to capture the 
best possible unsteady aerodynamic loads that exist on the W/T-scaled model, a 
reduced frequency (Km) technique will be implemented. The dynamic rig is 
designed, so the rig facility will be highly sensitive to the transient aerodynamic 
loads and the design specification of the dynamic oscillatory rig is presented in 
Table 4. 
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Table 4 Basic design speci-
fication for dynamic rig 

Parameters Range 

Mechanical damping Kept minimum 

Single degree of freedom Yaw oscillation only 

Model weight Lightweight (low inertia) 

Springs Always pre-tension 

Moving arm deflection 
(yaw oscillation) 

Pitch angle variation 
(static) 

Noise Low 

The estimated specific range of frequency of interest for the scaled model 
oscillation frequency fMO = 0.1–5 Hz. Then, spring stiffness Ks will be estimated 
by Eq. 1. The spring selection is also subject to the capability for the W/T model to 
oscillate within the maximum yaw deflection of the moving arm. 

Ks= 
Izz 2πfMOð Þ2 

2b2
ð1Þ 

Ks is the spring stiffness, Izz is the moment of inertia, and b is the arm length of 
the dynamic oscillatory rig facility. The springs of the stiffness between 20 and 
1820 N/m are selected that correspond to the desired reduced frequency range for the 
dynamic testing of the low-sweep wind tunnel model. Once the dynamic rig facility 
is installed as shown in Fig. 7, the moving arm will be deflected at positive yaw angle 
before being released, and time histories for the yaw oscillation will be logged. 

The W/T model is attached to the sturt support and constrained to the yaw 
oscillation motion only as shown in Fig. 7; the sturt support is attached to the ball 
bearings to reduce the friction between the sturt support and the holder during yaw 
oscillation motion. The sturt support is then attached to a potentiometer at the bottom 
as shown in Fig. 6. The potentiometer is then attached via cable to the National 
Instrument equipment NI-PCIe 6321 for data acquisition (DAQ), and NI-PCIe 6321 
is connected to the LabVIEW software to visualize and store the measurement data. 
The recorded data will be sampled at 1000 Hz. Digital low pass filter will be applied



to the recorded data in the MATLAB, and then the filtered data will be further 
processed in MATLAB software. For the initial experiments, the arm will be 
deflected, and the data will be logged and processed for yaw angle = ±10°. The 
processed data from the MATLAB will give the exponential decay of the oscillation 
amplitude where we can find out the T (period) and t1=2 (time to half amplitude); they 

will be used to describe aerodynamic damping derivatives. Figure 8 shows the 
dynamic yaw stiffness Cnβ and yaw-damping derivative Cnr . 
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Fig. 7 Dynamic rig mounted in the wind tunnel 

3.1 Accuracy and Data Acquisition 

JR3 external balance installed in the UTM-LST will provide us with the steady-state 
aerodynamic coefficients data including the lift, drag, side force, pitching moments, 
and the yaw moment coefficient data. The UTM-LST provides good flow quality as 
discussed in Table 1. The accuracy of the JR3 balance is within 0.04% standard 
deviation. The flow visualization will only provide us with qualitative data for the 
flow topology of the low-sweep configuration. The dynamic oscillatory rig facility 
will provide the yaw stability derivatives data and the side force stability derivatives 
data also. The dynamic stability rig facility is made highly efficient and sensitive to 
the aerodynamic loads by reducing the friction and the noise of the system.
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Fig. 8 Flow chart for dynamic Cnβ and Cnr estimation 

4 Conclusion 

The steady-state experimental setup will find out the static aerodynamic coefficients 
such as lift, drag, side force, yaw moment, and the pitching moment coefficients. The 
surface flow visualization provides the qualitative flow patterns for the flow topology 
of the UCAV configurations. The dynamic oscillatory rig facility will provide 
dynamic aerodynamic derivatives including yaw stability derivatives data and the 
side force stability derivative data.
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1 Introduction 

Inrecent years, humpback whale flippers having leading-edge tubercle have drawn 
attention by the researcher because of their acrobatic skills underwater in spite of its 
huge body size. The leading-edge structure of the flipper is widely used in the 
unmanned aerial vehicle (Goruney & Rockwell, 2009), wind turbine blade (Wang 
& Zhuang, 2017), propeller (Asghar et al., 2020), and wing (Loughnane et al., 2021) 
by the researchers. 

A pioneering study about leading-edge tubercle airfoil was carried out by Fish 
and Battle (1995). Following years, Miklosovic et al. (2004) initiated an experimen-
tal study about the flipper model having a tubercle at the leading edge. They found 
that the tubercle form significantly delays stall angle. Aerodynamic characteristics of 
NACA 634-021 airfoil with leading-edge tubercle are researched by measuring drag 
and lift forces at Reynolds numbers of 2.9 × 104 , 4  × 104 , and 5.8 × 104 (Mehraban 
et al., 2021). The results indicate that the leading-edge tubercle helps to delay the 
stall angle. Lin et al. (2016) numerically investigated the flow characteristics of 
NACA 0015 airfoil having trailing edge tubercle for the application of vertical axis 
wind turbine (VAWT). Their findings showed that the trailing edge tubercle 
increases the power output of the VAWT when it compared to the baseline turbine. 
Lu et al. (2021) numerically desired to optimize the leading-edge tubercle form in 
terms of the stall, lift, and drag performance by utilizing Non-dominated sorting 
genetic algorithm II and response surface method-based Kriging model. They find 
four optimal airfoils that delay stall angle and increase the lift coefficient. In the 
study of Sreejith and Sathyabhama (2020), aerodynamic and flow characteristics of 
E216 airfoil with leading-edge tubercle were numerically studied at Re = 1 × 105 . 
They observed significant flow patterns such as laminar separation bubble and three-
dimensional flow structure on the flow around E216 airfoil with leading-edge 
tubercle. Cai et al. (2017) investigated the effect of leading-edge tubercles of 
NACA 634-021 airfoil. While the periodic and symmetric flow pattern are observed 
at low angle of attacks, aperiodic and asymmetric flow pattern are obtained at high 
angle of attacks at the different spanwise locations. In another study of Cai et al. 
(2018), they numerically and experimentally researched aerodynamic characteristics 
of the single leading-edge tubercle for the same airfoil section. In their results, the 
single tubercle enhances the post-stall characteristics, while it worsens the pre-stall 
characteristics. Loughnane et al. (2021) investigated the influence of the tubercle 
geometry at the leading edge, trailing edge, and both leading and trailing edge. They 
performed the experimental study by measuring force with load cell and flow field 
with particle image velocimetry (PIV). Their results showed that the leading-edge 
tubercle enhances the post-stall characteristics as compared to the trailing edge 
tubercle model. 

The aim of this study is to research the influence of the leading-edge tubercle form 
for the NACA 0015 airfoil with different amplitude parameters at Re = 5 × 104 .
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Table 1 Specifications of the 
tubercle test models 

λ1 a2 λ2 
T1 0.025c 0.5c 0.0125c 0.0625c 

T2 0.025c 0.5c 0.025c 0.0625c 

T3 0.025c 0.5c 0.05c 0.0625c 

2 Experimental Setup 

This study is performed to investigate the effect of the tubercle on the aerodynamic 
characteristics of the NACA 0015 in a suction-type wind tunnel at Re = 5 × 104 . 
Force measurements were achieved with a six-axis load cell at angles of attack 
(AOA) between 0° and 30°. More information about the measurement system could 
be found in the study of Seyhan et al. (2021). 

yLE = a1 × cos 
2πx 
λ1 

þ a2 × cos 2πx λ2 
ð1Þ 

The leading-edge tubercle model consists of two wavelengths and two ampli-
tudes. This form can be obtained with Eq. 1. In Eq. (1), “a” is amplitude and “λ” is 
wavelength Eq. (1) was suggested by Seyhan et al. (2021). Specifications of three 
different test models are given in Table 1. The test models have chord (c) of 150 mm 
and spanwise of 450 mm. All models were produced with the help of a 3D printer. 

Schematic views of the models are presented in Fig. 1. Test models, shown in 
Fig. 1, are denoted as T1, T2, T3, and baseline. 

3 Results and Discussion 

Results obtained from force measurements for the four airfoil models are presented 
in this section. Figure 2 indicates the lift coefficient (CL) variations as a function of 
the angle of attacks (AOA) changing between 0° and 30°. T1 and T2 models 
enhanced the common stall characteristic when it is compared to the baseline 
model. While the stall angle of the baseline model is 9°, that of T1 is 18°. Although 
the T3 model produces a lower lift coefficient than the baseline model, it generally 
appears to increase the lift coefficient with increasing AOA from 0° to 30° and 
significantly delay the stall angle. According to these results, there is a strong 
relationship between increasing amplitude and increasing lift coefficient within 
leading-edge tubercle models. Up to AOA = 7°, T1 and T2 show a similar trend 
with the baseline model. When the second amplitude of the tubercle geometry 
decreases from 0.05c to 0.0125c, lift curves of T1, T2, and T3, which are tubercle 
models, significantly increase.
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Fig. 1 Schematic view of 
leading-edge tubercle 
models 
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Fig. 2 Lift coefficient variation as a function of angle of attack for leading-edge tubercle models
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Fig. 3 Drag coefficient variation as a function of angle of attack for the leading-edge tubercle 
models 

The drag coefficient variations versus the AOA for the baseline model, T1, T2, 
and T3, are presented in Fig. 3. Leading-edge tubercle models have a higher drag 
coefficient at the pre-stall region. After AOA = 24°, T1, T2, and T3 have lower drag 
coefficient values than the baseline model. 

Lift to drag ratios as a function of the AOA for the baseline, T1, T2, and T3 
models were presented in Fig. 4. Lift to drag (L/D) ratios for the baseline model are 
higher than those of T1, T2, and T3 models up to AOA = 11°. After this angle, L/D’s 
of T1, T2, and T3 models are higher than that of the baseline model. 

4 Conclusion 

An experimental study was performed to investigate the influence of NACA 0015 
airfoil models with leading-edge tubercles by measuring aerodynamic forces at low 
Reynolds number. Results indicate that while the leading-edge tubercles enhance the 
lift coefficient at the post-stall region, they increase the drag coefficient at the 
pre-stall region. Also, the leading-edge tubercles have delayed the stall angle 
significantly.
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Fig. 4 Lift to drag ratios for T1, T2, T3, and baseline models 
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1 Introduction 

Global Positioning System (GPS) is a commonly used instrument for estimation of 
localization of an object. GPS usage has expanded with the increase of autonomous 
systems (Wertz, 1992). Various studies have been created for GPS-based localiza-
tion (Erkec & Hajiyev, 2019; Soken and Hajiyev 2010, 2012). 

Global Positioning System satellites provide three-dimensional position, velocity, 
and time services, and many users benefit from these services using GPS-based 
positioning systems via devices such as phones, computers, and navigation 
(Maldonado et al., 1984). 
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Nonlinear problems become more accurate with the implementation of the 
Kalman filters, and GPS-based positioning is a nonlinear problem. The signals 
received by GPS transmitters are noisy data. The purpose of the study is to decrease 
the errors and obtain more accurate results (Kumar and Rao 2019). GPS data can be 
processed by various Kalman filter methods and in this study were processed with 
traditional extended Kalman filter (EKF), linear Kalman filter (LKF), and LKF 
pre-processed with the Newton-Raphson method. Required data are taken from 
GPS receivers and processed with the algorithm. 

Four GPS satellites were chosen for estimation and coordinates of Şükrü 
Saraçoğlu stadium assumed as a point. The location of the stadium was determined 
in Earth-centered inertial (ECI) reference frame. With using determined location, 
pseudo-ranging models were created due to each GPS satellite. Actual distances 
were summed with clock bias and random noise, where random is the Gaussian 
random noise with zero mean and unit variance. With this operation, GPS measure-
ments were simulated. EKF, LKF, and LKF pre-processed with the Newton-
Raphson method results have better solutions than measurement estimation and 
results converged to actual state vectors. 

2 Problem Statement 

In this study, Şükrü Saraçoğlu stadium GPS location were chosen for estimation. 
Pseudo-ranging method was used. Four GPS satellites were chosen. Distance 
between GPS satellites and location were calculated for each iteration. After mea-
surement model were created, traditional EKF, LKF, and NRM pre-processed LKF 
are applied for correction of estimations: 

Da ið Þ  = xi - xð Þ2 þ yi - yð Þ2 þ zi - zð Þ2 ð1Þ 

Dm ið Þ  = xi - xð Þ2 þ yi - yð Þ2 þ zi - zð Þ2 þ bi þ vi ð2Þ 

Li = x2 i þ y2 i þ z2 i i= 1, 2, 3, 4 ð3Þ 

where xi, yi, zi represents the Descartes coordinates of the i’th GPS satellite; x, y, and 
z represent the coordinates of the location; vi is white Gaussian noise with zero mean; 
and b is the clock bias. L1, L2, L3, and L4 are distances between origin and GPS 
satellite. Da is the actual distance and Dm is measured distance by GPS receiver. 
After calculating actual distance with Eq. (1), random zero mean Gaussian errors and 
clock bias were added to actual distances for simulating GPS.
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The continuous-time state equation in the considered case is given by 

_x= 0, _y= 0, _z= 0, _b= us ð4Þ 

Here us is the white noise with zero mean. 
The state Eq. (4) can be written in the discrete-time form as 

x kð Þ= x k- 1ð Þ  
y kð Þ= y k- 1ð Þ  
z kð Þ= z k- 1ð Þ  
b kð Þ= b k- 1ð Þ þ  T sus 

ð5Þ 

Here Ts is the sampling time. 
We can rewrite the preceding statements for scalar equations in the state space 

form, yielding 

x kð Þ  
y kð Þ  
z kð Þ  
b kð Þ  

= 

1 0 0 0  

0 1 0 0  

0 0 1 0  

0 0 0 1  

x k- 1ð Þ  
y k- 1ð Þ  
z k- 1ð Þ  
b k- 1ð Þ  

þ 

0 

0 

0 

T sus 

ð6Þ 

This means that the systems dynamics matrix is unit: 

ϕ k, k- 1ð Þ= I4× 4 ð7Þ 

The system noise vector is 

W kð Þ= 0 0 0  T sus½ ]T ð8Þ 

The state space model can be written in matrix form as 

X kð Þ=ϕ k, k- 1ð ÞX k- 1ð Þ þ  W kð Þ ð9Þ 
X k  = x  k  y k  z k  b k  T 10 

Equation (10) represents the state vector of the model.
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3 Linear Kalman Filter-Based GPS Localization 

The linear Kalman filter (LKF) is a filter that estimates X parameters for the vector of 
linear regression model. LKF estimation for stationary user previously studied by 
Hajiyev [5]. State vectors were given in Eq. (10), and due to these state vectors, 
linear Kalman filter equations can be shown as following equations. 

Estimation equation: 

X kð Þ=X k=k- 1ð Þ þ  K kð ÞZ kð Þ ð11Þ 

Extrapolation equation: 

X k=k- 1ð Þ=X k- 1=k- 1ð Þ 12Þ 

Innovation sequence: 

Z k=k- 1ð Þ= Y kð Þ-H kð ÞX k=k- 1ð Þ 13Þ 

Here the measurement Y(k), 

Y kð Þ= 

1 
2 

L2 1 - L2 2 þ D2 
2 -D2 

1 

1 
2 

L2 1 - L2 3 þ D2 
3 -D2 

1 

1 
2 

L2 1 - L2 4 þ D2 
4 -D2 

1 

ð14Þ 

Kalman gain coefficient matrix: 

K kð Þ=P k=k- 1ð ÞH kð ÞT H kð ÞP k=k- 1ð ÞH kð ÞT þ R kð Þ
- 1 

ð15Þ 

Predicted correlation matrix of estimation error: 

P k=k- 1ð Þ=P k- 1=k- 1ð Þ 16Þ 

Correlation matrix of estimation error: 

P k=kð  Þ= I-K kð ÞH kð Þ½ ]P k- 1=k- 1ð Þ 17Þ 

Measurement matrix (H ):
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H kð Þ= 

x1 - x2 y1 - y2 z1 - z2 D2 -D1 

x1 - x3 y1 - y3 z1 - z3 D3 -D1 

x1 - x4 y1 - y4 z1 - z4 D4 -D1 

ð18Þ 

Measurement error covariance matrix (R): 

R= 

D1-bð Þ2 σ2þ D2-bð Þ2 σ2þσ4 D1-bð Þ2 σ2þ1 
2 
σ4 D1-bð Þ2 σ2þ1 

2 
σ4 

D1-bð Þ2 σ2þ1 
2 
σ4 D1-bð Þ2 σ2þ D3-bð Þ2 σ2þσ4 D1-bð Þ2 σ2þ1 

2 
σ4 

D1-bð Þ2 σ2þ1 
2 
σ4 D1-bð Þ2 σ2þ1 

2 
σ4 D1-bð Þ2 σ2þ D4-bð Þ2 σ2þσ4 

ð19Þ 

Here σ is the standard deviation of the distance measurement, and b is the clock 
bias of the GPS receiver. 

4 Extended Kalman Filter-Based GPS Localization 

Extended Kalman filter (EKF) is an approach for nonlinear systems. EKF linearizes 
the system and estimates the state vectors. State vectors of the model were given in 
Eq. (10). 

Estimation equation: 

X kð  Þ=X k- 1ð Þ þ  K kð ÞZ k=k- 1ð Þ 20Þ 

Extrapolation equation: 

X k=k- 1ð Þ=X k- 1=k- 1ð Þ 21Þ 

Innovation sequence: 

Z k=k- 1ð Þ=D kð Þ-D kð Þ ð22Þ 
D kð  Þ= D1 kð Þ  D2 kð Þ  D3 kð Þ  D4 kð Þ½ T , 

D k  = D1 k D2 k D3 k D4 k
ð23Þ 

Di = 
xi kð Þ- x k- 1ð Þð Þ2 þ yi kð Þ- y k- 1ð Þð Þ2 

zi k - z k- 1 2 þ b k- 1ð Þ 24Þ 

Di = xi - xÞð Þ2 þ yi - yð  Þ2 þ zi - zð  Þ2 þ bþ wi i= 1, 4
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Here xi, yi, ve, and zi represent the position states of the ith navigation satellite, 
and x, y, ve, and z represent the position states of the user; b is the clock bias of the 
GPS receiver and wi random measurement noise. 

Kalman gain coefficient matrix: 

K kð Þ=P k=k- 1ð ÞH kð ÞT H kð ÞP k=k- 1ð Þ H kð ÞT þ R kð Þ
- 1 

ð25Þ 

Predicted correlation matrix of estimation error: 

P k=k- 1ð Þ=ϕ k, k- 1ð ÞP k=k- 1ð Þϕ k, k- 1ð ÞT þ Q k- 1ð Þ 26Þ 

Predicted correlation matrix of estimation error: 

P k=kð Þ=P k- 1=k- 1ð Þ-K kð ÞH kð Þ  P k- 1=k- 1ð Þ 27Þ 

Measurement matrix: 

H kð Þ= 

∂D1 

∂x 

∂D1 

∂y 

∂D1 

∂z 

∂D1 

∂b 

∂D2 

∂x 

∂D2 

∂y 

∂D2 

∂z 

∂D2 

∂b 

∂D3 

∂x 

∂D3 

∂y 

∂D3 

∂z 

∂D3 

∂b 

∂D4 

∂x 

∂D4 

∂y 

∂D4 

∂z 

∂D4 

∂b 

ð28Þ 

Measurement error covariance matrix (R): 

R kð Þ= σ2 I4× 4, σ = 10 m ð29Þ 

5 Pre-processed LKF with Newton-Raphson Method 

Newton-Raphson method is the nonlinear system approach. For each iteration, 
multiple matrix operations are performed for estimation. The Newton–Raphson 
method requires a new set of matrix calculations and constructs a different estima-
tion in each iterative step (Cheung & Lee, 2017).



Þ

Þ

Þ
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F pkð Þ= 

f 1 x, y, z, bð Þ  
f 2 x, y, z, bð Þ  
f 3 x, y, z, bð Þ  
f 4 x, y, z, bð Þ  

ð30Þ 

where x, y, and z are position vectors and b is the clock bias. Each distance is proper 
for different sphere equation and sphere equations given in Eq. (30). 

f 1 x, y, z, bð Þ= x1 - xð Þ2 þ y1 - yð Þ2 þ z1 - zð Þ2 - D1 - bð Þ2 
f 2 x, y, z, bð Þ= x2 - xð Þ2 þ y2 - yð Þ2 þ z2 - zð Þ2 - D2 - bð Þ2 
f 3 x, y, z, bð Þ= x3 - xð Þ2 þ y3 - yð Þ2 þ z3 - zð Þ2 - D3 - bð Þ2 
f 4 x, y, z, bð Þ= x4 - xð Þ2 þ y4 - yð Þ2 þ z4 - zð Þ2 - D4 - bð Þ2 

ð31Þ 

The Jacobian matrix is 

J pkð Þ= 

∂
∂x 

f 1 x, y, z, bð Þ  ∂
∂y 

f 1 x, y, z, bð Þ  ∂
∂z 

f 1 x, y, z, bð Þ  ∂
∂b 

f 1 x, y, z, bð  
∂
∂x 

f 2 x, y, z, bð Þ  ∂
∂y 

f 2 x, y, z, bð Þ  ∂
∂z 

f 2 x, y, z, bð Þ  ∂
∂b 

f 2 x, y, z, bð  
∂
∂x 

f 3 x, y, z, bð Þ  ∂
∂y 

f 3 x, y, z, bð Þ  ∂
∂z 

f 3 x, y, z, bð Þ  ∂
∂b 

f 3 x, y, z, bð  
∂
∂x 

f 4 x, y, z, bð Þ  ∂
∂y 

f 4 x, y, z, bð Þ  ∂
∂z 

f 4 x, y, z, bð Þ  ∂
∂b 

f 4 x, y, z, bð  
ð32Þ 

After mathematical transformations, J obtained for this problem as 

J = 

2 x1 - xð Þ  2 y1 - yð Þ  2 z1 - zð Þ  2 b-D1ð Þ  
2 x2 - xð Þ  2 y2 - yð Þ  2 z2 - zð Þ  2 b-D2ð Þ  
2 x3 - xð Þ  2 y3 - yð Þ  2 z3 - zð Þ  2 b-D3ð Þ  
2 x4 - xð Þ  2 y4 - yð Þ  2 z4 - zð Þ  2 b-D4ð Þ  

ð33Þ 

where xi, yi ve, and zi i= 1, 4) represent the position of navigation satellites; x, y, 
and z represent the positions of the stationary user; b is the clock bias of the GPS 
receiver; and Di i= 1, 4 ) is the distance between navigation satellite and 
stationary user. 

ΔP and new state vectors estimated by Newton-Raphson method are given in 
Eq. (34). NRM estimation for each iteration continues while the absolute value ΔP is 
greater than error tolerance of the system. When the error tolerance becomes greater 
than ΔP, NRM estimation of ith iteration ends and starts estimating i + 1th iteration 
state vectors.
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ΔP= -F:J - 1 

Pkþ1 =Pk ΔP 34 

Equation (33) represents the estimation of NRM state vectors. After estimation of 
NRM, LKF estimation starts. 

Estimation equation: 

X kð Þ=X k=k- 1ð Þ þ  K kð ÞZ kð Þ ð35Þ 

Extrapolation equation: 

X k=k- 1ð Þ=X k- 1=k- 1ð Þ 36Þ 

Innovation sequence: 

Z k=k- 1ð Þ= Y kð Þ-X k=k- 1ð Þ 37Þ 

where Y(k) 

Y kð  Þ= xNRM yNRM zNRM bNRM½ T ð38Þ 

Kalman gain coefficient matrix: 

K kð Þ=P k=k- 1ð Þ  H kð ÞT H kð ÞP k=k- 1ð Þ  H kð ÞT þ R kð Þ
- 1 

ð39Þ 

Predicted correlation matrix of estimation error: 

P k=k- 1ð Þ=ϕ k, k- 1ð ÞP k=k- 1ð Þϕ k, k- 1ð ÞT þ Q k- 1ð Þ 40Þ 

Estimated correlation matrix of estimation error: 

ðk=kÞ= ½- ðkÞHðkÞ]Pðk=k- 1Þ 41Þ 

Measurement matrix (H ): 

H kð  Þ= I4× 4 ð42Þ 

Measurement error covariance matrix (R):
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R kð Þ= 

βx 0 0 0  

0 βy 0 0  

0 0  βz 0 

0 0  0  βb 

ð43Þ 

where βx, βy, βz, and βb are variance of the NRM estimation errors. 

6 Simulation Results and Discussion 

In this study stationary user localization is estimated by using GPS simulation, LKF, 
traditional EKF, and pre-processed LKF with the Newton-Raphson method. GPS 
measurement results converged to actual state vectors with the implementation of 
filter estimations. Estimated results compared to other estimations. 

The results of stationary user localization using the Kalman filter for three 
different approaches are shown in Figs. 1, 2, and 3. The first part of figures gives
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Fig. 2 EKF X axis estimation 

Fig. 3 NRM pre-processed LKF X axis estimation



position estimation results and the actual values in a comparing way. The second part 
of the figures shows the error of estimation process. The last part indicates the 
variance of the estimation error. Linear Kalman filter estimation for X axis is 
presented in Fig. 2.
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Table 1 Root mean square 
errors for 500 seconds 

X (m) Y (m) Z (m) Bias (m) 

EKF 1.1659 1.0109 1.2467 0.7086 

LKF 0.9745 1.0489 0.9617 0.9941 

NRM + LKF 1.1023 1.0902 1.2570 0.8322 

Extended Kalman filter estimation for X axis is presented in Fig. 2. 
Pre-processed linear Kalman filter with Newton-Raphson method estimation for 

X axis presented in Fig. 3. 
As can be seen from the graphs shown in Figs. 1, 2, and 3, all three investigated 

approaches give rather good results for estimating the position of a stationary user. 
According to Table 1, the best estimation results were obtained LKF. Traditional 

EKF is the second best estimation when compared to other methods. 

7 Conclusion 

Three different Kalman filter approaches are used in this study for stationary user 
localization: traditional extended Kalman filter, linear Kalman filter, and NRM 
pre-processed linear Kalman filter. The Şükrü Saraçoğlu stadium’s location (Istan-
bul, Turkey) was estimated and compared via various types of Kalman filters. The 
obtained results show that LKF is the best estimation for 500 s stationary user 
localization. Through this research, users can determine the best position estimation 
approach for their own problem. 
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1 Introduction 

An aircraft’s position in a space is defined by three coordinates. In navigation, for 
aircraft’s position characteristics, position surface, and position lines are used. The 
aircraft’s position is defined by two position lines or three position surfaces or by 
position line and position surface. As a navigation parameter, elevation angle, 
azimuth angle, distance, distance difference, or sum of distances can be used 
(Krinetskiy, 1979; Kayton & Fried, 1997). 

In general, when three geometric surfaces cross, there are a few intersecting 
points (Haciyev, 1999). In this case, there may be several solutions for determining
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the aircraft’s position. This problem can be avoided by using extra information for 
each position.
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The error analysis in determining the coordinates of aircraft by the distance 
measurement method is given in Hacıyev and Üner (1998). In Erkal and Hacıyev 
(2004), the accuracy of the distance difference measurement method is investigated. 
However, these studies do not compare different types of terrestrial radio navigation 
techniques. 

In this study, the accuracy of the distance measurement, distance difference 
measurement, and integrated angle measurement/distance measurement terrestrial 
radio navigation methods is investigated using simulations. For this purpose, the 
aircraft flight dynamics are simulated, and the obtained values of the coordinates 
were compared with the actual values. The aircraft position determination method 
that has better accuracy was investigated by comparing the absolute errors of the 
examined methods. 

2 Mathematical Model of Aircraft Dynamics 

The mathematical model of the aircraft’s motion consists of longitudinal and lateral 
motion models. The longitudinal motion of the aircraft consists of forward, vertical, 
and pitching motions. The state vector Xu and control vector Uu of the longitudinal 
model can be written in the following form: 

Xu = u w q  θ½ ]T 

u= δE 

where u is the forward velocity (m/s), w is the vertical velocity (m/s), q is the pitch 
rate (degree/s), θ is the pitch angle (degree), and δE is the elevator deflection 
(degree). 

The mathematical model of the longitudinal motion is given by the following 
differential equation: 

_Xu =AuXu þ BuUu ð1Þ 

where Au is the system matrix and Bu is the control distribution matrix. These 
matrices are (McLean, 1990)
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Au = 

Xu Xw 0 - g cos γ0 
Zu Zw U0 - g sin γ0 
Mu M Mθ Mθ 

0 0 1 0  

ð2Þ 

Bu = 

XδE 

ZδE 

MδE 

0 

ð3Þ 

The lateral motion of the aircraft consists of sideslip, roll, and yaw motions. The 
state vector Xy and control vector Uy of the lateral model can be written as 

Xy = βprφψ½ ]T 

u= 
δA 

δR 

where β is the sideslip angle (degree), p is the roll rate (degree/s), r is the yaw rate 
(degree/s), φ is the roll angle (degree), ψ is the yaw angle (degree), δA is the aileron 
deflection angle (degree), and δR is the rudder deflection angle (degree). 

The mathematical model of the lateral motion is given by 

_Xy =AyXy þ ByUy ð4Þ 

where the system matrix Ay and the control distribution matrix By are (McLean, 
1990) 

Ay = Yv 0 U0 gcos γ00L
0 
vL

0 
pL

0 
r00N

0 
vN

0 
pN

0 
r0001 tan γ00000 sec γ000 ð5Þ 

By = 

0 YδR 

L0 δA L0 δR 
N 0 

δA 
N 0 

δR 

0 0  

0 0  

ð6Þ 

For small side slip velocities, v = U0β assumption can be made. Notations 
in (2), (3), (5), and (6) can be found in McLean (1990). 

Additional expressions must be included in the model to determine the positions 
along X, Y, and Z directions:



ð Þ
ð Þ

]
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_x= u ð7Þ 
_y= v=U0β 8 

_z=w 9 

The state vector of the mathematical model of aircraft is 

X = u w q  θ β  p r  ϕ ψ  x y  z½ T 

The control vector of the system is 

U = δE δA δR½ ]T 

Discretizing the aircraft’s mathematical model, we have 

X 
: 
=AX þ BU ) X : 

i 
= 

Xiþ1 -Xi 

Δt =AXi þ BUi, 

Xiþ1 -Xi =A:Δt:Xi þ B:Δt:ui, 
Xiþ1 = I þ ΔtAð Þ  

A*

Xi þ Δt:BUi 

B*

) 

Xiþ1 =A*Xi þ B*Ui 

ð10Þ 

where X is the aircraft state vector, A* is the system matrix, U is the control input 
vector, and B* is the control distribution matrix. 

3 Determination of Aircraft’s Coordinates via Distance 
Measurement Method 

In the distance measurement method, the position surface is a sphere with radius 
D which is the distance from the station to the aircraft. Thus, aircraft’s position in a 
space can be found by intersecting three D = const position surfaces. Since there are 
two intersection points when intersecting three spheres, the results of this method are 
uncertain. To make this method more precise, it can be integrated with extra 
navigation systems with low accuracy. 

Three measurement stations (distance measurement stations) are located on the 
ground to determine the position of the aircraft. Let’s assume that the ground stations 
are located on O1(x1,y1,z1), O2(x2,y2,z2), and O3(x3,y3,z3) points of O0X0Y0Z0. Des-
cartes coordinate system to find calculation formulas of distance measurement 
method (Fig. 1). l1, l2, and l3 show the distance between the ground station’s origins 
and the origin of O0X0Y0Z0 coordinate system, and D1, D2, and D3 show the



ð Þ
Þ

þ þ

ð Þð Þ ð Þð Þ

ð Þð Þ ð Þð Þ

distances to the aircraft at M(x,y,z) point. The equations for the coordinate determi-
nation can be written as 
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Fig. 1 Distance measurement method’s scheme in determining the position of the aircraft 

x= e1 - az; ð11Þ 
y= e2 - bz; 12 

a2 þ b2 þ 1 z2 þ 2 x1a- z1 þ y1b- ae1 - be2ð z-

D2 
1 - l2 1 - e2 1 - e2 2 2x1e1 2y1e2 = 0

ð13Þ 

where 

e1 = 
c1 y2 - y3ð Þ- c3 y1 - y2ð Þ  

x1 - x2ð Þ  y2 - yð Þ- x2 - x3ð Þ  y1 - yð Þ ; 

e2 = 
c1 x1 - x3ð Þ- c2 x1 - x2ð Þ  

x1 - x3 y1 - y - x1 - x2 y1 - y3 
; 

a= 
z- z2ð  Þ  y2 - yð  Þ- z2 - zð  Þ  y1 - yð  Þ  

x1 - x2 y2 - y - x2 - x3 y1 - y 
;



ð Þð Þ ð Þð Þ

þ þ ð Þ
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b= 
z1 - zð Þ  x1 - x3ð Þ- z1 - zð Þ  x1 - x2ð Þ  
x1 - x3 y1 - y2 - x1 - x2 y1 - y 

; 

4 Determination of Aircraft Coordinates via Distance 
Difference Measurement Method 

In distance difference measurement, radio navigation systems, the distances from 
two ground stations to aircraft are taken as navigation parameters (Krinetskiy, 1979). 
The measurement of ΔD distance differences allow to determine that the aircraft 
locates on ΔD = constant state surface. This surface is in the form of rotating 
hyperboloids of the two-leaf stage which has measurement stations on O and O1 

centers (Fig. 2). 
The aircraft’s position is found as the intersection point of three state surfaces. 

Therefore, the distance difference measurement radio navigation system includes 
four ground stations. One of these stations is the router (main station) and the others 
are directed (assistant stations). With the help of signals sent by the main station, 
three directed stations are provided to work synchronously. With the distance 
difference method, we derive the following expressions and get x, y, and 
z coordinates of an aircraft: 

x1x þ y1yþ z1z-DΔD1 = f 1 ð14Þ 
x2x y2y z2z-DΔD2 = f 2 15 

Fig. 2 Illustration of the 
state surfaces in the distance 
difference measurement 
method



þ þ ð Þ
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x3x y3y z3z-DΔD3 = f 3 16 

Here, 

ΔD1 =D-D1 

ΔD2 =D-D2 

ΔD3 =D-D3 

are the range differences. 

f 1 = 
1 
2 

l2 1 -ΔD2 
1 ; 

f 2 = 
1 
2 

l2 2 -ΔD2 
2 

f 3 = 
1 
2 

l2 3 -ΔD2 
3 

Via solving (14), (15), and (16) equations, the expressions required for the aircraft 
coordinates x, y, and z are found. 

5 Determination of Aircraft’s Coordinates by Integrated 
Method 

Measurement of angle and measurement of distance methods are used at the same 
time in the integrated method (Haciyev, 1999). The integrated method is usually 
used in radiolocation systems, and it determines D distance to the aircraft, azimuth 
angle α, and elevation angle β. When this method is used, the coordinates of the 
aircraft are determined as the intersection point of the sphere state surface (D = con-
stant), cone state surface (β = constant), and vertical plane suitable for α = constant 
state surface (Fig. 3). The aircraft coordinates are determined with a single point 
(ground station) with the help of this method without the need for difficult 
calculations. 

The following formulas are used to calculate aircraft coordinates: 

x=D cos β cos α 

y=D cos β sin α 

z=D sin β 

ð17Þ 

Distance, azimuth, and elevation angles are determined by radiolocation mea-
surements. A single radiolocation station is enough for this method.
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Fig. 3 Illustration of the state surfaces in the integrated method 

6 Simulation Results and Discussion 

The distance measurements are simulated via the equation below: 

Dzi = xi - xð Þ2 þ yi - yð Þ2 þ zi - zð Þ2 þ bþ σDrandn ð18Þ 

where xi, yi, and zi are the coordinates of the ground radio navigation stations, b is the 
bias in the distance measurements, and σD is the standard deviation of random 
distance measurement error, which is σD = 10 m in simulations. 

The simulations are performed for the azimuth angle α and elevation angle β via 
the expressions below: 

α=ArcTan 
Y 
X 

; 

β =ArcTan 
Z 
X 
Cosα 

ð19Þ 

The simulation results and error analysis show that the distance difference method 
gives more accurate position results. The distance difference measurement method 
simulation results along the x and y axes are given in Fig. 4 and Fig. 5, respectively.
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Fig. 4 Absolute error along 
the x-axis when using the 
distance difference 
measurement method 

Fig. 5 Absolute error along 
the y-axis when using the 
distance difference 
measurement method 

The aircraft position error analysis led to the result that the distance difference 
method is more accurate for horizontal x and y coordinates, while it is not as much as 
good for the vertical z coordinate. As seen from the graphs, the absolute error of 
horizontal x and y coordinates varies approximately between 30 m. The disadvantage 
of this method is that four ground stations are required for implementation. 

Simulation results are also obtained for distance measurement and integrated 
methods. The obtained results show that the errors calculated in the distance 
measurement method are smaller than the errors found in the integrated angle 
measurement/distance measurement method. As a result, calculating the aircraft 
coordinates with the distance measurement method is more advantageous than the 
integrated method. However, to implement the distance measurement method, three



ground stations are required, whereas only one station is necessary for the integrated 
method. 
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7 Conclusion 

In this study, the accuracy of the different terrestrial radio navigation methods is 
investigated. The distance measurement, distance difference measurement, and 
integrated angle measurement/distance measurement aircraft position determination 
methods are taken into consideration. Simulations were carried out for aircraft flight 
dynamics. The position values that are determined by the presented methods were 
compared with the actual values. 

Simulation and error analysis led to the result that the distance difference method 
is superior and gives more accurate position results. It was observed that the distance 
measurement method errors were smaller than the errors of the integrated method. 

The demonstrations also show that the examined aircraft position determination 
methods are more accurate in determining the horizontal x and y coordinates than the 
vertical z coordinate determination. 
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1 Introduction 

An important feature of aircraft structures is their ability to resist a certain amount of 
damage (damage tolerance philosophy), under a series of loading scenarios. This 
importance lays in the knowledge of “what is left” from the structure after the 
damage initiation, i.e., its residual strength and behavior under a certain loading 
condition. A common damage of composite aircraft structures is the debonding 
between the interfaces of their components that often lead to their collapse. When 
such structures are analyzed numerically, during the design phase, the study of such 
phenomena can become very time-consuming and computationally expensive. By 
employing commercial FE software packages, for the analysis, certain techniques 
are used for studying the debonding behavior, such as the VCCT (virtual crack 
closure technique) and the CZM methods. The VCCT methods require a consider-
able amount of code development, while the CZMs are much easier in their 
programming. However, the CZMs are built in such a way that extremely refined 
meshes (elements with dimensions even of tenths of a millimeter) are required. 
Engineering approaches for the achievement of coarse meshes by modifying certain 
CZM parameters have been presented in the literature, and their applicability has 
been verified for simple debonding scenarios only, such as the double cantilever 
beam (DCB), i.e., Turon et al., 2007; Harper & Hallett, 2008; Turon et al., 2010; 
Alvarez et al., 2014; and Gliszczynski et al., 2019. The application of this method-
ology has not yet been attempted to complex structure, such as stiffened panels. 
Therefore, this method is extended to the cases of stiffened panels, and it is presented 
hereafter. 

2 Theoretical Background 

This contribution is based on the work previously presented by Turon et al., 2007, 
that presented an engineering methodology to determine the maximum normal 
(mode I) and shear (modes II–III) traction parameters of a bilinear CZM, as a 
function of the mesh size. Originally, CZMs when used with the nominal maximum 
tractions require extremely fine meshes, which usually lead to high solution time, 
especially when powerful workstations are not available or when iterative calcula-
tions are required, i.e., during the preliminary design stage. The analysis of Turon 
et al., 2007, is focused on an essential characteristic size of specimens under 
debonding, the “cohesive length zone,” which expresses the length from the crack 
tip to the point of the – still undamaged – interface where, under single mode loading 
(mode I or II–III), the developed normal (for mode I) and shear (for mode II–III) 
traction reach their maximum values. Regarding the finite element analysis (FEA) of 
such problems, a minimum number of elements are required to span the cohesive 
zone length. Previous studies (Turon et al., 2007) propose that the cohesive zone 
length must be between three and five elements (referred hereafter as Ne). Turon



et al., 2007, suggested that the cohesive zone length can be adapted to the selected 
mesh size, by modifying the maximum normal and maximum shear traction, for the 
bilinear CZM, but the fracture toughness must remain constant. In this way, an 
engineer can avoid the highly refined meshes, usually needed for the analysis of 
debonding phenomena with CZMs, by modifying the maximum normal and shear 
tractions. The last can be obtained utilizing Eq. 1 (see Nomenclature for explanation 
of the parameters): 
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Modified traction normal or shearð Þ= 
9πΕ22Gc 

32Nele 
ð1Þ 

3 Reference Benchmark Study and Finite Element 
Modeling 

A single-stiffener compression specimen (SSCS) previously analyzed experimen-
tally and numerically in the literature has been selected as a reference point to study 
the effectiveness of the bilinear CZM implemented in ANSYS© software. In this 
approach, the maximum normal and maximum shear traction parameters are mod-
ified according to the fore-mentioned engineering methodology, so they can be 
suitably adapted, based on Eq. 1, to increasingly coarser meshes. More specifically, 
taking under consideration the buckling phenomena typically arising in SSCS 
configurations, the FE models developed are assessed in terms of (a) prediction of 
load-displacement curve, (b) prediction of the debonded length at the end of the 
loading, and (c) total solution duration. 

Initially, the FE model is developed implementing only the ability for debonding 
through the previously mentioned modified CZM, to evaluate the effectiveness of 
this modification method, without being affected by any composite failure predic-
tions. Subsequently, apart from the debonding behavior, composite material failure 
criteria with stiffness degradation (progressive damage modeling (PDM)) 
implemented in ANSYS© software, are activated to realize the overall buckling, 
debonding, and collapse characteristics of the panel. 

The experimental results acquired from Orifici et al., 2008, for a SSCS, are used 
as reference. Additionally, a comparison between the results of the present contri-
bution, with corresponding ones from other numerical methods that analyze 
debonding phenomena, is carried out. In detail, the results of the present contribution 
are compared with the results achieved by Raimondo et al., 2015, where results from 
a standard and a modified VCCT are available. This modified VCCT is compared 
with results obtained with the standard VCCT, as well as with experimental results 
of the same SSCS of Orifici et al., 2008. The geometric characteristics of the 
examined SSCS are presented in Fig. 1 and Table 1. The material properties 
(IM7/8552 UD), of the specimen, are documented by Raimondo et al., 2015.
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Fig. 1 SSCS geometry. 
(Reproduced from Orifici 
et al., 2008) 

Table 1 Geometric proper-
ties and layup of the specimen 
(Orifici et al., 2008) 

Property Value 

L (mm) 400 

Lf (mm) 300 

b (mm) 64 

h (mm) 14 

w (mm) 32 

d (mm) 80 

Layup Lamination code 

Skin layup [90/±45/0]s 
Stringer flange layup [06/±453] 
Stringer web layup [±453/06]s 

The skin and stringer components of the examined SSCS are modeled with 
layered solid-shell (SOLSH190) and layered solid (SOLID185) elements of the 
ANSYS© software library, for comparison reasons. The cohesion conditions 
between the skin and stringer of the SSCS are modeled with four-node surface-to-
surface contact and target elements (CONTA173 and TARGE170 for each contact 
pair). For the skin-stringer interface that is initially bonded, a “bonded” contact type 
is activated, along with the definition of a CZM material, to enable possible further 
debonding during loading. The initially debonded part of the interface is modeled 
with a “standard” contact type because only interpenetration of surfaces is taken 
under consideration for this part. Four element lengths are examined, namely, 1.25, 
2.5, 5, and 10 mm, and the respective values of the CZM maximum normal and shear 
tractions are calculated according to Eq. 1. The results of the modified CZM are also 
compared with the results obtained without using any modification to the nominal



values of Table 2. In Fig. 2, a typical FE model of the SSCS under consideration 
along with the boundary conditions used is depicted. 
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Table 2 Material properties 
of the specimen 

Property Value 

E11 (GPa) 147.8 

E22 = E33 (GPa) 11.8 

G12 = G13 (GPa) 6 

G23 (GPa) 4 

ν12 = ν13 0.3 

v23 0.45 

Max normal traction (mode I) (MPa) 50 

Max shear traction (mode II) (MPa) 100 

GIc (J/m
2 ) 243 

GIIc = GIIIc (J/m
2 ) 514 

Fig. 2 The FE model of the SSCS 

4 Results and Discussion 

4.1 Modeling Debonding with No Composite Failure 

Figure 3 shows a contour plot of the out of plane displacement of the FE model when 
the load is fully applied to the specimen. This is also the buckling mode of the SSCS, 
assuming 5-mm element length for the mesh of the model. However, it is obvious 
that there is a considerable difference in the displacement pattern, since the 
debonding behavior with and without modifying the CZM is quite different. More 
specifically, when the modified CZ method is used, the initial debonding grows



beyond its original length, something that does not happen when the CZM param-
eters are not modified. 
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Fig. 3 Out of plane displacement contour plot at full load, when maximum traction parameters of 
the CZM are modified (a) and not modified (b) 

Fig. 4 Comparison of FE load-displacement results for SOLSH190 with numerical and experi-
mental results from the literature selected, is proved; it is observed that when of the CZM is not 
modified, the predicted loads are much higher than the ones predicted by the modified CZM by a 
significant percentage of 10–12% 

In Fig. 4, load-displacement curves for the element type SOLSH190, when the 
modified CZM is applied, are compared with the respective experimental and 
numerical results from the literature. The numerical work by Raimondo et al., 
2015, uses 2.5- and 5-mm element lengths; hence, only the results from the FE 
models with these element lengths are presented in this graph. The numerical results



are meaningful up to a longitudinal displacement of 1.5 mm, because after this value, 
the experiments showed intralaminar damage (fiber and matrix fracture). However, 
in the present FE models, the intralaminar damage is not implemented, since the 
focus of this work is the debonding behavior predicted by the CZM. An excellent 
agreement is achieved between the modified CZM used here and the modified 
VCCT presented by Raimondo et al., 2015, as well as with the experimental results 
up to the point of interest (longitudinal displacement 1.5 mm). In Fig. 5, the load-
displacement curves for SOLSH190 element type, for all element lengths and values 
of CZM parameter Ne, are presented (it is mentioned that almost identical results are 
gained when the SOLID185 element type is used). Additionally, in this graph, 
results obtained without modifying the CZM parameters are also included. By 
simultaneously examining the results from Figs. 4 and 5, the necessity of the 
implementation of the CZM modifications, according to the mesh size. 
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Fig. 5 FE load-displacement results with all the parameters included, for SOLSH190 

Another important aspect of the FE model is its ability to predict the total 
debonded length when the load is fully applied. Figure 6 presents a comparison of 
the FE results obtained for 5-mm element length for both element types (SOLID185 
and SOLSH190). The obtained results are compared with the respective experimen-
tal and numerical ones from the literature. The numerical results are obtained with a 
modified VCCT and a standard VCCT, where an excellent agreement is observed 
between them. It is remarkable that, when the CZM parameters are not modified, the 
debonding does not grow at all and retains to its initial length. However, the 
experimental results prove that the initial debonding length is growing during 
loading. Consequently, the necessity of the CZM modification method is proved.
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Fig. 6 Comparison of final debonding length between FEM (5-mm element length), experimental 
and numerical (VCCT) 

Fig. 7 Solution time versus element length 

A final important feature of the developed FE models is their ability to produce 
accurate results with reduced solution time. This feature is essential especially when 
either powerful workstations are not available or iterative analyses are required. In 
Fig. 7 the solution time when the modified CZM is employed (both Ne parameter 
values and element types are included) versus the element length is presented. It is 
impressive that the reduction of the solution time from the finest mesh to the coarsest



one is approximately 85–90% (all calculations were performed in a Workstation 
with a 12-core AMD Ryzen 9 processor, 64 GB of DDR4 RAM). 
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4.2 Modeling Debonding with Composite Progressive 
Damage Modeling 

The presented FEM incorporated only the debonding capability. It is now enriched 
with PDM capabilities, meaning activation of composite failure criteria accompanied 
with instant stiffness degradation. The aim is to examine the FE model’s ability to 
simulate the actual behavior of the SSCS specimen. Hashin failure criteria are used 
for composite failure, accompanied with three (3) stiffness reduction factors (namely 
90%, 85%, and 80% reduction), which are common degradation values for fiber and 
matrix failure modes. A typical load-displacement curve is shown in Fig. 8 for the 
SOLSH190 element type (element length of 5 mm) compared to the experimental 
results from Orifici et al., 2008. It is noted that the selection of the stiffness reduction 
factor plays an important role on the behavior of the model, but in general, all three 
(3) selected reduction factors yielded to results within the range of the six (6) SSCS 
experimental curves. Figure 9 presents a comparison of the collapse mode between 
the FE results and the corresponding experimental. It is obvious that the predictions 
of the FE models are in a satisfactory correlation with the respective experimental. 

Fig. 8 FE load-displacement results for SOLSH190 incorporating modification of the CZM and 
PDM stiffness degradation
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Fig. 9 Collapse mode for FEM (a, b, c) and experimental test (d) (90 (a), 85 (b), and 80% (c) 
stiffness reduction factor) 

5 Conclusions 

In this contribution, an engineering methodology from the literature, intended to 
properly modify the nominal maximum normal and shear tractions of bilinear 
CZMs, is employed to the desired mesh size of a single-stringer composite panel 
with initial debonding. The obtained results, as compared with the respective 
experimental and numerical from the literature, demonstrate the necessity and 
efficiency of the modified CZM. Moreover, the proved efficiency of the methodol-
ogy even with coarse meshes can lead to large reductions on the solution time, 
without affecting the accuracy of the results. The additionally activated composite 
material progressive damage capabilities demonstrated the usability of the developed 
FEM in simulating the entire structural behavior of the specimen examined. 

Further work for enhancing the present FE model could focus on more advanced 
theories for modifying CZM, as well as on incorporating more advanced user-
programmable methods of composite material failure and degradation rules. Exten-
sion of the results in larger, more complicated structures is of interest as well. 
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Although the aviation sector suffered a significant loss as a result of the global threat 
of COVID-19, sectoral expectations and scenarios show that the demand increase 
trend will continue. As a matter of fact, in addition to sectoral developments, 
increased aircraft deliveries since the 2000s with new route sources support the 
developments in this regard (Boeing, 2016).
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While the sectoral competition process makes technology management valuable, 
on the other hand, developments in aircraft engine technologies show an improve-
ment of over 60% in efficiency potentials since the 1960s. Turboprop and turbofan 
engines, which are mostly prominent in today’s aircrafts, have provided significant 
gains in reducing environmental pollution as well as their technological advantages 
(Gobbi et al., 2011). It is seen that aircraft engines have an important environmental 
problem related to irreversibility, mostly in parallel with fossil fuel consumption. It 
is seen that the production of entropy due to irreversibility in engines operating on

530 M. Z. Sogut et al.

the basis of thermodynamic cycle has important impact criteria in terms of environ-
mental sustainability. 

In aircraft engines, load and power analysis, mostly used sectoral evaluation 
method, are considered in the context of dynamic analysis. However, the generation 
of power associated with the combustion process should be directly evaluated on the 
basis of thermodynamic principles related to the engine. This will also be the main 
criterion for evaluating the environmental impacts caused by fuel consumption 
(Parker, 2009). Fuel and combustion process, which is one of the pillars caused by 
the inefficiency in engines, are evaluated by direct energy and exergy analysis. These 
processes, which are also defined as the thermal performance effect, are also the 
result of exergy destruction as an environmental effect. This feature indicates the 
basic load of entropy, which is formed by environmental impact. Irreversibility due 
to the dead state in environmental conditions also represents the potential associated 
with fuel or combustion loss of the engine. Performance analyzes, especially in 
turboprop engines, can be seen as process analyzes that should be evaluated. 

Altitude conditions are the main criteria that directly affect engine efficiency in 
different climatic conditions. However, the inefficiency of engines in their flight 
processes is also a potential that can be defined in this respect. In this study, firstly, 
the performance efficiency of a turboprop engine with different temperature values 
in cruise conditions is discussed with thermodynamic analyzes. Especially in differ-
ent altitude conditions, the entropy characteristics of the engine due to irreversibility 
and the defined environmental criteria were evaluated, and a conceptual inventory
criterion expressing sustainability was created.

2 Turboprop Engines 

Turboprop engines are one of the engine technologies that are increasing in 
importance in the sector. In engine performance, they are expressed as high-
performance engines at low and medium speeds (below 400 mph), with effective 
speed characteristics in altitude conditions. In engine dynamics, they are considered 
as engines that stand out with their improved speed performance efficiency as a 
combination of turbojet and piston engines. Compared to other engines, they have 
high performance between 250 and 400 mph, especially in the 18,000-ft to 30,000-ft 
range. However, these motors also have advantages over other motors in their 
low-speed profile. The optimal altitude condition of the engines depending on the



altitude is expressed as 25,000 ft. In addition to mechanical reliability, indicators 
such as light weight, operational convenience, minimum vibration, and high-power 
generation per unit weight can be counted as manufacturing features (FAA, 2016). 
Although these engines, which are alternatives for unmanned aerial vehicles in 
recent years, are mostly preferred in low-altitude helicopters, trainers, and private 
planes, it is seen that this scale has increased in recent years. The propulsion effect is 
important in these engines, which are mostly based on the Brayton cycle in the 
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Fig. 1 A turboprop engine (CNATT; 2016) 

context of the thermodynamic cycle feature. This engine and its components can be 
seen in Fig. 1. 

In this study, the environmental performances of the engines depending on the 
altitude conditions were evaluated, and a conceptual inventory was developed in this 
context. Especially environmental conditions for engines directly affect fuel con-
sumption and engine performance. For the reference PT6-21 engine, thermal and 
environmental performances due to different ambient temperatures under two dif-
ferent altitude conditions were examined. Depending on the environmental indica-
tors defined in the inventory, the performances of the engine according to the altitude
characteristics were examined.

3 Entropy Management and Conceptual Inventory 

It is seen that many studies have been carried out in the management of fossil fuel-
based environmental sustainability in the aviation sector. Although it seems small, 
the aviation industry is a sector that has a significant impact as a result of intense 
fossil fuel resource use, with a potential of approximately 3% in the fight against 
global climate change. In this respect, effective and efficient management of fossil 
fuel consumption in flight processes primarily depends on a potential determination.
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As in all flight processes, environmental conditions related to altitude conditions also 
affect performance. Therefore, different interactions emerge when altitude-related 
performances are evaluated together with environmental conditions. In this respect, 
the first law analysis will give a quantitative result, while the second law will give 
real performance results depending on the nature of the environmental conditions. 
Therefore, it is important to establish a model framework for the performance effects 
of environmental parameters encountered according to the engine‘s altitude condi-
tions. In this context, a conceptual inventory has been developed in order to develop 
the criterion of environmental sustainability based on the thermodynamic approach. 
This approach is a research-level tool developed to test conceptual understandings 
(Lindell et al., 2007; Jorion et al., 2015). A number of key concepts related to the 
subject have been developed on the basis of integrity that allows for the elimination 
of misconceptions. Such a flow model is very important for measuring conceptual 
intelligibility. The intended results of this concept inventory play a role in creating 
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the right key to environmental sustainability. Accordingly, the following equations 
in Table 1 are used in the thermal performance analysis of the engine. 

In this study, entropy management requires an exergy-based flow. These are 
exergy flow, exergy destruction, and entropy generation. However, an inventory
criteria were defined for entropy. These are given in Table .2

Table 1 Equations of energy and exergy analysis (Dincer & Rosen, 2012; Cornelissen, 1997; 
Moran et al., 2011; Van Gool, 1997) 

Name Equation 

Mass balance _min = _mout 

Energy balance _Ein = _Eout 

_Q- _W _Ein - _Eout = 0 

_Q- _W = _m h2 - h1 
v2 2 - v2 1 g z2 - z1 

Exergy _Exi = _Exk _Exp _Exph _Exch 
Exergy balance _Exin - _Exout = _Exdest 
Exergy work _Exwork = _W 

Exergy flow _Exmass = _mψ 

ψ = (h - h0) - T0(s - s0) 

Energy efficiency ηI = _Eout 
_ 

Exergy efficiency ηII = _Exout 
_ = 1- _Exdest 

_ 

Improvement potential _IP= 1- ηEx _Exin - _Exout



α

ζ þð Þ

EPI= _Exin
� T0

SI= _Exin
� T0

–

–
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Table 2 Entropy management criteria (Sogut et al., 2015, Sogut 2020) 

Criteria Symbol Equation 

Exergy renewability α= Exin,rev=Exin 

Depletion number DP DP = Exdest=Exin 

Environmental compatibility ζ= Exin,e= Exin Exin,abatement 

Environmental performance index EPI Sgen 

Sustainability index SI Sgen,c 

Table 3 Technical features of the reference engine (Jetprop, 2016) 

15,000 Ft 
Np 
(rpm) 

Torque Case I Case II Case III 

Temperature (-44.6 °C) Temperature (-14.7 °C) Temperature (13.6 °C) 

Air sped Fuel flow Air sped Fuel flow Air sped Fuel flow 

Nm KTAS gph KTAS Gph KTAS gph 

2200 542.33 134 22 137 22.6 135 26 

677.91 160 24.5 165 25.1 168 28 

813.49 177 27.3 183 27.7 188 31 

949.07 188 29.9 195 30.6 202 33 

1084.65 200 32.9 207 33.6 –  

1220.24 209 36.2 217 36.9 –  

21,000 Ft 
Temperature (-56.6 °C) Temperature (-26.6 °C) Temperature (3.4 °C) 

2200 542.33 134 22 137 22.6 135 26 

677.91 160 24.5 165 25.1 168 28 

813.49 177 27.3 183 27.7 188 31 

949.07 188 29.9 195 30.6 202 33 

1084.65 200 32.9 207 33.6 

1220.24 209 36.2 217 36.9 

4 Results and Discussion 

The environmental effects of engines are a direct result of their energy performance 
in relation to the thermodynamic properties of the altitude. In this respect, first of all, 
the extent of the possible irreversibility of the reference engines under the defined 
altitude conditions is discussed. In this respect, the criterion of irreversibility has 
been handled according to the inventory defined above as an improvable criterion. 
Thermodynamic parameters according to the altitude characteristics of the reference 
engine in this study are given in Table 3.
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Fig. 2 Exergy flow rate at 
cruise altitude 

The thermodynamic irreversibility of the aircraft under the defined altitude 
conditions was investigated and studied for the defined altitude properties as Case 
I and Case II. For this feature, which is defined as exergy destruction in the literature, 
the distributions depending on both conditions are given in Fig. 2. 

The total exergy flow produced at the engine’s reference values should be 
evaluated together with the fuel consumption. In this context, the total exergy 
difference for both altitude conditions was examined for maximum and minimum 
temperature values. For Case II data, a 15.1% higher exergy flow occurs at maxi-
mum temperature, while this value is 15.2% at minimum temperature values. The 
difference in total fuel consumption for both streams is 2.1%. These values should be



considered in terms of the extent of irreversibility in terms of environmental impact. 
In this context, the criterion defining the irreversibility of the engine for both cases, 
exergy destruction, was examined, and the distributions are given in Fig. 3. 
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Fig. 3 Exergy destruction at cruise altitude 

Exergy destruction appears to be directly affected by altitude temperatures. In 
particular, the change in altitude values of exergy destruction due to torque change 
has been examined in maximum and minimum temperature values for both cases. 
For Cases I and II, there was a 34.07% improvement potential at maximum temper-
ature changes. However, it has been observed that this rate of change has a low 
performance of 2.47% for low temperatures. Especially in these consumption 
behaviors, entropy generation also has a significant change potential. The entropy 
distributions of this change are given in Fig. 4. 

The entropy produced is important for the evaluation of environmental sustain-
ability potential. In this respect, the relationship between energy potential and 
altitude has been evaluated. When the maximum temperatures of the motor for 
both cases are evaluated, it is seen that the potential is 30.95% less for 228.4 K. 
However, in the low-temperature evaluation, this effect is 7.42% for 258.4 K. All 
these values make the temperature scale valuable for the determination of altitude in 
the entropy generation of the engine. Figure 5 shows the engine’s savings potential 
in the generation of entropy due to the enhancement potential. 

The potential for improvement in entropy generation due to the IP potential of the 
engine shows a potential of 84.2% for Case I and 82.2% for Case II. All these 
evaluation criteria are important in terms of the effects of emission management.
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Fig. 4 Entropy generation at cruise altitude 

5 Conclusion 

This study is primarily based on an inventory study based on indicators based on 
entropy management. In this context, a performance analysis based on two defined 
cruise conditions was carried out on a reference turboprop engine. Especially in 
terms of environmental sustainability, it has been seen that the irreversibility poten-
tial of the engine due to entropy generation has a potential proportional to the altitude 
temperatures. It has been observed that the temperature control of the engine in terms 
of altitude loads affects engine performance along with entropy production. It is 
foreseen that the study can be improved by examining the concepts in the defined 
inventory for the development of manageable indicators.
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Fig. 5 Entropy production after IP effect 
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