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Preface 

In the past few decades, climate change and air pollution have been a source of grave 
concern around the globe. Both climate change and air pollution have substantial 
adverse effects on human health, a global problem. Expanding urban areas with 
extreme climate events such as heavy precipitation, high temperatures, floods, and 
droughts threaten human health. The amplified heat waves caused by climate change 
have increased temperatures, causing urban people thermal discomfort and several 
health problems. The majority of the world’s megacities are threatened by escalating 
levels of air pollution above the requirements. Aerosols and PM concentrations have 
been investigated, and it is also essential to address the harmful health effects of 
particles inhaled by people and entering the respiratory system. 

Airports and airspace have gotten more congested due to the fast development of 
air travel. Working at near-maximum capacity introduces risks that often result in 
operational disruptions, increased costs, and worse service quality. In addition to 
competing in a highly competitive market, airlines must streamline their operations 
to minimize costs. Several studies and applications show that the general public and 
policymakers seek to manage current infrastructure and activities better. Several of 
these projects focus on the effective allocation of resources to release unused 
capacity, reduce costs, and increase system resilience in the face of unforeseen 
events to develop sustainable transportation infrastructure. The world is also con-
sidering various options for increasing airspace capacity while lowering operational 
and environmental costs. Along with these activities, efficient management is critical 
for the aviation industry’s long-term growth over the next few decades. 

Over the years, sustainable aviation practices have significantly reduced green-
house gas emissions. These efforts, however, have not maximized the aviation 
industry’s contribution to the UN’s Sustainable Development Goals. The growing 
air traffic volume and the profits derived from this sector have hampered the viability 
of airline operations. The aviation industry employs many tools and procedures for 
evaluating sustainability to solve this issue, which includes all socioeconomic and 
environmental sustainability components. Decision Support Systems examine the 
efficacy of eco-efficiency assessment methodologies and practices used for

v
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sustainable airline operations using Artificial Intelligence, Deep Learning, and 
Neural Network models. The tools and models facilitate strategic and tactical 
decision-making in the aviation industry, promoting sustainable operations and 
mitigating present challenges. 
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A Short Review on Sustainable Aviation 
and Public Promises on Future Prospects 

Selcuk Ekici, Alper Dalkiran , and T. Hikmet Karakoc 

1 Introduction 

The need to manage resources (Liu, 2003), which are the foundation of the mainte-
nance of our generation, in such a way that the average quality of life we provide for 
ourselves can potentially be shared by all future generations has enabled sustain-
ability to take place in the literature (Owusu & Asumadu-Sarkodie, 2016). This idea 
is based on the notion that economic concerns threaten human life in the world and 
that people will be deprived of many resources in the future (Anand & Sen, 2000). In 
other words, it also refers to items that both current and future human generations 
can support (Mensah, 2019). Today, the notion of sustainability is one of the most 
prominent subjects in social, financial, and management literature (Carter & Liane 
Easton, 2011). Sustainability, in concept, indicates the relationship between financial 
forces functioning with the evolution of civilizations (Vlek & Steg, 2007) and is 
impacted by environmental (Oláh et al., 2020), social (Windolph et al., 2014), 
cultural (Auclair & Fairclough, 2015), and economic activities (Khan et al., 2022). 
The first financial models have solely considered economic growth rates, not things 
like environmental quality or biota consciousness (Mulder & van den Bergh, 2001). 
The current environmental issues are reflected in financial models that have been
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developed by incorporating the idea of sustainability as a central theme (Morgan, 
2012). In addition, sustainable development is a development that satisfies the 
requirements of the present without jeopardizing future generations’ capacity to 
satisfy their own diverse demands (Basiago, 1995). As a result, today’s financial 
institutions recognize the interconnectedness between development and the environ-
ment (Porket, 1998), and modern economic systems identify the need for ecological 
sustainability (Dincer, 2000).

2 S. Ekici et al.

2 Public Promises in Sustainable Aviation 

Globally, the adoption of more sustainable paradigms is being encouraged by a 
growing awareness of the environmental damage caused by unsustainable economic 
growth models (Hall, 2010). In other words, on a global scale, there is a growing 
movement toward more sustainable paradigms as people become more aware of the 
environmental damage caused by unsustainable economic growth models (Asara 
et al., 2015). On the other hand, it is difficult to build an effective cooperative 
strategy for environmental issues stemming from financial structures owing to the 
expectations of many organizations and stakeholders on their activities (Diehl & 
Gleditsch, 2018). This makes the process of developing an effective joint strategy for 
environmental problems more complicated (Heikkurinen & Bonnedahl, 2013). It is 
anticipated that industrialized nations, in particular, will pave the way to a common 
policy due to the degradation of the ecological balance of the planet, which is 
brought on by pollution as well as the unsustainable use of resources (Water for a 
sustainable world, 2015). According to experts, ecological vitality is a prerequisite 
for economic development (Mavragani et al., 2016) as well as essential to ensuring 
that economic expansion can continue indefinitely, and growth is only sustainable 
when an environmental protection strategy program is in place (Feiock & Stream, 
2001). 

Nature has the capacity to purify and produce a limited quantity of food, raw 
materials, land, and water, therefore ensuring, preserving, and guaranteeing their 
availability in the future (Wellmer et al., 2019). Given that we will need resources in 
the future and that future generations have the right to utilize them, as well as the 
desire to profit from the resources we have now, one of our biggest challenges is how 
to use these finite resources without entirely depleting them (Pezzey & Toman, 
2017). In order to address this issue and maintain environmental sustainability, the 
topic has gained ground in the literature (McKinnon, 2010). Environmental sustain-
ability is described as actions that satisfy human needs without compromising 
biodiversity by considering the potential of ecosystems to regenerate and the con-
cepts of resilience, adaptability, and interconnection of ecosystems (Morelli, 2011). 
Sustainability from an environmental perspective naturally implies sustainability 
from an ecological one (Brown et al., 1987). Ecological sustainability also means 
preserving the worth and quality of the natural environment and acknowledging that 
humans are a crucial component of the larger ecosystem (Brown et al., 1987).



Therefore, maintaining environmental sustainability implies supplying the resources 
needed by both the present and future generations without endangering the health of 
the planet’s ecosystems (Holden et al., 2014). So, in addition to addressing climatic 
and environmental quality (Omer, 2008), as well as the preservation of biological 
variety (Marques, 2001), sustainability also includes the maintenance and/or 
improvement of an individual’s quality of life in connection with the promotion of 
social equality (Moser, 2009). 
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The sustainability concept, targets, needs, and also mechanism maintain the 
recognition of sustainable aviation. Figure 1 represents those aspects of future 
prospects of sustainable aviation. There have been conflicting responses from 
major players in the air transportation sector regarding environmental sustainability 
(Graham & Guyer, 1999), the absence of adequate plans for expanding airport 
capacity, and a modal shift to address anticipated growth in air transportation issues 
(Nijkamp & Geenhuizen, 1997), with a particular emphasis on environmentally 
incompatible business practices utilized by airlines. Cooperative strategies allowed 
the consciousness of development policies, protection, and balance in a quality way. 

As a sector that is suitable for all kinds of competition understanding and where 
sustainability is considered as the second element, the aviation sector, with all its 
components, takes its place in the literature as a sector that is frequently researched in 
terms of financial and environmental awareness in determining, improving, and 
implementing the sustainability parameters of aviation. Researchers and scientists 
kindly present studies of what can be done from different vantage points to assess 
possibilities, present new perspectives, and reveal numerous research areas to 
mitigate the negative effects of the aviation industry on monetary systems, govern-
mental structures, the atmosphere, biological communities, and human societies. 
Studies from many different fields are addressed in all aspects as interdisciplinary in 
order to make the aviation sector sustainable and to ensure the long-term viability of 
the aviation sector. The following issues are characterized in the literature as having 
a significant influence and striking studies, as well as present particularly compelling 
questions about the extent to which the sustainability of the aviation industry lies on 
the eco-label gradient: 

(i) Application of alternative and renewable fuels to aviation gas turbine and 
reciprocating engines, including aviation ground equipment (Baroutaji et al., 
2019; Bauen et al., 2020; Bicer & Dincer, 2017; Cavarzere et al., 2014; Chen 
et al., 2019; García-Contreras et al., 2022; Liu et al., 2021; Rochelle & Najafi, 
2019; Seljak et al., 2020; Yilmaz & Atmanli, 2017) 

(ii) Supporting the use of nontraditional environmentally friendly sources and 
renewable sources of energy in airports (Akyuz et al., 2019; Almaz, 2022; 
Greer et al., 2020; Karakoc et al., 2016; Mostafa et al., 2016; Ortega Alba & 
Manana, 2016; Yerel Kandemir & Yaylı, 2016) 

(iii) Reducing aviation industry fuel consumption as well as increasing engine 
efficiency with various methods/equipment/technologies (Das et al., 2016; 
Johnson & Gonzalez, 2013; Nygren et al., 2009; Ryerson & Hansen, 2010; 
Ryerson & Kim, 2014; Seymour et al., 2020; Singh & Sharma, 2015)
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Fig. 1 Summary of sustainable aviation and public promises on future prospects 

(iv) Developing/producing/employing green products for the aviation industry 
using the latest generation technologies (Barzkar & Ghassemi, 2020; Cronin, 
1990; Hinnen et al., 2017; Lin, 2013; Rajiani & Kot, 2018; Sarkar, 2012a, b; 
Wheeler, 2016) 

(v) Air traffic management and trajectory as well as route/flight operation opti-
mizations (Aksoy et al., 2021; Aksoy et al., 2018; Gagne et al., 2013; Jensen 
et al., 2013; Turgut et al., 2019; Turgut & Usanmaz, 2018)
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(vi) Putting fleets into operation with state-of-the-art gas turbine engines with low 
noise and gas emissions (Jansohn, 2013; Liu et al., 2017; Nemitallah et al., 
2022; Zong et al., 2022) 

(vii) Application of taxation and sanctions for the externality of the effect for 
aircraft, airlines, and airports where the suitability of the values of noise and 
gas emissions is outside the scale (Berker & Böcher, 2022; Cui et al., 2022; 
Ekici et al., 2022; Fageda & Teixidó, 2022; Lai et al., 2022) 

(viii) Specifying the concepts of internality and externality of aviation taxes for the 
countries (Janić, 1999; Lu, 2009; Schipper et al., 2001; Valdés et al., 2021) 

(ix) Analyzing the travel behavior of passengers (Baumeister, 2020; Wild et al., 
2021) 

(x) Application of artificial intelligence methods to ground and flight operations 
records (Abdul-Aziz & Hashemi, 2022; Benahmed et al., 2022; Malaek & 
Alipour, 2022; Tikhonov et al., 2022) 

(xi) Carrying out advertising initiatives to educate customers and society about 
sustainable aviation technology and using public relations efforts to enlighten 
the public about environmentally friendly aircraft technology (Desha & 
Hargroves, 2013; Dimitriou & Sartzetaki, 2020; Oto et al., 2012; Upham 
et al., 2012) 

(xii) Most importantly, presenting to scientists, researchers, and regulators the 
aviation industry data (airports, FDR data, and so on) in an easily accessible 
and transparent way 

The stakeholders’ commitments drive the recognition of sustainable aviation 
operations and sustainable development. The properties of the recognition can be 
summarized under the financial attractivity and the obligations built on the public 
interests and benefits. The obligation of improved environmental sustainability is 
supported by the recognition of how the airlines, airports, and other stakeholders fit 
in the sustainability indices (Sarkar, 2012a, b). That is why the certification systems 
have been constructed. In partnership with businesses, academic institutions, and 
other EU partners, the European Commission created the Clean Sky Joint Technol-
ogy Initiative in 2007, a part of sustainable aviation from an environmental perspec-
tive. Compared to the typical industry development cycles of 10 years, the goal 
moves more quickly when a focused effort is used. 

The other aspects of sustainable aviation rely on the “green airport” approaches 
and regulating the resources like energy, water, and other natural reserves. Although 
the green airport concept regulates the project design to build phase and the 
operational cycles of the airport campus area, the vast majority of the air pollution 
was caused by aircraft’s landing and take-off movements. The alternatives to the 
current fuel technologies reduce the environmental impacts in the aerodrome (Nel-
son & Reddy, 2018). 

One other aspect of the green airport concept is supported by public pressure 
called the “willingness to pay” act (Winter et al., 2021). Several researchers have 
looked into whether individuals are ready to pay more for the development of an 
eco-friendly (green) airport vs. a conventional airport and whether the effect



mediates this relation. The participants were substantially more prepared to pay for 
the airport’s expansion if they believed it to be environmentally friendly. In addition, 
they felt resentment and contempt at having to pay for a new airport that did not 
utilize renewable energy. Presented are practical applications of the current work and 
topics for future research (Walters et al., 2018). The renewable source of hydrogen 
has been popularly brought forward in scientific discussions (ACI, 2008; Airbus, 
2002; Alder, 1987; Cecere et al., 2014; Clean Sky 2, 2020; Korycinski, 1978; Pohl &  
Malychevc, 1997; Schmidtchen et al., 1997; Troeltsch et al., 2020; van Zon, (n.d.)). 
Researchers have not conclusively determined how much more individuals are 
willing to pay based on the percentage of reduced greenhouse gas emissions. 
Examining the threshold of passengers willing to pay for the reduction of greenhouse 
gas emissions from commercial aircraft is necessary (Rice et al., 2020). 
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The green sector differs from the regular segment solely in terms of behavioral 
characteristics, not demographic or socioeconomic ones (Hinnen et al., 2017). 
Another case for Italy to test whether Italian air travellers would donate a contribu-
tion to finance these initiatives and whether the willingness to pay relies on the 
projects’ type and on the projects’ performance revealed that the volume of CO2 

diminished or offset by the project, as well as the respondents’ gender, education 
level, occupational status, environmentalism, and travel habits, are significant factors 
(Rotaris et al., 2020). It would be beneficial for airlines to devise contribution 
proposals and enhance their corporate image, as well as for policymakers to support 
environmentally conscious air traveler behavior and environmentally sustainable 
airline operations. 

3 Conclusion 

For carbon-neutral air travel, most passengers hesitated to pay extra. The findings 
encourage public and non-profit managers to use the acknowledged key factors to 
inform and compose campaigns to increase public acceptance of carbon-neutral 
travel (Xu et al., 2022). The researches add to and expand the literature on the 
current debates about acceptance and willingness to pay for low-carbon jet fuels and 
energy transitions. The studies discovered that people are prepared to pay for 
renewable energy projects in poor nations since producing carbon credits can lessen 
a company’s legal obligations (Choi & Ritchie, 2014). These projects may fit the 
best characteristics of offset initiatives. Airlines’ mitigation efforts received wide-
spread positive approval, with technical advancements receiving greater acceptance 
than operational procedures and biofuels. 

The studies highlight the importance of prioritizing environmental education for 
aviators and demonstrate the connections between knowledge, attitude, and behavior 
(intention) that go beyond academic study (Lu & Wang, 2018). It is possible to 
increase passengers’ awareness of the effects of flying and the advantages of carbon 
offset programs, which could encourage them to offset their flights, adopt new travel 
habits, and establish favorable attitudes toward carbon offsetting. Researchers asked



passengers why they were unwilling to pay to offset their flight’s carbon footprint 
(Shaari et al., 2020). Passengers indicated that they were unwilling to pay because 
the flight is already expensive, making them unfavorable to an additional fee. The 
government and airlines should share the expense of reducing emissions since 
passengers believe that the responsibility should not be placed on them. Government 
and airline firms must work together to solve this issue. 
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Research on the Effects of Flight Procedures 
on Noise Contour Map Around Tan Son 
Nhat International Airport 

Kiet La-Tuan and Anh Tran-Tien 

Nomenclature 

ANP Aircraft Noise Performance 
ECAC European Civil Aviation Conference 
ICAO International Civil Aviation Organization 
NADP Noise abatement departure procedures 
NPD Noise-Power-Distance 
RWY Runway 

1 Introduction 

The level and extent of noise generated by flight operations in terms of noise contour 
map around Tan Son Nhat International Airport are presented in this study, which is 
based on two flight procedures recommended by the International Civil Aviation 
Organization (ICAO) for noise reduction purposes in the airport’s vicinity, including 
NADP 1 and NADP 2. 

The availability of certain data, such as target airport data, the number and type of 
aircraft operating at the airport, and representative flight path analysis for each 
aircraft type with specific flight procedures, is required to obtain the results of 
noise calculations. In this research, the noise levels around Tan Son Nhat Interna-
tional Airport were calculated using the flight path segmentation modelling that was 
recommended by ICAO, Doc 9911 (ICAO, 2008), the flight mechanics equations
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from SAE-AIR-1845 (SAE A21 Committee, 1986) to compute the flight profile, and 
the Aircraft Noise Performance database from EUROCONTROL to interpolate or 
extrapolate the noise levels.
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2 Method 

2.1 Airport Data Collecting 

Tan Son Nhat International Airport is one of the largest and busiest airports in 
Southern Vietnam, serving more than millions of passengers annually in normal 
operating conditions (Tan Son Nhat International Airport, 2021). RWY 25L/07R 
and RWY 25R/07L are two parallel runways currently in use at the airport. How-
ever, due to the limitation of this research, all flight operations were collected in 
March 2020 taking place in the runways 25R and 25L with RWY 25L being 
primarily used for take-offs and RWY 25R being primarily used for landings 
(Fig. 1). 

For noise contour map computing, these two runways are treated as a single 
runway 25L for both take-off and landing operations because they are parallel and 
close to each other (365 m). The range of the noise map was limited to ±25 km on 
the horizontal axis and ±12 km on the vertical axis with the mesh grid of computing 
domain’s origin O (0, 0) located at the start-of-roll point of the runway 25L. 

Fig. 1 Tan Son Nhat International Airport
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2.2 Aircraft Grouping 

For noise assessment, aircraft data from Tan Son Nhat International Airport, includ-
ing aircraft type and operating frequency, were collected and analysed in March 
2020. Individual aircraft types having similar noise and performance characteristics 
are grouped so that they can be represented by a single aircraft category. The aircraft 
types operating at Tan Son Nhat International Airport were grouped based on two 
criteria that were recommended in the ECAC.CEAC Doc 29 (ECAC, 2004) and the 
ICAO Annex 14 (ICAO, 2013). 

2.3 Flight Path Analysis 

The flight path of each aircraft group was analysed and calculated using two noise 
abatement departure procedures, ICAO A and ICAO B, which are equivalent to 
NADP 1 and NADP 2. 

The flight profile was calculated using the equations for flight performance 
calculations in SAE-AIR-1845 with aircraft engine coefficients from the Aircraft 
Noise Performance (ANP) database for these variables: engine thrust, take-off, 
landing ground roll, speeds, and height of each segment of the flight path. The 
following figure is the flight path of each aircraft group that flies out of Tan Son Nhat 
International Airport (Fig. 2). 

2.4 Noise Calculation 

The noise exposure level generated by each flight path segment will be obtained 
based on interpolation or extrapolation of the Noise-Power-Distance (NPD) table
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Fig. 2 NADP 1 flight path (left) and NADP 2 flight path (right)



ð

ð

A/C type Group Day Evening Night

using Matlab software with two quantities: engine power (P) and shortest slant 
distance between the segment and noise receiving point (d ). The contribution from 
one flight path segment to noise exposure level can be expressed as:
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Table 1 The number of take-off-landing movements for each aircraft group with aircraft repre-
sentatives in March 2020 

A/C 
representative 

Airbus A320 Family C 2813 564 470 Airbus A321 

Boeing 787, Airbus A350, Airbus 
A330 

D 438 202 281 Airbus A350 

Airbus A340, Boeing 747, Boeing 777 E 160 52 83 Boeing 747 

Total 3411 818 834 

LE,seg = LE,NPDðP, dÞ þ Δv þ ΔIðφÞ-Λðβ, ℓÞ þ ΔFðdBAÞ 1Þ 

where Δv, ΔI(φ), Λ(β, ℓ), and ΔF in Eq. (1) are called “correction terms” to account 
for the effects due to the difference between the NPD flight path and the actual 
flight path. 

Based on the number of aircraft movements during the day, evening, and night as 
listed in Table 1, the day-evening-night equivalent sound level is then calculated 
based on Lday (0700:1900), Levening (1900:2200), and Lnight (2200:0700) by the 
following equation: 

Lden = 10 � log 1 
24 

12 � 10Lday=10 þ 3 � 10Levening=10 þ 9 � 10Lnight=10 ðdBAÞ 2Þ 

The above calculation procedure was done similarly to calculate the day-evening-
night sound level caused by three flight paths of three groups of aircraft, A, B, and C, 
at all noise receiving points in the calculation domain using Matlab software. 
Finally, the noise contour map for day-evening-night equivalent continuous noise 
level was established by interpolating the noise levels of all noise receiving points 
inside the calculation domain around Tan Son Nhat International Airport. 

3 Results and Discussion 

Figure 3 shows the results of noise contour maps generated by flight operations at 
Tan Son Nhat International Airport based on the noise abatement departure pro-
cedures ICAO A and ICAO B, respectively. 

The following figure shows noise contour lines for two flight procedures ICAO A 
and ICAO B around Tan Son Nhat International airport (Fig. 4). 

The difference between the noise levels of two flight procedures occurs within the 
departure area at the end of the runway. That is because those aircraft following the



NADP 1 must climb as fast as possible to 3000 ft. and thus the contour lines of the 
departure area will be slightly narrower than the NADP 2 when the aircraft is far 
away from the runway. 
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Fig. 3 Lden noise contour maps based on ICAO A (left) and ICAO B (right) procedure 

Fig. 4 Lden noise contours based on ICAO A and ICAO B procedures 

4 Conclusion 

This research has successfully simulated the noise contour map with the noise levels 
in the range of 40–60 dBA around Tan Son Nhat International Airport and has 
shown the influence of two noise abatement departure procedures ICAO A and 
ICAO B equivalent to NADP 1 and NADP 2 on the noise contours. 

The results of this study are the basis for effectively assessing the noise level at 
Tan Son Nhat International Airport for the authority, thereby aiming to provide 
solutions for rational land use planning in the affected area by high noise levels as 
well as issuing regulations on noise level limits and aiming to develop noise contour 
maps for all major airports operating in Vietnam.
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Free Vibration Characteristics of a 
Variable-Span Morphing Wing 

Damla Durmuş and Metin O. Kaya 

Nomenclature 

c Chord 
EI Bending stiffness 
GJ Torsional stiffness 
l Half span 
m Mass of the wing per unit length 
Rθ Radius of gyration 
w Plunge deflection 
Xθ Static unbalance 
θ Pitch deflection 
ω Frequency of motion 

1 Introduction 

Morphing wings are receiving a great deal of attention due to its high level of 
adaptability. Besides its many advantages, structural requirements of this concept 
may be more severe. Increasing wingspan causes to increase in wing root bending 
moment and structural mass requirements. Apart from that, the loading and defor-
mation over the wing are more severe when wing extends its length (Concilio et al., 
2018). 

Several investigations are performed to investigate dynamics of morphing wing 
technology up to now. Snyder et al. (2009) utilized finite element approach to
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analyze the natural frequencies of folding wing. Pulok and Chakravarty (2020) 
performed vibration analysis of the morphing wings of a hypersonic vehicle. It is 
concluded that the natural frequencies are decreasing by increasing the span length 
of the wing. Gamboa et al. (2013) carried out a modal analysis of a composite 
variable-span wing, and they obtained natural frequencies and mode shapes of free 
vibration.
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The variable-span morphing wing is modeled as bending-torsion coupled three-
stepped beam in this study. There are several studies about the free vibration of 
stepped beam model in literature. Ju et al. (1994) analyzed the free vibration of 
arbitrarily stepped beams. Mao et al. (2012) utilized the Adomian decomposition 
method to analyze the free vibration of the stepped Euler-Bernoulli beams. 

2 Methodology 

To represent the structural model of span-morphing wing, a three-stepped Euler-
Bernoulli beam model is utilized. The beam is divided into three segments, main 
region, overlapping region, and extension region, which is shown in Fig. 1. 

The equations of motion of coupled bending-torsional vibration of Euler-
Bernoulli beam are obtained by Hamilton’s principle which are given in the follow-
ing expressions:

-
∂2 

∂y2 
EI 

∂2 w 
∂y2 

þ m 
∂2 w 
∂t2 

þ mXθ 
∂2 θ 
∂t2 

= 0 ð1Þ 

∂ 
∂y 

GJ 
∂θ 
∂y 

þ mR2 
θ 
∂2 θ 
∂y2 

þ mXθ 
∂2 w 
∂t2 

= 0 ð2Þ 

The exponential solution of time is utilized as the general solution to the differ-
ential equations. The exponential form of time is described as follows: 

Fig. 1 Top view of the three-stepped beam model



dy3

dy3

∂yi ∂yiþ1 ∂yi GJð Þi ∂yiþ1

∂yi EIð Þi ∂yiþ1

∂yi EIð Þi ∂yiþ1
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Table 1 Boundary condi-
tions of a three-stepped 
cantilevered beam 

Fixed end Free end 

Bending Torsion Bending Torsion 

w1 = 0 θ1 = 0 d2 w3 
2 = 0 

dθ3 
dy3 

= 0 

dw1 
dy1 

= 0 d3 w3 
3 = 0 

Table 2 Continuity condi-
tions of a three-stepped 
cantilevered beam 

Bending Torsion 

wi(li) = wi + 1(0) θi(li) = θi + 1(0) 
∂wi lið Þ  = ∂wiþ1 0ð Þ ∂θi lið Þ  = GJð Þiþ1 ∂θiþ1 0ð Þ  

∂2 wi lið Þ  
2 = EIð Þiþ1 ∂

2 wiþ1 0ð Þ  
2 

∂3 wi lið Þ  
3 = EIð Þiþ1 ∂

3 wiþ1 0ð Þ  
3 

w=weiωt θ= θeiωt ð3Þ 

By implementing exponential solution function and nondimensionalization to 
Eqs. (1) and (2), the finalized nondimensional form of equations of motion are 
obtained as follows:

- λ4 1 
1 
ω2 

d4 w 

dξ4 
þ wþ Xθ 

b 
θ= 0 ð4Þ 

λ2 2 
1 
ω2 

d2 θ 

dξ2 
þ Xθ 

b 
w þ R

2 
θ 

b2 
θ= 0 ð5Þ 

where λ4 1 and λ
2 
2 represent simplification coefficients that are introduced as follows: 

λ4 1 = 
E0Io 
ml4

λ4 2 = 
G0Jo 
ml2

ð6Þ 

The boundary and continuity conditions of a three-stepped Euler-Bernoulli beam 
for bending and torsion motions are given in Tables 1 and 2, respectively. 

Equations of motions of the system are solved by differential transformation 
method (DTM), which is based on Taylor series expansion and used for solving 
ordinary and partial differential equations. 

The function f(x)  is  defined by power series where the center is at x0. F(k)  is  
referred to as the kth order transformed function of the original function f(x) about 
the point x = x0:



ð Þ
ð Þ

F kð Þ=
ı= 0

V lð ÞU k- lð Þ
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Table 3 Main operations of 
the DTM 

Original function Transformed function 

f(x) = u(x) ± v(x) F(k) = U(k) ± V(k) 
f(x) = au(x) F(k) = aU(k) 

f x  = du xð Þ  
dx 

F(k) = (k + 1)U(k + 1)  

f x  = d
m u xð Þ  
dxm 

F(k) = (k + 1)(k + 2). . .(k + m)U(k + m) 

f(x) = u(x)v(x) k 

F kð Þ= 
1 
k! 

dk f xð 
dxk 

x= x0 

ð7Þ 

The inverse differential transform of the original function f(x) is: 

f xð Þ= 
1 

k= 0 

x- x0ð Þk Fk ð8Þ 

Putting together Eqs. (7) and  (8): 

f xð Þ= 
1 

k = 0 

x- x0ð Þk 
k! 

dk f xð Þ  
dxk x= x0 

ð9Þ 

which is actually the expansion of the Taylor series for f(x) about x - x0. 
Table 3 summarizes some of the main operations of the DTM. Using these rules, 

governing equations are transformed into new expressions. 

3 Results and Discussion 

Prior to analyzing free vibration characteristics of Goland and HALE wings at 50% 
span extension, several validation cases are performed. Firstly, free vibration ana-
lyses of Goland and HALE wings without any extension are analyzed. Table 4 lists 
the structural and geometrical properties of Goland and HALE wings. 

The coupled bending-torsional vibration characteristics of Goland and HALE 
wings are investigated and validated with literature. The comparison of obtained 
natural frequencies of wing models is given in Tables 5 and 6, respectively. 

The other validation case is the free vibration analysis of the three-segment wing 
model which is composed of parts with different properties. The schematic view of 
the different three-stepped wing model is illustrated in Fig. 2. 

In the study of Hashemi and Richard (2000), the Goland wing is also used as the 
basis, but some parameters are taken differently from the original ones. The
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Table 4 Structural and geometrical properties of Goland and HALE wings 

Property Unit Goland wing HALE wing 

Half span (l ) m 6.096 16 

Chord (c) m 1.8288 1 

Bending rigidity (EI) N. m2 9.77 × 106 2 × 104 

Torsional rigidity (GJ) N. m2 0.987 × 106 1 × 104 

Mass of the wing per unit length (m) kg/m 35.71 0.75 

Static unbalance kg 6.523 0 

Table 5 Natural frequencies of Goland wing 

Frequency (rad/s) 

Mode number Present study Reference study (Eslimy-Isfahany et al., 1996) Error (%) 

1 49.58 49.6 0.04 

2 97.28 97.0 0.29 

3 248.58 248.9 0.13 

4 356.32 355.6 0.20 

5 451.91 451.5 0.09 

6 608.24 610.0 0.29 

Table 6 Natural frequencies of HALE wing 

Frequency (rad/s) 

Mode number Present study Reference study (Patil et al., 2001) Error (%) 

1 2.24 2.24 0 

2 14.06 14.06 0 

3 31.05 31.07 0.06 

4 39.36 39.36 0 

Fig. 2 The schematic view of the three-stepped wing model



) m 6

parameters that are used in reference study are given in Table 7. The lengths of each 
segment are equal and taken as 2 m. The properties of the second segment are taken 
as two-thirds of segment one, and the properties of the third segment are taken as 
one-third of segment one.
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Table 7 Structural and geometrical parameters of the wing model used in reference study 
(Hashemi & Richard, 2000) 

Property Unit Goland wing 

Half span (l 

Bending rigidity (EI) N. m2 9.75 × 106 

Torsional rigidity (GJ) N. m2 0.988 × 106 

Mass of the wing per unit length (m) kg/m 35.75 

Mass moment of inertia about elastic axis per unit length (IEA) kg/m 8.64 

Elastic axis position from leading edge (y0) m 0.33c 

Static unbalance kg 6.523 

Table 8 The comparison of natural frequencies of three-stepped Goland wing 

Frequency (rad/s) 

Mode number Present study Reference study (Hashemi & Richard, 2000) Error (%) 

1 74.02 74.43 0.55 

2 131.20 128.57 2 

3 248.42 253.40 1.96 

4 386.16 376.59 2.48 

5 425.19 431.29 1.41 

The findings of the present study are compared with values from reference study 
in Table 8. The comparison shows that the findings are very close to each other. 

The chord length data is not stated in the study of Hashemi and Richard (2000). 
Therefore, the chord lengths of each segment are taken as the same with Goland 
wing. Thus, it is estimated by the author that the errors may result from the missing 
data in reference study. 

After completing validation cases, the wing at 50% span extension is analyzed for 
two wing models, Goland and HALE wings. Firstly, free vibration behavior of 
Goland wing at 50% span extension is investigated. The wingspan extends by 
50% means that the semi-span length becomes 9.144 m. In this configuration, 
chord lengths of segments are assumed to be equal to each other. The lengths of 
the first, second, and third segments are taken as L1 = 5 m,  L2 = 1.096 m, and 
L3 = 3.048 m, respectively. Table 9 compares the first six natural frequencies of 
Goland wing at 50% span extension with natural frequencies of Goland wing 
without any extension. 

It is apparent from Table 9 that the natural frequencies for each mode decrease 
dramatically when span extends by 50%. HALE wing at 50% extension is also 
analyzed. The lengths of the first, second, and third segments are assigned as 
13.333 m, 2.667 m, and 8 m, respectively. The first six natural frequencies of



HALE wing at 50% span extension are compared with natural frequencies of HALE 
wing without any extension in Table 10. 
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Table 9 The comparison of 
the first six natural frequencies 
of Goland wing at 50% 
extension 

Frequency (rad/s) 

Mode number 50% extension 0% extension 

1 21.74 49.58 

2 62.64 97.28 

3 130.36 248.58 

4 194.76 356.32 

5 283.18 451.91 

6 372.23 608.24 

Table 10 The comparison of 
the first six natural frequencies 
of HALE wing at 50% 
extension 

Frequency (rad/s) 

Mode number 50% extension 0% extension 

1 0.99 2.24 

2 6.25 14.06 

3 17.47 31.05 

4 20.70 39.36 

5 27.43 77.12 

6 56.79 93.14 

It can be seen from Table 10 that the natural frequencies of each mode decrease 
significantly when the HALE wing extends by 50%. 

To observe the effects of span extension on free vibration, natural frequencies of 
Goland wing are analyzed for different extension ratios. The second mode is chosen 
as the basis for this case. The variation of natural frequency with span extension is 
given in Fig. 3. 

In this case, it is considered only the third segment extends along the spanwise. 
The span lengths of the second and third segments are unchanged which are 
L1 = 5 m and L2 = 1.096 m. 0% extension represents the fully retracted wing 
configuration, while 100% represents the fully extended wing configuration. There is 
a significant difference in terms of natural frequency between fully retracted and 
fully extended wing configurations. The natural frequency of the second mode is 
found as 97.58 rad/s at 0% extension. When the wing that extends is span by 100%, 
the natural frequency decreases to 46.67 rad/s. These findings show that there is a 
significant decrease in natural frequency between 0% extension and 100% extension 
of Goland wing. Another important finding is that the reduction in natural frequency 
is relatively high in earlier stages of morphing process.
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Fig. 3 Variation of natural frequency of the second mode with span extension for Goland wing 

4 Conclusion 

The aim of this paper is to analyze the free vibration behavior of variable-span 
morphing wings. Telescopic span morphing wing is modeled as bending-torsion 
coupled three-stepped Euler-Bernoulli beam. DTM is employed to solve equations 
of motion of the system. Goland and HALE wings are used as basis for all case 
studies, and three validation cases are performed. The results are compared in each 
case, and it is observed that the findings are in line with reference values. Then, 
vibration of Goland and HALE wings at 50% extension is analyzed. Natural 
frequencies of the wings at 50% extension are compared with natural frequencies 
of wings without any extension. Finally, several wing extension rates of Goland 
wing are investigated to observe the effects of span extension on natural frequencies. 
The analyses show that there is an important decrease in natural frequencies as wing 
extends its span length. This paper contributes to our understanding of how variable-
span morphing wing affects the natural frequencies of the system. 
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Aero-Engine Emission Calculation Method 
and Its Limitation Analysis 

Sanmai Su, Kaiheng Liang, and Rongzhang Xie 

1 Introduction 

With the rapid development of modern aviation industry, the impact of air transporta-
tion on the atmospheric environment has becomemore and more serious. In addition to 
causing serious harm to the environment around the airport and public health (Masiol& 
Harrison, 2014; Fan et al., 2012), the emissions by aircraft during flight are more likely 
to lead to greenhouse effect and climate change. Therefore, the International Civil 
Aviation Organization (ICAO) and the airworthiness authorities of most of countries 
have made a series of mandatory regulations on civil aero-engines emission. 

The environmental problems caused by aero-engine emission are attracting more 
attention by aero-engine manufacturers. The requirements for lowering the aero-
engine emissions are becoming more and more stringent. Therefore, in the engine R 
& D stage, evaluating the emissions of the engine in different environments and 
service conditions is an important research work. Accurate estimating can provide 
decision-making assistance for engine designs, improvement, and maintenance. 

The typical calculation methods of aero-engine emission mainly include two 
types. The first is the direct method, its main principle is to model and analyze the 
combustion process, and then calculate the emission of various components 
according to the emission generationmechanism. Representative calculationmethods 
include single reactor model method, multi reactor model method, and computational 
fluid dynamics model method. The second is indirect method, its principle is to 
modify the aero-engine emission index under standard atmospheric conditions 
according to the thermal parameters of the aero-engine working process, and then 
estimate the emission from given working conditions. The typical methods include 
fuel flow method (Baughcum et al., 1996) and T3-P3 method (Mongia et al., 2001). 
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Among the abovementioned engine emission calculation methods, no matter the 
calculation method itself or the application for actual engineering, there are certain 
limitations. This paper will briefly describe the current typical aero-engine emission 
calculation methods and then analyze their limitations, in order to provide reference 
for enhancing the accuracy and universality of aero-engine emission calculation. 

2 Engine Emission Composition and Evaluation Method 

The composition of aero-engine emissions mainly depends on the combustion 
condition in the combustion chamber and also is related to the actual operating 
state. Generally, the emission components mainly include N2 and O2 that completely 
participate in the combustion process; CO2, water vapor, and SOX generated by the 
ideal combustion process; and hydrocarbons (UHC), NOX, CO, and other particulate 
matter generated by incomplete combustion. 

According to statistics, the aero-engine typical combustion emission composition 
and proportion are shown in Fig. 1. (Penner, 1999), wherein, CO2 is about 72%,

Fig. 1 Emission composition and proportion



ð Þ ð Þ ð Þ ð Þ
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H2O is slightly less than 27.6%, and the proportions of NOX, CO, SOX, UHC, and 
other components are less than 1%.
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Emission index (EI) is used to describe the amount of engine emissions, which is 
defined as the proportion of each emission component to per kilogram of fuel burnt. 
The unit of EI is g/kg. 

3 Emission Calculation Methods and Limitation Analysis 

In this section, the abovementioned T3-P3 method, fuel flow method, and multi 
reactor model method and their limitations will be analyzed. 

3.1 T3-P3 Calculation Method and Its Limitation 

The principle of T3-P3 method is based on engine thrust rating and emission index 
under standard atmospheric conditions, and then the emission index is corrected 
according to the engine’s combustion chamber inlet total pressure P3 and total 
temperature T3 under any working conditions. Specifically, in the calculation, 
according to the aircraft and engine type, in the engine emission database published 
by ICAO, search the corresponding engine emission data under four thrust rating, 
and fit the data table to obtain the emission index of the engine under any thrust state. 

For any working state in flight, take the emission index corresponding to the P3 
and T3 of the engine under the standard atmosphere as the reference value and 
estimate the engine emission index according to the following formulas. 

EI COð Þ=EIref COð Þ × P3 ref=P3ð Þ1:5 ð1Þ 
EI UHC =EIref UHC × P3 ref=P3 

2:5 2 

EI NOX =EIref NOX × P3=P3 ref 
0:5 × eH 3 

EI CO2 = 3152- 1:5714×EI CO - 3:152×EI UHC 4 

EI H2O = 1290:7- 1:2907×EI UHC 5 

EI SOX = 0:22 0:04%avg fuel sample 6 

In Eqs. 1, 2, 3, 4, 5, and 6, EI (XX) represents the emission index of the 
corresponding emission component, the unit is g/kg. In Eq. 3, eH is the humidity 
correction factor, in which,



ð
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H = - 19 ω- 0:0063ð Þ 7Þ 

ω= 
0:62198ψPv 

Pamb -ψPv 
ð8Þ 

Pv = 0:014504 × 10β 9 

β= 7:90298× 1-
373:16 
Tamb 

þ 3:00571þ 5:02808× log 373:16 
Tamb 

þ 

1:3816 × 10- 7 × 1- 1011:344 × 1-
Tamb 
373:16ð Þ  þ 8:1328 × 10- 3 × 10 

3:49149× 1- 373:16 
Tamb - 1 

10 

In Eqs. 7, 8, 9, and 10, ω is actual humidity, ψ is relative humidity, and Pv is 
saturation vapor pressure. 

The total emissions for a certain flight segment are calculated as follows, in 
which, Wf is fuel flow of engine. 

EIall = EI ×Wf × time ð11Þ 

T3-P3 calculation method indirectly reflects the engine working conditions 
(by T3 and P3) at the inlet of the engine combustion chamber under flight and 
ground standard atmospheric conditions. In practical application, there are some 
limitations: 

Parameter T3 and P3 cannot fully reflect the actual situation of the combustion 
chamber. For example, the amount of NOX emission is closely related to the flame 
temperature of the main combustion zone, but the temperature of this zone and its 
equivalence ratio cannot be measured or difficult to calculate. 

Emission index is not only closely related to thrust but also to the flight conditions 
(such as speed) and engine healthy (such as engine degradation). 

T3-P3 calculation method is only applicable to the existing aero-engine emission 
calculation in ICAO database. The universality of the method is poor, especially for 
a newly developed or modified aero-engine. 

3.2 Fuel Flow Calculation Method and Its Limitation 

The principle of fuel flow calculation method is similar to T3-P3 method, and it is 
based on the relationship between engine emission index and fuel flow under 
standard atmospheric conditions. Different from T3-P3 method, it modifies the 
emission index according to fuel flow of the engine under any working conditions. 

For different flight states, first, according to the aircraft and aero-engine model, 
the related data of fuel flow, CO, UHC, and NOX emission index of the 
corresponding engine under four thrust rating can be found in the database published



by ICAO, and then interpolated by the engine current fuel flow to get emission index 
of each component. The calculation method is as follows: 
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First, calculate the fuel flow factor Wff 

W ff = 
W f 

δ 
× θ3:8 × e0:2M

2 ð12Þ 

In which, δ = Tamb/288.15 θ = Pamb/101.325, Wf is fuel flow, M is Mach number. 
Then, the emission index of main component is calculated as follows: 

EI UHCð Þ=EIref UHCð Þ  θ3:3 

δ1:02
ð13Þ 

EI COð Þ=EIref COð Þ  θ3:3 

δ1:02
ð14Þ 

EI NOxð Þ=EIref NOxð Þ � δ1:02 

θ3:3 

0:5 

ð15Þ 

In Eqs. 13, 14, and 15, EIref(XX) is corresponding to Wff at the emission index 
fitting curve. 

The fuel flow method has a similar mechanism to the T3-P3 method, and it also 
has similar limitations. Compared with the T3-P3 method, this method uses easy-to-
measure fuel flow parameters, which is easier to calculate in practical applications. 

3.3 Multi Reactor Model Calculation Method and Its 
Limitation 

The mechanism of multi reactor model emission calculation method (Cao et al., 
2014) is to regard engine combustion chamber as a thermochemical reactor, which is 
used to simulate the combustion state when it is working, so as to reveal the 
generation principle, composition, and quantity of emission. When using this 
method to calculate emissions, it is necessary to establish a combustion air flow 
model according to the type, geometry, and size of the combustion chamber. 

The calculation starts from the inlet of the combustion chamber. First, the initial 
diameter of the fuel droplets is calculated through the fuel atomization model, and 
then the fuel evaporation at the inlet of each reactor is calculated according to the fuel 
droplet evaporation model to obtain the combustion efficiency. Second, assuming 
that the flame is a continuous and infinitely thin reactor, emissions are formed in the 
continuous reactor. 

Except for the initial reactor, each subsequent reactor needs to integrate reaction 
temperature, combustion efficiency and pressure, and equivalence ratio of each 
reactor. Apply the combustion chemical reaction model to calculate the adiabatic



flame temperature and the number of moles of emission components. Finally, the 
generation rate of various emission components is calculated according to the 
adiabatic flame temperature. Combined with the generation rate and reaction time, 
the emissions generated by each reactor are calculated. The calculation flow chart is 
as Fig. 2. 
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Fig. 2 The calculation flow chart of multi reactor model emission calculation method 

Furthermore, in order to improve the accuracy of the calculation, generally, the 
combustion chamber can be divided into multi areas according to its characteristics. 
Finally, the total emissions are obtained by accumulating the emission from 
each area. 

When using multi reactor model method to calculate engine emission, it is 
necessary to establish fuel atomization and fuel droplet evaporation model, combus-
tion chemical reaction equilibrium model, and flame front model. Its advantage is 
that it can explain the generation mechanism of emission and accurately calculate the 
emission components of any type of combustion chamber and engine under any 
working state. The calculation method has good versatility. The disadvantage is that



the modeling and calculation process are complex for different types of combustion 
chambers. In addition, although the emission calculation based on the multi reactor 
model method is mainly for the combustion chamber, when it is applied to engine 
emission calculation, it needs to combine the engine performance simulation model 
to provide the fuel gas ratio, total temperature, and total pressure. 
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4 Conclusions 

Two types of typical calculation principles and three kind of methods for emission of 
aero-engine are analyzed, and the limitations of each calculation method in practical 
application are discussed. The conclusions are as follows: 

T3-P3 method and fuel flow method belong to the indirect method. Its principle is 
to take the emission index of the existing engine under standard atmospheric 
conditions as a reference and then calculate the emission of the engine under any 
flight state according to the total pressure P3 and total temperature T3 or fuel flow. 
This type of calculation method is mainly used for the emission calculation of civil 
aircraft engines with airworthiness, and its universality is poor. 

The multi reactor model method belongs to the direct method, and its principle is 
to establish an emission calculation model according to the emission mechanism of 
engine combustion chamber. The advantage is that it has good versatility, but the 
disadvantage is that it makes the modeling and calculation process complex. It needs 
to be calculated jointly with the engine performance simulation model. 

In the process of aero-engine real application, it is suggested to integrating 
multiple methods at the same time to enhance the calculation accuracy through 
mutual verification. 

References 

Baughcum, S. L., Tritz, T. G., & Henderson, S. C. (Eds.). (1996). Scheduled civil aircraft emission 
inventories for 1992: Database development and analysis. NASA-Contractor Report 4700. 

Cao, M. D., Wang, Z. X., & Cai, Y. H. (2014). Civilian turbofan engine emission prediction based 
on combustor multi reactor model. Journal of Aerospace Power, 29, 1042–1052. 

Fan, W., Sun, Y., & Zhu, T. (2012). Emissions of HC, CO, NOx, CO2, and SO2 from civil aviation 
in China in 2010. Atmospheric Environment, 56, 52–57. 

Masiol, M., & Harrison, R. M. (2014). Aircraft engine exhaust emissions and other airport related 
contributions to ambient air pollution: A review. Atmospheric Environment, 95, 409–455. 

Mongia, H. C., Vermeersch, M., Held, T. (2001). A DRA modelling approach for correlating 
gaseous emissions of turbo-propulsion engine combustors. 37th joint propulsion conference and 
exhibit. https://doi.org/10.2514/6.2001-3419. 

Penner, J. E. (1999). Aviation and the global atmosphere. Cambridge University Press.

https://doi.org/10.2514/6.2001-3419


APC E-Rostering System 

Titapong Chureeganon, Khemmarat Chunganuwat, Kacha Pinprasert, 
Chananporn Boonchaisiriporn, and Potchara Aungaphinant 

1 Introduction 

According to the Annex 11 – Air Traffic Services, the International Civil Aviation 
Organization (ICAO) requires the ICAO state members to establish a regulation 
concerning fatigue management (ICAO, 2016, 2018). To comply with the above 
requirement, in Thailand, the Civil Aviation Authority of Thailand (CAAT) has 
published Manual of Standards Air Traffic Management Services: Air Traffic Ser-
vices (MOS-ATS) (CAAT, 2020) and requires air traffic service providers (ATSP) to 
establish the prescriptive fatigue management limits for working hours and break 
hours as indicated in item 4.2.2 Air Traffic Controllers’ rostering system(s) (Kearney 
et al., 2019) such as:

• Maximum duty period. Except where other limits are defined within the 
MOS-ATS, duty period shall not exceed 12 hours.

• Maximum monthly duty period. Within 720 consecutive hours (30 days), the 
aggregate of duty periods and on-call duties shall not exceed 200 hours.

• Consecutive duty period. The maximum duration of consecutive duty periods 
may not exceed 72 consecutive hours (6 days).

• Interval between duty period. There shall be an interval (rest period) of not less 
than 12 hours between the conclusion of a duty period and the commencement of 
the next duty period.

• Limit on and interval following consecutive periods of duty. Upon the conclusion 
of 6 consecutive duty periods within 144 consecutive hours (6 days), there shall 
be an interval (rest period) of a minimum of 60 hours before the commencement 
of the next duty period. 
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Time-in-position 
1. Breaks in time-in-position (partial break). Time-in-position shall not exceed 

a period of 2 hours without there being taken during, or at the end of, that period 
a partial break or breaks totaling not less than 30 minutes during which period a 
controller does not exercise the privileges of their license. 

2. At units where workload for any part of the day is judged to be low and the 
activity is spasmodic rather than continuous, time-in-position, at these times, may 
be extended to a maximum of 4 hours, provided that the following break is taken 
pro rata (e.g., 45 minutes after 3 hours or 60 minutes after 4 hours):

• Takeover of air traffic controllers. To ensure the proper transfer of functions 
between controllers, the ATSP may extend the maximum duration of the 
continuous duty period up to a maximum of 15 minutes. The time taken for 
orderly handover/takeover before a shift starts up to a maximum of 15 minutes 
shall be considered as time-in-position for the air traffic controller who finishes 
his/her activity and therefore shall not be considered to form part of the 
oncoming controller’s duty period (Tello et al., 2018).

• Night duty. 

– A duty which covers all or part of the period of night duty shall not exceed 
10 hours. 

– No more than three consecutive duties which cover all or part of the period 
of night duty shall be performed. 

– A minimum period of 54 hours shall occur between the end of duties which 
cover all or part of the period of night duty and the commencement of the 
next period of duty. 

It can be seen that the requirements set forth as mentioned above are quite 
complex so that it is crucial to develop any tools to help manage the working 
hours and break hours for air traffic control officers (ATCOs) (EUROCONTROL, 
2006). 

Aeronautical Radio of Thailand Ltd. (AEROTHAI), the sole air navigation 
service provider (ANSP) in Thailand (CANSO, 2016), is in charge of reviewing 
ATCOs’ scheduling in accordance with the manual of standards and presenting a 
stagger shift model as an action figure with anticipated availability in 2023. 

Previously, the Microsoft Excel program has been used to arrange the air traffic 
controllers’ operating schedules for a long time. Additionally, the requirements of 
the prescriptive fatigue management limits are quite detailed, and the researchers had 
an idea to develop a system to simplify the scheduling procedures at the Provincial 
Approach Control Center, AEROTHAI, where there are a large number of air traffic 
control services in 17 areas (Orasanu et al., 2011). Therefore, the APC E-Rostering 
System was developed as a web-based application for ease of use with three 
objectives:



• To assist in scheduling operations in accordance with the conditions set forth in 
the fatigue of air traffic controllers.

• To assist in the management and supervise the operation of air traffic controllers 
effectively.

• To help in collecting data on the operations of air traffic controllers accurately, 
conveniently, and quickly and that can be examined. 
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2 Method 

This research was conducted in collaboration with air traffic controllers and system 
developers. AEROTHAI found a way to arrange ATCOs’ working schedules in 
accordance with the requirement of prescriptive fatigue management limits. Meet-
ings with the officers involved in scheduling operations were conducted to collect 
preliminary data (Romano et al., 2008). The key data obtained from the meetings is 
the ATCOs’ attendance pattern. It was found that the ATCOs are commonly required 
to work 4 days (10 hours per day) and have a break during a shift followed by 3 rest 
days. However, since there was an epidemic of coronavirus (COVID-19) which 
inevitably affects the aviation industry, the pattern was then adjusted according to 
the reduction of flight volumes as well as the fatigue requirements. The researchers 
created a tool called “the APC E-Rostering System” with the aim to help support the 
operations and prevent the spreading of COVID-19 among the ATCOs at 
AEROTHAI. Most importantly, the system was developed to support three different 
tasks as follows: 

2.1 To Create a Roster 

To schedule the ATCOs’ operations, it is an action in the initial part of planning to 
arrange suitable air traffic control services workload for ATCOs and to manage 
fatigue for maximum efficiency. The procedure of creating roster is divided into two 
parts as follows: 

To begin with, the first part will be the daily schedule of operations, which is to 
arrange the number of ATCOs in operation (opening position) based on the amount 
of air traffic. Once the opening position is checked abide by the fatigue requirements, 
position log configuration is obtained. That is in the stagger shift form. The system is 
not only designed to support a normal position log for working schedule but the 
system is also designed to accommodate a secondary schedule as a minimum 
schedule that can be supported in case the numbers of ATCOs need to be reduced. 

For the second part, a monthly work roster is used to arrange work days and rest 
days for ATCOs in each month (work pattern). Once the work pattern has been 
assigned to each ATCO, this section is called the shift cycle. Both operations must 
comply with the air traffic controllers’ fatigue management requirements. The



functional design of the APC E-Rostering System requires that users in all parts of 
the system can easily access it and use it efficiently. The summary of two parts is 
shown in Fig. 1. 
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Daily Schedule of Operations 

Opening Position 

Position Log Configuration 

Secondary Schedule (Option) 

Monthly Work Roster 

Work Pattern 

Shift Cycle 

Fig. 1 Workflow of rostering diagram 

2.2 To Manage and Supervise Staffs 

The daily management of ATC operations is an integral duty of ATC managers. 
Because when we planned the arrangement of air traffic controllers in the first part, it 
is normal for changes to occur especially employee leave (as described in Fig. 2). In 
which part of the leave, the ATCOs shall follow AEROTHAI’s regulations. 
AEROTHAI uses the System Applications & Products in Data Processing (SAP) 
to process leave-related activities. We therefore connect leave information from the 
SAP system to the APC E-Rostering System so that ATC managers can stay 
informed of the leave request and rearrange appropriate manpower. We make



arrangements for recruiting staff in lieu of leave, and preparations are being made for 
the reduction of the number of air traffic controllers. 
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ATCO 
Requests Leave SAP 

APC E-Rostering System 

Check Condition of Schedule 

No Need 
ATCOs 

Find 
ATCOs 

Check 
Condition 

Suggest ATCOs 
Available 

Fig. 2 Workflow of leaving management 

ATCOs 
Check In 

Display On 
An Air Traffic Manager Screen 

Fig. 3 Workflow of monitoring and oversight 

The system will also assist in finding other ATCOs who will be available to 
replace those who are absent. The system will check the key conditions in terms of 
license rating, fatigue conditions, and the number of previous working hours in order 
to provide ATC managers information for taking further actions. 

As shown in Fig. 3, moreover, the oversight of operations is another duty of the 
ATC manager. The system was also designed to include a “Check In” menu for 
ATCOs and ATC managers to conveniently enter registration information for each 
hour of operation. This information will be displayed in a “Position Log Monitoring” 
menu to facilitate the supervision of ATC managers.
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From the operations mentioned above, the system will keep the operational data 
up to date regarding the record of change made in order to be able to monitor various 
operations easily and quickly. 

2.3 To Prevent Accidental Update 

The system was designed to prevent any accidental updates on the information 
currently in the system by specifying different rights to access its functions. 
According to the roles and duties, the system defines roles of a roster man, an 
ATC manager, and ATCOs. 

A roster man is responsible for the overall scheduling planning. This position has 
permission to access and edit all information as ordered by the executive. This 
position will be primarily responsible for creating daily and monthly work schedules 
so that ATCOs will be informed of their own schedule in advance. 

An ATC manager is a person who uses the system on a daily basis to manage 
manpower and supervision of air traffic control in a safe and efficient manner. Based 
on the manager’s duty, the system allows the manager to update the ATCOs’ work 
schedule information right after a roster man has created the work schedule. This 
position will also be able to oversee the operations of ATCOs in an orderly and safe 
manner. 

Finally, an ATCO can only view the data without permissions to edit data. If an 
ATCO needs to make some changes on the operational data, the data shall be 
submitted to ATC manager who has a permission to make changes instead. Another 
important function for the ATCO is the use of the check-in menu when entering an 
assigned position. 

3 Results and Discussion 

After testing the APC E-Rostering System, it was found that the system can support 
and suggest effective scheduling in stagger shift format. 

According to Table 1, the system currently provides a new model that is suitable 
for ATCOs during the epidemic of COVID-19 called the “Shelter Operating Model” 
which can be divided into two types of work schedules. The first type suggests the 
ATCOs to have 6 work days and 6 rest days (W6R6). The second type suggests 
ATCOs to have 6 work days and 12 rest days (W6R12). Both types require ATCOs 
to work 12 hours a day divided into 8 work hours and 4 break hours. In addition, the 
system also suggests an additional model which allows the ATCOs to have 4 work 
days and 3 rest days (W4R3). The additional model requires the ATCOs to work 
10 hours per day and have a break during the day according to the requirements. It 
can be seen that this system is flexible for modifying both working styles as well.
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Table 1 The results to comply fatigue requirements 

Shelter model 

W6R6 W6R12 

Maximum duty period Pass Pass Pass 

Maximum monthly duty period Pass Pass Pass 

Consecutive duty period Pass Pass Pass 

Interval between duty period Pass Pass Pass 

Limit on and interval following consecutive periods of duty Pass Pass Pass 

Time-in-position Pass Pass Pass 

Takeover of air traffic controllers Pass Pass Pass 

Night dutya Pass 

Note: a There are no air traffic control services between 01.30 and 05.29 am (night duty) since the 
opening and closing times for regional airports have been renovated in the current situation 

Table 2 The satisfaction sur-
veys of the APC E-Rostering 
System in August 2021 

verall score 1 2 3 4 5 

umber of participants 

ercentage (%) 64 36 

Note: 1 to 5 is poor to excellence 

The APC E-Rostering System was formally tested by the participants including 
ATC managers and ATCOs in August 2021. Both groups were asked to evaluate the 
performance of the system by completing the provided satisfaction surveys. 
According to Table 2, the results reveal that the system can still meet the usage 
very well, but there are still parts that need to be improved as the advice of the test 
participants. 

Additionally, it is expected that the APC E-Rostering System should be improved 
and be officially used in early 2022. The situation of the coronavirus 2019 epidemic 
in Thailand should be better than the present. The limitations of personnel manage-
ment in the matter of the epidemic of the virus would also be relaxed. We may 
encounter new problems that we have not encountered at this time. However, we try 
to develop the system to be more responsive to automated usage. 

4 Conclusion 

The APC E-Rostering System was developed to help the Provincial Approach 
Control Center to arrange the work schedule of ATCOs that should be appropriate 
to the amount of air traffic control workload and the fatigue requirements. This 
system will assist in recommending the work schedule and giving notice when the 
information related to the schedule of ATCOs does not comply with the fatigue 
regulations enforced by CAAT.
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Based on the results, the researchers highly expect that the APC E-Rostering 
System will be able to effectively assist the air traffic control agency in scheduling 
management tasks. If the implementation in the Provincial Approach Control Center 
is successful, it will be further expanded for use in other air traffic controls. 
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Sustainable Aviation of Textile Industry: 
Life Cycle Assessment of the Pollutants of a 
Denim Jean Production Process 

Delia Teresa Sponza and Nefise Erdinçmer 

1 Introduction 

According to recent studies on production of a pair of jeans, the total process 
consumes nearly 3100 L of water and vast amounts of organic and inorganic 
chemicals and energy (Zhao & Chen, 2019; Kanchinadham & Kalyanaraman, 
2017; Tasca & Puccini, 2019). Discharges of the chemicals increased with the 
amounts of denim jeans produced globally. It can be inferred that denim industry 
contributes highly to pollution of water by releasing harmful liquids and gases to the 
ecosystems (Zhao & Chen, 2019; Kanchinadham & Kalyanaraman, 2017). Textile 
effluents containing indigo, blue, and violet dyes cause toxicity in the surface waters 
for humans and animals. As a result, the balances of the aquatic systems, the food 
chains, and the environment are altered negatively (Tasca & Puccini, 2019). The 
utilization of sulfur and synthetic indigo dyes also causes serious problems in the 
effluents of the wastewater treatment plant discharges. The environmental impacts of 
denim processing are water pollution (dyeing and finishing discharge to the aquatic 
ecosystem), air pollution (denim cotton dust), and chemicals (in the atmosphere and 
aquatic ecosystems). Denim waste is classified based on its generation at different 
production stages as pre-consumer, post-consumer, and industrial textile waste. 
Pre-consumer waste can be defined as the remaining raw material discharged after 
the finishing processes which may include selvedge, offcuts, shearing, and organic 
surplus. These wastes can be reused and recycled (Proske & Finkbeiner, 2019). The 
post-consumer textile waste includes the textile that completed its life cycle and is 
not used by the consumers. Industrial textile waste contains wastes released to the 
environment (Zhao & Chen, 2019; Tasca & Puccini, 2019). 
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The recent studies showed that the textile waste concentrations will reach 
102 million tons by 2030 which corresponds to a 60% increase between 2021 and 
2030. On the other hand, the fashion wastes will reach 148 million tons in 2030. 
Most of the waste from clothing industry ends up in landfills or is incinerated. In 
landfills, decomposition of natural fibers takes hundreds of years, and during this 
time, methane and CO2 may be released into the atmosphere. Waste management 
hierarchy consists of prevention, preparation for reuse, recycling, recovery, and 
disposal steps. Prevention of waste generation has the highest importance followed 
by reuse. Undamaged parts of raw materials may be reused for manufacturing of new 
products. After disposal of textiles by the manufacturer or consumers, its recycling 
provides the opportunities of recovering raw materials and saving energy as well as 
reducing pollution (Proske & Finkbeiner, 2019; Cabeza et al., 1998). 

Life cycle assessment (LCA) is a systematic and quantitative method for evalu-
ation of the environmental impacts of a product or a service throughout all stages of 
its life. Denim products depend on the use of raw fabric materials, energy, equip-
ment, and labor, and these requirements determine the design and product develop-
ment. Thus, for sustainable development, an LCA is necessary for analysis of 
environmental impacts that originate from each production step. Furthermore, an 
LCA also includes information on potential environmental impacts over the entire 
life of a product (i.e., cradle to grave) not only from raw material acquisition to 
production but also on its use and, finally, its disposal. LCAs are critical tools for 
interpreting the impacts on the global scale and reducing their negative effects to the 
environment. Currently, LCA is the most comprehensive approach that can be 
applied to the assessment of textile products, and it is standardized by the ISO 
(International Organization for Standardization) as an industry standard 
(14040–14043) (Proske & Finkbeiner, 2019). Life cycle of a denim jean starts 
when production of raw materials like fibers and chemicals begins. Then, these 
materials are used in fabric production where energy and water are consumed, and 
waste materials are emitted to the air and water. 

2 Method 

The methodology of LCA is based on consideration of all impacts that originate 
from a system with various inputs and outputs and expression of number of total 
impacts quantitatively for the system. Accordingly, in order to emphasize the 
importance of denim recycling from the perspective of its environmental impact, 
an experimental study was conducted based on LCA of a denim fabric with and 
without recycled fiber content. The data of this study was based on a denim 
production report (2021) of a facility in Turkey. For LCA, SimaPro software 
(developed by PRé Sustainability B.V., Amersfoort, Netherlands) was used. It is 
one of the leading LCA software that has been extensively used. The primary data 
was composed of parameters used in basic production such as amount of cotton (i.e., 
0.5 kg) used in production of 1 m of denim (Tasca & Puccini, 2019; Proske &



Finkbeiner, 2019). On the other hand, the secondary data was used from the software 
database (Ecoinvent) which includes impacts that evolved from using raw material 
and other chemicals in all production steps. Ecoinvent database is supplied with 
software, and it is one of the most widely used life cycle inventory (LCI) databases 
worldwide (Tasca & Puccini, 2019; Proske & Finkbeiner, 2019). This database 
provides life cycle inventory (LCI) data collected from various industries such as 
transport, construction materials, chemical production, agriculture, energy supply, 
and metal production (Giannetti et al., 2015). On top of Ecoinvent database, SimaPro 
software not only contains all libraries in Ecoinvent but also it uses various system 
models and processes. System models in Ecoinvent database are “allocation at the 
point of substitution,” “cutoff by classification,” and “consequential.” The system 
model for “allocation at the point of substitution” provides proportional attribution 
of workloads to specific processes. Another system model “allocation, cutoff by 
classification” is dependent on the recycled data or cutoff methods by which the 
primary production of materials is always linked to the primary producer of a 
material. In this approach, the primary producer does not receive any credit if a 
material is recycled and only the impacts of the recycling processes are included. The 
last system model “substitution, consequential, long-term” includes some basic 
assumptions for analysis of the consequences of a variation in an existing system, 
and this approach may be used for perspective studies and prediction of future 
changes (Giannetti et al., 2015). In the present study, “cutoff by classification” 
model is used for recycled materials, and “allocation at point of substitution” 
model is preferred for all other data. 
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In this study, life cycle assessment (LCA) methodology is selected to calculate 
the environmental impacts of denim industry having different recycled cotton ratios. 
The environmental effects in the life cycle were calculated by a SimaPro software 
including production of the fiber, fabric production, reuse, water use, and global 
warming. 

3 Results and Discussion 

For life cycle assessment (LCA) of a product, the denim industry is simulated, using 
both consumption and production data taken from Ecoinvent database. Then the 
environmental impacts on the process steps were calculated. In the denim industry, 
the LCA consists of the raw materials, from the energy ana organic chemicals used 
from the water consumption, from the distance to transport, from the waste, from the 
wastewaters from the and emissions to the atmosphere which these are primarily 
used data. The environmental effects originated from all the influent and effluent of 
the denim textile industry were secondary data. 

One of the most important parts of life cycle assessment (LCA) is the environ-
mental impacts of the product. The environmental impacts for our study were global 
warming potential of climate changes, acidification, eutrophication, ozone layer 
depletion, abiotic depletion, freshwater use, and human water toxicity consumption,



Indicator Unit Description Methodology

processes warming (%) (%) depletion (%) (%)

0 0 0 0

and these items were taken into consideration as environmental impact categories in 
this study for denim textile industry using SimaPro software (Table 1). 
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Table 1 The environmental impact categories and calculation methodologies using SimaPro 
software methods 

Example of 
impact 

Global warning 
potential 

kg CO2 eq 
(kilogram car-
bon dioxide 
equivalent) 

Emission of greenhouse 
gases (GHGs) 

Climate change IPCC 2013 
GWP 100a 
(6,7) 

Freshwater use lt (liters) Excessive freshwater 
taken from the 
environment 

Water scarcity Life cycle 
inventory 

Land use m2 a (meter 
square per 
annum) 

The amount of agricul-
tural area occupied 

Deforestation ReCiPe 2016 
Midpoint 
(H) (5–7) 

Eutrophication 
potential (EP) 

kg PO4 
3 eq 

(kilogram 
phosphate 
equivalent) 

Emission of substances to 
water contributing to 
oxygen depletion 

Nutrient load-
ing to water 
stream-water 
pollution 

CML-IA 
baseline (7) 

Abiotic 
resource 
depletion 

kg Sb eq (kilo-
gram antimony 
equivalent) 

Measure of mineral, 
metal, and fossil fuel 
resources used to produce 
a product 

Mineral 
scarcity 

CML-IA 
baseline (7) 

Table 2 Effects of some environmental impacts on the process steps in a denim industry process 

Industry steps Environmental impact 

Denim 
industry 

Effect of 
global 

Effect of 
water 
utilization 
(%) 

Effect of 
land use 

Effect of 
abiotic 

Effect of 
eutrophication 

Fiber 19 0 0 0 0 

Spinning 15 0 2 4.6 0 

Dyeing 16 0 0 19 5 

Weaving 1 0 0 0 0 

Finishing 3 1.7 0 20 3 

Packaging 39 0 0 0 0 

Transportation 
of raw 
materials 

1  

In denim textile, the first biggest effect was found to be fiber growth step as a 
result of global warming (Table 2). The abiotic resource depletion has the second 
highest impact. This clearly shows that the choosing of raw material is a very 
important tool for denim industry.



Denim industry
processes warming (%) (%) depletion (%) (%)
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Table 3 Effects of some environmental impacts on the process steps in a denim industry process 

Industry Environmental impacts 

Effect of 
global 

Effect of 
water 
utilization 
(%) 

Effect of 
land use 

Effect of 
abiotic 

Effect of 
eutrophication 

100% cotton 80 80 80 87 87 

85% cotton + 
15% recycled 
cotton 

67 70 70 79 76 

65% cotton + 
35% recycled 
cotton 

60 60 64 68 70 

55% cotton + 
45% recycled 
cotton 

50 50 58 60 60 

45% cotton + 
45% recycled 
cotton 

45 40 50 52 40 

Global warming potential is affected by three main stages – fiber cultivation, 
spinning, and packaging – while abiotic depletion is mainly affected by spinning and 
dyeing. 

In order to detect the effects of recycled cotton contents in the denim industry, 
different ratios of recycled cotton are used in the calculations (Table 3). The results 
of the life cycle assessment (LCA) calculations shown in Table 3 exhibited that as 
the recycled cotton ratio was increased, the effects on environmental effects 
decreased. 

Recycling of denim in the textile industry is very important to reduce its impacts 
such as water consumption and land use. The use of recycled cotton with organic 
cotton also provides reductions in other impacts such as potential for global 
warming, eutrophication, and abiotic depletion. In the future, the impacts of various 
fibers combined with recycled cotton fibers may also be evaluated for denim fabric 
production. When the whole textile industry is considered, the use of recycled cotton 
source appears to be the major challenge. Another difficulty is the compositions of 
denims. Early produced denims were completely made of 100% cotton. In recent 
denim productions, a great number of denim products include elastane fiber. Also, 
new denim compositions include synthetic and regenerated cellulose fibers. As the 
complexity of the composition increases, it mechanically gets harder to recycle 
denims. Across the denim industry, only 13% of the raw material input is recycled 
after its use. Most of this recycled material is transferred to other industries in a 
cascade, and it is used in low-value applications, such as wiping cloths and insula-
tion materials.
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4 Conclusion 

The use of recycled cotton source appears to be the major challenge when the whole 
textile industry is considered. Recycling of denim in the textile industry is very 
important to reduce its impacts such as water consumption and land use. The use of 
recycled cotton with organic cotton also provides reductions in other impacts such as 
potential for global warming, eutrophication, and abiotic depletion. Since mechan-
ical recycling of a textile material is a challenging process, new techniques have 
emerged recently for use of denims and other cellulosic materials as a source/raw 
material. Combinations of recent technologies such as Infinited Fibers (converting 
multiple cellulose-rich waste materials to upcycled fibers) and Nanollose (bacterially 
produced nanocellulose made from waste biomass) may provide the use of recycled 
denims as second-hand garments by applying fiber separation and turning cellulosic 
part into liquid fermentation and, as a last step, processing of regenerated cellulosic 
fibers. Also, the use of fermentation appears to be a promising step for integration of 
bio-design in recycling of textiles, and it may help to eliminate most of the negative 
impacts of mechanical recycling. 
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Effects of Alternative Aviation Fuels 
on Environment and Enviro-economic 

Selçuk Sarıkoç 

Nomenclature 

cco2 Carbon price 
Cco2 Economical cost of CO2 emission 
CO2 Carbon dioxide 
G 100% gasoline 
LHV Lower heating value (MJ/kg) 
M20 80% gasoline + 20% methanol (vol.) 
SI Spark-ignition 
tworking Annual working hour of the engine 
Wgen Generated power of the engine 
xco2 The amount of CO2 emission in a year 
yco2 Hourly CO2 emission of the engine per generated power 

1 Introduction 

Internal combustion engines are commonly used in the aviation sector. Especially, 
small-scale aviation vehicles such as aircraft, helicopters, and drones are powered by 
spark-ignition or diesel engines. Alternative liquid fuels such as methanol, ethanol, 
propanol, butanol, pentanol, and biodiesel were studied to improve the fuel proper-
ties, engine performance, and combustion process or to mitigate exhaust emissions 
in the internal combustion engines (Yesilyurt, 2019; Yilmaz et al., 2018; Atmanlı
et al., 2015; Örs, 2020; Balki et al., 2014). 
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Methanol is a clean, easily biodegradable, water-soluble, clean burning fuel. 
These properties make it an attractive alternative fuel due to environmental and 
economic advantages (Methanol and Institute, 2021). 

Generally, researchers have focused on land vehicles as alternative fuels, while 
there is not enough investigation on alternative/green aviation fuels. Therefore, 
methanol fuel effects on the environment and enviro-economic respect were inves-
tigated as alternative/green aviation fuel. 

2 Materials and Methods 

The experiments were conducted at full engine load, constant engine speed 
(2000 rpm), and lambda values (λ = 1). A four-cylinder and the direct-injected 
spark-ignition engines were used to determine the methanol effects on the engine 
performance and exhaust emissions. The detailed test conditions and used pieces of 
equipment were explained in the previous author’s study (Sarıkoç, 2021). The test 
system and pieces of types of equipment are represented in Fig. 1. The main fuel 
specifications are given in Table 1. 

Fig. 1 Schematic illustration of the test system and components of the equipment 

Table 1 The properties of the 
test fuels (Pulkrabek, 1997; 
Vancoillie et al., 2012; Li  
et al., 2017) 

Fuel type Gasoline Methanol 

Formula C8H15 CH3OH 

Density (kg/m3 ) 715–765 792 

LHV(MJ/kg) 43 20.05 

Octane number 92 111 

Oxygen content (%) – 50 

Latent heat (kJ/kg) 307 1147 

Laminar flame speed (cm/s) 33–44 52
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In this study, the environmental and enviro-economic analyses of an SI engine are 
investigated. In this respect, the experimental results were used for calculating 
carbon price. For this purpose, the current Switzerland carbon price, i.e., $19.98, 
was applied due to the high price of carbon emission in the Scandinavian countries 
(Gurbuz et al., 2019; The World Bank, 2020). Caliskan (2017) applied environmen-
tal and enviro-economic analysis method taken into account the fuels’ emitting CO2 

emission and the CO2 emission cost as follows: 

xco2 = yco2 Wgentworking ð1Þ 
Cco2 = cco2xco2 2 

In Eq. (1), xco2 expresses the amount of CO2 emission in a year, while yco2 , Wgen, 
and tworking represent hourly CO2 emission of the engine per generated power, 
generated power of the engine, and annual working hour of the engine, respectively. 
In Eq. (2), cco2 and Cco2 are represented as carbon price and economical cost of CO2 

emission, respectively (Gurbuz et al., 2019). The total operating hour of the engine is 
considered to be 2190 h with respect to the assumption of 6 h working of the engine 
in a day. 

3 Results and Discussion 

The environmental and enviro-economic analyses are investigated to the G and 
MG20 fueled engine. The results of environmental and enviro-economic analyses 
are given in Table 2. According to the obtained results, the environmental effect of 
CO2 per year was calculated to be 45.11 tCO2/year and 45.47 tCO2/year for G and 
MG20 blend. The addition of methanol slightly increased by 0.807% the release of 
the CO2 emission. The engine system environmental analysis results are illustrated 
in Fig. 2. Furthermore, it was calculated to be $901.203/year and $908.48/year 
enviro-economic cost of gasoline and methanol blend, respectively. The engine 
system enviro-economic analysis results are presented in Fig. 3. The engine system 
generated power is calculated as 23.6 kW and 24 kW for G and MG20 at full engine 
load, respectively. However, it is obvious that the CO2 per power of the engine 
decreased from 872.71 to 865.10 g/kWh with the addition of methanol. 

Table 2 The results of the 
environmental and enviro-
economic analyses 

Parameters G MG20 

yco2 (gCO2/kWh) 872.71 865.10 

Wgen (kW) 23.6 24 

xco2 (tCO2/year) 45.11 45.47 

Cco2 ($/year) 901.203 908.480
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Fig. 2 The environmental 
effect of test fuels 
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Fig. 3 The enviro-
economic effect of test fuels 

910 
909 
908 
907 
906 
905 
904 
903 

E
n

vi
ro

n
m

en
ta

l p
ar

am
et

er
 (

S
/y

) 

902 
901 
900 
899 
898 
897 
896 
895 

Fuel Types 

G MG20 

4 Conclusion 

In the present study, a four-cylinder SI engine fueled with methanol-gasoline fuel 
blend was evaluated in terms of environmental and enviro-economic aspects at full 
engine load. The main conclusions can be given as follows:

• The generated engine power increases with the addition of methanol at full 
engine load.

• The CO2 emission value of the engine per generated power for the MG20 fuel 
blend decreases. However, the annual CO2 emission amount slightly increases 
with the addition of methanol.

• The economic cost of the CO2 emission increases with the addition of methanol. 

It can be concluded that although the addition of methanol increased engine 
power, it negatively affects the environment and enviro-economic of the countries. 
Thus, further studies are required to better understand the cause of negative impacts. 
It can be recommended that further research be undertaken in the following areas: 
energy, exergy, thermo-economic, and thermo-environmental analysis.



Effects of Alternative Aviation Fuels on Environment and Enviro-economic 55

Acknowledgments The author is grateful for the support from Amasya University and Erciyes 
University. The author especially wants to thank Erciyes University for providing the experimental 
setup facilities. 

References 

Atmanlı, A., İleri, E., & Yüksel, B. (2015). Effects of higher ratios of n-butanol addition to diesel– 
vegetable oil blends on performance and exhaust emissions of a diesel engine. Journal of the 
Energy Institute, 88(3), 209–220. https://doi.org/10.1016/j.joei.2014.09.008 

Balki, M. K., Sayin, C., & Canakci, M. (2014). The effect of different alcohol fuels on the 
performance, emission and combustion characteristics of a gasoline engine. Fuel, 115, 
901–906. https://doi.org/10.1016/j.fuel.2012.09.020 

Caliskan, H. (2017). Environmental and enviroeconomic researches on diesel engines with diesel 
and biodiesel fuels. Journal of Cleaner Production, 154, 125–129. https://doi.org/10.1016/j. 
jclepro.2017.03.168 

Gurbuz, H., Sohret, Y., & Akcay, H. (2019). Environmental and enviroeconomic assessment of an 
LPG fueled SI engine at partial load. Journal of Environmental Management, 241, 631–636. 
https://doi.org/10.1016/j.jenvman.2019.02.113 

Li, Y., Gong, J., Deng, Y., Yuan, W., Fu, J., & Zhang, B. (2017). Experimental comparative study 
on combustion, performance and emissions characteristics of methanol, ethanol and butanol in a 
spark ignition engine. Applied Thermal Engineering, 115, 53–63. https://doi.org/10.1016/j. 
applthermaleng.2016.12.037 

Methanol, Institute. (2021). About methanol. Methanol Institute. https://www.methanol.org/about-
methanol/. Accessed 19 Oct 2021 

Örs, İ. (2020). Experimental investigation of the cetane improver and bioethanol addition for the use 
of waste cooking oil biodiesel as an alternative fuel in diesel engines. Journal of the Brazilian 
Society of Mechanical Sciences and Engineering, 42(4). https://doi.org/10.1007/s40430-020-
2270-1 

Pulkrabek, W. W. (1997). Engineering fundamentals of the internal combustion engine (Vol. 
1, p. 07458). Prentice Hall. 

Sarıkoç, S. (2021). Lifecycle-based environmental pollution cost analyses of a spark ignition engine 
fueled with a methanol-gasoline blend. Energy Sources, Part A: Recovery, Utilization, and 
Environmental Effects, 43(23), 3166–3183. https://doi.org/10.1080/15567036.2021.1943568 

The World Bank. (2020). What we do, data, carbon pricing dashboard. https:// 
carbonpricingdashboard.worldbank.org/map_data. Accessed 23 Dec 2020. 

Vancoillie, J., Demuynck, J., Sileghem, L., Van De Ginste, M., & Verhelst, S. (2012). Comparison 
of the renewable transportation fuels, hydrogen and methanol formed from hydrogen, with 
gasoline – Engine efficiency study. International Journal of Hydrogen Energy, 37(12), 
9914–9924. https://doi.org/10.1016/j.ijhydene.2012.03.145 

Yesilyurt, M. K. (2019). The effects of the fuel injection pressure on the performance and emission 
characteristics of a diesel engine fuelled with waste cooking oil biodiesel-diesel blends. Renew-
able Energy, 132, 649–666. https://doi.org/10.1016/j.renene.2018.08.024 

Yilmaz, N., Atmanli, A., & Vigil, F. M. (2018). Quaternary blends of diesel, biodiesel, higher 
alcohols and vegetable oil in a compression ignition engine. Fuel, 212, 462–469. https://doi.org/ 
10.1016/j.fuel.2017.10.050

https://doi.org/10.1016/j.joei.2014.09.008
https://doi.org/10.1016/j.fuel.2012.09.020
https://doi.org/10.1016/j.jclepro.2017.03.168
https://doi.org/10.1016/j.jclepro.2017.03.168
https://doi.org/10.1016/j.jenvman.2019.02.113
https://doi.org/10.1016/j.applthermaleng.2016.12.037
https://doi.org/10.1016/j.applthermaleng.2016.12.037
http://www.methanol.org/about-methanol/
http://www.methanol.org/about-methanol/
https://doi.org/10.1007/s40430-020-2270-1
https://doi.org/10.1007/s40430-020-2270-1
https://doi.org/10.1080/15567036.2021.1943568
https://carbonpricingdashboard.worldbank.org/map_data
https://carbonpricingdashboard.worldbank.org/map_data
https://doi.org/10.1016/j.ijhydene.2012.03.145
https://doi.org/10.1016/j.renene.2018.08.024
https://doi.org/10.1016/j.fuel.2017.10.050
https://doi.org/10.1016/j.fuel.2017.10.050


Assessment of Oxygenated and Nanofluid 
Fuels as Alternative/Green Aviation Fuels 

Selçuk Sarıkoç 

Nomenclature 

Al2O3 Aluminum oxide 
CNT Carbon nanotube 
CO Carbon monoxide 
LHV Lower heating value (MJ/kg) 
Mn2O3 Manganese oxide 
SI Spark-ignition 
ZnO Zinc oxide 

1 Introduction 

High-octane fuel, which is obtained by formulating gasoline and called aviation 
gasoline, is used in aircraft piston engines (Çetinerler, 2021). The effective oxygen 
concentration at sea level is 20.9%. This value is 10.5% at 18000 ft. and 6.3% at 
30000 ft. (Hypoxico, 2021). At high altitudes, low oxygen density negatively affects 
combustion efficiency, causing incomplete combustion, thus reducing engine per-
formance and limiting the maximum altitude. 

Oxygen additives reduce the pollution of the atmosphere to a minimum by 
enabling the fuel to burn more efficiently. Because oxygenated fuels ensure com-
plete combustion of the fuel in the combustion chamber they lead to reducing the 
amount of harmful emissions chemicals released into the atmosphere (Rashedul 
et al., 2014). 
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Nanomaterials have many advantages such as high energy density, ability to mix 
with liquid fuels, heterogeneous combustion kinetics, ignition acceleration reaction, 
and cost. The higher surface area-to-volume ratio and more reactive surface of the 
nanoparticles cause the nanofluid fuel mixture to oxidize faster. Thus, they provide 
higher combustion enthalpy and energy density. Nanofluids provide high evapora-
tion rate, better atomization, more homogeneous air-fuel mixture, and better flame 
sustainability in fuels. This results in a shortening of the premixing and diffusion 
phases and a significant reduction in the ignition delay. This short ignition delay, 
better atomization of the fuel, and the highly reactive surface allow the combustion 
reaction to start faster and earlier. Thus, a higher amount of heat release rate and 
cylinder internal pressure are created (Saxena et al., 2017). 

In the literature, many nanomaterials such as Al2O3, ZnO, TiO2, CeO2, SiO2, and 
CNT (carbon nanotube) are used as fuel additives because they increase the heat 
transfer by radiation and enable the air-fuel mixture to oxidize faster with its high 
surface area-to-volume ratio (Ağbulut et al., 2020; Zhang et al., 2019; Nanthagopal 
et al., 2020). 

There are many studies in the literature on the use of nanomaterials in the internal 
combustion engines. For example, there are studies in which CNT of different sizes 
is used as a fuel additive in diesel engines under various engine conditions (Zhang 
et al., 2019; Najafi, 2018). Sivakumar et al. (2018) researched on the effects of 
mixing Al2O3 nanoparticles with biodiesel in a diesel engine on engine performance, 
combustion, and emission characteristics, Ağbulut et al. (2020) investigated the 
effects of mixtures of various metal oxide nanomaterials, including Al2O3, with 
biodiesel in a diesel engine, on engine performance, combustion, emission, vibra-
tion, and noise characteristics; Manigandan et al. (2020) compared the effects on 
emissions in diesel engines by giving hydrogen to fuel mixtures consisting of 
different kinds of nanoparticles, including CNT and Al2O3 additives; and Chen 
et al. (2018) used CNT and Al2O3 additives as fuel additives in diesel engines and 
examined the effects of nanoparticles on engine performance, combustion, and 
emission characteristics. 

In the literature, on the use of nanomaterials in spark-ignition engines, Amirabedi 
et al. (2019) investigated the effects of mixtures of manganese oxide (Mn2O3) 
nanoparticles with ethanol on engine performance and emissions. As a result of 
the study, it was calculated that the gasoline-10% ethanol-20 ppm Mn2O3 fuel 
mixture increased the engine power by 19.56% and the specific fuel consumption 
decreased by 36.72% compared to gasoline.
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2 Effect of Oxygenated and Nanofluid Fuels on Combustion 
Process 

In the literature, it has been stated that the lack of enough oxygen in the environment 
during combustion causes incomplete combustion, thus reducing the performance 
and efficiency of the engine (Pulkrabek, 2016). In addition, alcohols with high 
oxygen content improve combustion, provide complete combustion, reduce CO 
formation, and prevent energy loss from the exhaust (Yesilyurt et al., 2020). High 
oxygen content of alcohols (Canakci et al., 2013) and higher laminar flame velocity 
than gasoline (gasoline, 33–44 cm/s; methanol, 52 cm/s; ethanol, 48 cm/s; butanol, 
48 cm/s) improve the combustion process (Li et al., 2017) and increase engine 
torque, specific fuel consumption, thermal efficiency, and combustion efficiency 
(Balki et al., 2014). The high heat of evaporation caused due to the cooling effect on 
the combustion chamber and the higher octane number properties of alcohols 
considerably reduce knocking, making the combustion more uniform and thus 
improving the combustion process (Zhang et al., 2014). Furthermore, oxygen-rich 
alcohols affect the combustion process positively by improving the premix and 
diffusion combustion phases (Emiroğlu & Şen, 2018). However, the lower calorific 
value of alcohols compared to gasoline increases somewhat of the specific fuel 
consumption. More fuel is consumed to achieve the same engine power output 
due to the lower calorific value of alcohols (Li et al., 2017). 

Alcohols (methanol and ethanol) have higher features than gasoline, such as 
oxygen content, octane number, evaporation heat, and laminar flame propagation 
speed, improve combustion, and provide more stable operation of the engine 
(Pulkrabek, 1997; Li et al., 2017; Yilmaz & Atmanli, 2017). Important properties 
of gasoline, methanol, and ethanol are presented in Table 1. 

In spark-ignition engines, combustion starts with the ignition of the spark plug, 
and the flame front spreads rapidly. The temperature and pressure of the burnt gases 
increase as a result of compressing the unburned mixture in front of the flame front. 
In this compression, it increases the temperature and pressure of the unburned 
mixture. During the combustion process in the engines, the heat transfer by conduc-
tion and convection during combustion is not significant compared to radiation due 
to combustion actually occurring in a very short time per cycle. Therefore, heat

Table 1 Important properties of gasoline, methanol, and ethanol (Pulkrabek, 1997; Li et al., 2017; 
Yilmaz & Atmanli, 2017) 

Fuel type Gasoline Methanol Ethanol 

Formula C8H15 CH3OH C2H5OH 

Density (kg/m3 ) 715–765 792 0.803 

LHV (MJ/kg) 43 20.05 26.9 

Octane number 92 111 129 

Oxygen content (%) – 50 34.73 

Latent heat (kJ/kg) 307 1147 918.42 

Laminar flame speed (cm/s) 33–44 52 48



transfer by radiation is more important in heat transfer in the combustion process 
(Pulkrabek, 1997).

60 S. Sarıkoç

Fig. 1 The effect of nanomaterial on the combustion process with micro-explosions 

Aluminum oxide (Al2O3) nanoparticles are encapsulated in the fuel mixture, 
causing a micro-explosion during combustion, thus providing a more homogeneous 
fuel-air mixture by allowing the fuel mixture to be atomized for the second time. 
This improves the complete combustion process positively, resulting in better 
combustion characteristics. With the addition of 50 ppm and 100 pm Al2O3 to the 
fuel, an increase of 28.91% and 29.7% was obtained, respectively (Sivakumar et al., 
2018). CNT increased the peak pressure and heat release rate in the engine by 
23.33% and 28%, respectively. It also improved the combustion process by reducing 
the ignition delay time by 8.98% (Najafi, 2018). CNT also caused a 23% rate 
reduction in specific fuel consumption. It was also stated that it provides better 
fuel stability (Manigandan et al., 2020). In another study, it was observed that CNT 
increased the maximum cylinder pressure and heat release rate by 5% and 4%, 
respectively (El-Seesy et al., 2019). Nanoparticles increase the heat transfer rate with 
their higher heat conduction properties and improve the combustion process char-
acteristics by making a catalytic effect in the fuel (Sungur et al., 2016). In addition, 
the nanomaterial additive greatly affects thermal efficiency. The thermal conductiv-
ity of nanomaterials increases the heat transfer of the fuel mixture, which reduces the 
ignition delay, resulting in an increase in pressure rise rate and peak pressure; thus, 
they lead to better thermal efficiency (Kumar et al., 2017). 

However, nanoparticles are likely to clog the injector as they tend to agglomerate 
due to their large surface area and surface activity (Saxena et al., 2017). In order to 
prevent the precipitation and agglomeration of nanomaterials in the fuel, they are 
usually added to the fuel in liquid solution (emulsion) form using a solvent and 
surfactant (Nanthagopal et al., 2020). Ultrasonic homogenizers are used to mix these 
surfactants and nanomaterials homogeneously with the fuel and to ensure the 
stability of the mixture (Soudagar et al., 2018). Thus, these nanomaterials can be 
used as additives in liquid fuels as nanofluids. The effect of nanomaterial on the 
combustion process is presented in Fig. 1.
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3 Summary and Conclusions 

Engine performance and combustion process characteristics can be improved by 
making improvements in the chemistry and technology of the fuel used in the 
engine. In this regard, using alcohol and nanomaterials can be improved important 
fuel properties so that an increase can be obtained in the engine performance and 
combustion efficiency. Considering the above information, the benefits of oxygen-
ated fuels (alcohols) and nanomaterials for air vehicles can be summarized as 
follows: 

The combustion process at a high altitude for high-flying vehicles can be 
improved by oxygenated fuels, which is providing extra oxygen content. 

Oxygenated fuels can not only increase the fuel oxygen content of unmanned 
aerial vehicles but also improve cold flow characteristics. Furthermore, 
nanomaterials increase the fuel oxygen surface area and increase the combustion 
efficiency by creating a catalytic effect. In this way, engine performance and 
combustion efficiency increase at high altitudes, and harmful exhaust emissions 
and fuel consumption can be reduced. 

The oxygen content, octane number, combustion surface, and heat transfer rate of 
the fuel can be increased with nanomaterial additives added to the fuel. Thus, 
performance parameters such as engine torque, engine power, thermal efficiency, 
and combustion efficiency can also be improved. As a result of improving the engine 
performance and combustion process, useful load-carrying capacity, endurance, 
longer range flight, higher altitude, and fuel economy can be achieved. 

Considering all this, the fuel blend consisting of surfactant, nanomaterial, and 
alcohol can be used in the internal combustion engine. Thus, by using alcohol and 
nanomaterials for air vehicles, it is possible to improve fuel properties, increase 
engine performance, and improve phases of combustion characteristics. The author 
recommends for future studies should have done experimental investigations of the 
stability of the nanomaterials and the effects of nanomaterials on the engine perfor-
mance, combustion process, and exhaust emission characteristics. 
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An Evaluation of Particle Image
Velocimetry in Terms of Correlation
for Aviation

Onur Yasar, Selcuk Ekici, Enver Yalcin, and T. Hikmet Karakoc

1 Introduction

Non-intrusive flow measurement techniques became significant in fluid mechanics.
Visualization and measurement of velocity for fluids are accepted as quite different
development in technology (Li & Hishida, 2009). Particle image velocimetry takes
place in non-intrusive flow measurement techniques (Yilmaz & Nelson, 2015a).

Particle image velocimetry existed in open literature in the 1980s. Over the years,
particle image velocimetry technology has been developed and made better (Adrian,
2005). The manner of work in particle image velocimetry consists of motion of tracer
particles and recording camera (Todde et al., 2009). Illumination is performed via
pulsed lasers in particle image velocimetry (Larsson et al., 2012; Yilmaz & Nelson,
2015b). With the realization of all mentioned processes, image acquisition and flow
velocity measurement are carried out (Larsson et al., 2015). However, the acquired
images are raw images that need to be processed (Yilmaz et al., 2009a; Sayeed-Bin-
Asad et al., 2016).

Image processing is compulsory in particle image velocimetry applications. In
image processing, interrogation windows are essential to use. Interrogation windows
are utilized for dividing raw images (Prasad, 2000; Li & Hishida, 2009). Overlap
ratios and correlation types are other factors in image processing. With the use of
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overlap ratio and correlations, raw images can be converted into flow characteristics
(Yilmaz et al., 2009a, b). In particle image velocimetry experiments, several overlap
ratios can be selected. Correlation types can be utilized in single frame or double
frame mode (Raffel et al., 2018).
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2 Correlation Types Used in PIV

Correlations generally can be classified into four groups in particle image
velocimetry applications: cross-correlation, auto-correlation, adaptive correlation,
and least squares matching, respectively (Prasad, 2000; Deen et al., 2002; Kitzhofer
et al., 2012; Raffel et al., 2018). Least squares matching needs good-quality images
(Kitzhofer et al., 2012). The correlation type mainly depends on deformation or
rotation of particle image velocimetry images (Gui & Merzkirch, 2000; Sayeed-Bin-
Asad et al., 2016). Different from least squares matching, auto-correlation is
accepted as expensive method (Adrian, 1991). In adaptive correlation, interrogation
areas can be arranged (Adrian, 1991; Xu et al., 2006). With the use of arranged
interrogation areas, better image processing can be carried out. Cross-correlation
seems to be advantageous in particle image velocimetry experiments (Figueredo-
Cardero et al., 2012; Ahmadi et al., 2019). Location of interrogation windows isn’t a
problem in cross-correlation (Riccomi et al., 2018; Raffel et al., 2018).

3 Results and Discussion

Correlation types with examined studies and the percentages of correlations were
given in Table 1 and Fig. 1, respectively.

Figure 1 illustrates that cross-correlation has dominance over other correlation
types in particle image velocimetry. The percentage of cross-correlation is 60%.
Cross-correlation is generally used in double frame images. No correlation loss and
direction problem are seen in cross-correlation (Riccomi et al., 2018; Raffel et al.,
2018). After cross-correlation, adaptive correlation is preferred most. Adaptive
correlation offers changeable interrogation windows (Figueredo-Cardero et al.,
2012). On the other hand, auto-correlation has the least usage. Usage of least squares
matching isn’t available in examined particle image velocimetry studies. The change
in percentage is possible (Tala et al., 2013; Wang et al., 2018).
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Table 1 References and correlation types

References Mentioned correlation type

Xu et al. (2006) Adaptive correlation

Yayla et al. (2010) Adaptive correlation

Guo et al. (2010) Cross-correlation

Tala et al. (2013) Cross-correlation and adaptive cross-correlation

Jung et al. (2013) Cross-correlation

Fujimura and Hotta (2013) Not available

Atibeni et al. (2013) Not available

Sergis et al. (2015) Cross-correlation

Hongwei et al. (2015) Cross-correlation

Tunçer et al. (2016) Cross-correlation

Cristofano et al. (2016) Cross-correlation and auto-correlation

Keramaris (2016) Cross-correlation

Wang et al. (2018) Auto-correlation

Tang et al. (2018) Cross-correlation

Loboda et al. (2018) Not available

Sun and Huang (2018) Not available

Kluska et al. (2019) Adaptive correlation

Wu et al. (2019) Cross-correlation

Bardera et al. (2019) Cross-correlation

Head et al. (2019) Cross-correlation

15%

10%

20%

60%
Adaptive Correlation
Auto Correlation
Not Available
Cross Correlation

CORRELATION TYPES

Fig. 1 The percentages of correlation types

4 Conclusion

In this study, particle image velocimetry was taken into account with only correla-
tions. Correlations have an important place in particle image velocimetry applica-
tions. Important remarks are explained below:



• The most preferred correlation type is found cross-correlation, because cross-
correlation offers several advantages.

• Adaptive correlation is also utilized in particle image velocimetry studies. In
adaptive correlation, interrogation areas can be changed or made smaller in order
to process images better.

• Auto-correlation isn’t used as much as cross-correlation and adaptive correlation.
• Usage of least squares matching isn’t seen in examined studies.
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Examined correlations are useful in PIV studies. In future, mentioned correlations
may be viable in airships or solar aircrafts.
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Software Assessment for Particle Image 
Velocimetry for Aviation Industry 

Onur Yasar, Selcuk Ekici, Enver Yalcin, and T. Hikmet Karakoc 

1 Introduction 

Computers are one of the technologies that take place in every aspect of our lives. 
Thanks to computers, many works can be carried out in a very short time and in 
series. With the production and development of computers, great progress was seen 
in the software industry. Software developers produced many software and programs 
for different purposes. The mentioned progresses were observed in flow measure-
ment techniques, especially in particle image velocimetry (PIV), as in every field 
(Yilmaz et al., 2009a; Yilmaz & Nelson, 2015a, b; Raffel et al., 2018). 

Particle image velocimetry measurements require software for various purposes 
like image acquisition. Namely, software packages or software programs are inev-
itable in particle image velocimetry experiments (Yilmaz et al., 2009a, b). 

Software programs of particle image velocimetry can be regarded as TSI Insight 
and Dynamic Studio. TSI Insight and Dynamic Studio are useful for storing and 
processing images (Yamamoto et al., 2006; Hoque et al., 2014). ANSYS FLUENT 
and ANSYS CFX are accepted as numerical simulation software packages 
(Deshpande et al., 2009). In order to carry out simulation via ANSYS FLUENT or 
ANSYS CFX, finite element method is significant (Jeong & Seong, 2014). 
AutoCAD can be a good choice for drawing (Akar & Küçük, 2014). SolidWorks
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is also good for three-dimensional modeling (Ismail et al., 2017). Apart from 
drawing or modeling software programs, MATLAB is another significant software. 
MATLAB works via several codes. MATLAB can be used for velocity field or 
pre-processing (Keller et al., 2014; Cortada-Garcia et al., 2018). C language is also 
software for coding (Ettema et al., 1997). DaVis and LabView are considered as 
software programs that are used in particle image velocimetry studies (Sergis et al., 
2015; Keramaris, 2016).
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2 Software Programs in PIV Experiments 

Software programs that are used in particle image velocimetry applications change 
from study to study. The most common software packages are Dynamic Studio, TSI 
Insight, ANSYS, SolidWorks, and AutoCAD. Also, CLEANVEC, MATLAB, 
PIVlab, DaVis, C software, and LabView can be added in software group. In 
addition to the mentioned software programs, the number of software packages 
can be increased. Consequently, usage of software programs changes for purposes 
(Rosengarten et al., 1999; Forliti et al., 2000; Sharp & Adrian, 2001; Cho et al., 
2002; Khan et al., 2004; Bown et al., 2005; Xu et al., 2006; Triep et al., 2006; Santos 
et al., 2008; Nordlund & Lundström, 2010; Öner et al., 2010; Satake et al., 2011; 
Hoque et al., 2014; Soydan et al., 2014; Decker et al., 2014; Salem et al., 2014; 
Ismail et al., 2017; Cortada-Garcia et al., 2018). 

3 Results and Discussion 

Software programs chosen for particle image velocimetry applications were given in 
Table 1: 

Figure 1 indicates that Dynamic Studio is one of the most chosen software in 
particle image velocimetry applications. Like Dynamic Studio software, TSI Insight 
is the main software of particle image velocimetry (Forliti et al., 2000; Yamamoto 
et al., 2006). The percentages of Dynamic Studio and TSI Insight are 20% and 15%, 
respectively (Forliti et al., 2000; Yamamoto et al., 2006; Zhang et al., 2018). 

ANSYS is generally used for simulation (Deshpande et al., 2009). Similar to 
ANSYS, PHOENICS software is used for simulation (Fei et al., 2003). However, 
usage of PHOENICS is too limited in particle image velocimetry studies (Fei et al., 
2003). The percentages of ANSYS and PHOENICS are 20% and 5%, respectively 
(Fei et al., 2003; Deshpande et al., 2009). 

AutoCAD is preferred for drawing, and CLEANVEC is utilized for post-
processing step. The percentages of AutoCAD and CLEANVEC are the same 
(Sharp & Adrian, 2001; Akar & Küçük, 2014).
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Table 1 Software programs and references 

References Software mentioned directly 

Meinhart et al. (1999) Not available 

Forliti et al. (2000) TSI’s Insight software (ver. 1.22) 

Sharp and Adrian (2001) CLEANVEC and TSI Insight 2.0 

Cho et al. (2002) Commercial software FLUENT 

Fei et al. (2003) PHOENICS-VR (version 3.3) 

Yamamoto et al. (2006) TSI Insight 

Yoon et al. (2006) Not available 

Dijkhuizen et al. (2007) Not available 

Deshpande et al. (2009) FLUENT 6.2 

Pascual et al. (2009) Not available 

Körbahti (2010) Dynamic Studio PIV 

Yayla et al. (2010) Not available 

Atibeni et al. (2013) Not available 

Soydan et al. (2014) ANSYS FLUENT 

Akar and Küçük (2014) AutoCAD 

Hoque et al. (2014) Dantec Dynamic Studio software 

Öner (2016) ANSYS® 11-Flotran 

Liu et al. (2018) Dynamic Studio 

You et al. (2018) FlowMaster 

Zhang et al. (2018) Dynamic Studio software 

15% 

SOFTWARES 

5% 
TSI Insight 

CLEANVEC 

Not Mentioned 
Dynamic Studio 
Phoenics 
AutoCAD 

ANSYS 
Flow Master 

5% 

5% 

5% 

20% 

30% 

Fig. 1 Software programs examined in studies 

4 Conclusion 

Particle image velocimetry was evaluated in terms of different aspect like software. 
Software programs can be used from drawing to post-processing. Concluding 
remarks were given below:
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Dynamic Studio and TSI Insight come first for main software programs. The 
situation can be explained by the fact that the main PIV brands are Dantec Dynamics 
and TSI Insight. 

ANSYS is prominent simulation software. PHOENICS isn’t preferable software 
like ANSYS. 

Usage of AutoCAD and FlowMaster is too limited in particle image velocimetry 
applications. 

CLEANVEC can be a good choice for post-processing. 
Investigated software programs can be feasible for air taxis. In studies of air taxis, 

utilization of the mentioned software programs and proper programs can be possible. 
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Dye Visualization of Flow Structure of a 
Circular Cylinder Oscillating at Re = 1000 

Cemre Polat, Dogan Burak Saydam, Mustafa Soyler, and Coskun Ozalp 

Nomenclature 

D Diameter 
FR Rotational ratio 
G Gap space 
PLC Programmable logic controller 
U0 Free stream velocity 
θ Rotation angle 

1 Introduction 

The flow structure in the wake region of a cylinder that makes a sinusoidal oscilla-
tion movement in the flow direction has an important place both in theory and in 
practice. The oscillation movement relative to the flow direction can be generated 
not only by the motion on the cylinder itself but also by an unsteady periodic 
disturbance superimposed on the uniform free stream and interaction on a stationary 
cylinder (Hu et al., 2019). Cylindrical structures are encountered in many different 
applications (power transmission, lines, deep water pipelines, suspension bridges, 
heat exchanger, towers, buildings, etc.) in the literature (Ozalp et al., 2021a, b).
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Different methods are used to examine and analyze the flow structure around objects. 
There are many different studies on the visualization of the flow structure in the 
literature. Shao et al. (2007) studied the effect of circular and square cylinder on the 
flow structure of a control element placed parallel to the cylinder to suppress vortex 
shedding. The authors performed the flow visualization using hot-wire measurement 
in a wind tunnel at a low Reynolds (Re) number. As a result of the study, the authors 
showed that vortex shedding from both sides of the cylinder can be effectively 
suppressed. Sohankar et al. (2015) used a low-velocity vertical smoke tunnel to 
visualize the flow structure of a square cylinder positioned at different angles in the 
flow field. The authors examined the flow structure of a single cylinder for various 
angles of incidence and different parameters such as stagnation and separation 
points, separation angle, attachment point, and transient of the shear layer. As a 
result of the study, the authors showed that a maximum occurs at approximately 
α = 15 (critical angle) in the variation of the transient and turbulent lengths of the 
shear layer, the frequency, and the Strouhal number incidence angle. In addition, the 
authors found that the turbulence length of the shear layer from the upstream 
cylinder increased from G = 1 (gap space) to G = 2 and then decreased at 
G = 5.6 relative to that for a single cylinder.
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As seen in the literature review, there are different studies on the visualization of 
the flow structure. One of the flow visualization methods is dye experiments with 
dye injected into the flow field and glowing under the laser beam. In this study, the 
visualization of the flow structure of a cylinder that is positioned on a table and 
oscillates with a servo motion system has been carried out with dye experiments. 

2 Method 

The experiments were carried out in the open surface water channel in the Osmaniye 
Korkut Ata University Advanced Fluid Mechanics Laboratory. The field of view in 
the water channel is made of plexiglass material. Two speed-controlled pumps, two 
collecting pools, one honeycomb pattern, and mesh equipment are used to regulate 
the flow (Özalp et al., 2020). To obtain a laser beam, a horizontal laser beam was 
obtained using a cylindrical lens in front of the point laser, and the flow was 
visualized. In the flow visualization method, the dye/water mixture was obtained 
by mixing Rhodamine 6G in powder form with water, which reflects under laser 
light used for detailed observation of the flow structure. During the experiments, dye 
was injected into the flow with a thin needle from a distance without affecting the 
flow from the front of the cylinder. A laser beam was sent to the channel from a 
certain height, and images were obtained by the camera located under the channel. 

A cylinder with a diameter D = 25 mm was placed on the table in the midplane of 
the water channel at the Reynolds number Re = U0D/ν, which was 1000, where ν is 
the kinematic viscosity of the fluid and U0 free stream velocity. The resulting image



s

was recorded at a resolution of 1280 * 720 at 100 frames per second by a digital 
mirrorless camera with 15–45 mm lens. The time elapsed between two frames is 
0.03 seconds. A servo connected to a computer-controlled PLC system is used to 
make the oscillation movement of the cylinder. In this servo system, the oscillation 
angle and speed can be determined via computer software. In this study, 90° (π/2) 
oscillations of the cylinder were studied. 
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3 Results and Discussion 

The images obtained from the experiments carried out in a water channel at different 
rotational ratios at a constant oscillation angle are shown in Figs. 1 and 2. It  i  
observed that the vortices that break off from the cylinder periphery with the effect of 
oscillation follow each other and become larger as they move away from the cylinder 
(Fig. 1a). 

In the study, it is determined that the irregular flow structure around the body was 
controlled with the increase of the rotational ratio, in which the area of the cylinder 
resulted in narrowing in the flow direction (Figs. 1 and 2). It was determined that the 
vortices shed from the cylinder became smaller for the cases FR = 2.5 (Fig. 2a) and 
FR = 3.3 (Fig. 2b). 

Fig. 1 Flow structure formed behind the cylinder at (a) FR = 0.8 and (b) FR = 1.7 with θ = 90° at 
Re = 1000
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Fig. 2 Flow structure formed behind the cylinder at (a) FR = 2.5 and (b) FR = 3.3 with θ = 90° at 
Re = 1000 

4 Conclusion 

In this study, flow around a circular cylinder (D = 25 mm) has been visualized at 
Re = 1000 for different rotational ratios. As a result of dye experiments at different 
rotational ratios and constant rotation angle, it has been observed that the vortices 
detached from the cylinder periphery with the effect of oscillation follow each other 
and become larger as they move away from the cylinder. In the study, it was 
determined that with the increase of the rotational ratio, the vortex shedding in the 
cylinder wake region decreased and the irregular flow structure around the body was 
controlled. It has been determined that the vortices shed from the cylinder get smaller 
for the cases FR = 2.5 and FR = 3.3. 
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Aerodynamic Performance Predictions 
of Mars Helicopter Co-axial Rotor in Hover 
by Using Unsteady CFD Simulations 

Onur Küçükoğlu, Sergen Sakaoğlu, and Nilay Sezer Uzol 

1 Introduction 

Co-axial rotors have benefits over conventional tail rotor configurations as the 
available power is not consumed by the tail rotor to balance out the main rotor 
torque. However, the rotor wake and flow physics are more complicated, being 
unsteady due to rotor-rotor interactions of co-axial rotors. Investigating the complex 
flow and performance characteristics of co-axial rotors in Martian atmosphere 
contributes for better designs for future rotorcrafts. NASA’s Mars helicopter Inge-
nuity with its first successful flight on 19 April 2021 demonstrates the potential of 
rotorcrafts in discovery of other planets. NASA’s Ingenuity rotorcraft was designed 
to operate at Mars conditions where the atmosphere is a lot thinner than the Earth’s 
atmosphere, causing a laminar flow over the rotors (Koning et al., 2018). Though the 
flow stays laminar, it is compressible having tip speeds with Mach number of 0.7. 
CFD emerges as a more accurate tool for simulating co-axial rotor performance 
compared to airfoil data-embedded models. There are few recent studies on CFD of 
rotorcraft applications for Mars. Previously, relative advantages of the co-axial 
configuration in hover, forward flight, and maneuver conditions were investigated 
by Kim and Brown (2010). Barbely et al. (2016) examined the performance of a 
co-axial rotor system numerically, both for forward flight and hover conditions, to 
understand the interaction between the two rotors. They showed that the thrust ratio 
of lower rotor to upper rotor increases as the distance between the two rotors 
increases. Koning et al. (2018) observed that the inclusion of transition modeling
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is not necessary as the Reynolds number observed on the rotor is subcritical, which 
ensures laminar flow over the airfoil. Koning et al. (2019) found out that the rotor 
model with a transition model and with a fully turbulent solution has a similar thrust 
coefficient range. In this study, both steady and unsteady 3-D CFD simulations for 
the Mars helicopter’s co-axial rotors are performed in hover by using an open-source 
CFD flow solver, SU2, in Martian atmospheric conditions.
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2 Methodology 

Co-axial rotor CFD simulations in Martian atmospheric conditions are performed in 
parallel for hover by using SU2 flow solver, and the rotor model and the numerical 
model used are described below. 

The Ingenuity rotorcraft has co-axial rotors with 1.2 m diameter and with each 
rotor having two blades. The spacing between the upper and the lower rotor is 
0.454 m. Airfoils of the Mars helicopter (MH) rotor are reproduced from the study 
by Koning et al. (2018). Mars helicopter’s co-axial rotor model geometry as 
described in Table 1 is generated first by using CST method (Kulfan & Bussoletti, 
2006) for the airfoil and by using OpenVSP software for the blade. The digitized 
airfoil curves are not smooth enough; therefore, to increase the quality of airfoil 
curves, the use of a curve fitting procedure is required. 

Kulfan’s Class and Shape Transformation (CST) function has emerged as a good 
option due to its flexibility. Hence, by implementation of an extrapolation procedure, 
the number of airfoil coordinates is increased to have enough points to represent the 
airfoil geometry accurately in the computational domain and grid. Figure 1 shows 
the CLF5605 airfoil, the normalized airfoil profiles for the Mars helicopter rotor at 
different blade stations, and the co-axial rotor model. 

The experimental tests for the MH rotor were done at NASA JPL (Koning et al., 
2019) with atmospheric conditions as can be seen in Table 2. The environment in 
JPL, using CO2 as the gas in the tests, is very thin that Rec is on the order of 10

3 on 
tip chord with a corresponding tip Mach number of 0.62. Dynamic viscosity and 
temperature, and speed of sound as a result, vary greatly between the Mars and the 
NASA JPL test conditions. Due to the availability of data, JPL conditions are used as 
boundary conditions. 

Table 1 Co-axial rotor model 
blade geometry (Koning et al., 
2018) 

Station r/ c/ /c Twist Airfoil 

1 0.091 0.0506 0.973 16.32 Station 1 

2 0.2 0.1407 0.22 17.62 Station 2 

3 0.295 0.1968 0.098 15.92 Station 3 

4 0.39 0.1968 0.06 12.07 Station 4 

5 0.527 0.1627 0.05 8.43 CLF5605 

6 0.762 0.1209 0.05 3.93 CLF5605 

7 0.924 0.086 0.05 1.39 CLF5605 

8 0.991 0.0341 0.05 0.06 CLF5605



Aerodynamic Performance Predictions of Mars Helicopter Co-axial Rotor. . . 85

Fig. 1 CLF5605 airfoil and the normalized airfoil profiles for the MH rotor blade and Mars 
helicopter co-axial rotor model 

Table 2 Atmospheric conditions for Mars 

Properties Earth SSL JPL SS 

Density 1.225 0.0185 

Temperature 288.2 298.15 

Gas constant 287.1 188.90 

Specific heat ratio 1.4 1.289 

Dynamic viscosity 1.130 × 10-5 1.504 × 10-5 

Static pressure 101.3 1.04 

Speed of sound 340.35 269.44 

For hover flight condition, since the problem is compressible, the total pressure 
condition is applied to the far upstream of the inlet (Fig. 2). The total pressure of 
1040 Pa is taken which is actually the static pressure in the domain, since, for the 
hover conditions, the free stream velocity is set to zero in order for the rotor to suck 
air from the inlet and there is no climb velocity for the rotor. The rotor blades are 
placed in two identical cylindrical inner domains as shown in Fig. 2, and the 
rotational speed of 2600 rpm is applied to the domains. By this way, the rotor 
revolutions are modeled for each time step, allowing the rotors to rotate by rotating 
the mesh inside the cylinders: one is rotating clockwise, and the other one is rotating 
counterclockwise. The boundaries near the cylindrical inner domains are modeled as 
the pressure outlet to let the flow go in and out of the domain without any restriction 
on flow direction as can be seen in Fig. 2. Likewise, pressure outlet boundary 
condition is also applied to the boundary on the far downstream of the rotors (Fig. 2).
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Fig. 2 Grid boundary conditions and computational cylindrical domains for the co-axial rotors 

Fig. 3 Blade surface mesh and boundary layer prism mesh 

The unstructured grid with a total of 35.4 M cells, comprised of about 14.6 M 
tetrahedral and 20.8 M prism cells, is generated by using Pointwise. Since the flow 
conditions on Mars are laminar, blade surface prism layer parameters are determined 
based on the laminar boundary layer thickness for a flat plate. The prism layer mesh 
with 24 layers can be seen in Fig. 3. The numerical stability of the turbulent fluxes is 
ensured by generating a mesh whose first layer thickness gives y+ value of less than 
1, which can be seen in Fig. 4, with a first layer thickness of 0.07 mm. 

In the CFD simulations, solving RANS and URANS equations, Spalart-Allmaras 
one-equation turbulence model, Roe flux difference splitting scheme, and second-
order discretization schemes are used. Bas-Cakmakcioglu transition model is also 
used. The convergence criteria of 10e-4 are satisfied for energy, whereas the



momentum and continuity residuals fall below 10e-5 and even 10e-6. Both 
moving reference frame (MRF) and sliding mesh (DM) techniques are used in 
SU2 for the co-axial rotor simulations. 
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Fig. 4 The MH rotor y+ distribution and thrust coefficient, CT (axial force coefficient, CFz), vs time 
iterations 

Simulations are performed for two pitch angles of 10 and 20 degrees, and the 
results are compared with the experimental data from NASA JPL. The axial force 
coefficient, CFz , or thrust coefficient, CT, changes with time iterations as can be seen 
in Fig. 4. Since the sliding mesh technique is an unsteady method, results are time 
averaged for seven full revolutions where the time step size, Δt, is 0.0001 seconds. 
The non-dimensional aerodynamic performance parameters are calculated by the 
following relations: 

CT = 
T 

ρ1Ad Ωrð Þ2 , CP = 
P 

ρ1Ad Ωrð Þ3 , FM= 
C2=3 

T 

CP,measured 
ð1Þ 

3 Results and Discussion 

The steady-state and unsteady computational results are obtained for different pitch 
settings. Figure 5 shows the power coefficient change for different thrust coeffi-
cients, which are obtained with different pitch settings. It can be observed that the 
results with the transition model do not make any noticeable difference with the fully 
turbulent results, which are obtained from the MRF solutions. However, for the 
sliding mesh results, the estimates of thrust and power are higher compared to the 
MRF results. Figure 5 shows the figure of merit (FM) estimations for hover, and it is 
the ratio of ideal power required to hover to the actual power. It is calculated here 
from using the thrust, CT, and power coefficients, CP, of the analyses through using 
time average of CFz and CMz coefficients. The drag of rotating blades is over-
estimated with RANS and U-RANS simulations, resulting in lower FM values



compared to test data. This is also corresponding to the higher power consumption 
estimations on Fig. 5. 
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Fig. 5 Pressure coefficient distribution at the blade tip region for upper and lower rotors and power 
coefficient-figure of merit vs thrust coefficient 

Fig. 6 Pressure coefficient contours on rotor blades at different azimuth positions 

Upper and lower rotors’ blades are aligned and positioned with 90 degrees as 
shown in Fig. 5. The pressure coefficient distributions near the tip of the blade are 
shown in Fig. 5 for both upper and lower rotors, having differences due to the flow 
interactions between the rotors. Figure 6 shows the pressure coefficient contours on 
rotor blades at different azimuth positions as the blades rotate in the unsteady 
simulations.
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4 Conclusion 

In this study, the steady-state and unsteady CFD simulations for the Mars helicop-
ter’s co-axial rotor model are performed by using both moving reference frame 
(MRF) and sliding mesh (DM) techniques. The rotor aerodynamic performance is 
investigated in hover condition. RANS solutions over-predict the power consump-
tion compared to the experimental results. Over-prediction of power consumption 
may be due to higher calculated viscous drag. Modeling of transition in SU2 
simulations does not make any noticeable difference with the fully turbulent results. 
In future work, different turbulence models and different flux discretization schemes 
will be investigated for co-axial rotor problem. Speed-up and scalability character-
istics with SU2 flow solver and details of flow characteristics will be investigated. 

Acknowledgments This study is partially supported by TUBITAK 2244 Project 118C087. 

References 

Barbely, N., Novak, L., & Komerath, N. (2016). A study of co-axial rotor performance and flow 
field characteristics. American Helicopter Society Meeting, 2016. 

Kim, H. W., & Brown, R. E. (2010). A comparison of coaxial and conventional rotor performance. 
Journal of the American Helicopter Society, 55(01), 2010. 

Koning, W. J., Johnson, W., & Allan, B. (2018). Generation of mars helicopter rotor model for 
comprehensive analyses, NASA Paper 2289, 2018. 

Koning, W. J., Johnson, W., & Grip, H. F. (2019). Improved mars helicopter aerodynamic rotor 
model for comprehensive analyses. AIAA Journal, 57(9), 3969–3979. 

Kulfan, B., & Bussoletti, J. (2006). Fundamental parametric geometry representations for aircraft 
component shapes. 11th AIAA/ISSMO multidisciplinary analysis and optimization 
conference, 2006.



Numerical Validation Study of a Helicopter 
Rotor in Hover by Using SU2 CFD Solver 

Yunus Emre Sunay and Nilay Sezer Uzol 

Nomenclature 

CFD Computational fluid dynamics 
eVTOL Electrical vertical take-off and landing 
RF Rotating frame 
RM Rigid motion 

1 Introduction 

Electrical vertical take-off and landing (eVTOL) air vehicles will be the most 
popular air mobility choice in the near future. Nearly 500 different design alterna-
tives (World eVTOL Aircraft Directory, 2021) from different companies show the 
importance of eVTOL air mobility concept. Such concepts use many smaller rotors 
compared to the much larger rotors of helicopters for both vertical taking-off and 
forward flight capabilities. One of the challenging problems in eVTOL design is to 
obtain accurate solutions both for aerodynamic performance of rotors/propellers and 
for flow field around rotating blades. Also, there are complicated flow interactions of 
rotors/propellers with each other and with aircraft body for many different config-
urations of eVTOLs. 

In this study, an open-source CFD flow solver, SU2 (SU2 Foundation, 2021), is 
used as a validation study for a helicopter rotor model in hover to compare two 
numerical approaches for rotary wings. Rotor CFD simulations in hover are
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performed by using two approaches: RM with moving grid approach and RF with 
moving frame approach. Inviscid simulations are performed in parallel for the 
validations. The results are compared with the experiments for two collective pitch 
angles and different rotational speed.

92 Y. E. Sunay and N. S. Uzol

2 Methodology 

A very well-known experiment by Caradonna and Tung (1981) for a helicopter rotor 
model is used as a test case for validation of unsteady CFD simulations by using SU2 
flow solver. Rotor CFD simulations in hover are performed in parallel by using two 
approaches: rigid motion (RM) with moving grid and rotating frame (RF) with 
moving frame. 

2.1 Test Rotor Model 

Caradonna and Tung’s rotor model has two rectangular blades with no twist, no 
taper, and an aspect ratio of 6 (1.143 m span) and with an aerofoil section of NACA 
0012. A series of experimental tests are conducted for different blade collective pitch 
angle (0° and 8°) and different rotor rotational speed (650–2500 rpm) conditions. For 
this initial validation study, two different test cases are selected, which are a 
low-pitch low-speed case with θc = 0° and 1500 rpm and a high-pitch high-speed 
case with θc = 8°and 2500 rpm. 

2.2 Rotor Computational Simulations 

3-D solid rotor geometry is modelled by using CATIA, a solid modelling software. 
Gmsh, an open-source 2-D/3-D unstructured grid generator software (Geuzaine & 
Remacle, 2009), is used to generate computational grid for CFD analysis. For SU2 
flow solver, the motion of the rotor can be modelled by two different numerical 
approaches by creating two computational domains, defined as an inner region 
containing the rotor and an outer region containing the inner domain, as shown in 
Fig. 1. These two different domains are identified separately in the flow solver. The 
interface meshes on both domain surfaces are kept the same. 

3-D unstructured grid is generated for the inviscid CFD simulations, where there 
is a total of 204,300 triangular elements on the 2 blades. There are 300 points on the 
leading and trailing edges, and there are 120 points on the upper and lower surfaces 
of the aerofoil section. The surface meshes on the blades and on the interface are 
shown in Fig. 2 with homogenous distribution of triangular elements used. The 
volume grids are generated for the inner and outer computational domains separately



as shown in Fig. 3. The inner domain has about 2.8 million tetrahedral cells, and the 
outer domain has about 335 K tetrahedral cells. 
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Fig. 1 Representative of computational domain 

Fig. 2 Triangular surface mesh on the blades (left) and on the interface (right) 

Rotor CFD simulations in hover are performed by using SU2 with two 
approaches: rigid motion (RM) with moving grid (Sunay et al., 2011) and rotating 
frame (RF) with moving frame (Ramezani et al., 2013). In the first approach, rigid 
motion model, unsteady interaction between relative motion of the stationary and 
rotating components is modelled with grid regions moving with the body, and there 
is an interface between the stationary and moving grid regions. The second 
approach, rotating frame model, is used for a problem in which motion of the 
blade is unsteady in the stationary (inertial) frame and steady with respect to the 
moving frame. 

For a steadily rotating body (i.e. the rotational speed is constant), it is possible to 
transform the equations of fluid motion to the rotating frame of reference such that 
steady-state solutions are possible by using the rotating frame model. 

The rigid motion model is generally used for time-periodic simulations, that is, 
the transient solution repeats with a period related to the speeds of the moving



domains. In rigid motions, the relative motion of stationary and moving/rotating 
components will give rise to unsteady interactions. These interactions, similar to 
rotor/stator interactions in turbomachinery or rotor/fuselage interactions for helicop-
ters, are illustrated in Fig. 4. In the rigid motion model, two or more mesh (2-D)/grid 
(3-D) zones (or regions) are used. Each grid region is bounded by at least one 
“interface zone” where it connects the grid zones and the information are interpo-
lated and transferred between the zones. 
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Fig. 3 Unstructured tetrahedral volume grid in the inner (left) and outer domain (right) 

Fig. 4 Illustrations of unsteady rigid motion with the bodies in linear motion (left) and rotating 
motion (right) 

The two different domains, inner and outer domains created during grid genera-
tion, are identified separately in the SU2 flow solver. 3-D, time-dependent 
(unsteady) Euler solver is used both for the inner (rotating) and outer (stationary) 
domains. Outer domain faces, which are located at the outer part, are identified as 
far-field boundary condition with sea level temperature and pressure free stream 
condition (300 K, 101,325 Pa). All the solid surfaces, which are blades, are identified 
as adiabatic Euler wall boundary condition. The interface between the outer and 
inner domains is identified as fluid interface. In the CFD analyses, an implicit 
second-order splitting method both in time and space is used with Green-Gauss



gradient numerical method for spatial gradients. FGRES for the implicit formula-
tions and LU_SGS for the preconditioner of the Krylov linear solver are selected. 
CFL number is changed adaptively from 0.5 to 5 with increasing factor 1 during 
unsteady simulations. 
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CFD simulations with both RM and RF models are performed on a PC with Intel 
i7-10750H 2.60 GHz CPUs. For the rotating frame case, the calculations take 
5 minutes for each time step with 20 inner iterations on 6 CPU cores. For this 
unsteady simulation with the time step selected as 0.001 seconds, 120 time steps take 
nearly 10 hours. On the other hand, for the rigid motion case, the calculations take 
10 minutes for each time step with 40 inner iterations on 6 CPU cores. The unsteady 
simulation for this case for 120 time steps corresponds to 20 hours’ wall clock time. 

3 Results and Discussion 

The results discussed here for the fast Euler solutions obtained with RM and RF 
models can provide aerodynamic performances and flow-field details for rotor 
simulations. As the number of rotors increases in eVTOL configurations and flow-
field interactions get more complex, obtaining solutions fast and accurately becomes 
important during the design of eVTOLs. 

For the low-pitch low-speed case with θc = 0° and 1500 rpm condition, the CFD 
simulations are performed with the rigid motion model. The instantaneous compu-
tational results taken from the last time step are compared with the experimental data 
at four different spanwise stations (r/R = 0.5, 0.68, 0.89, 0.96) as shown in Fig. 5. It

Fig. 5 Comparison of Cp for θc = 0° and ω = 1500 rpm



can be easily seen from the pressure coefficient distributions that the computational 
results are consistent with experimental data.
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Fig. 6 Comparison of Cp for θc = 8° and ω = 2500 rpm 

Fig. 7 Pressure contours on the rotor blades (left), Mach number contours in the vertical plane 
(middle), and Mach number contours in the rotor plane (right) 

For the high-pitch high-speed case with θc = 8° and 2500 rpm condition, the CFD 
simulations are performed with the rigid motion and rotating frame approaches. The 
computational results taken from the last time step are compared with the experi-
mental data as shown in Fig. 6. It can be easily seen that both models have consistent 
results with the experimental data. SU2 unsteady Euler solver for rotor simulations 
with both approaches has the capability to capture the shock and its location as can 
be seen in the outer spanwise stations. 

The pressure contours on the rotor blades, the Mach number contours in the 
vertical plane near the tip, and the Mach number contours near the rotor, in the rotor 
plane, are presented in Fig. 7. It can be seen that the low-pressure region corresponds



to the supersonic region and the rapid change corresponds to the shock location. The 
grid needs to be refined to capture the wake and tip vortices more accurately. 
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4 Conclusions 

Unsteady rotor CFD simulations in hover are performed with constant rotational 
speed by using SU2 flow solver both with rigid motion and rotating frame 
approaches. 3-D, unsteady, compressible, inviscid simulations are done for the 
Caradonna and Tung’s rotor model, and the pressure coefficient distributions are 
compared with the available experimental data. For the low-pitch low-rpm case, no 
shock (low-speed case) and no separation (small angle of attack case) in the flow 
field are expected, and the computational results are obtained very similar with the 
experimental data. For the high collective pitch angle with high rotational speed 
case, the performance of the unsteady Euler solver for the flow field with shock 
conditions is investigated. Although the shock and its location are captured with the 
unsteady Euler simulations, there are some differences between the solutions with 
two models, moving grid or moving frame, used for the unsteady simulations as 
observed from the comparisons of pressure coefficient distributions with the exper-
iments. This might be related with the convergence level of the simulations. The 
steady-state flow-field solution can be obtained more faster by using rotating frame 
model, which is suitable for hover conditions. On the other hand, rigid motion model 
allows more control on the blade motion, such as in forward flight conditions, if it 
can be used with adaptive or overset grids. 
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Sustainable Materials Used by Additive 
Manufacturing for Aerospace Industry 

Alperen Doğru and Mehmet Özgür Seydibeyoğlu 

1 Introduction 

The source of many factors that facilitate human life has been the aerospace industry 
(Brothers, 2012). These are the main sectors where technologies that make our lives 
easier at many points, from our daily life to our professional life, emerge. The most 
important stakeholder in the emergence of these technologies is the developments in 
materials science (Mangalgiri, 1999). The aerospace industry is the sector where the 
technologies obtained in materials science find the first application area and where 
research and development studies are carried out intensively. Advances in materials 
science took the first place in reaching the current performance of aircraft (Ghori 
et al., 2018). The transition from wooden-bodied aircraft to the use of aluminum and 
the use of composite materials today are good examples of this process. Superalloys, 
ceramic matrix composites, and nano-doped materials have also led to developments 
in many areas from turbine engine technologies to communication technologies. 

The developments in additive manufacturing technologies, which is one of 
today’s new-generation production methods, and the applications of these technol-
ogies also play an important role in the aerospace industry (Keshavamurthy et al., 
2021). Additive manufacturing technologies are another milestone for aerospace 
technologies. Additive manufacturing technologies offer significant opportunities, 
especially in the production of aircraft parts with complex geometries, where the 
production of these parts that is low with no mass production and lightness are at the 
forefront (Eichenhofer et al., 2017). As seen in Fig. 1, additive manufacturing
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methods have many advantages with the per piece and geometric 
complexity vs. conventional manufacturing methods. A wide variety of materials 
can be produced in different forms with additive manufacturing methods 
(Parandoush & Lin, 2017). Of these, polymers are the most common. The use of 
additive manufacturing technologies in the manufacture of aircraft structural parts, 
components, and equipment, where polymer-based materials are increasingly used, 
offers significant sustainability, cost reduction, and topology optimization opportu-
nities (Horn & Harrysson, 2012).
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Fig. 1 Conventional vs. additive manufacturing with per piece and geometric complexity 

Polymer materials have many positive chemical and mechanical properties 
(Dizon et al., 2018). However, many types of polymer wastes cause pollution due 
to the inability to decompose. Especially, the negative effects of thermoset polymers 
in recycling and environmental pollution make these materials, which seem to be 
advantageous, disadvantageous (Lanzotti et al., 2019). In this regard, increasing the 
use of recyclable thermoplastics and replacing thermosets are critical for sustainable 
aviation. Aerospace structures that require high strength and stiffness have tradi-
tionally been made of metals or thermoset composites (Barile et al., 2019). However, 
these materials have some important limitations. Metals are heavy, limiting their use 
in aerospace applications where lightness is desired (Doğru et al., 2022). Thermoset 
composites, on the other hand, tend to be brittle and often have poor chemical 
resistance (Supian et al., 2018). In addition, thermoset materials cause serious 
problems in recycling (Post et al., 2020). The use of high-strength thermoplastic 
composites to reduce weight is one of the trending topics of aerospace polymers 
(Seydibeyoğlu  &  Doğru). The use of thermoplastic composites in aircraft parts 
provides both lightness and environmentally friendly products (Dhinakaran et al.,



2020). In this context, the production of thermoplastic matrix composite materials 
with additive manufacturing technologies offers solutions. 
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In this study, short carbon fiber (SCF)-reinforced polyamide 6 (PA6) matrix 
specimens were produced by the fused filament fabrication (FFF) method. The 
changes in mechanical and thermal properties because of adding these specimens 
to the matrix material were investigated. Studies have been carried out to develop 
environmentally friendly materials that can be used in the aircraft cabin interior 
equipment. 

2 Method 

2.1 Materials 

In the study, the Ultramid B 40LN PA6 product of BASF company, seen in Fig. 2a, 
was used as matrix material. The density of the matrix material that is PA6 is 1.13 
g/cm3 , the relative viscosity value is 4, the melting temperature is 220 °C, and its 
natural color. As for reinforcement material, AKSACA AC 41-01 product of 
DowAksa company, shown in Fig. 2b, was used. The diameter of the fibers is 
10 μm and the length is 3 mm. The density of SCFs is 1.78 g/cm3 , tensile strength 
is 4200 MPa, and modulus value with tennis is 240 GPa. These are fibers with 
1.5–2% polyamide-based sizing. 

2.2 Production 

Compounding, compounds are produced by Eurotec-EP company in a twin-screw 
extruder. Pre-drying was done at 70 °C for 4 hours. The feed zone is 25 °C, melt 
zone is 220 °C, mixing conveying is 220 °C, and die head temperature is 225 °C. 
Compounds with PA6 matrix (SCF10PA6) reinforced with 10 wt% SCF by weight 
are produced. SCF10PA6 compounds are shown in Fig. 3. 

Fig. 2 (a) PA6. (b) SCF
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Fig. 3 10 wt% SCF reinforcement PA6 compounds 

Fig. 4 (a) Pure PA6 filament, (b) SCF10PA6 filament 

Filament producing, SCF-reinforced filament was produced by the extrusion 
method, as seen in Fig. 4b, with a single-screw extruder in EG-Plastic company by 
using SCF10PA6 compounds. In addition, to produce the control group, filament 
production was carried out with Pure PA6 compounds as seen in Fig. 4a. The 
filaments are 2.85 mm (±0.15) in diameter. 

FFF specimens producing, specimens’ production was carried out by the FFF 
method. Production parameters are as follows: layer height, 0.1 mm; wall thickness, 
0.8 mm; nozzle diameter, 0.6 mm; infill density, 100%; infill pattern, cross; nozzle 
temperature, 260 °C; build plate temperature, 60 °C; flow, 105%; and print speed, 
40 mm/s. 

Test specimens were produced in ASTM D638 Type V dimensions as seen in 
Fig. 5.



n
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Fig. 5 (a) Pure PA6 specimens, (b) SCF10PA6 specimens 

2.3 Testing 

Mechanical tests, thermal characterization, and morphological analyses were 
performed on the specimens produced by the FFF method. Tensile tests were 
performed using the Instron 1114 tester according to the ASTM D638 standard. 
Five specimens were used for each configuration. Thermogravimetric analysis 
(TGA) was performed to investigate the thermal properties of the specimens and 
to observe the reinforcement ratio. To observe the fiber distribution in the matrix and 
to examine the matrix fiber interfaces, microstructure image analyses were 
performed with Carl Zeiss 300VP scanning electron microscope (SEM). 

3 Results and Discussion 

Five pieces of each of Pure PA6 and 10 wt% SCF-reinforced specimens’ groups 
were produced. This is for the calculation of the standard deviation. In Pure PA6 
specimens, as seen in Table 1, the maximum tensile strength was measured as 
46.085 MPa, and the minimum was 43.995 MPa. The average of the tensile test 
results is 45.062 MPa. For SCF10PA6 specimens, the maximum tensile strength is 
62.109 MPa, and the minimum is 58.058 MPa. The average tensile test value is 
60.086 MPa. 

As seen in Fig. 6, when the average results are considered with 10 wt% SCF 
reinforcement in the PA6 matrix, an increase of approximately 33% in ultimate 
tensile strength values has been obtained. 

As seen in Table 2, SCF reinforcement creates a change in density. The density 
value, which was 1.13 g/cm3 with SCF reinforcement, increased to 1.24 g/cm3 with 
the addition of 10 wt% SCF by weight. In addition, carbon fiber reinforcement 
increased tensile strength and decreased percent elongation. The percent elongation 
of Pure PA6 is 15.8%, while it is 10.6% in SCF10PA6 specimens. 

As a result of TGA analysis, the thermal decomposition temperature for PA6 was 
determined to be approximately 380 °C. It was observed that it was 365 °C  i  
SCF10PA6 specimens. It was observed that the degradation curve started at lower 
temperatures in the carbon fiber-reinforced specimens. The reason for this is that the
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Property Condition Unit Standard

polymer is subject to an extra melting process after preparing the compound in the 
filament production stage. TGA analysis also confirmed that the SCF10PA6 speci-
mens have 10 wt% of SCF, as seen in Fig. 7.
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Fig. 6 Ultimate tensile strength values of Pure PA6 and SCF10PA6 specimens 

Table 2 Stress at break values and density of Pure PA6 and SCF10PA6 specimens 

Results 

Pure PA6 PA6 CF10 

Stress at break 5 mm/min Mpa D 638 45.14 60.09 

Strain at break 5 mm/min % D 638 15.8 10.6 

Density +23 °C g/cm3 ISO 1183 1.13 1.24 

Fig. 7 TGA results 

Figure 8 shows the scanning electron microscope (SEM) image. SEM imaging 
was performed from the damaged areas of the specimens subjected to the tensile test. 
In the 20 micrometers (μm) scale image taken at 617 magnifications, it is seen that 
the carbon fibers have a uniform distribution. It has been observed that the fiber-
matrix interfacial bonding is good.
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Fig. 8 SEM images of SCF10PA6 specimen 

4 Conclusion 

With the addition of 10 wt% of SCF, a 33% increase in the ultimate tensile strength 
of PA6 matrix material was observed compared to Pure PA6. The decomposition of 
PA6 at high temperatures makes its usage area widespread. It has been observed that 
it is possible to produce fiber-reinforced PA6 by additive manufacturing. Plastic 
materials are a good solution to reduce fuel consumption thanks to their low weight 
compared to metals. Also, the use of a thermoplastic matrix is critical for sustain-
ability. These materials and manufacturing methods can be used for parts with small 
production volumes and complex geometries. Especially in aircraft cabin applica-
tions, various technical requirements must be met to limit fire inside the cabin and 
provide a safe environment for passengers. With the studies to be done on this 
subject, these materials may find use in aerospace applications. For this reason, new 
thermoplastic product development studies containing flame retardant additives can 
be carried out. 

Compared to traditional manufacturing methods, the cost per unit increases as the 
geometric complexity increases in traditional manufacturing methods. In additive 
manufacturing methods, the unit cost of production is fixed. In addition, complex 
parts that cannot be produced with traditional manufacturing methods can be 
produced at the same unit costs. In additive manufacturing, the unit cost is fixed. 
In additive manufacturing, the number of productions is not important. This provides 
significant advantages in areas where there is a small number of parts production and 
in shortening the spare parts supply chain.
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Integration of Sustainability 
and Digitalization in Air Logistics: Current 
Trends and Future Agenda 

Volkan Yavas and Yesim Deniz Ozkan-Ozen 

1 Introduction 

In todays’ global world, digitalization and sustainability are two major trends that 
shape the business environment. With the Fourth Industrial Revolution, digitaliza-
tion became a significant competitive advantage element for organizations. How-
ever, while focusing on economic gains, organizations need to consider social and 
environmental issues as well. Therefore, sustainability and digitalization can be seen 
as two inseparable parts for organizations. A supporting view was given by de Sousa 
Jabbour et al. (2018) as  “these cannot individually be considered new industrial 
revolutions; through their overlap and synergy they may together comprise a distinct 
industrial wave that will change worldwide production systems forever”. 

The impact of digitalization and sustainability is on the entire supply chains, and 
all the stages are affected from the tremendous changes. As one of the core elements 
of supply chains, logistics operations need to meet the sustainability goals while 
staying up to date through digitalization. 

This research especially focuses on air logistics, due to its critical role in todays’ 
globalized world. Although digitalization has a great potential to support sustainable 
processes, there is a gap in the field of air logistics in terms of integration of 
digitalization and sustainability. Therefore, the main motivation of this research is 
to contribute in the air logistics field in terms of integrating sustainability and 
digitalization. 
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From this point of view, our aim is to present current trends and future research 
directions for sustainable air logistics in the digital era by conducting a bibliometric 
analysis. To do so, VOSViewer program is used to conduct a co-occurrence analysis, 
and current research trends are revealed. 

This paper is structured as follows: after the introduction part, a short literature 
review is presented. Then methodology section is included in implementation and 
discussions part, and conclusion section is located at the end of the study. 

2 Literature Review 

Literature that directly covers the concepts of digitalization, sustainability and air 
logistics is limited, and most of them include technology-based applications. 

For instance, Choi et al. (2019) worked on blockchain technology and especially 
focused on supply chain operations risks in the air logistics sector. Similarly, Di Vaio 
and Varriale (2020) also focused on blockchain technology and analysed the rela-
tionship with sustainability with a case of airport industry. One of the most important 
question marks in terms of sustainability in the aviation logistics is energy consump-
tion or, in other words, the traditional fuels used and the conversion process to 
electric fuel. In this sense, examining the general structure and energy requirement of 
aircraft with the concept of digital twin will be an effective approach in terms of 
sustainability (Portapas et al., 2021). 

Furthermore, Kelemen et al. (2020) proposed an educational information soft-
ware for sustainability risk assessment that can be applied to airport network and 
information system. On the other hand, Ordieres-Meré et al. (2020) worked on 
exploring the perspective of sustainability during digital transformation in 
manufacturing and air transport industry. They especially focused on knowledge 
creation and new organizational strategies. Finally, Paprocki (2021) aimed to fulfil 
the gap in transport sciences by proposing digital technologies and innovative 
solutions for sustainability purposes, especially climate policy. 

As it can be seen from the brief literature summary, the field of sustainability and 
digitalization in air logistics industry is promising, and revealing the current trends 
and future research direction could be beneficial. From this point of view, a content 
analysis is conducted in this research. Details related to methodology, 
implementations and results are presented in the following section. 

3 Methodology 

This study can be called a mixed study as a method. In this sense, the study consists 
of two different steps. These two different methods were used together and 
intertwined. Related studies have been searched and listed in Web of Science and 
Scopus, which are databases of mostly high-quality journals. Then, an analysis was



made through the VOSViewer program for bibliometric analysis. VOSViewer is a 
software for creating maps based on network data and for visualizing and exploring 
them, mainly designed for bibliometric network analysis but used for any type of 
network data (Van Eck & Waltman, 2013). The network map shown in Fig. 1 was
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Fig. 1 Co-occurrence analysis of the listed studies



created by this software. While creating the network map, the keywords in the listed 
studies were used. Details about the network map are given in the next section. 
Afterwards, the studies to which the keywords belong were read in detail, and the 
studies directly related to the subject were referenced in the previous and next 
sections.
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4 Findings 

While there are various studies on sustainability in aviation, the field of “air 
logistics” was evaluated from the perspective of digitalization. For this purpose, a 
content analysis was carried out with academic studies obtained by literature review. 
In the Scopus database, the keywords “sustainable, logistics and digital” are scanned 
in the context of “title, abstract and keyword”. The results list studies containing the 
keyword “aviation”. As a result of the listing study, 31 studies were produced, and 
co-occurrence analysis was carried out through the VOSViewer program. 

In the co-occurrence analysis revealed in Fig. 1, clusters expressed in different 
colours refer to keywords that are closely related to each other in studies. The 
thickness/size of the keywords refers to the frequency of the studies, and the lines 
between them refer to their relationship with each other. 

Accordingly, the cluster expressed in green colour (Fig. 2) contains the keywords 
of sustainable development and air transport together, where words about smart 
cities, warehouses and automation systems stand out. The studies here are important 
in that they show the critical elements in ensuring sustainability in aviation. The red 
cluster (Fig. 3), with which keywords related to Industry 4.0 and its elements are 
closely related, illustrates the technical elements in the studies. Here, along with the 
digital transformation, information technologies and the blockchain system draw 
attention. 

In Fig. 4, three different clusters are shown in detail. The purple cluster with 
keywords such as supply chain, cold chain and quality points to operational ele-
ments. It draws attention to the environmental elements of the blue cluster, which 
contains keywords such as energy, emissions and carbon footprint. Finally, it can be 
said that the yellow cluster containing keywords such as China, COVID-19 and 
logistics also contains current elements.
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Fig. 2 Sustainability and air transport relations 

5 Implementation and Discussions 

The limitation of the number of researches on air logistics and sustainability natu-
rally creates a limitation in keywords. It will also be possible to catch different clues 
in analysis to be made on the concepts of sustainable aviation or sustainable 
logistics. However, in essence, it is critical to consider Industry 4.0 elements with 
a “technical, operational and environmental” main point of view in order to ensure 
sustainability in air logistics processes. In this sense, it would be meaningless to 
consider sustainability in air logistics processes from a single point of view, and it is 
estimated that any improvement in any process will create a change like a whiplash 
effect.
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Fig. 3 Industry 4.0 elements 

In addition to academic studies and theoretical knowledge, it will be important to 
examine the existing applications in the sector in order to see the whole picture. The 
reinterpretation and transformation of current problems, bottlenecks and current 
solution proposals in the perspective of Industry 4.0 will be one of the most logical 
steps to be taken in the short term for sustainability in air logistics.
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Fig. 4 Operational, environmental and current elements 

6 Conclusion 

This study is an initial attempt to present the potential of integrating of sustainability 
and digitalization in air logistics. A content analysis was conducted with the 
participation of 31 studies, and co-occurrence analysis was made by using 
VOSViewer program. 

As a result of the study, it is revealed that there are many open research areas in 
the sustainable air logistics in digital era. To start with, integrating sustainable 
development principles with digitalized air logistics operations can be suggested



for the future research. Moreover, technology-based applications in air logistics for 
sustainable practices can be conducted, and new ways for minimizing environmental 
impacts by using digital technologies can be investigated. Finally, new business 
models for post-COVID-19 era in air logistics can be developed by integrating 
sustainability principles and digital technologies. 
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Design of PI Controller for Longitudinal 
Stability of Fixed-Wing UAVs 

Veena Phunpeng, Wilailak Wanna, and Thongchart Kerdphol 

I Integral 
P Proportional 
PI Proportional-Integral 
PID Proportional-Integral-Derivative 
UAVs Unmanned aerial vehicles 

1 Introduction 

Unmanned aerial vehicles (UAVs) are gaining more attention in a wide range of 
applications of both military and civilian services (Aziz et al., 2018) such as Predator 
and Global Hawk (Chaoxing et al., 2019). UAVs have many applications including 
surveying, mapping, inspection, and security (Pakorn et al., 2018). UAVs can be 
divided into various classifications by the depth of action, the multiplicity of UAV 
application, the duration of the UAV flight, the UAV take-off weight in kg, and the 
way of landing the UAV (Brovchenko, 2015). The method of landing can be divided 
into several categories including fixed–wing, helicopter, quadcopter, hexacopter and 
octocopter (Jeongeun et al., 2019). 
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Fixed-wing UAVs are different from quadcopters. Fixed-wing UAVs require a 
runway for take-off and landing. Fixed-wing UAVs have main advantages in 
controlling hover ability/ranges, flying at a high altitude, improving flight endurance, 
and carrying more payloads (Junyu et al., 2020). The wings of such UAVs are fixed, 
and the bodies are rigid structures (Prithvi et al., 2021). Fixed-wing UAVs easily 
lose their stability when facing a sudden change of disturbances. The disturbances 
mainly involve weather conditions and wind gusts, which can cause the fixed-wing 
UAVs to lose their control of direction and attitude. A significant disturbance can 
cause rapid changes related to the wing lift force, leading to the stalling of UAVs 
(Jun et al., 2019). Thus, controlling the stability of the UAVs is a critical issue. 

For the autonomous control of the fixed-wing UAVs, the controller must be 
robust to wind gust disturbances (Erdal et al., 2017). Therefore, fixed-wing UAVs 
need a suitable controller that can compensate immediately for the sudden distur-
bances to enhance UAV performance and stability (Chenggong et al., 2009). 

In control systems, adaptive feedback controllers (e.g., Proportional-Integral 
(PI) and Proportional-Integral-Derivative (PID)) are widely used in industrial sys-
tems to control errors in manufacturing plants (Thongchart et al., 2018, 2019). Such 
controllers can also be applied to control the UAV system. Most of the feedback 
controllers in UAVs are used for attitude stability control (Hongru et al., 2019). To 
reduce the designed complexity, the PI controller can be used to improve the 
performance of the longitudinal motion and disturbance rejection (Ahmed et al., 
2015). The PI controller consists of proportional and integral controllers. The 
proportional term immediately impacts the error of the system, while the integral 
term continually sums up an error (Lalitesh et al., 2014), stabilizing the system. 

In previous research, the authors developed a completed function of the UAV 
platform to develop a suitable flight control system. The fixed-wing UAVs (i.e., 
ARF60 model) are used for longitudinal modeling (Amer et al., 2009). The model 
was thoroughly analyzed using the linearized state space (Amer et al., 2009). 

This paper focuses on the design of the PI controller for the longitudinal stability 
of fixed-wing UAVs. To study the longitudinal stability, the UAV pitch motion is 
linearized in terms of the state-space modeling. To analyze the PI control effects, the 
gains of KP and KI are varied by ±50% of their original values after disturbances. 
Then, the optimal gains of KP and KI are obtained by the build-in tuner in MATLAB/ 
Simulink® . The optimal gains of KP and KI are chosen from the settling time. 

The remaining part of the paper is organized as follows: the system modeling part 
presents the pitch motion behavior, longitudinal state-space model, and pitch angle 
transfer function. The design of the controller part proposes the tuning of PI 
controller for longitudinal stability of the fixed-wing UAV. The discussion part 
shows the simulation results of the pitch angle control system with the designed PI 
controller. The conclusion comes at the end of the last section.
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2 System Modeling 

The movements of fixed-wing UAVs can be divided into the sections of roll, pitch, 
and yaw that follow the UAV axes of X, Y, and Z (Jin et al., 2018). The UAV 
movements are characterized by the rotation around the axes of the UAVs. Each axis 
(X, Y, and Z ) is an imaginary line that passes through the center of gravity (CG) point 
(see Fig. 1). 

The pitch process is characterized by the UAVs moving around the Y-axis. The Y-
axis runs from the left wingtip to the right wingtip. The pitch relates to the nose of the 
UAVs, indicating the nose up or nose down. The pitch is controlled by an elevator 
that is installed on the tail section in the horizontal. The moving up or moving down 
of the elevator (the elevator deflection angle, δe) can cause the change of pitch angle 
(θ) (Jun et al., 2019); see Fig. 2. The UAV movements can be explained using the 
dynamic equation of motion. This equation relates to the stability and control of the 
UAVs. The action of the system is described by a derived state-space model 
(Michale, 2007). 

The state-space model represents the mathematical relationship that uses the 
matrix method to solve the equation of motion (e.g., linear dynamic system prob-
lems) (Soliman & Kandari, 2010). The longitudinal model of ARF60 UAV (see 
Eq. 1) can be described by the derived state-space model with typical flight control 
parameters (Va = 20 m/s, h = 100 m, ∅ = 0) (Ahmed et al., 2015). 

Fig. 1 The control axes of fixed-wing UAVs
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Fig. 2 Longitudinal control motion of UAVs 
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The pitch angle transfer function can be obtained by solving Eq. (1), which can be 
written as: 

θ sð Þ  
δe sð Þ  =

- 147:7s2 - 1434s- 428:3 
s4 þ 36:45s3 þ 113:2sþ 221:5 ð2Þ 

3 Design of Controller 

Usually, the controller is employed to compensate changes (i.e., error) from the input 
of the system (i.e., disturbance) and generates a suitable signal to control the output. 
The adaptive feedback controller measures the output of the system to compare with 
the input. Then, the difference value (error) is used to modify the system to achieve 
the desired setpoint (input) (Peter et al., 2020).
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Fig. 3 The designed PI control for pitch angle system 

The PI controller consists of the Proportional (P) and Integral (I) parts. The P 
controller provides a proportional gain (KP) to modify the error signal of the system. 
The I controller provides an integral gain (KI) to improve the transient response and 
overshoot of the system (Kiam et al., 2005). In this study, the step input is set as the 
sudden disturbance to the system. The optimal gains of KP and KI are obtained from 
the MATLAB® tuning. The optimal gains are varied by ±50% of original values 
against the applied disturbances. The overview of PI control for UAV pitch angle is 
shown in Fig. 3. 

The rule of the PI controller for pitch angle can be written as: 

Y sð Þ=D sð Þ-E sð ÞKPI sð Þ ð3Þ 

where D(s) is the disturbance (input), Y(s) is the output of the system, KPI is the 
output of PI controller, and E(s) is the error of the system. 

The dynamic transfer function of PI control can be written as (Andrei et al., 
2018): 

KPI sð Þ=KP þ KI 

s
ð4Þ 

where KP is the proportional gain and the KI is the integral gain. 

4 Results and Discussion 

In this section, the optimal gains of P and I controllers are tuned by the build-in 
tuner-based MATLAB/Simulink® . The optimal gains of KP and KI are chosen from 
the desired constraints. The constraints are set to deal with an overshoot of less than 
20% of its original value and a settling time of less than 1 s. The applied disturbance 
refers to the change of 1° of pitch angle. 

To evaluate a suitable trade-off between system stability and controller gains, the 
gains of KP and KI are varied by ±50% of original values against the applied 
disturbance.
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Figure 4 shows the system response of the UAV pitch angle against the variations 
of proportional control (±50% of its original value), while KI is a constant value. The 
zoom-in view of Fig. 4 is shown in Fig. 5. The result indicates that increasing KP 

improves the response of the system by reducing the rise and settling time. However, 
the increasing KP also increases the overshoot of the system. On the other hand, 
reducing KP increases the rise time, overshoot, and settling time that affects the large 
oscillations of the system. 

Then, the system response of the UAV pitch angle is varied against the variations 
of integral control (see Fig. 6). When the KI is varied by ±50% of its original value, 
while KP is a constant value. The zoom-in view of Fig. 6 is shown in Fig. 7. It  is  
found that the increasing KI reduces the rise time and settling time of the system, but 
it also increases the overshoot of the system. Vice versa, the reducing KI increases 
the rise time and settling time, but it also reduces the overshoot of the system. 

Finally, the system response with the optimal PI controller is shown in Fig. 8. 
Without the PI controller, the system has a very large overshoot over -5.5° with a 
long settling time of over 40 s. The result shows that the system without the 
controller has a prolonged response in dealing with overshoot and setting time, 
leading to an unstable system. 

By applying the optimal gains of KP of -2.5919 and KI of 4.9355 obtained from 
the built-in tuner, it is found that the system overshoot is reduced to 1.18° and the

Fig. 4 Response of the UAV pitch angle with variations of P control (constant KI)
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Fig. 5 Zoom-in view of the response of the UAV pitch angle with variations of P controller 

Fig. 6 Response of the UAV pitch angle with variations of I control (constant KP)
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Fig. 7 Zoom-in view of the response of the UAV pitch angle with variations of I control 

Fig. 8 Response of the UAV pitch angle with and without PI control



settling time is also suppressed to 0.713 s. Therefore, it is confirmed that the desired 
PI controller could reduce the overshoot and settling time of the system, leading to 
the improvement of UAV stability.
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5 Conclusion 

Fixed-wing UAVs easily lose stability when facing sudden disturbances. Distur-
bances can cause fixed-wing UAVs to lose control of direction and attitude. It can 
cause rapid changes in wing lift force, leading to the stalling of UAVs. Therefore, 
controlling the stability of the UAVs is a critical issue. To enhance the stability of the 
longitudinal dynamic system, the PI controller is applied to the UAV pitch angle 
system. The optimal gains of KP and KI are -2.5919 and 4.9355, respectively. To 
analyze the dynamics of the PI controller, the gains of KP and KI are varied by ±50% 
of original values after the disturbance. It is found that the increasing KP reduces rise 
time, overshoot, and settling time of the system. The increasing KI reduces the rise 
time and settling time of the system, but it also increases the overshoot of the system. 
From the results, the PI controller can reduce the overshoot and settling time of the 
system. The optimal PI controller gives a faster response system than the system 
without the controller, leading to the improvement of the longitudinal stability of 
UAVs. In future work, the longitudinal stability system can be further extended to 
robust control to deal with more uncertain parameters in UAVs. 
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Effect of Work Shift Rotating on Fatigue 
Levels of Aircraft Mechanics in Line 
Maintenance 

Monchai Suraratchai, Tutchakorn Siripanichsutha, 
and Pornnipa Voraprapaso 

1 Introduction 

The aviation industry was rapidly growing in recent years. High demand in aircraft 
usage along with competition push the need of aircraft mechanics to work as shift, 
especially the maintenance work that done daily at ramp area which are call the line 
maintenance. High pressure due to schedule induces stress and fatigue to mechanics. 

Fatigue is generally referred to as a physiological condition, which causes a 
decrease in physical and mental performance. A consensus definition of fatigue is 
difficult. And it is generally accepted that fatigue and fatigue-related impairment are 
influenced by prior sleep history, work hours, workload, and length of time spent 
awake (Dorrian et al., 2011; Dawson & McCulloch, 2005). Measuring fatigue is 
subjective, and the rating scales are the only available tools to assess fatigue (Shahid 
et al., 2010). The Swedish Occupational Fatigue Inventory (SOFI) was developed to 
understand the concept of fatigue by measuring the subjective dimensions of work-
related fatigue in different occupations (Åhsberg, 1998). SOFI consists of 20 expres-
sions, distributed on the dimensions of lack of energy, physical exertion, physical 
discomfort, lack of motivation, and sleepiness (Åhsberg, 2000). Shift workers are at 
risk of fatigue or sleepiness caused by work-related fatigue, which was a result of 
insufficient restorative sleep due to circadian disruption (Costa, 1996; Hossain et al., 
2003; Shen et al., 2006). Recovery durations are an important factor to reduce 
fatigue, since on the first day of the rest period, shift workers scored poorer on the 
sleep quality (Merkus et al., 2015). 

“Shift work system” is introduced in aircraft maintenance process to respond to 
the rapidly growing aviation industry today and to be able to use resources and
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manpower for existing maintenance to be more efficient and cost-effective. It is used 
in scheduling operations in the aviation industry to change the time characteristics of 
the aviation personnel resulting in continuity in operations. Different shift systems 
are used, resulting in different fatigue (Åhsberg et al., 2000; Hakola & Härmä, 2001; 
Shen et al., 2006). Fatigue is part of human factors that will reduce human perfor-
mance and increase the chance of accidents while performing maintenance work. It 
also causes negative effects on aircraft organizations or even aircraft technicians 
themselves. Thus, this study aims to evaluate the effect of work shift system on 
fatigue in order to improve shift management to reduce the risk of accidents that may 
occur from fatigue.
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2 Method 

2.1 Participants and Data Collection 

The participants are aircraft mechanics working on the line maintenance at Don 
Mueang International Airport. The aircraft mechanics include 164 males and 
20 females; the age distribution is 61 (33%) from 20 to 24 years old, 65 (35%) 
from 25 to 29 years old, 28 (15%) from 30 to 34 years old, and 30 (16%) older than 
35 years old. There are three types of shift system examined in this research. Shift 
systems P1 and P2 are slow-rotating shifts, and shift system P3 is a fast-rotating 
shift, and all shift systems are listed in Table 1. 

2.2 Dependent Variables 

Fatigue The paper used the Swedish Occupational Fatigue Inventory (SOFI) to 
assess fatigue level of the aircraft mechanics. The SOFI was developed by Åhsberg 
et al. (1997) to contribute to the understanding of the concept of fatigue by measur-
ing the subjective dimensions of work-related fatigue in people from different

Table 1 Shift system No. Shift system 

P1 
(slow-rotating shift) 

Two 12-h morning shifts 
Two 12-h night shifts 
Four days off 

P2 
(slow-rotating shift) 

Four 12-h night shifts 
Four days off 

P3 
(fast-rotating shift) 

Two 12-h morning shifts 
Two days off 
Two 12-h night shifts 
Two days off



occupations. The SOFI consists of 20 items belonging to the 5 dimensions: lack of 
energy (items: worn out, spent, drained, overworked), physical exertion (items: 
palpitations, sweaty, out of breath, breathing heavily), physical discomfort (items: 
tense muscles, numbness, stiff joints, aching), lack of motivation (items: lack of 
concern, passive, indifferent, uninterested), and sleepiness (items: falling asleep, 
drowsy, yawning, sleepy). The feelings of being tired are graded from 0 (not had 
such feelings at all) to 6 (had such feelings to a very high degree). Lack of energy is 
general qualitative fatigue which reflects both the physical (the factors of physical 
exertion and physical discomfort) and mental (the factors of lack of motivation and 
sleepiness) (Åhsberg et al., 2000). In this study, the SOFI dimension was translated 
to local language and was proven by expertise in human factor and high experience 
mechanics. The pilot test was conducted to verify the reliability with Cronbach’s 
alpha (α), which was measured as 0.861.
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2.3 Independent Variables 

Shift system The duration of work shifts that is designed to cover the day is usually 
either 8 h or 12 h; however, the aircraft line maintenance mostly uses 12 h shift work. 
Three types of shift system were examined in this study: two shift systems (P1 and 
P2) are classified as slow-rotating shift and the other (P3) is fast-rotating shift. 

Sleep durations Sleep is a mechanism to recover from work-related fatigue. The 
study of Dorrian (2011) suggests that sleep duration less than 5 h or more than 16 h 
of wakefulness can significantly increase the likelihood of fatigue. This study 
collected sleep duration by dividing into three groups: less than 5 h, 5 h–8 h, and 
more than 8 h. 

Work experience Work experience represents the duration that participants expe-
rience in shift work. Higher work experience means higher duration in shift system. 

2.4 Statistical Analysis 

Descriptive statistics were used to obtain a simple measure of each dimension, a 
mean of five SOFI fatigue ratings. Analysis of variance (ANOVA) and two-way 
analysis of variance and analysis of covariance (ANCOVA) were performed on the 
data collected to test the differences between groups (shift system and work 
experience).
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3 Results and Discussion 

3.1 Participant Demographics 

Difference in participant demographic and work-related background variables 
between the shift pattern groups is shown in Table 2. Most of the participants 
were male due to the nature of job. Shift systems P1 (49 participants) and P2 
(52 participants), which are slow-rotating shifts, are equal to 55% of samples, and 
shift system P3 (83 participants) is 45% of samples. 

3.2 Difference Between Shift Systems 

Results show that shift systems P1 and P2, which are slow-rotating shifts, have the 
higher rating in lack of energy dimension than shift system P3, which is a fast-
rotating shift. But, in the lack of motivation and sleepiness dimensions, the rating 
from shift systems P1 and P2 (slow-rotating shift) is less than shift system P3 (fast 
rotating), as shown in Table 3. Analysis of variance (ANOVA) is used to test the 
differences, and the results show that the difference between shift systems P1 (swing 
shift: 2 day shifts and two night shifts) and P2 (permanent shift: four night shifts) 
was not significant. This result is consistent with the finding from Merkus et al. 
(2015) that the swing shift had no effect on fatigue. 

But the fatigue was affected by the shift rotating system, as found in the study of 
Hakola, T., and Härmä, M. (2001). Fast-rotating shift had less fatigue in terms of 
lack of energy (P3 < P2). However, some contradictions had been found, and the

Table 2 Demographic characteristics within each shift pattern 

Shift system 

P1 
(slow rotating) 

P2 
(slow rotating) 

P3 
(fast rotating) 

Total 49 (27%) 52 (28%) 83 (45%) 184 (100%) 

Gender M 38 (21%) 46 (25%) 80 (43%) 164 (89%) 

F 11 (6%) 6 (3%) 3 (2%) 20 (11%) 

Age 
(years old) 

20–24 15 (8%) 11 (6%) 35 (19%) 61 (33%) 

25–29 20 (11%) 21 (11%) 24 (13%) 65 (35%) 

30–34 3 (2%) 8 (4%) 17 (9%) 28 (15%) 

>35 11 (6%) 12 (7%) 7 (4%) 30 (16%) 

Work experience 
(years) 

<2 13 (7%) 11 (6%) 28 (15%) 52 (28%) 

2–4 12 (7%) 8 (4%) 29 (16%) 49 (27%) 

>4 24 (13%) 33 (18%) 26 (14%) 83 (45%) 

Sleep duration <5 h 6 (3%) 15 (8%) 5 (3%) 26 (14%) 

5–8 h 37 (20%) 35 (19%) 53 (29%) 125 (68%) 

>8 h 6 (3%) 2 (1%) 25 (14%) 33 (18%)



SOFI fatigue
dimension

F;
df = 2 p

result in this study shows that the slow-rotating shift is more suitable to reduce the 
mental fatigue, and age of population and shift pattern may be the reason of 
difference.

Effect of Work Shift Rotating on Fatigue Levels of Aircraft Mechanics. . . 131

Table 3 Demographic characteristics within each shift pattern 

P1 (slow); 
n = 49 

P2 (slow); 
n = 52 

P3 (fast); 
n = 83 

Total; 
n = 184 

Mean 
(SD) 

Mean 
(SD) 

Mean 
(SD) 

Mean 
(SD) 

Lack of energy 3.7 (0.9) 4.1 (1.1) 3.5 (1.6) 3.7 (1.4) 3.809 0.024* 
(P2 > P3) 

Physical exertion 2.2 (1.2) 2.6 (1.4) 2.7 (1.8) 2.6 (1.6) 1.494 0.227 

Physical 
discomfort 

2.3 (1.3) 2.6 (1.4) 2.6 (1.8) 2.5 (1.6) 1.007 0.367 

Lack of 
motivation 

1.7 (1.5) 2.1 (1.3) 2.7 (1.9) 2.2 (1.7) 5.982 0.003* 
(P1 < P3) 

Sleepiness 2.7 (1.5) 3.2 (1.5) 3.7 (1.7) 3.3 (1.6) 6.290 0.002* 
(P1 < P3) 

Remark: *p < 0.05 

3.3 Effect of Work Shift Rotating and Work Experience 

Some studies have shown that gender also had an effect on fatigue (Åhsberg, 2000); 
however, there is a small amount of female sampling in shift system P3, and to 
exclude the effect of gender and prevent bias result, only male respondents were 
considered. The fatigue rating of shift systems P1 and P2 had been merged as the 
slow-rotating shift and was compared to the fast-rotating shift. Two-way analysis of 
variance and analysis of covariance (ANCOVA) was used to study the different five 
fatigue dimensions of two independent variables (work experience and shift rotat-
ing), while sleep duration was used as covariate. 

The results are shown in Table 4. It demonstrates that there is no difference in lack 
of energy dimension, but both physical fatigue (physical exertion and physical 
discomfort dimensions) and mental fatigue (lack of motivation and sleepiness 
dimensions) ratings of the slow-rotating shift are significantly less than the fast-
rotating shift. Since the fast-rotating shift has less recovery duration, this may be the 
main factor (Merkus et al., 2015) that causes higher fatigue. 

Lack of energy and physical fatigue (physical exertion and physical discomfort) 
are also dependent on the work experience. As shown in Fig. 1, work experience 
between 2 and 4 years has experience in highest level of lack of energy and physical 
fatigue (physical exertion and physical discomfort). A correlation exists between 
work experience and the fatigue rating; however, whether this correlation is causal 
cannot be concluded.
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Table 4 Significant test of SOFI fatigue dimensions of work experience and shift rotating 

SOFI fatigue dimension Work experience Shift rotating Work experience × shift rotating 

Lack of energy F 5.018 1.094 3.343 

p 0.008* 0.297 0.038* 

Physical exertion F 4.451 7.862 1.313 

p 0.013* 0.006* 0.272 

Physical discomfort F 5.136 6.119 1.506 

p 0.007* 0.014* 0.225 

Lack of motivation F 1.400 20.381 2.104 

p 0.250 0.000* 0.125 

Sleepiness F 1.236 10.723 1.476 

p 0.293 0.001* 0.232 

Remark: *p < 0.05 

Fig. 1 SOFI fatigue dimensions of work experience for slow-rotating shift 

Considering the interaction between work experience and shift rotating, the high 
work experience with fast-rotating shift and the fatigue rating in lack of energy 
tended to increase significantly. This reflects that high exposure to fast-rotating shift 
can cause high level of fatigue rating in lack of energy (Fig. 2).
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Fig. 2 SOFI fatigue dimensions of work experience for fast-rotating shift 

3.4 Limitation 

There are some limitations to the current study that must be noted. First, this study 
focused on subjective fatigue, and no objective performance indicators were ana-
lyzed for this study. Such measures may be of benefit, particularly access to 
performance record, incidents, accidents, or near-misses. These data would have 
been of benefit had they been available. Second, case study was selected from two 
companies, although these two companies were quite similar in terms of location and 
operations, but there may be some latent factors that cannot be controlled in this 
study. Generalization should be done with caution. 

Finally, the Swedish Occupational Fatigue Inventory (SOFI) was chosen for this 
study as it has been validated (Åhsberg et al., 2000) and widely used (Shen et al., 
2006) and was considered to be the optimal choice at the time the studies were 
conducted. Other tools that are available could be used to compare and confirm the 
results of the study. 

4 Conclusion 

In conclusion, the fast-rotating shift had more negative impact on physical fatigue 
and mental fatigue than slow-rotating shift. Overall fatigue in slow-rotating shift was 
higher than fast-rotating shift due to the extended shift work, but the difference was 
not statistically significant. Extended shift work might have a negative effect on 
overall fatigue and physical fatigue; especially, extended fast-rotating fatigue might 
increase significantly than overall fatigue.
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Finally, this research contributes to the understanding of the effect of shift 
rotating on subjective fatigue. Therefore, in shift system design, the recovery 
durations might be one of the main factors to reduce risk of work-related fatigue. 
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Strength Analysis of a Wing Structure 
for a Single Turboprop Normal Category 
Aircraft 

Vis Sripawadkul and Phacharaporn Bunyawanichakul 

1 Introduction 

Developing an aircraft involves a lot of effort regarding the market, technical data, 
commercial analysis, payload, range, and mission. The aviation sector had been 
growing rapidly prior to the pandemic in 2019 that has had a major impact not only 
on aviation but also on the world economy. Now, after almost 2 years, the general 
aviation sector has started to make a good recovery. The General Aviation Manu-
facturers Association recently released its aircraft shipment report that indicated a 
45.4% increase in turboprop aircraft in the first 6 months of 2021 compared to the 
same period in 2020, as the highest growth among all types (Table 1). 

The objective of this study was to develop a wing geometric model (3D) and 
perform structural analysis to determine the wing structural requirements and mass 
for a single turboprop aircraft in the normal category according to 14 Code of 
Federal Regulations (CFR) Part 23. These requirements are:

• Symmetrical positive and negative limit maneuvering load factor
• Mid-wing stiffness: wing tip displacement <5% of the wing’s half span
• Wing mass estimation <12% of maximum take-off weight
• Margin of safety >0.5 

In this study, the simplified model of the wing structure was composed of a single 
box-shaped spar, ribs, and skin with some cutouts excluding stringers and dimen-
sions of control surfaces. The analysis was performed using aluminum as the 
material, with its structural response for overall strength and tip deformation 
obtained using finite element analysis. 
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• Maximum take-off weight
• Basic empty weight
• Maximum usable fuel
• Maximum usable load
• Engine power
• Take-off
• Take-off over 50 ft obstacl
• Climb rate
• Maximum operating altitud
• Stall speed with flaps
• Maximum cruise speed
• Landing ground roll
• Wingspan
• Length
• Height
• Cabin width
• Wing area
• Taper ratio
• Airfoil
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Table 1 First half aircraft 
shipments and billings 

Aircraft type 2020 2021 % change 

Piston airplanes 503 565 +12.3% 

Turboprops 152 221 +45.4% 

Business jets 244 264 +8.2% 

Total airplanes 899 1050 +16.8% 

Total airplane billing $7.9B $8.6B +9.4% 

Piston helicopters 63 83 +31.7% 

Turbine helicopters 194 258 +33% 

Total helicopters 257 341 +32.7% 

Total helicopter billing $1B $1.4B +37.7% 

Source: General Aviation Manufacturers Association 

1.1 Wing External Geometry 

The aircraft had the following specifications: 

2200 lbs 
990 lbs 
616 lbs 
264 lbs 
240 hp 
1312 ft 

e 1968 ft 
3000 ft/min 

e 28,000 ft 
61 KCAS 
320 KTAS 
1148 ft 
28.5 ft 
21.0 ft 
8.92 ft 
4.13 ft 
95.1 ft2 

0.6 
NACA 
652-415 

The wing structural mass was 264 lbs, with the wing incidence angle at root 
3 degrees with a -3-degree twist angle.
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1.2 Forces on the Wing 

1.2.1 Aircraft Flight Envelope (Gust Included) 

Referring to Title 14 Code of Federal Regulations (CFR) Part 23, the maximum 
positive and negative load factors for the normal category are +3.8 and -1.5, 
respectively. The stall speed was determined at the corresponding maximum lift 
coefficient of the NACA 652-415 airfoil (Airfoil Tools, 2021), while the dive speed 
was 1.4 times the cruise speed. Gust wind speeds of 50 and 25 fps were included to 
determine the load factors at cruise speed and dive speed, respectively. The com-
bined flight envelope is shown in Fig. 1. 

1.2.2 Critical Forces and Moments 

Spanwise lift distribution was calculated using the lifting-line theory initially devel-
oped by Prandtl (Sadraey, 2013). First, the wing was divided into N segments along 
the span with each corresponding angle θ, as shown in Fig. 2. 
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Fig. 1 Combined flight envelope
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Fig. 2 Angles corresponding to each segment in lifting-line theory 

The aim was to solve for coefficients A1 to An using the following equation: 

μðα- α0Þ= 
N 

n= 1 
AnsinðnθÞð1 þ μn 

sinθ
Þ 1Þ 

where α is the segment’s angle of attack and α0 is the segment’s zero-lift angle of 
attack. The parameter μ is defined as: 

μ= 
CiCl,α 

4b
ð2Þ 

where Ci is the segment’s mean geometric chord, Cl, α is the segment’s lift curve 
slope, and b is the wingspan. Each segment’s lift coefficient was finally determined 
using the equation: 

CLi = 
4b 
Ci 

AnsinðnθÞ 3Þ 

The shear force and bending moments due to wing structure weight and lift were 
calculated along spanwise positions at the maximum load factor and with a margin of 
safety of 0.5 for two flight conditions: cruise and dive. The results of the level flight 
condition (n = 1) are shown in Fig. 3, where the critical shear force and bending 
moment occur at a dive condition corresponding to 4407 lbs and 312,555 in-lb 
compared to 2207 lbs and 155,970 in-lb for the dive and maximum cruise speed, 
respectively. These loads were used as requirements for the wing structure design in 
the later simulation.
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Fig. 3 Wing-bending moment diagram at n = 1 

2 Wing Structure Analysis 

2.1 Wing Structural Layout 

Only the half wing was modeled due to the symmetry related to the mid-fuselage. 
The wing model was developed with constant taper and twist and used 7075T6 
aluminum sheets, with its material properties shown in Table 2. All wing compo-
nents in the model were initially developed based on the available thicknesses of the 
sheet: 0.04″, 0.063″, and 0.125″ (Aircraft Spruce, 2021). 

From the wing loading calculation above, all wing components were initially 
designed and sized using basic theory (Megson, 1999; Brandt et al., 2004) within the 
framework. Then, several simplified models were developed. For each model, the 
structural response was simulated and analyzed to fulfill the objectives of this study 
in terms of strength, deformation, and weight. The wing components were finalized 
under a skin surface consisting of a single spar and nine ribs (Fig. 4). The spar box 
running along the wingspan had its center located at 40% of the chord. All ribs were 
set with uneven spacing according to the non-uniform load distribution with some 
lightening holes. The model was prepared as a surface with no defined thickness, 
which was later identified in the pre-processing tool.
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Table 2 Properties of 
7075T6 aluminum sheet 

Property Value 

Density, lb/in3 0.101518 

Young’s modulus, Msi 10 

Poisson’s ratio 0.33 

Yield strength, ksi 64 

Ultimate tensile strength, ksi 75 

Fig. 4 Wing model from top, side, front, and 3D view 

2.2 Thickness Attribution 

From the wing simplified model, all wing components were created as 2D shells. 
The thickness of each part was defined using different colors, as shown in Fig. 5. The 
identification of the shell type was “thick” when attributing the material to each 
surface. All skins had a thickness of 0.04″, and the spar webs had a thickness of 
0.125″. The thickness of the spar flanges corresponding to bays 1 to 3 from the wing 
root used three layers of 0.125″ aluminum plate, while the rest of the flanges had 
only two layers. The four ribs on the root side had a thickness of 0.063″, while the 
rest had a thickness of 0.04″. The total structural weight was estimated to be 117.97 
lbs, which was less than the wing mass estimation (132 lbs).
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Fig. 5 Thickness of each surface: from top view (left) and bottom isometric view (right) 

Fig. 6 Wing structure mesh (left) and boundary condition as cantilever beam (right) 

2.3 Meshing 

All surfaces were divided into several small elements using a curvature-based mesh. 
The maximum and minimum element sizes were 3″ and 1″, respectively. The general 
shape of the mesh for the whole wing is shown in Fig. 6. (left) and shows that the 
outer surface of the model meshing was smooth enough to perform the calculation. 
The orange color represents the bottom surface of the element, while gray represents 
the top surface of the element. 

2.4 Boundary Conditions 

The wing structure was considered as a cantilever boundary condition. The root 
location was fixed throughout the root rib boundary with no rotation and no 
displacement to simulate the mounting location to the fuselage as shown by green 
color in Fig. 6 (right).
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Fig. 7 Shear and torsion along spanwise direction 

2.5 Shear Forces and Torsions 

The force identified in the previous calculation was applied to the wing model, which 
was fixed at the root edge as a cantilever beam boundary condition. Figure 7 shows 
the shear and torsion distribution acting on the wing along a spanwise direction (the 
z axis as defined in the model). 

At a dive speed with the maximum load factor (n = 3.8), the total shear force 
applied on the wing structure was 16,747 lbs. The shear force (V ) was varied along 
the z-direction using the reference coordinates, which were originally located at 40% 
of the chord length, and was calculated using the equation: 

V zð Þ= - 2:39 × 10- 2 z2 - 1:792zþ 790:53 ð4Þ 

In the same manner, the pitching moment distribution function was applied to the 
wing spar about 40% of the chord length with a total intensity of 57,762 in-lb using 
the equation: 

T zð  Þ= - 3:79× 10- 2 z2 - 13:18zþ 2704 ð5Þ 

Both the shear and torsion functions were applied to the structure using the 
non-uniform distribution command. The analysis was performed including gravita-
tional force, as shown in Fig. 8.
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Fig. 8 Shear, torsion, and 
structural body force applied 
on the structure 

3 Results and Discussion 

Static structural analysis was performed, and the outputs in terms of Von Mises 
stress and displacement are shown in Fig. 9 (left) and Fig. 9 (right), respectively. It 
was clear that the Von Mises stress was locally high at the wing root because this was 
the fixed end location from the defined boundary condition. There were some 
localized stresses at the skin, spar, and rib connection, but the intensity of the stress 
was not severe. The stress contour showed the region having a margin of safety of 
0.5 at the wing-fuselage junction. This region could be reinforced during the 
manufacturing process. 

It was noted that the maximum displacement of 6.48″ occurred at the wing tip 
which satisfied the constraint of being less than 5% of the wing’s half span. The wing 
gradually twisted and deformed along its spanwise direction.
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Fig. 9 Von Mises stress of the wing (left) and wing displacement (right) 

4 Conclusion and Future Work 

Based on the information presented in the flight envelope and the critical wing 
loading, an initial wing structure was developed that met all aircraft structural and 
operational requirements according to Title 14 Code of Federal Regulations (CFR) 
Part 23. The simplified model developed successfully achieved the objectives of this 
study in terms of strength, displacement, and weight. Further study could include:

• Analysis to include stringers, cutouts, and control surfaces
• Detail design in the high stress concentration region
• Wing design and optimization
• Buckling analysis
• Flutter analysis
• Composite material replacement
• Unsymmetrical flight condition
• Construction and testing of individual components for structural integrity 

behavior 
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Applying Glass Fiber-Reinforced 
Composites with Microsphere Particles 
to UAV Components 

Veena Phunpeng, Wipada Boransan, and Thongchart Kerdphol 

Nomenclature 

GC Glass fiber chopped strand mat 
GM Glass microsphere 
GP Glass fiber plain-woven fabric 
UAV Unmanned aerial vehicle 
wt% Percent of weight 

1 Introduction 

UAVs are widely employed in urban and remote areas due to their specific ability. 
UAVs are developed and improved to provide better responsiveness by using 
mathematical models (i.e., fuzzy control system, PID control) and equipping them 
with mission-specific equipment to perform a variety of missions (Sudtachat et al., 
2017; Kerdphol et al., 2021; Phunpeng & Kerdphol, 2021). The structure and surface 
of the UAV must be lightweight to reduce the load on the UAV, leading to longer 
operating and more productive UAVs. 

The design and material selection for UAV manufacturing has a significant 
impact on operational efficiency. Polymer-based composites have strength-to-
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weight advantages over other materials. As a result, polymer-based composites are 
used to make various parts for UAVs including landing gear and wings. Reinforce-
ment fibers such as carbon, aramid, and glass fibers are also employed in polymer 
composite materials. According to Wong et al., plain weave laminates have higher 
tensile, bending, and inter-sheet shear strength than chopped strand mat (Wong et al., 
2018).

146 V. Phunpeng et al.

One approach to improve composite properties is to combine fibers with fillers. 
Carbon nanotubes and glass microspheres have been widely used as fillers to 
enhance characteristics and satisfy application requirements (Megahed & Megahed, 
2017; Phunpeng & Baiz, 2015). To reduce the cost of composite components, 
accessible fillers might be utilized. Glass microspheres (GM) are used in the epoxy 
matrix because they have a lower density than epoxy, resulting in a lighter product. 
The fracture and impact behavior of hollow microsphere/epoxy resin composites 
were investigated by Kim et al. The results show that the amount of GM content 
affects the properties of composite materials (Kim & Khamis, 2001). J.A.M. Ferreira 
studied the mechanical performance of epoxy matrix composites using hollow glass 
microsphere fillers and short fiber reinforcement. According to previous research, 
increasing the filler content in unreinforced composites reduces the flexural impact 
including absorbed energy (Ferreira et al., 2010; Huichao et al., 2018). 

A multitude of techniques may be used to manufacture composite materials. 
Hand lay-up comes out as a standout approach due to its inexpensive cost and less 
complex technology (Chandramohan et al., 2019). In terms of cost and time reduc-
tion, the hand lay-up method is the most outstanding choice in student UAV. Mohan 
et al. present a hand lay-up technique using glass fibers and polyester resins. 
According to the results, the composite had an ultimate tensile strength of 
306 MPa, flexural stress of 209 MPa, and impact strength of 151 MPa (Mohan 
et al., 2018). In terms of production, vacuum bagging techniques are equivalent to 
hand lay-up. Vacuum is used to aid in resin dispersion (Arpitha et al., 2017; 
Saensuriwong et al., 2021). This study presents a hand lay-up and vacuum bagging 
process at 100 °C to fabricate glass fiber-reinforced laminated composites with GM. 
The flexural characteristics of glass fiber-reinforced laminate composites with GM 
were compared. The flexural characteristics of the specimens fabricated are investi-
gated by a universal testing machine (UTM). 

2 Method 

This section covers the materials utilized in composite fabrication, manufacturing 
process, and flexural testing according to ASTM D790.
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2.1 Material Preparation 

Chopped strand mats are randomly oriented and have similar strength in all direc-
tions. Chopped strand mats are less expensive than plain weave mats and have a 
lower strength. Because of its flexibility and strength, a plain weave mat is ideal for 
reinforcing materials. Glass fibers in the form of chopped strands and plain weave 
mats are used as reinforcing materials in this experiment, and ER550 epoxy resin and 
hardener are used as a matrix. Glass microspheres (GM) are used as a filler particle to 
evaluate the flexural properties when the filler content is modified. 

2.2 Experiment Preparation 

The polymer composite is produced by mixing the particles with epoxy resin (0%, 
5%, 10%, and 15% by weight) and stirring by hand for 30 minutes with a glass rod 
before adding the hardener (100:35). Fiber-reinforced plastic laminates consist of 
eight layers of glass fiber oriented in the direction of [0]8, following the hand lay-up 
approach. The curing temperature will be varied to perform the vacuum bagging 
process. The peel ply collects any excess resin before a vacuum pump connection to 
press the resin at -0.8 bar pressure. The temperature at 100 °C is used in the curing 
process (Table 1). 

2.3 Flexural Test 

Test specimens are prepared in accordance with ASTM D790. The subsequent 
procedure for testing is a three-point bend test. The universal testing machine is 
used for flexural testing with a displacement velocity of 5 mm/min. The rectangular 
test specimen is 191 mm × 20 mm × 2 mm.  

Table 1 A designed method for experimental study (Phunpeng et al. 2022) 

Fiber type Glass microspheres as particles (wt%) Specimens 

Glass fiber chopped strand mat (GC) 0 GCF00 

5 GCF05 

10 GCF10 

15 GCF15 

Glass fiber plain-woven fabric (GP) 0 GPF00 

5 GPF05 

10 GPF10 

15 GPF15
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3 Results and Discussion 

A study of the influence of GM particles on the bending properties of glass fiber-
reinforced composites is performed using UTM in accordance with ASTM D790. In 
a flexural test, the force applied to the specimen causes strain and bending stress. 
This is because the strength value is affected by the amount of filler used and the 
curing temperature. The fillers generate more flexural stress, which improves fiber 
and matrix adhesion in the composite (see Fig. 1b). 

The effect of GM on the deflection behavior of glass epoxy composites is shown 
in Fig. 1a. The composite deflection without GM filler is 25 mm. The stress behavior 
of fiber-reinforced epoxy composites is enhanced by adding 5% GM. On the other 
hand, when the GM content of the composites increases, the deflection behavior of 
the composites decreases. This might be due to the fact that fillers and resins 
interact less. 

The addition of GM particles to glass fiber-reinforced composites increases the 
load tolerance of the composites significantly. This is due to the composite glass 
fiber and particle working together. The load is initially received by the matrix and 
transferred to the particles and fibers during the bending test. The fibers are 
supported by fillers that distribute the load throughout the network fillers. The 
interfacial bonding between fibers and fillers could effectively support the matrix 
in epoxy composites to endure bending strength. Figure 2 presents the load and 
strength values of materials obtained from flexural testing. Aluminum alloy has the 
maximum loading capacity (225 N), followed by GPF10 (100.93 N) and GCF10 
(89.45 N). GPF10 has the ultimate flexural strength (189.24 MPa), followed by 
aluminum alloy (174.12 MPa) and GCF10 (131.23 N). 

The landing gear of UAVs is generally produced by the aluminum alloy. Flexural 
tests are performed on it. Aluminum has a greater load tolerance and strength than
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Fig. 1 (a) Flexural stress variation with the percentage of GM content. (b) Flexural deflection 
variation with the percentage of GM content



glass fiber-reinforced composites with GM particles when compared to the previous 
composite material flexural test. The UAV structure weighs 4 kg with a payload 
capacity of 1 kg. The material is utilized to create the landing gear support at least 
5 kg of its weight. The glass fiber-reinforced composite with GM particles has a 
maximum load capacity of 10 kg, which is enough to support the weight of a 
5 kg UAV.
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Fig. 2 (a) Flexural load variation with the percentage of GM content. (b) Flexural strength 
variation with the percentage of GM content 

4 Conclusion 

The influence of glass microspheres on the bending characteristics of glass fiber-
reinforced composites (chopped strand mat and plain-woven fabric 1 × 1) is inves-
tigated in this research. This work is carried out using UTM in compliance with 
ASTM D790 standards. The impact of adding glass microsphere particles is studied. 
It is found that adding microparticles could enhance the flexural strength. Glass fiber 
plain-woven fabric is found to be more effective than chopped strand mat. Adding 
glass microspheres to glass fiber-reinforced composites dramatically improves the 
load performance of the composites. Also, the glass fiber plain-woven fabric attri-
butes the interaction between glass fibers and glass microspheres. This enables the 
composite to support greater payloads. The maximum load capacity of conventional 
glass fiber plain-woven fabric composites with GM particles is 10 kg, which is 
sufficient to support the weight of a 5 kg UAV. As a result, the alternative material 
can be glass fiber plain-woven fabric composites with GM particles. The landing 
gear is made of a composite material rather than T6 aluminum alloy. This reduces the 
UAV production costs and weight, allowing more extended operation with more 
efficiency.
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Decision-Making Modeling in Emergency 
“Unlawful Interference” 

Tetiana Shmelova, Maxim Yatsko, Yuliya Sikirda, and Eizhena Protsenko 

Nomenclature 

ACFT Aircraft 
ATCO Air traffic control officer 
CDM Collaborative decision-making 
DM Decision-making 
DMM Decision-making model 
ICAO International Civil Aviation Organization 

1 Introduction 

Civil aviation, as an integral part of the transport system, is important for the 
economy and is playing an increasing role in the globalized economy. At the same 
time, aviation objects remain one of the most vulnerable to various hazards and can 
pose a significant threat to the public and the environment, even if all safety 
standards are met. Aviation is a source of increased danger to humans. From the 
second half of the last century, special attention has been paid to the fight against acts 
of unlawful interference in the activities of civil aviation – the most dangerous 
crimes in this area. Evidence of this is the numerous terrorist attacks on aircraft 
that have not stopped since the second half of the twentieth century. 

One of the forms of unlawful interference in the activities of civil aviation is the 
hijacking of an aircraft (ACFT), which can take place both in the air and on the 
ground. According to the Aviation Safety Network (Aviation Safety Network,
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2021), hijackings are less common these days. In 1969, 86 aircraft (maximum) were 
hijacked. From 2002, the average is only 3.5 per year (Fig. 1).
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Fig. 1 Aircraft hijackings per year, 1945–2015 

Of particular importance in these situations is the coherence of all participants 
(flight crew (pilot, co-pilot, flight attendant), air traffic control officer (ATCO), 
supervisor, flight dispatcher, ground handler, aviation security and airport rescue 
service, military, Security Service of Ukraine, etc.), due to the acute shortage of time 
for decision-making (DM), incompleteness and lack of information, and significant 
psychophysiological load. Decision-making models (DMM)s by human operators in 
conditions of certainty, risk, and uncertainty were developed to timely diagnose the 
aircraft in emergency flight situations, to predict their development, and to be able to 
promptly provide appropriate assistance to air navigation system operators. Unex-
pected notification of a special accident in flight, acute shortage of time, and a 
sudden awareness of an emergency can lead aircraft crewmembers to erroneous 
actions (Shmelova & Sikirda, 2021a). 

The goal of the work is to increase the effectiveness of air navigation system 
operators’ actions in an emergency with the help of working out of operators’ DMM 
under conditions of certainty, risk, and uncertainty on an example of emergency 
“unlawful interference” (an example from the scientific work of the bachelor of the 
National Aviation University (Ukraine) Eizhena Protsenko, the fourth year of study, 
specialty “Aviation Transport,” qualification “Air Traffic Services,” discipline 
“Informatics of Decision-Making”).
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2 Decision-Making by Operators in Emergency “Unlawful 
Interference” 

2.1 Integration of Deterministic, Stochastic, 
and Non-stochastic Uncertainty Models in Emergency 

In the recent documents, ICAO defined new approaches for effectiveness in 
aviation – application of artificial intelligence models for the organization of collab-
orative decision-making (CDM) by all participants using collaborative DMM on the 
basis of common information about the flight and characteristics of emergency 
(ICAO, 2014). In the process of analysis of the emergency are building DMMs to 
complexity from deterministic to stochastic models (Shmelova, 2019). In the process 
of synthesis of models and for effectiveness of DM in emergencies, there is a sense 
to simplify complex models and solutions. So, for example, stochastic and 
non-stochastic uncertainty, neural, the Markov, GERT (Graphical Evaluation and 
Review Technique), and dynamic models may be integrated into deterministic 
models (Fig. 2). 

Collaborative DMMs in individual and collective information by various 
interacting participants, such as pilots, flight dispatchers, and ATCOs, in profes-
sional solutions and optimal solutions were obtained using the method of the 
objective-subjective decision in conditions of uncertainty (Shmelova, 2019). The 
integration of DMM in conditions of certainty, risk, and uncertainty is the basis for 
the building of a decision support system for a human operator in the event of a flight 
emergency. For the modeling of DM, human operator can apply different levels of 
DM complexity depending on the factors that influence the DM. For example, the 
technologies of ATCO work ASSIST (Acknowledge, Separate, Silence, Inform, 
Support, Time) are presented by EUROCONTROL as an online emergency training 
package (SKYbrary, 2021). The form of individual DM matrix in uncertainty for 
operators Ok is presented in Table 1 (Shmelova & Sikirda, 2021b). 

Fig. 2 The integration of the stochastic DMM in the deterministic model
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Table 1 DM matrix in 
uncertainty for O1 operator 

Alternatives Factors influencing DM 

{А} λ1 λ2 . . . λj . . . λn 
А1 U11 U12 . . . U1j . . . U1n 

А2 U21 U22 . . . U2j . . . U2n 

. . . . . . . . . . . . . . . . . . . . . . 

Аi Ui1 Ui2 . . . Uij . . . Uin 

. . . . . . . . . . . . . . . . . . . . .  

Аm Um1 Um2 . . . Umj . . . Umn 

In Table 1, {А} = {А1, А2, . . .  Аі, . . ., Аm} are the alternative solutions of the 
operators; {λ} = {λ1, λ2 . . ., λj, . . ., λn} are the objective and subjective factors that 
affect DM by operators; and {U} = {U11, U12, . . ., Uij, . . ., Umn} are the outcomes of 
DM matrix (i = 1, . . ., m; j = 1, . . ., n). 

2.2 Decision-Making in Emergency Under Uncertainty 

The methods (criteria for analyzing the DM problem) of DM under uncertainty are 
Wald criterion (maxmin), Laplace criterion, Savage criterion, and Hurwicz criterion. 
For DM in the emergency under uncertainty in case of “unlawful interference” 
during the flight on-route are the next initial data: emergency landing, “Continue” 
(A1), and emergency landing, “Allow” (A2). The following are a set of factors that 
affect the decision λ = {λ1, λ2, . . .  λn}: the availability of fuel onboard (λ1), the 
remoteness of the aerodrome (λ2), the technical characteristics of the runway (λ3), the 
weather conditions (λ4), the approach lighting system (λ5), the navigation approach 
system (λ6), and the subjective factor (λ7). The factors λ1–λ6 are the same for all 
participants of CDM objective factors, and the subjective factor λ7 differs from each 
other for the different participants of CDM: pilot (O1), co-pilot (O2), flight attendant 
(O3), ATCO (O4), supervisor (O5), military sector of the air traffic services (O6), 
flight dispatcher (O7), ground handler (O8), aviation security (O9), airport rescue 
service (O10), Alpha unit of the Security Service of Ukraine (O11), etc. (Ok). 

The interaction of services, in which pilots have the opportunity to participate in 
emergency “unlawful interference,” is fully dependent on the flight attendants. In the 
event of unlawful actions on board, they must, by all means and capabilities, prevent 
intruders from entering the aircraft cockpit. If, nevertheless, it did not work out, then 
there is a high probability that pilots will fall out of this interaction of services. The 
aircraft becomes completely uncontrollable or is controlled by the terrorists. Then 
the interaction will take place only between ground services, and the ATCO 
becomes the main source of information. For example, DM matrix for the optimal 
solution of ATCO in emergency “unlawful interference” is presented in Table 2. 

According to obtained matrices, we see that by three criteria (Wald, Laplace, 
Hurwicz the most optimal solution is to continue the flight, by Savage criteria – to 
perform an emergency landing at the aerodrome.
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Table 2 DM matrix in emergency “unlawful interference” 

Factors Results 

λ1 λ2 λ3 λ4 λ5 λ6 λ7 Wald Laplace Hurwicz Savage 

A1 8 3 8 2 6 9 8 2 6.28 5.5 7 

A2 3 4 6  

3 Results and Discussion 

DMMs are built for many types of emergencies (engine failure, fire onboard, rejected 
take-off, decompression, etc.) and for many air navigation system operators (pilots, 
unmanned aerial vehicle operators, ATCOs, flight dispatchers, etc.). Integrated 
DMMs for several operators are proposed (Shmelova, 2019). The problem of 
optimizing the CDM of the pilot (remote pilot), flight dispatcher, and ATCO in 
emergencies with the help of consolidated deterministic, stochastic, and non-sto-
chastic models is studied (Sikirda et al., 2021; Shmelova & Sikirda, 2021b). 
The algorithms of CDM by different aviation operators during the selection of the 
optimal solution in an emergency are developed. The example of choosing the 
optimal solution by ATCO in emergency “unlawful interference” using the methods 
of decision-making under certainty, risk, and uncertainty is presented. 

4 Conclusion 

The optimal DM for both a single operator and a group of operators is determined by 
the objective and subjective factors. The effective use of CDM is providing syn-
chronization of decisions taken by participants, the exchange of information between 
them, and the effective balancing between safety and cost in collective solutions. It is 
important to ensure the possibility of making a joint, integrated solution with 
partners at an acceptable level of efficiency. The direction of further research is 
working out DMM for all CDM participants within the airport CDM concept that 
can combine the interests of partners in united work, to create the basis for effective 
DM through more exact and timely information that provides all co-workers at the 
airport a single operational view of air traffic. 
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Green Practices Adoption Among Leading 
Green Airlines 

Teeris Thepchalerm and Phutawan Ho 

1 Introduction 

In 2015, the United Nations (UN) had announced the Sustainable Development 
Goals (SDGs), including climate action, among other goals (United Nations, 2021). 
Air transport can place negative effects on the environment, mostly from greenhouse 
gases emission. According to Calderon-Tellez and Herrera (2021), aircraft engine 
combustion can emit carbon dioxide (CO2), carbon monoxide (CO), nitrogen oxide 
(NOx), and nitric oxide (NO), all of which can contribute to global warming. The 
aircraft emit up to 3.16 kg of CO2 for each kilogram of jet fuel burnt (ICAO, 2016). 
In response to the SDGs and environmental impacts caused by air transport, the 
International Civil Aviation Organization (ICAO) and the International Air Trans-
port Association (IATA), as the leading bodies in the aviation industry, have 
announced their policies regarding environmental protection. The ICAO has intro-
duced the Carbon Offsetting and Reduction Scheme for International Aviation 
(CORSIA) to put the cap on CO2 emission from air transport aiming for carbon-
neutral air transport (ICAO, 2020). The IATA also proposed its strategy for sustain-
able aviation, including sustainable aviation fuel, clean technology, improving flight 
operation, and market-based policy (IATA, 2021). 

Aiming to reduce the negative impact on the environment, the airlines have 
recognized the need for environment-friendly or green practices, and many have 
adopted green practices (Amankwah-Amoah, 2020). There are various practices that 
can be considered green practices. However, these practices can be categorized into 
different categories (ICAO, 2020; Migdadi, 2020; Walker et al., 2020; IATA, 2021). 
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1. Practices for flight operation: 

1.1. Alternative Fuels – besides the conventional jet fuel, there are several 
cleaner fuel choices for aircraft operation. Biofuels are more environmen-
tally friendly alternatives since the combustion of such fuel emits less 
greenhouse gases and consume less energy in production (Janic, 2017). 

1.2. Aircraft Improvement – the advancement in aircraft efficiency mostly 
depends on technology development. Lighter materials and better engine 
performance lead to better fuel efficiency (Sakar, 2012; Walker et al., 2020). 
As a result, there is less greenhouse gases emission. For example, some 
state-of-the-art technology, the sustainable aircraft operating with sustain-
able energy, is the new hope for sustainable air transport (Baharozu et al., 
2017). 

1.3. Flight Operation – improving in flight operation can lead to shorter flight 
time and less fuel consumption, for example, the “linear holding” procedure 
for reducing fuel consumption during aircraft flight delay holding (IATA, 
2021). 

1.4. Supporting Units – the airlines can reduce emission not only from the 
aircraft but also from other sources such as the vehicles used during flight 
preparation, e.g., truck, passenger coach, etc. 

2. Practices not related to flight operation: 

2.1. Energy stewardship – jet fuel is not the only energy that airlines consume. To 
become more environmentally friendly, the airlines need to reduce energy 
consumption in their facilities or seek for sustainable sources of energy or 
approach for reducing energy consumption. For instance, the airline can use 
electricity produced by a sustainable process such as wind turbines or solar 
cells (Migdadi, 2020). 

2.2. Water stewardship – water resource is one of the SDGs (United Nations, 
2021). The airlines should also concern about their water usage for improv-
ing environmental performance (Walker et al., 2020). 

2.3. Waste management – operating an airline can cause a huge number of 
wastes. The airlines can recycle or upcycle these wastes, so they can mitigate 
negative effects from the wastes. 

Despite various available green practices for air transportation, the insight regard-
ing green practices adoption among airlines is still imprecise. Thus, this article aims 
to explore the current green practices adoption among worldwide leading green 
airlines.
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2 Method 

This article is a secondary qualitative research article. The authors collected data 
from environmental reports of scheduled airlines listed in the top 10 green airlines by 
the Atmosfair Airline Index 2018 (Atmosfair, 2018). The authors chose Atmosfair 
Airline Index because it has been used in many studies regarding green aviation 
(Mayer et al., 2015). The index was published by the atmosfair, which is a non-profit 
organization based in Berlin. The index indicates the “efficiency point” based on 
greenhouse gases emission of the airlines and ranks the airlines based on such points. 
First, the authors purposively selected the top 10 scheduled airlines ranked by the 
index, since the leader company, especially in the environmental aspect, has more 
potential to adopt green practices (Margaret, 2017). Then, the authors extracted data 
regarding green practices adopted by the airlines from the latest airlines’ environ-
mental reports. The authors selected only the airlines which provided their full 
enclosure environmental reports (Table 1). 

The authors used the content analysis method for analyzing the collected data. 
The content analysis is a suitable method for analyzing written text (Krippendorff, 
2013). First, the authors identified the green practices of each airline reported in the 
environmental report. The authors then separately categorized each practice into 
different categories based on the practice’s attributes. The authors acquired these 
categories from the literature review consisting of two main categories and six 
sub-categories. The categories and sub-categories are shown in Table 2. After 
categorization, the authors made a discussion and conclusion based on the finding. 

Table 1 List of top 10 scheduled airlines ranked by Atmosfair Airline Index 

Airline ranks in Atmosfair Airline Index (scheduled airline only) Airline’s name 

1 TUI 

2 LATAM 

3 Transavia 

4 Air New Zealand 

5 KLM 

6 Virgin Atlantic 

7 Alaska Airlines 

8 Thai Airways International 

9 Air Transat 

10 Air China 

Source: atmosfair
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Table 2 Categories and sub-categories of green practices of airlines 

Categories Sub-categories 

Practices related to flight operation Sustainable fuel 

Aircraft improvement 

Flight operation improvement 

Practices not related to flight operation Energy stewardship 

Water stewardship 

Waste management 

3 Results and Discussion 

The content analysis results are reported in Table 3. For reliability testing, the 
authors have calculated kappa’s value, and it indicates strong reliability at 0.81. 
The authors identified, in total, 55 green practices. Thirty (54.55%) practices are 
related to flight operation, and the other 25 (45.45%) practices are not related to 
flight operation. For practices related to flight operation, 5 (9.09%) sustainable fuel, 
8 (14.55%) aircraft improvement, and 17 (30.91%) flight operation improvement 
practices were identified. For practices not related to flight operation, 5 (9.09%) 
energy stewardship, 10 (18.18%) water stewardship, 7 (12.73%) waste management, 
and 3 (5.45%) carbon offsetting practices were identified. The carbon offsetting 
sub-category was introduced because the authors found the practices that do not 
belong to any other sub-categories; thus, the researchers generated a new 
sub-category based on the data content as suggested by Krippendorff (2013). 

The results indicate that the airlines are now focusing on both practices related 
and not related to flight operation. For practices related to flight operation, flight 
operation improvements such as one engine taxi, continuous landing approach, route 
planning optimization, etc. are highly adopted. The reason behind this finding could 
be that these practices require lower investment compared to other practices such as 
fleet or aircraft upgrading. Both aircraft and flight operation improvements basically 
aim for reducing fuel consumption. Therefore, less fuel would be burnt, leading to 
less GHGs emission. According to the finding, sustainable fuel is not widely used 
because the production scale of such fuel is still far from full commercial scale 
(Virgin, 2020). In addition, the airlines use sustainable fuel only in some flights and 
with a specific amount. For practices not related to flight operation, the airlines have 
adopted various practices regarding energy, water, and waste management, for 
example, reducing electricity and water consumption in the office buildings. The 
reason could be that the airlines are trying to meet or maintain some standard or 
accreditation, for instance, national standard, ISO 14001, etc. (Thai Airways, 2020). 
Interestingly, these practices can also provide financial benefit, that is, the airlines 
can save their cost by reducing energy and water consumption. The airlines also 
started to implement carbon offsetting practices, for example, forestation and solar



cell installation. These practices are meant to offset the CO2 emission from airlines’ 
operations. This practice might be the response to the Carbon Offsetting and 
Reduction Scheme for International Aviation (CORSIA) which will be fully 
implemented worldwide in 2024 (ICAO, 2020). 
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Table 3 Descriptive results 

Categories Sub-categories Freq. Percentage 

Practices related to flight operation Sustainable fuel 5 9.09 

Aircraft improvement 8 14.55 

Flight operation improvement 17 30.91 

Sum 30 54.55 

Practices not related to flight operation Energy stewardship 5 9.09 

Water stewardship 10 18.18 

Waste management 7 12.73 

Carbon offsetting 3 5.45 

Sum 25 45.45 

Total sum 55 100 

4 Conclusion 

Currently, environmental issue has gained significant attention from every sector. 
The airlines need to take action to reduce their negative impacts on the environment. 
There are various environmentally friendly practices both related and not related to 
flight operation. The results of this article revealed that the leading green airlines 
have adopted different green practices. Practices regarding flight operation improve-
ment are commonly adopted, while sustainable aviation fuel will require significant 
improvement before it is widely used in commercial air transport. Apart from 
practices related to flight operation, the airlines also implement green practices in 
other areas of activities such as energy and water management in their facilities. The 
finding also reveals that some airlines have implemented carbon offsetting practices 
which might be the preparation for ICAO’s CORSIA initiative. This article certainly 
has limitations. Firstly, this article does not separate the airlines by their character-
istics, for instance, business model, region, or size. Secondly, this article collects 
data from only the latest environmental reports. Therefore, future studies should take 
the different airline characteristics into account. Future studies can also compare the 
results with this article to identify the change or development of green practices 
adoption in the airline business.



162 T. Thepchalerm and P. Ho

References 

Amankwah-Amoah, J. (2020). Stepping up and stepping out of COVID-19: New challenges for 
environmental sustainability policies in the global airline industry. Journal of Cleaner Produc-
tion, 271, 123000. https://doi.org/10.1016/j.jclepro.2020.123000 

Atmosfair. (2018). Atmosfair airline index 2018. Bonn. 
Baharozu, E., Soykan, G., & Ozerdem, M. (2017). Future aircraft concept in terms of energy 

efficiency and environmental factors. Energy, 140, 1368–1377. 
Calderon-Tellez, J., & Herrera, M. (2021). Appraising the impact of air transport on the environ-

ment: Lessons from the COVID-19 pandemic. Transportation Research Interdisciplinary 
Perspectives, 1, 1–10. 

IATA. (2021). Action for the environment. Montreal. 
ICAO. (2016). Environmental report 2016. Montreal. 
ICAO. (2020). Introduction to CORSIA. Montreal. 
Janić, M. (2017). An assessment of the potential of alternative fuels for “greening” commercial air 

transportation. Journal of Air Transport Management, 69, 235–247. 
Krippendorff, K. (2013). Content analysis: An introduction to its methodology. SAGE. 
Margaret, R. (2017). Sustainability principle and practices. Routledge. 
Mayer, R., Ryley, T., & Gillingwater, D. (2015). Eco-positioning of airlines: Perception versus 

actual performance. Journal of Air Transport Management, 44, 82–89. 
Migdadi, Y. K. (2020). Identifying the effective taxonomies of airline green operations strategy. 

Management of Environmental Quality: An International Journal, 31, 146–166. 
Sarkar, A. (2012). Evolving green aviation transport system: A holistic approach to sustainable 

green market development. American Journal of Climate Change, 1, 164–180. 
Thai Airways. (2020). Sustainability report 2019. Bangkok. 
United Nation. (2021). Sustainable development goals. New York. 
Virgin. (2020). Sustainability report 2019. Australia. 
Walker, T., Bergantino, A., Sprung-Much, N., & Loiacono, L. (2020). Sustainable aviation 

greening the flight path. Springer.

https://doi.org/10.1016/j.jclepro.2020.123000


Design and Testing of Multiple Web 
Composite Wing Spar 
for Solar-Powered UAV 

Varissara Wongprasit, Nasapol Thanomwong, and Chinnapat Thipyopas 

Nomenclature 

A Cross-sectional area, m2 

b Sandwich width, mm 
c Core thickness, mm 
d Sandwich thickness, mm 
dY Perpendicular distance between the centroidal axis and the parallel 

axis, mm 
E1 Longitudinal Young’s modulus, GPa 
E1c, E2c Compressive modulus, GPa 
E2 Transverse Young’s modulus, GPa 
F Force, N/m 
G12 In-plane shear modulus, GPa 
IA Actual moment of inertia, m4 

IR Required moment of inertia, m4 

L Span length, mm 
M Maximum bending moment, Nm 
Nx, Ny Normal force per unit length, kN/m 
Nxy Shear force per unit length, kN/m 
t Facing thickness, mm 
tc Web thickness, Nm 
W Weight, g 
γ0 xy Midplane shear strains 

ε1c, ε2c Major Poisson’s ratio 
ε0 x , ε

0 
y Midplane strains 
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ν12 Major Poisson’s ratio 
σ1c, σ2c Compressive shear, MPa 
σf Facing bending stress, MPa 

1 Introduction 

Solar-powered unmanned aerial vehicle used solar power to charge a Li-Po battery to 
extend the flight period, for environment monitoring application (Thipyopas et al., 
2019). A high aspect ratio wing is used in solar-powered UAV to reduce drag and 
increase endurance. As a result, it is vulnerable to a variety of structural problems. 
Because of its large span, it has a substantial structural weight (Rumayshah et al., 
2017). To solve this problem, the UAV wing material was changed from wood with 
a foam core section to composite material. Composite materials are a great option 
because they possess a high strength-to-weight ratio, especially for polymer matrix 
with fiber reinforcement. This material is commonly used in the aerospace industry 
due to their high specific strength, specific stiffness, lightweight, high fatigue 
resistance, and high corrosion resistance. For instance, Helios, Pathfinder, Zephyr, 
and most solar-powered UAV platforms are based on lightweight carbon fiber 
construction (Alsahlani & Rahulan, 2017). Carbon fiber reinforcement is commonly 
used for primary wing structure components (i.e., main spar, wing skin, ribs) due to 
very high strength. Moreover, epoxy resins/polymer matrix provides the better 
mechanical and thermal properties (Boransan et al., 2021). 

The design of composite material demands accurate experimental result of the 
mechanical properties of the composite materials (Carlsson et al., 2013). Fiber is a 
crucial factor in the composite materials’ final properties, which include orientation, 
shape, and volume ratio. Furthermore, the mechanical properties of the composites 
are also very sensitive to the manufacturing as well (Turgut, 2007). The testing 
adheres to ASTM standards to determine mechanical properties of the material for 
designing a wing spar structure. Using multiple web architectures for wing spars 
allows for an increase in specific ultimate strength while maintaining a low weight 
requirement (Urik & Malis, 2008). The primary function of a spar is to carry the 
bending load acting on the wing. The design is carried out as per the external 
bending moment at each station (Girennavar et al., 2017). To ensure that the wing 
spar is strong enough to handle from aerodynamic load, wing spar prototype without 
skin is used for static structural testing with sandbag. 

The test specimen and wing spar prototype used a hand lay-up and vacuum 
bagging technique, similar to wing production, at room temperature. The wing is 
manufactured using Styrofoam male and female molds with a co-curing technique. 
Co-curing is an integral molding technique and another bonding approach in which 
composite subcomponents are produced in a single-shot manufacturing (Akin, 
2018). Co-curing composite structures can decrease manufacturing time while 
creating lighter and more accurate parts (Patterson & Grenestedt, 2018).
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2 Method 

2.1 Mechanical Testing of Composite 

Vacuum bagging with hand lay-up technique was utilized to fabricate composite 
plates, and a CNC machine was used to cut composite plates’ specimen to a standard 
size. From weighing the reinforcement and matrix materials, the average fiber 
volume ratio of composite plates was 40 percent. The material properties would be 
estimated using ASTM standards, with at least five specimens required for each test 
condition. Table 1 shows the test methods for determining composite material 
properties, and Table 2 shows the composite component materials. Tensile, com-
pression, and bending tests are all performed on universal testing machines. Table 5 
shows the composite test results, where the face bending stress of the core material 
can be calculated using Eq. (1). 

σ = 
PL 

2t d  þ cð Þb ð1Þ 

2.2 Structural Design of Wing Spar 

The wing spar is a spanwise structure that distributes wing aerodynamic loads. The 
selected structure concept for spar is a multiple web sandwich structure. Symmetric 
45-degree plain weave carbon fiber laminate, that can provide the maximum shear 
strength, with a PU foam core is insert in the middle. To improve strength and load

Table 1 Test method for measured composites’ properties 

Loading ASTM Measured properties 

Longitudinal tension D 3039 E1, ν12 
Transverse tension D 3039 E2 

45-degree tension D 3039 G21 

Longitudinal compressive D 695 E1c, ε1c, σ1c 
Transverse compressive D 695 E2c, ε2c, σ2c 
Flexure C 393 σf 

Table 2 Material used in the wing spar 

Reinforcement Plain weave carbon fiber 160 g 
Unidirectional carbon fiber 80 g 

Matrix Epoxy resin ER 550 

Core material PU foam 3 mm



distribution, an additional unidirectional plain weave carbon fiber is placed at the top 
portion of the spar web. This alteration allows the wing to withstand the entire load. 
The cross-sectional wing design of a solar-powered UAV is shown in Fig. 1.
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The spar design is based on the UAV wing configuration as shown in Table 3. For 
the initial stage of structural design consideration, only maximum bending moment 
and maximum shear stress are used for determine sizing of wing spar. As a result, the 
number of ply stacking along the spar is the same. Assumed that the wing bending 
moment is carried by the wing spar and maximum bending moment acts from the 
center of pressure along the span. The design load uses critical load with 1.3 safety 
factor and 2.5 load factor. Multiple webs are considered as a beam is split into three 
parts to share the entire load between each web. The bending moment acting on each 
web must be calculated to obtain the required moment of inertia using Eq. (2). 
Figure 2 shows a moment diagram of the wing spar, and each web height is 
determined by the thickness of the airfoil in that segment. 

σf = 
Mtc 
2IR 

ð2Þ 

Depending on the shape of the web cross section, the actual moment of inertia can 
be calculated using Eq. (3). Assuming the thickness of 45 degrees plain weave

Fig. 1 Cross section of wing model 

Table 3 Wing design parameters (Thipyopas et al., 2019) 

Wing chord 0.45 m 

Wing span 4.3 m 

Wing area 1.935 m2 

Maximum take-off mass 5.83 kg 

Load factor 2.5 

Safety factor 1.3 

Airfoil HS-520



carbon fiber ply stacking on each web is known. Comparison of each web required 
moment of inertia to its actual moment of inertia. The design is acceptable if the 
actual value exceeds the required value but not be optimum.
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Fig. 2 Moment diagram of the wing spar 

Fig. 3 Fixed cantilever beam spar subjected to bending moment 

IA = I = I 0 þ Aidyi 
2 ð3Þ 

Equation (4) is used to calculate the tensile force acting on the lower portion of 
the wing and the compression force acting on the upper part of the wing. Using the 
sum of bending moments along a spanwise transform to compression and tensile 
force on the wing root, as shown in Fig. 3. Assuming with the assumption of the web 
of the wing spar is a thin laminate. From laminate theory, mechanical properties can 
be used to assess the stiffness value of matrices A and B, where A is the extensional 
stiffness matrix and B is the bending-extension-coupling stiffness matrix. Substitut-
ing all values into Eq. (5) results in shear force per unit length, allowing Eq. (6) to  be  
used to estimate the fabric minimum width. The top and bottom ply of each web 
were designed with a minimal width to obtain an optimal value where the actual and 
required moments of inertia are approximately equal. The number of plain weave ply 
stacking calculated for each web is shown in Table 4. 

F = 
M 
tc 

ð4Þ



1
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Table 4 The number of plain weave ply stacking calculated for each web 

Web Required moment of inertia Actual moment of inertia Ply stacking 

11  × 10-9 13.12 × 10-9 3 

2 5.72 × 10-9 9.35 × 10-9 2 

3 1.93 × 10-9 2.47 × 10-9 1 

Nx 

Ny 

Nxy 

= 
A11 A12 A16 

A12 A22 A26 

A16 A26 A66 

ε0 x 
ε0 y 
γ0 xy 

þ 
B11 B12 B16 

B12 B22 B26 

B16 B26 B66 

κx 
κy 
κxy 

ð5Þ 

Wm = 
F 
Nxy 

ð6Þ 

If the total width of the ply stacking fabric at the top or bottom of the web is 
smaller than the minimum width, the wing will not be able to sustain the tension or 
compression force from the bending moment. Carbon fiber ply with a 90-degree 
unidirectional orientation will be placed at the top or bottom web at the maximum 
thickness of the airfoil because of its high strength along the fiber. The width of 
unidirectional fabric can be determined similarly to plain weave ply design by 
calculating from the difference between the load that is carried by plain weave fabric 
and the entire load. 

2.3 Wing Spar Prototype 

For static structure testing with sandbag, the spar web prototype without skin must 
be manufactured from the design to verify that the structure can withstand the design 
load. Because the wing spar has no skin to ensure that only bending forces occur, the 
multiple web design is changed to a close section of trapezoid shape, as shown in 
Fig. 4, with the constraint that the moment of inertia and fabric width of the trapezoid 
spar must be equivalent to multiple web spar. 

A vacuum bag lay-up with a co-cured mold method for producing wing spar 
prototype is shown in Fig. 5. The male and female molds were made of Styrofoam 
and cut to final shape with a hot wire cutter before being wrapped with mold release 
tape. Hand lay-up technique is used to lay up the wing spar on the female mold in 
accordance with the design. To produce the trapezoid shape of the wing spar, the 
male mold is placed at the top. After the laying-up procedure, vacuum bagging film 
was used to cover the mold. The wing spar cures for 12 hours under vacuum pressure 
at ambient temperature before being removed from the molds. 

The 2.45 m wing spar weighs 675 g after curing, with 30 cm added from the half 
span length to accommodate grip during sandbag testing. Figure 6 shows a trapezoid 
composite wing spar after it was released from the mold.
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Fig. 4 Cross section of trapezoid spar 

Fig. 5 Schematic of a vacuum bag lay-up with a co-cured mold technique 

Fig. 6 Trapezoid composite wing spar
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2.4 Wing Spar Static Structure Testing 

Trapezoid wing spar prototype is used for static testing with sandbags to simulate 
load distribution throughout the span under flight conditions. Wing load distribution 
on the half of span is divided into 18 stations. The weight of sandbags to apply to 
each station can be calculated using Eq. (7). 

W sandbag = load distribution-W spar ð7Þ 

The wing spar is propped upside down, and the root of the spar is fixed during static 
testing. From the root to the tip station, sandbags are placed on the wing spar, and 
deformation of every station is recorded by vernier caliper. For the next test, the 
weight of the sandbag is generally increased by 0.5 times until it fails, or the spar is 
permanently distorted. The spar during the static test procedure is shown in Fig. 7. 

Fig. 7 The spar during static test with 3.25 multiplication factor
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3 Results and Discussion 

3.1 Mechanical Test Result 

Table 5 shows the mechanical properties testing result. 
For example, Table 6 shows a comparison of mechanical properties between 

testing results and micromechanical theory (the fiber/matrix is assumed with no 
voids or disbands) for unidirectional fiber reinforcement with epoxy resin. The result 
shows that the values are quite different: longitudinal Young’s modulus from testing 
result is less than the micromechanical theory 3.9 times, and the transverse Young’s 
modulus is less than 1.6 times. 

The major reasons is due to specimen preparation and manufacturing process. 
The hand lay-up technique with vacuum bagging is strongly dependent on the 
experience of the person preparing (Turgut, 2007). There is a change in air leakage 
during the vacuum bagging process, and the resin injection pressure is restricted 
between ambient pressure and vacuum. Furthermore, due to the curing process that 
began before the vacuum procedure, the vacuum is unable to remove the voids that 
have already formed in the laminate (Abdurohman et al., 2018). Voids can lower the 
fiber-to-volume ratio, affecting the composite material mechanical characteristics. 

Table 5 Test results 

Material type Properties 

Plain weave carbon/epoxy E1 = 13.48 GPa, E2 = 13.48 GPa, 
G12 = 3.48 GPa, ν12 = 0.33 GPa, 
E1c = 35.7 GPa, E2c = 33.2 GPa, 
σ1c = 255 MPa, σ2c = 239 MPa, 
ε1c = 0.9, ε2c = 0.9 

Unidirectional carbon/epoxy E1 = 20.78 GPa, E2 = 3.43 GPa, 
G12 = 3.48 GPa, ν12 = 0.276 GPa, 
E1c = 44.9 GPa, E2c = 14.8 GPa, 
σ1c = 255 MPa, σ2c = 83.4 MPa, 
ε1c = 0.7, ε2c = 1.7 

PU foam σf = 59.93 MPa 

Table 6 Mechanical properties between testing results and micromechanical theory 

Material type Micromechanical theory Mechanical testing 

Unidirectional carbon/epoxy E1 = 81.70 GPa E1 = 20.78 GPa 
E2 = 3.93 GPa E2 = 3.43 GPa
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3.2 Static Test Result 

The structure of the spar on each station is considered based on its deformation due 
to the applied loads. The result of static testing is shown in Fig. 8. 

The results show that the wing spar can sustain loads up to 3.75 multiplication 
factors and that there are no visible failures on the outside surfaces. However, as 
shown in Fig. 9, when the load exceeds the design limit (1.3 safety factor and 2.5 
load factor or 3.25 multiplication factors), the spar becomes permanently deformed. 

As a result, when multiplication factors are increased to 3.5 and 3.75, the load on 
the spar is predicted to be beyond the linear elastic relationship of the material, or a 
microscopic scale failure of composite structure occurs. According to ply stacking 
design calculations, the spar can withstand the entire load with a safety factor of 1.3 
and a load factor of 2.5. Based on this design, the estimated weight of the 4.3 m 
solar-powered UAV wing is 2.15 kg. 
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Fig. 8 Comparison of different load and displacement curve
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Fig. 9 Displacement at spar tip versus multiplication factors 

4 Conclusion 

Mechanical properties of in-house hand lay-up carbon composite coupon tested by 
ASTM standard is obtained and they are used for design wing’s spar of low-cost 
solar cell UAV. Multiple web structure concept is selected due to the lightweight 
benefit. Then three-web-spar structures are transformed to a trapezoid shape spar, 
with identical moment of inertia and area, for sandbag testing. Based on the static test 
results, the wing spar prototype can withstand design load without structural failure, 
in accordance with the calculations. This demonstrated the ability to calculate the 
minimal laminate ply and web spar dimensions. To lower structural weight while 
maintaining a high strength-to-weight ratio, the manufacturing method must be 
enhanced in the future to achieve a higher fiber-to-volume ratio of composite 
material. Moreover, this design model can be enhanced due to the bending moment 
that is not uniform along the spar, and it increases from tip to root and reaches its 
maximum at the root. So, laminate ply along spanwise can be reduced by considered 
ply stacking on each wing station and use bending moment on that station for 
calculation of ply thichness. With good mechanical characteristics of material and 
an improved design model that can reduce the weight of the structure, a 4.3 m solar-
powered UAV wing can be developed in the future.
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Comparative Study Between Aluminum 
and Hybrid Composite for UAV 

Veena Phunpeng, Karunamit Saensuriwong, and Thongchart Kerdphol 

Nomenclature 

CFRP Carbon fiber-reinforced polymers 
RG Carbon fiber reinforcement with graphite fillers 
UAV Unmanned aerial vehicle 

1 Introduction 

Nowadays, aircraft are used for several purposes (e.g., military, civil transportation, 
and survey). Aviation industries encompass significant aspects of air travel and 
activity by stabilization control, in which a mathematical model is defined for the 
control (i.e., fuzzy control, PID control) (Sudtachat et al., 2017; Kerdphol et al., 
2021; Phunpeng & Kerdphol, 2021). One of the most essential sectors relies on 
aircraft manufacture (Boransan et al., 2021). In aviation manufacturing, carbon fiber-
reinforced polymers (CFRP) are widely used in airframes including UAV compo-
nents due to remarkable properties (i.e., strength and lightweight). For a structure, 
lighter weight and strength in materials are key factors of modern aircraft design 
(Fanran et al., 2020). 
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Composite materials are a combination between fiber and matrix, providing 
superior levels of strength and stiffness. The matrix can bind the reinforcements 
together with the virtue of its cohesive and adhesive characteristics. To improve the 
matrix property, additives and fillers are used (Phunpeng & Biaz, 2014). As a result 
of coordination, composite materials can increase mechanical properties. To select 
an appropriate filler, the same type of fiber material is recommended (e.g., carbon 
fiber with graphite and glass fiber with silica oxide) (Cho et al., 2007). When 
graphite fillers are embedded in the epoxy resin matrix, it is called a hybrid 
composite material. The mechanical properties of carbon fiber/epoxy embedded 
with graphite fillers can provide more extraordinary mechanical properties in terms 
of the mechanism for adhesion in the material (Hulugappa et al., 2016). 

Carbon fiber shows greater tensile strength than glass fiber or other fibers. As a 
result, the capability of the material can handle a higher load (Bin et al., 2020). 
Additionally, the changing angle of ply orientation also affects the mechanical 
properties because of the orientation of the fibers. This orientation could allow the 
material to guide a load direction along with fiber length. Therefore, different ply 
orientations are studied to allow the composites subjecting to multi-direction loads. 
When the material is subjected to external force, an initial crack is formed on the 
surface of the matrix and propagated until the fracture. The propagated fracture line 
depends on the weave pattern of the fiber fabric. The fracture in the material would 
follow the fiber orientation and weave pattern of the fabric (Neumeister et al., 1996). 

There are various methods to create composite materials. The manual lay-up 
technique is one of the most common methods, which is low-cost and requires fewer 
manufacturing tools. However, the disadvantage includes the occurring air bubbles 
in the composite workpiece, affecting the mechanical properties (Baran et al., 2017). 
To correctly solve the problem, the vacuum bagging process is required to remove 
the air bubbles. The curing temperatures and pressure show a significant role in the 
mechanical properties and fiber and matrix adherence (Hoda et al., 2015). 

To enhance the material properties, the hybrid composite material is introduced to 
perform superior properties (e.g., stiffer and lighter). The purpose of this research is 
to study the mechanical properties of hybrid composites, carbon fiber/epoxy, with 
graphite fillers. To provide an alternative material, hybrid composite is introduced 
and utilized by UAV components and aircraft structure manufacture. 

2 Method 

In this section, material and specimen preparation are discussed. A forming process 
of specimens is conducted under an ASTM standard to achieve standard mechanical 
properties.
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2.1 Materials 

Epoxy resin (ER550) and hardener are used as a matrix in this research due to their 
suitability for wet lay-up type. The fiber selected for this research is carbon fiber, 
which is the fiber that was selected the most because of its high strength and 
lightweight suitable for use in UAVs. Therefore, the 3K plain weave carbon fiber 
is used as a reinforcement. The graphite particles (with a mean particle size of 5 μm) 
are also used as the filler. 

2.2 Prepared Specimens 

The 3K carbon fiber woven fabric is prepared with the fiber orientation of -45°, 0°, 
45°, and 90°. The ER550 epoxy resin and hardener are mixed at a ratio of 100:35 
called the polymer matrix. The graphite filler is added to the epoxy resin/hardener 
with the different filler concentrations shown in Table 1. To fabricate composite 
laminates, the hand lay-up process is used together with vacuum bagging to reduce 
the air bubbles within lamination. Two different ply orientations are applied (i.e., 
[0°/90°]4s and [-45°/45°]4s). The polymer matrix of each specimen has different 
filler contents (i.e., 0%, 5%, 7.5%, and 10% of its weight). The carbon fiber/epoxy 
laminates are placed in an oven by controlling the temperature at 100 °C. 

2.3 Bending Test 

The flexural test is performed under three-point bending. According to ASTM D790-
02 using Universal Testing Machine (UTM) 100 kN, the size of specimens is 191 × 
20 × 2 mm3 , while the crosshead speed of testing is 5 mm/min, and the span length is

Table 1 Preparation of specimens with graphite filler 

Graphite 
filler (wt%) 

0_90-RG 0% [0°/90°]4s 0 

0_90-RG 5% 5 

0_90-RG 7.5% 7.5 

0_90-RG 10% 10

-45_45-RG 0% [-45°/45°]4s 0

-45_45-RG 5% 5

-45_45-RG 7.5% 7.5

-45_45-RG 10% 10 

RG carbon fiber reinforcement with graphite fillers, wt% percent of the weight



b
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100 mm. The flexural strength is considered and calculated by the following 
equation (ASTM International, 1970):
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σ = 3FL=2bt2 ð1Þ 

where F is the maximum load of a test, L is the length of supports, b is the width of 
specimens, and t is the thickness of specimens. 

3 Results and Discussion 

Figure 1a shows the relationship between flexural strength and graphite filler. It was 
found that when graphite filler is added to carbon fiber/epoxy, the flexural strength is 
increased. Flexural strength is increased by graphite fillers at 5 wt%, 7.5 wt%, and 
10 wt%, respectively. Due to the addition of the graphite filler, air gaps are reduced 
between the fiber and matrix. Ply orientation affects flexural strength. It can be seen 
that carbon-fiber ply orientation with [0°/90°]4s provides greater flexural strength 
than those of the ply orientation [-45°/45°]4s in the three-point bending test (see 
Fig. 1a). This is because of the characteristic of the fabric orientation [0°/90°]4s, 
which is oriented vertically and horizontally, and it can absorb the load applied from 
the bending test. The [-45°/45°]4s ply orientation is oriented in a diagonal direction 
absorbing shear strength. 

Figure 1b shows the relationship between ultimate load and different graphite 
filler concentrations. When the graphite filler was added into the composite matrix, it 
affected the ultimate strength and loads. The orientation [0°/90°]4s at 5 wt%, 7.5 wt 
%, and 10 wt% filler contents exhibits the increase of ultimate loads by 15.7%, 48%, 
and 55.8% compared with 0 wt% graphite fillers. The orientation has a better load 
than laminates without the graphite filler. At [-45°/45°]4s orientation, the graphite
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Fig. 1 (a) The relationship between flexural strength and graphite filler concentrations. (b) The 
relationship between ultimate load and different graphite filler concentrations



fillers of 5 wt%, 7.5 wt%, and 10 wt% exhibit the ultimate load increase by 12.2%, 
25.7%, and 28.7% when compared with 0 wt% graphite fillers.
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Fig. 2 Fracture lines of ply orientation: (a) [0°/90°]4s, (b) [-45°/45°]4s 

Table 2 Flexural strength of aluminum and hybrid composite 

Materials Flexural strength (MPa) 

Aluminum alloy 6061 187.5 

Hybrid composite 439.4 

The fracture characteristics of the hybrid composite specimen can be observed. 
Figure 2 shows the final fracture line of the ply orientation of [0°/90°]4s and [-45°/ 
45°]4s. This is caused by force acting on the filler matrix firstly. The force from the 
matrix is distributed over the fiber. Consequently, it exhibits different fracture 
patterns related to the fiber orientations. 

Then, the flexural strength of the hybrid composite with the 10 wt% filler content 
of ply orientation [0°/90°]4s and aluminum alloy 6061 (conventional aircraft struc-
ture) are compared in Table 2, which shows higher flexural strength in the hybrid 
composite rather than the aluminum alloy. When the strength-to-weight ratio is 
considered, it can be observed that hybrid composite provides a higher strength-to-
weight ratio, resulting in higher strength with lightweight material. Thus, hybrid 
composite can be used as an alternative material for UAV frames or aircraft 
components, allowing the lightweight and durable UAVs. 

4 Conclusion 

Hybrid composite materials are introduced by adding graphite fillers into the carbon 
fiber/epoxy composite. When the strength-to-weight ratio is considered, hybrid 
materials can be used instead of aluminum. The mechanical properties of the hybrid 
composite are tested to verify the fractures and performance using the three-point 
bending approach. It is found that applying the ply orientation of fabric affects the 
flexural strength of the hybrid material. The ply orientation of the fabric shows the 
capability of the composite subjected to load directions. For the fracture



characteristics in terms of different ply orientations, the final fracture shows different 
fracture patterns with regard to the fiber angle. The filler dispersion is capable of 
transferring bending loads to the fibers, which are the core reinforcement. Finally, it 
is confirmed that the hybrid composite materials show superior properties in terms of 
strength-to-weight ratio, which can be further employed to replace a conventional 
UAV material, such as aluminum. 
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Static and Modal Analysis of UAV 
Composite-Based Structures 

Veena Phunpeng, Sireegorn Sumklang, and Thongchart Kerdphol 

Nomenclature 

AL-2024 Aluminum 2024 
CFRP Carbon-fiber-reinforced polymers 
FEM Finite Element Method 
GFRP Glass-fiber-reinforced polymers 
UAV Unmanned aerial vehicle 

1 Introduction 

The main UAV component is the wing structure, which generates lift force, 
maintaining UAV stability in the air. The wing structure is connected to the fuselage 
and is subjected to repeat external force or continuous force. The wings must be 
strong to withstand the mentioned force. However, when the wing is too heavy, it 
affects the lift of a UAV. There are several materials to construct UAV wings. The 
majority of the material used in most aircraft types is aluminum alloy due to its 
strength and low density (compared with steel). Nowadays, the enhanced materials 
called composite materials have played an essential role in the aviation industry 
including UAV structures. 
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A composite material is a combination of two materials with different physical 
and chemical properties. When there is a combination, it provides a novel material 
that improves the performances and properties (i.e., stronger, lighter, more resistant 
to electricity, and so on) (Boransan et al., 2021; Saensuriwong et al., 2021). 
Therefore, composite materials are used to build UAV wings due to the weightless-
ness and strength. For analyzing the UAV structure, the finite element method 
(FEM) is commonly used. The FEM is a method based on mathematical principles 
to solve engineering problems. It has been used to analyze various engineering 
topics (e.g., material behavior, strength in structures, and fluid flow). Most of the 
engineering problems can be expressed in terms of partial differential equations. To 
solve system of equations, the numerical method is applied to determine an approx-
imated solution (Aabid et al. 2021; Serkan et al., 2020). 

This research work studies a UAV wing structure based on well-known composite 
materials (i.e., Carbon-fiber-reinforced polymers (CFRP) and glass-fiber-reinforced 
polymers (GFRP)). To investigate the strength of the wing structure (i.e., stress, strain, 
and deformation), the static structural module based on ANSYS software is used to 
simulate the strength of various types of material. To determine the natural mode shape 
and frequency of the wing structure during free vibration, the natural frequency is 
examined by the modal analysis. Finally, the obtained results are compared with the 
results of conventionally used material (i.e., aluminum alloy (Al)). 

2 Method 

In the design of the UAV structure, stability is taken into account. It is necessary to 
analyze the strength and aerodynamics of the UAV especially the main structures. 
This research focuses on the finite element method for strength and natural frequency 
analysis of UAV wings. 

2.1 Materials 

This research studies the strength of wing structures based on composite materials. 
The materials used to construct a wing are described as follows: carbon-fiber-
reinforced plastic (CFRP), glass-fiber-reinforced polymers (GFRP), and aluminum 
2024 (AL-2024). The properties of materials are shown in Table 1 (Nielsen, 2005). 

Table 1 Material properties 

) 
Poisson 
ratio 

AL-
2024 

73.8 2770 0.34 

CFRP 121 1490 0.27 

GFRP 45 2000 0.3
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2.2 Wing Design 

Previously, several research works have studied wing construction, while the cross-
sectional area of the wing is an airfoil shape (Gotten et al. 2021; Sullivan et al. 2009; 
Thomas and Roy 2015). The airfoil commonly used for UAV wing is NACA-4412 
(Sharma et al., 2013). Thus, the airfoil of NACA-4412 is examined in this study. 
Figure 1 shows the shape and dimensions of a rib with 3 mm of thickness. The ribs, 
spars, and skin are structured together as described in Fig. 2. 

The material for the studied model is applied while the structure’s overall weight 
is calculated. The total weight of the structure is shown in Table 2. The CFRP 
represents the lightest material, while aluminum 2024 is the heaviest material. 

Fig. 1 An airfoil shape (NACA-4412) for a rip 

Fig. 2 A CAD model of UAV wing without surface
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Table 2 Weight of the 
structure 

Material Total weight (kg) 

AL-2024 1.826 

CFRP 0.982 

GFRP 1.220 

Fig. 3 Hexahedral mesh 

2.3 Numerical 

The numerical method has been used to determine an approximated solution of 
engineering principles. The model validation must be performed to verify idealiza-
tion. By applying a smaller mesh, a more accurate result can be obtained, while it 
requires a longer running/simulation time. Following the previous research (Ting 
et al., 2019), the proper mesh size has been verified. Thus, this study has mainly 
evaluated the mesh in three criteria, that is, skewness, aspect ratio, and orthogonal 
quality (Ting et al., 2019). The hexahedral mesh is shown in Fig. 3. 

In addition to the evaluated meshes, results were also validated by comparing the 
results with the number of elements (Phunpeng & Biaz, 2014). It was found that with 
the element number higher than 150,000, the result became invariable, and when the 
number of elements increased, the result remained the same as shown in Fig. 4. 

Considering a wing structure, the lift force is induced by the aerodynamics based 
on an airfoil shape. The velocity of the UAV is defined at 20 m/s, which is an average 
(standard) velocity of small UAVs during a flight operation (Theys & Schutte, 
2020). The lift coefficient can be obtained from airfoil data (Anderson, 2010) and 
formulation shown below:



ð
ð Þ
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Fig. 4 Validation number of elements 

Fig. 5 External and body force with boundary 

L= 
1 
2 
ρV2 ACl ð1Þ 

L= 
1 
2 

1:225ð Þ  20ð Þ2 0:41636431ð Þ  0:4741ð Þ 2Þ 
L= 48:3626≈ 50 N 3 

The wing structure is connected to the fuselage, which acts as a cantilever beam. 
The external force, body force, and boundary are applied in the simulation model 
(see Fig. 5), while the one end at area C is fixed. The body force acts on the center 
gravity of the wing structure, and the top surface is subjected to the distributed load 
of 50 N (Ramesh et al., 2013). 

Next, the modal analysis is used to determine natural mode shapes and frequen-
cies of the structure during free vibration. The modal analysis of wing structure is 
analyzed without a permanent stress condition. The configuration setting of modal



Material

analysis is similar to static structural analysis. To determine the natural frequency 
and displacement at the free end, the ANSYS Workbench® software is used. 
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3 Results and Discussion 

In static structural analysis, the total deformation, maximum equivalent stress, and 
maximum equivalent strain with various types of materials are observed, as shown in 
Table 3. The CFRP provides the highest deformation, equivalent stress, and equiv-
alent strain, while the AL-2024 exhibits the lowest deformation, equivalent stress, 
and equivalent strain. 

Figures 6 and 7 show the simulation results of an AL-2024 wing structure, where 
the gradient color displays the variation of deformation, equivalent stress, and 
equivalent strain. Figure 6 demonstrates the total deformation of the wing structure 
under static structural analysis. At the one end, it yields the maximum deformation 
highlighted in red color, while the blue color signifies the minimum deformation. 
Similarly, the red color and blue color in Fig. 7 indicate the maximum and minimum 
equivalent stress of AL-2024 wing structures. Based on the static structural analysis, 
it is confirmed that the maximum equivalent stress and strain occur at the wing root. 
The CFRP has the advantage of a high strength-to-weight ratio for use in 
lightweight. 

Table 3 The results of static structural analysis 

Total deformation 
(mm) 

Maximum equivalent stress 
(MPa) 

Maximum equivalent strain 
(mm/mm) 

AL-
2024 

1.4004 7.374 1.00E-04 

CFRP 15.104 15.196 1.85E-03 

GFRP 13.373 12.116 1.52E-03 

Fig. 6 Total deformation of AL-2024 wing under static structural analysis
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Fig. 7 Equivalent stress of AL-2024 wing under static structural analysis 

Table 4 The results of modal 
analysis 

Material Natural frequency (Hz) Total weight (kg) 

CFRP with skin 10.163 0.982 

GFRP with skin 9.455 1.220 

CFRP without 
skin 

4.748 0.373 

GFRP without 
skin 

4.266 0.463 

Due to the resonance factor affecting the failure of UAV wing structures, the 
maximum deformation is determined without pre-stress conditions using the modal 
analysis. Table 4 examines the natural frequency and maximum deformation of the 
wing structure. By obtaining the natural frequency of the aircraft wing, it would be 
useful to calculate the resonance of the wing structure used to prevent the failure of 
the wing structure. 

4 Conclusion 

Conventionally, UAV wing structures are made of heavy metal or high-density 
materials, which could significantly affect the lift force and durability of UAVs. 
This paper proposes a sustainable utilization of composite materials for constructing 
UAV wings. The typical wing model is analyzed using the ANSYS Workbench® to 
determine the high performance and lightweight structure. Compared with the glass-
fiber-reinforced plastic and aluminum, the Carbon-fiber-reinforced polymers 
(CFRP) provides superior performances in terms of lightweight, flexibility, and 
external load. In modal analysis, the lowest frequency mode is considered. The 
natural frequency of the CFRP wing structure is higher than those of GFRP, resulting 
in the delay of resonance. Consequently, the CFRP can be utilized and extended to 
apply in other aviation structures, i.e., fuselage, empennage, nacelle, cowling struc-
tures, and other structures such as automotive parts, motorcycle frames, and sports 
equipment.
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A More Electric Aircraft Application: 
Starter/Generator 

Ufuk Kaya and Eyyup Oksuztepe 

Nomenclature 

I Phase current 
i Stator current 
V Phase voltage 
v Stator voltage 

1 Introduction 

The electrification of transportation systems is very popular nowadays and essen-
tially aims to use electric power as the main energy source. But when it comes to 
aviation, this goal is not very feasible due to regulations and technological con-
straints. Hence, the aviation industry and researchers studied feasible electrification 
applications called More Electric Aircraft (MEA). The MEA concept defines the 
extensive usage of electric power on conventional aircrafts instead of pneumatic, 
hydraulic, and mechanical power. By doing so, the goal of efficient and environ-
mentally friendly aircrafts will be more achievable. The narrow-body and wide-body 
aircrafts are responsible for 76% of the total greenhouse gas emission due to aviation 
activities (International Council on Clean Transportation, 2018). Also the Interna-
tional Council on Clean Transportation states that 2.4% of the total greenhouse gas 
emission in the United States during 2018 is originating from aviation actions. 
Therefore, using electric power as an alternative of present power sources is very 
vital. Moreover, the electric-powered aircraft systems are more efficient, robust, and
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cost-effective. They usually require less maintenance, which leads to shorter main-
tenance time and less maintenance costs. As mentioned above, the conventional 
aircrafts use pneumatic and hydraulic power for subsystems such as main engine 
starters, actuators, and air conditioning system. Using electric power for this system 
comes with a big consequence: the increased demand for electric power on aircraft. 
Hence, the installed total electric power on an aircraft has increased over the years. 
As is seen in Fig. 1, Boeing 787 has almost 1000 kVA installed electric power 
(Madonna et al., 2018).
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Fig. 1 The increased demand for electric power by years 

The main engine generators and auxiliary power unit (APU) are responsible for 
electric power production in conventional aircrafts. The subsystems of this conven-
tional electric generation system vary with aircraft type. But the electric generation 
system with three stages is very common in commercial aircrafts. This three-staged 
system consists of an alternative current generator, constant speed drive, voltage 
regulator, field windings, excitation winding, and rotating rectifier. The conventional 
electric generation system given in Fig. 2 is complex and demands high mainte-
nance. This increases costs and decreases system efficiency and reliability. Also this 
complex system is only used for electric power generation. The aircraft is still 
dependent on ground units or APU for main engine starting. For eliminating this 
dependency and compensating for the required electric power demand, the 
new-generation aircraft use Starter/generators (SG). The SG is basically an electric



machine and is capable both of main engine starting and electric power generating. 
For this reason, the SG has a key role in MEA concept. The SG increases aircraft 
efficiency in terms of electric power generation and starting main engine. Also it is 
lighter and smaller than conventional system. Besides the efficient and fault-tolerant 
SG design, the operation control of SG is very important. The second section 
comprises a short brief of candidate electric machine types for SG. The third section 
gives the operation control of SG regarding the chosen machine type. While the 
fourth section gives the results and discussions, the final section concludes the SG 
operation in a manner of future studies. 
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Fig. 2 The conventional three-staged electric generation system 

2 Starter/Generator 

The main jet engines need an external accelerator until idle speed. This first motion 
of jet engine is named as starting operation. The conventional starting operation of 
jet engines can be accomplished with starter, pressurized air from APU or ground 
units. On the other hand, the generators are coupled with main engine or APU 
responsible for electric power generation on speeds above idle speed. Briefly, the SG 
is an electric machine, which can operate as starter and generator simultaneously. In 
contrast to conventional electric power generation system, the SG operation is less 
complex and plain. The operation differences of these predecessor and successor 
systems are summarized in Fig. 3. 

According to aviation regulations and technical demands such as power level, 
fault tolerance, weight, and volume constraint, one can use different types of 
machines as SG. But in detail, Ganev et al. (2014) indicated 14 different criteria 
for the SG operation. Hereby, there are three types of electric machines suitable for 
SG. These are induction motor (IM), switched reluctance motor (SRM), and perma-
nent magnet synchronous machine (PMSM). The induction motors are simple and 
controller-free machines. They also have good fault tolerance. Friedrich and 
Girardin (2009) point its fault tolerance in high temperatures. The IM has some 
disadvantages that limit its usage as a SG. Besides other competitor machines, the



IM has higher rotor losses, which makes cooling of the machine harder. Also, high 
rotor losses decrease machine efficiency. The high speed limitation of IM is not 
suitable for SG operation. The second candidate machine SRM is a good choice for 
higher temperature operations. But the SRMs also suffer from rotor losses, and 
additionally they have high ventilation losses due to their unique structure. This 
structure also causes high torque vibrations which affects the starting operation of 
the SG. When it comes to military applications, the SRM is a good choice for SG 
(Ferreira and Richter, 1993). The SRM machine efficiency is lower than the next 
competitor machine, PMSM. The last and chosen machine type PMSMs are famous 
for their high efficiency in wide operating speed range. The flux-weakening appli-
cable structure of the rotor enables efficient operation. The magnets used in rotor 
provide good power/torque density. But using magnets in rotor comes with some 
disadvantages. First of all, these magnets are not tolerant for high operating temper-
atures. Therefore, the machine needs to be cooled. Moreover, flux-weakening should 
be applied with caution. Otherwise, the magnets will be demagnetized. But these 
disadvantages can be taken care of. Also high thermal tolerant magnets are available 
for use in harsh environments like aviation. The PMSM is widely used as SG on 
new-generation aircraft. For example, Lockheed Martin’s F-22 has six PMSM-based 
SGs on board. There are surface-mounted and interior magnet types of PMSMs used 
as SG. They can work in wide speed ranges with high efficiency. Ismagilov and 
Vavilov (2019) optimized a three-phase 150 kW PMSM-based SG. The optimized 
machine can speed up to 9000 rpm. 
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Fig. 3 (a) The conventional system. (b) The new-generation SG 

3 The Operation of SG 

The operation of SG is dimerous. The first part of this operation is the starter 
(motoring) operation, and the second part is the generator (generating) operation. 
The starter and generator operations should be cascaded and meet aircraft operation 
demands. For robust starter operation, the actual speed of the SG should be known. 
The actual speed can be measured with an encoder. The operating envelope of the 
SG is shown in Fig. 4. Points 1 and 2 of the operating envelope correspond to



ignition speed and idle speed, respectively. The generator operation starts at point 
3. The starter operation of SG usually occurs until the ignition speed. When the SG 
reaches that speed, the main jet engine is capable of self-operating. Hence, there is no 
need of the starter operation, and the SG is switched off. At point 2, the main jet 
engine reaches idle speed. From that point, the SG can operate as generator. But the 
SG is still kept offline until point 3 for the regulation of shaft speed. When point 3 is 
achieved, the SG can safely operate as generator. The controller manages both starter 
and generator operations. The starter operation takes place during the 0 – t1 seconds. 
In this time region, the SG accelerates until the ignition speed. The controller uses 
field-oriented control technique with no flux-weakening. In order to do that, the 
d-axis current id is set to 0, and the q-axis current iq is calculated instantaneously. 
Then, the controller algorithm produces proper switching signals for the gates of 
IGBTs according to space vector pulse width modulation technique. The generator 
operation of SG is efficient in high speeds owing to its flux-weakening capability. 
The flux- or field-weakening technique is simply applying reverse field to magnets 
on rotor. The reverse field should be utilized properly to avoid permanent demag-
netization of magnets. Unlike the starter operation, the controller calculates both id 
and iq currents during the generator operation. For efficient flux-weakening opera-
tion, the controller also considers Eqs. (1) and (2) (Lang et al., 2021). 
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The power management and distribution system is responsible for stored or 
generated electric power in new-generation aircrafts (Maldonado et al., 1999). 
Also, this system decides the amount of generated electric power on aircraft by the 
power consumption of loads. The loads on an aircraft can be resistive, capacitive, or 
inductive. Therefore, the generator operation of the SG is secured with the controller, 
and the controller regulates DC bus voltage to 270 VDC. This regulation is inde-
pendent from load type and shaft speed. The whole SG system designed and verified 
with MATLAB/Simulink is given in Fig. 5. According to the operating envelope of 
the SG given in Fig. 4, the SG is accelerated to 15,000 rpm. The speed and torque 
graphs are given in Fig. 6 a and b, respectively. The starter operation occurs between

Fig. 5 The modeled SG system in MATLAB/Simulink 

Fig. 6 (a) The speed of the SG. (b) The torque of the SG



0 and 10 seconds and generator 18 and 30 seconds. The main jet engine is fired at 
10 seconds and starts to accelerate idle speed of 15,000 rpm. Hence, the SG is 
offline. The id and iq currents of SG are given in Fig. 7a and b, respectively. The 
mean value of id is -50.41 A and the iq is -10.65 A. Figure 8 shows three phase 
currents with zoomed perspective both for starter and generator operations. The 
currents are stable and vary between ±156.25 A approximately during the starter 
operation. The mean and peak values of phase currents vary during generator 
operation due to changing load conditions. As it can be seen from the figure, there 
are five different load conditions. The final figure of Fig. 9 shows the battery current 
and the battery voltage. The battery current direction changes with the SG operation. 
During the starter operation, the SG operates as motor and consumes electric power. 
For generator operation, the SG generates electrical power and the battery current is 
positive. The controller regulates common bus voltage to 270 VDC.

Fig. 7 (a) The id current. (b) The iq current



Fig. 8 The three-phase SG currents 
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Fig. 9 (a) The battery current. (b) The battery voltage
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4 Conclusion 

This study has revealed very important findings for future study areas such as SG 
machine design. Due to demagnetization of magnets, the flux-weakening operation 
is limited. The desired iq current for such operation may not be suitable for the SG. 
Hence, it is highly recommended to simulate the whole SG system before electro-
magnetic machine design. 

On the controller side, the conventional control technique is not satisfactory and 
not recommended due to high speed region flux-weakening operation. Also, suffi-
cient switching frequency needs to be determined properly with respect to controller 
gains and power electronics. So, it would be better to choose a feedforward control-
ler than a conventional feedback controller. 
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Safety Culture and Safety Management 
System in Aviation 

Emre Nalçacıgil and Betül Kaçar 

Nomenclature 

CAA Civil Aviation Authority 
EASA European Aviation Safety Agency 
GDCA General Directorate of Civil Aviation 
ICAO International Civil Aviation Organization 
OECD Organization for Economic Co-operation and Development 
SMICG Safety Management International Collaboration Group 
SMS Safety Management System 
SSP State Safety Program 
UK United Kingdom 

1 Introduction 

Aviation is basically a sector with a highly complex structure that houses 
interdependent operational activities, such as airline operations, flight services, 
ground handling, fuel, maintenance, customer service, catering, management and 
security. In such a large, global, dynamic and fast-evolving industry, risk cannot be 
addressed as the most important factor, which is zero-based, during the operation of 
any error, omission or misstatement that could lead to disasters that are executed in a 
safe manner to avoid the process. For these reasons, the International Civil Aviation 
Organization (ICAO), according to all the institutions that operate in the aviation, 
airports, airlines and other companies to be able to perform operations safely,
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including, to the elimination of accidents or to minimize the possibility of accidents 
in 2005, published by the International Civil Aviation Organization safety manage-
ment system is implementing in light of the instructions.
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Nowadays, in order for the safety management system in aviation to fully achieve 
the set goals, the development of a safety culture in aviation has begun to be 
considered an important element in achieving the goals, due to the fact that a person 
is always at the centre. The International Civil Aviation Organization aims to make 
the safety management system applicable in the same way and at the same level all 
over the world. Therefore, when implementing it, there should be a standardized 
international safety culture in every part of the world. 

1.1 Safety Culture in Aviation 

Zero accidents are the goal of international civil aviation organizations, aircraft 
manufacturers and other civil aviation organizations. In order to achieve this, it 
equips the aircraft produced by aircraft manufacturers with very advanced technol-
ogies every day. International civil aviation organizations, by setting international 
standards for the subject countries to closely follow the issue of compliance with 
these standards and the country’s legal infrastructure necessary for the preparation of 
national civil aviation authorities in this regard, are engaged in a very serious study 
(Erdag, 2013:1). 

Research shows that 10% of accidents are caused by unsafe conditions, and the 
remaining 90% are caused by corporate and human factors. Since the greatest threats 
to aviation safety are caused by organizational problems, organizations have taken 
action to make the system more secure. An effective safety management system 
generates a developed safety culture and provides the necessary management envi-
ronment for an organization to easily identify and solve systemic safety problems 
(Zealand, 2009:1). 

Safety culture is the perception, value and priority of safety in an institution. This 
reflects the real commitment to safety of all departments of all levels that exist in the 
organization. At the same time, the safety culture is defined as “doing the right thing 
even when no one is watching you”. Safety culture is not something that is bought 
and sold; it is a phenomenon that occurs as a product of the combined effects of an 
organization’s organizational culture, professional culture and, in general, national 
culture (Skybrary, 2017:1). 

1.2 Historical Development of Safety Culture 

The term safety culture first appeared in 1987 with the publication of the OECD 
Nuclear Agency’s report on the 1986 Chernobyl disaster. However, most companies 
with high-risk jobs thought that making money was a higher priority than safety until



the last few years (Cooper, 2002:30). After a short while, the concept of safety 
culture, among other things, in transport (the Kings Cross Underground fire in 
London 1987; the Clapham Junction rail crash in London 1988) and in offshore 
oil production (the Piper Alpha platform explosion in the North Sea in 1988), has 
emerged again with a major disaster. The UK nuclear safety panel defines safety 
culture, which has become the industry standard definition of a developed country 
(Goldenhar, 2014:18): “The safety culture of an organization and its commitment to 
an organization’s health and safety management, style and competence that deter-
mine individual and group values, attitudes, perceptions, competencies and patterns 
of behaviour of the product”. 
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1.3 Important Elements of Safety Culture 

The culture of an organization is defined by what people/employees do. The deci-
sions people make reflect the values of the organization. While the following 
sections reflect the critical elements of the safety culture, these activities will be a 
conscious culture in which the managers and operators of the systems have up-to-
date information. The following important elements of the safety culture are evalu-
ated within the scope of human, technical, organizational and environmental factors 
that determine the safety of the system as a whole (Ross, 2009:19).

• Reporting Culture 
People are encouraged to express their concerns about safety, to report their 
mistakes and events up to a point. 

When safety concerns are reported, they are analysed and appropriate mea-
sures are taken.

• Flexible Culture 
A culture that can effectively adapt to changing demands. 

The ability to switch from bureaucratic, centralized mode to a more 
decentralized professional mode.

• Learning/Information Culture 
People are encouraged to develop and apply their knowledge and skills to 
improve corporate safety. 

The staff is updated by the management on safety issues. 
Feedback is provided to the staff about safety reports so that everyone can 

learn lessons.
• Fair Culture 

People are even rewarded for providing basic information about safety. 
Mistakes should be understood, but deliberate violations cannot be tolerated. 
The workforce knows and accepts what is acceptable and unacceptable. 

The Fair Culture is according to James Reason, “A questioning attitude against 
thoughtlessness resistant, safety idea dedicated to excellence, and safety issues both 
personal and corporate accountability encourages self-regulation” (Reason, 2004). A



fair organizational culture promotes security by supporting the fact that people are 
open to mistakes; mistakes always arise, and some mistakes should not carry a 
personally harsh, punitive resolution with them in cases where the system itself may 
be flawed. However, a clear line should be drawn that distinguishes between the 
common one of ordinary human error and deceptive and deliberate violations that 
can be dealt with more rigidly and not taken by force (Ross, 2009:21). 
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2 Safety Management System in Aviation 

According to the definition of the dictionary, safety means: to be free from risk or 
danger, to move away, to be exempt. However, if the nature and inherent risks of 
aviation are to be taken into account, this dictionary definition remains restrictive 
and inadequate in terms of its actually applied meaning. The statement to get out of 
danger will most likely not allow the operation of any aircraft. For this reason, the 
International Civil Aviation Organization defines aviation safety as a state of being 
free, removed and exempt from unwanted risks or injuries that may occur against 
aircraft, assets or people. In other words, aviation safety is called the situation when 
the risks remain at the desired level (International Civil Aviation Organization 
[ICAO], 2013:14). 

Although the elimination of accidents and/or serious incidents and the achieve-
ment of absolute control are desirable, these are the goals that cannot be achieved in 
open and dynamic operational contexts. Hazards are integral components in the 
context of aviation operations. Although the best efforts are being made to prevent it, 
malfunctions and operational errors will occur in aviation. No human activity or 
human structure system can be guaranteed to be completely free from hazards and 
operational errors. Aviation safety has a dynamic structure. New safety hazards and 
risks are constantly emerging and should be reduced as much as possible. As long as 
safety risks are kept at an appropriate level of control, an open and dynamic system 
such as aviation can always be kept at a safe level. It is important to note that 
acceptable safety performance is usually defined and influenced by national/inter-
national norms and cultures (ICAO, 2018:1–1). 

2.1 Development of the Concept of Safety 

Although the application of safety rules in aviation dates back to the time of the first 
military and commercial flights in writing, in fact, safety measures were also taken at 
the end of the 1700s, when there were primitive methods used to fly such as balloons 
and wings. For example, hot air balloons can be flown in open and dirt areas without 
hard hats, knee pads, etc.; the use of personal protective equipment was actually a 
safety measure taken without realizing it (BASOL, 2013).
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In its early years, safety was based on such elements as undeveloped technology, 
lack of appropriate infrastructure, limited foresight and insufficient understanding of 
the dangers inherent in aviation operations. Therefore, it was an event that had no 
available opportunities to meet the demands and was not subject to strict regulations 
(SHGM, 2011:3). 

Technological advances (largely due to accident reviews) and, accordingly, the 
development of appropriate infrastructure have led to a gradual, continuous decrease 
in the frequency of accidents, as well as an increasing need for regulation (SHGM, 
2011:4). 

The systematic consideration of safety dates back to the beginning of the 1950s. 
Other progress on the subject can be explained by four approaches that are consistent 
with the period of activity (ICAO, 2018:2–1):

• Technical Factors: From the early 1900s to the late 1960s, aviation was a type of 
transport in which the source of safety shortcomings was associated with techni-
cal factors and technological failures. The focus of safety studies was therefore 
based on the research and improvement of technical factors. In the 1950s, 
technological advances led to a gradual decrease in the frequency of accidents, 
and the safety processes were expanded to comply with legal regulations and 
inspections.

• Human Factors: In the early 1970s, the frequency of aviation accidents decreased 
significantly due to major technological advances and improvements in safety 
regulations. Aviation has become a safer and safer form of transport, and the 
focus of safety work has been expanded to include human factors, including 
elements such as the human/machine interface. Despite investments in resources 
used to reduce errors, human factors continue to appear as a recurrent factor in 
accidents. Human factors tended to focus on the individual without fully consid-
ering the operational and organizational context. Until the early 1990s, it was not 
accepted that individuals work in a complex environment with a large number of 
factors that can affect their behaviour.

• Organizational Factors: In the mid-1990s, safety began to be viewed from a 
systematic perspective. It began to be considered in such a way as to cover 
human and technical factors, as well as organizational factors. The concept of 
“organizational accident” was introduced. This perspective has addressed the 
impact of safety risk controls on the organizational culture and policies of such 
elements. In addition, the collection and analysis of routine safety data using 
reactive and proactive methods allowed organizations to monitor known safety 
risks and identify emerging safety trends. These improvements provided the basis 
for learning the current safety management approach.

• Total Systemic Factors: Since the beginning of the twenty first century, many 
state and aviation organizations have adopted safety approaches in the past and 
reached the next level by developing the approach that they adopted later. SSPs or 
SMS were started to be implemented, and they saw the benefit of the safety 
management system. This has led to the complexity of the aviation system and the 
growing recognition of different organizations that play a role in aviation safety.



There are many examples of accidents and incidents that show that the interfaces 
between organizations cause negative consequences. 
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The steady and integrated evolution of safety has led governments and aviation 
organizations to a point where they are seriously considering the interactions and 
interfaces between the components of the system: people, processes and technolo-
gies. In addition, the states have begun to define the role that the total aviation system 
approach can play in the development of SSP (ICAO, 2018:2–4). 

A safety management system is a defined set of processes implemented through-
out a company/institution or organization that ensure more effective risk-based 
decision-making in a company’s daily business (EASA-ICAO Annex 19, 2010). 
The rapid change and development of technology, increasing efficiency and confu-
sion due to the growth of global aviation, and new challenges are the main reasons 
for the formation of a risk-based approach to safety (Civil Aviation Authority 
[CAA], 2015:12). 

SMS works on maximizing the opportunities for continuous improvement and 
improvement of aviation safety (Safety Management International Collaboration 
Group [SM ICG], 2010:1). In other words, a safety management system is a holistic 
form of system in which a number of processes or components are combined to form 
a safety management system. Specifically, it is the interaction of these processes or 
components that reveals the safety management system. In addition, the October 
management system is a set of ideas, applications and processes for monitoring and 
continuously improving the safety within the organization. It is also a system that 
requires a feedback loop (Transport Canada Civil Aviation Communications Centre, 
2004:5). 

It is a fact that SMS with the support of senior management cannot be executed 
only with senior management. In addition, all personnel of aviation organizations 
and the sectoral information flow in general should be included in SMS activities 
(SHGM, 2012:4). On the other hand, SMS, with a reactive approach, accidents 
waiting to happen, and the investigation of the accident after the accident in order to 
prevent similar accidents investigation by doing the lessons that classic in a 
completely different way from accident investigations, proactive and predictive 
approach, the cause of the accident the safety risks of the consequences of the 
hazards by creating safety risks before they are identify, analyse, mitigate and 
continuously evaluate ways to control activity (SHGM, 2012:4). 

The safety management system also provides enterprises with the opportunity to 
make more informed decisions, increase safety by reducing accident risks, reduce 
costs, provide better resource planning that will result in increased efficiency and 
strengthen the common culture and conduct joint due diligence (Kaliten Consulting, 
2012:1).
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2.2 The Purpose of the Safety Management System 

The purpose of SMS is to provide organizations with a systematic approach to 
managing security. It is designed for the continuous improvement of safety perfor-
mance through the identification of hazards, the collection, analysis of safety data 
and safety data and the continuous assessment of safety risks. SMS is aimed at 
proactively reducing aviation accidents and safety risks before they result in inci-
dents. It allows organizations to effectively manage their activities, safety perfor-
mance and resources and to better understand their contribution to aviation safety 
(ICAO, 2018:2–13). 

According to another source, the purpose of SMS is (CAA, 2015:8):

• Managing risks within the company
• Ensuring continuous monitoring and evaluation of safety performance
• To make continuous improvements in order to achieve an adequate level of safety 

in the operations performed
• To develop and improve the in-house safety culture 

According to the information obtained from the source of Anadolu University, 
Airport Security Management System, the objectives of the security management 
system are as follows (Anadolu Üniversitesi, 2021):

• Ensure that the safety risks that may occur in all areas of activity and in all 
processes that may affect aviation safety can be reduced to acceptable levels.

• SMS focuses more on processes than outputs, trying to understand and find 
solutions to problems without compromising safety more with a proactive 
approach rather than a reactive approach.

• SMS predicts that it will fall by constantly measuring safety performance and 
making it possible to prevent it without an accident.

• In order to manage risks, it is also necessary to try to manage crises arising from 
risks. 

Awareness of the scope of the safety management system in aviation organiza-
tions should be high. In general, SMS should include all customer service and 
operational activities of the relevant aviation organization. SMS is a great job for 
establishing security in the aviation system. The occurrence of an accident in the 
aviation system indicates that there is a failure in the middle, and this failure 
indicates SMS (SHGM, 2012:6).
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3 Results and Discussion 

Safety has been the most important element in aviation since the moment of the first 
attempts to fly. In particular, when losses of lives and property began to appear as a 
result of accidents, it became the topic that was most focused on and was at the top of 
the list. 

After the implementation of the safety management system, it was found that a 
significant decrease was recorded in the accident and death rates in all world civil 
aviation, including Turkey. However, since there can be no zero accidents or a 
completely risk-free state in aviation, even if the events cannot be reset, this decrease 
clearly demonstrates the success of the safety management system application. 

One of the most important elements that benefit in reducing negative events and 
accidents in aviation is the safety culture. Nowadays, the safety culture is also 
discussed as thoroughly as the safety management system and is almost one of the 
most focused topics. In fact, the International Civil Aviation Organization safety 
management system manual safety in the most recently published as a separate part 
of the culture as a title and not a broader way of dealing has made many recom-
mendations for improving safety culture has been investigated. 

In order to ensure an environment of trust in safety, voluntary notifications sent 
should be handled systematically, and employees should be informed about the 
process. In order to develop a safety culture in organizations, it should be ensured 
that all employees from the top management to the lowest level are included in the 
safety management system process and that the employees’ knowledge skills sup-
port this issue. 

In order to ensure an environment of trust in safety, voluntary notifications sent 
should be handled systematically and employees should be informed about the 
process. In order to develop a safety culture in organizations, it should be ensured 
that all employees from the top management to the lowest level are included in the 
safety management system process and that the employees’ knowledge skills sup-
port this issue. Organizations need to have a sufficient number of employees in 
accordance with their man/hour plans in order to carry out a healthy safety culture in 
organizations (He, 2012). 

As a result of recent studies, it is seen that approximately 84% of employees 
positively evaluate the safety culture in their organizations. The results obtained 
make it clear that the safety culture in general is approaching the level of positive safety 
culture and the safety culture is developing rapidly. In general, it has been observed that 
airport employees have a high level of safety culture, but there are differences in 
perceptions of safety culture according to the type of business. The results are that 
employees of the higher-risk business type have more perceptions of safety. It has also 
been observed that the perception of aviation employees also differs according to their 
titles. It has been concluded that the perception of safety culture increases as we move 
from the lower level to the upper management, but it has been found that non-shift 
employees have a higher perception of safety than shift employees. There was no 
significant difference in the perceptions of safety culture according to the gender, age 
level and educational status of the employees (Galloway, 2010).
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Airline Service Quality Attributes 

Araya Sakburanapech, Narinisara Thongpa, and Prawit Otanalai 

1 Introduction 

Although the airline industry has been hit hard from the global outbreak of COVID-
19 since the beginning of 2020, it realises that improving airline services without 
compromising safety is vital to fulfil passengers’ needs and expectations. This 
supports airlines to increase their competitiveness to respond to the fierce competi-
tion. Monitoring quality of services become important not only from operator 
perspectives but also from regulator perspectives to assure that passengers receive 
the level of service worth the value of money spent and to raise awareness among 
those passengers in choosing services of airlines suitable for their needs. This paper 
aims to explore quality attributes widely accepted in the airline industry. How to 
monitor quality services provided by airlines will be described. 

2 Research Method 

With the objectives determined above, the research is seen as exploratory research to 
collect data from primary data sources and secondary data sources. The review of 
academic and industrial papers had been carried out to understand the differences. 
This was then used for as a foundation to conduct the semi-structured interviews 
with Thai-registered air carriers. In addition, focus-group meetings with government 
agencies relevant were proceed. This helps to understand the perspectives of both 
parties involved. 
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3 Results and Discussion 

3.1 Airline Services 

Variations of airline business models are currently seen across the globe. In 
Thailand, there are three models: full-services carriers (FSC), light-premium carriers 
(LPC) and low-cost carriers (LCC). The comparison of passenger activities serviced 
by airlines with the three business models shows in Table 1. 

Along the passenger journey comprised of six phases (International Air Transport 
Association: IATA and Airports Council International: ACI, 2020), there are six 
different services among the three models. Services provided by full-service carriers 
are free of charges while some of services provided by low-cost carriers are fully 
charged to passengers. In the meantime, services provided by light-premium carriers 
rely on strategies of each individual airlines. Most of optional services by light-
premium carriers and low-cost carriers does not involve minimum rights from 
consumer perspectives. 

In addition to the airline business model, fight range influences the type and 
variety of services provided, for example, baggage allowance without fee, seat 
classes and variety of foods served in-flight. Quality of services expected from 
passengers would be in line with the airline business models and flight ranges. 
Otherwise, it seems not to be fair for those airlines pursuing different approaches 
for different target market. 

3.2 Dimensions of Airline Service Quality 

One of the key features of services is intangible, which is difficult for the service 
providers to continuously monitor the quality of services meet the customer satis-
faction. Airlines realise that the quality of services provided along the passenger 
journey is vital for fulfilling requirements of passengers and raising their loyalty.

Table 1 Classification criteria of airline business model 

Passenger activity Airline services FSC LPC LCC

���Check-in Baggage allowance

���Business class lounge

���In-flight In-flight entertainment

���In-flight amenity kits

���Dining

���Special meal

�
�
�
�

Standard service 
Option without fee 
Option with fee 
No service



Pax activity

They continue to integrate the quality system to the journey of passenger starting 
from reservation and ticketing at the origin to baggage claim at the destination. 
Quality standards are determined regarding to services provided by the airline.
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Table 2 Airline service quality matrix along passenger journey 

Phase of 
journey 

Passenger need 

Reliability Assurance Tangible Empathy Responsiveness

��Off airport Reservation 
and ticketing

�� �Travel 
preparation

����At airport 
departure 

Check-in

��Baggage drop

�Lounge at 
main base 
airport

��Boarding

��In-flight Cabin service

�Seat

�Amenity and 
entertainment

��Meal

��Cabin crew

�At airport 
arrival 

Disembark

���Baggage 
claim

��At 
destination 

Passenger 
service 

A review and analysis of airline services quality had been carried out to under-
stand quality standards widely used in the global airline industry, and focus-group 
meetings with airlines currently operating in Thailand had been conducted. The 
research result shows that five quality dimensions are deployed for assuring that 
services provided in each phase of passenger journey meet the passenger require-
ments, as shown in Table 2. They include reliability, assurance, tangible, empathy 
and responsiveness, which are known as service quality evaluation criteria in the 
SERVQUAL (Wang et al., 2011). Parasuraman et al. (1988) provided the definition 
of the five quality attributes as follows: 

Reliability: ability to perform the promised service dependably and accurately 
Assurance: knowledge and courtesy of employees and their ability to inspire trust 

and confidence 
Tangible: physical facilities, equipment and appearance of personnel 
Empathy: caring, individualized attention provided to customers 
Responsiveness: willingness to help customers and provide prompt services
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3.3 Monitoring Quality of Airline Services 

Rights of consumer is currently recognized as the mandatory measure that shall be 
fulfilled by airlines. They involve only vital dimensions of quality services that have 
huge impacts on minimum rights of passengers. It includes, for example, on-time 
performance (OTP), flight delays, flight cancellations and complaint handling. 
Nevertheless, there are numbers of service quality standards voluntary for airlines 
to increase the satisfaction of their passengers. 

Figure 1 presents a comparison of monitoring system of airline service quality, 
which is currently executed and widely accepted. European Union has set minimum 
rights of air passenger, known as “air passenger rights”, as the guideline for the 
aviation authorities of EU countries to regulate all flights to/from the EU countries 
(European Commission, 2019). The monitoring results have been published with the 
purpose of raising knowledge and awareness of passengers in some countries, such 
as the United Kingdom, Germany and Switzerland. Similarly, aviation consumer 
protection in the United States of America is used as the based mechanism to ensure

Fig. 1 Comparison of process for monitoring airline service quality



that airlines fulfil the minimum rights of passengers (U.S. Department of Transpor-
tation, 2019). Airline service quality programme is another mandatory measure 
executed by the Federal Aviation Administration. The two mandatory measures 
focus on the minimum rights of passenger travelled to/from the United States of 
America. In Australia and South Korea, handling of complaints from air passenger is 
regulated to assure the complaints are properly handled according to consumer 
protection law (Australian Competition and Consumer Commission, 2014; Kim 
et al., 2015).

Airline Service Quality Attributes 213

In addition to mandatory monitoring systems, a number of voluntary systems 
have been widely implemented to raise the quality levels of services provided by 
airlines. For example, the market monitoring system (MMS) is an annual satisfaction 
survey of air passenger travelling to/from the EU region (European Commission, 
2021). Based on the three service quality programs shown below, quality attributes 
of airline services are determined responding to the types and characteristics of 
services provided along the passenger journey. 

Although various service quality programs are implemented across the world, 
they are all aligned with the continuous improvement circle, called as PDCA cycle 
(Jonker & Faber, 2020). They begin with identifying quality standards, collecting 
quality data, comparing results against quality standards set and providing feedback 
to airlines for improving their services. 

4 Conclusion 

Airlines continue to improve the quality of services to improve and sustain passenger 
experiences along the travel journey. Services provided by each airline rely on the 
airline business models. Full-service air carriers, light premium carriers and low-cost 
carriers serve different services in phase of check-in and in-flight. 

Despite the differentiation of services, quality assessment remains crucial for 
airlines to improve service level to meet passenger expectations. The research result 
shows that five service quality attributes of SERVQUAL are widely applied in the 
airline industry. In addition, these five quality attributes are integrated with PDCA 
cycle not only to solve quality problems but also to identify room for improvements. 
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Nomenclature

The Influence of Fuels Containing Fatty 
Acids Ethers on Fuel Systems 

Daryna Popytailenko and Olena Shevchenko 

FAME Fatty acid methyl esters 

1 Introduction 

The reduction of world oil reserves, as well as the solution of modern environmental 
problems, requires the search for alternative energy sources. This is due not only to 
the need to reduce environmental pollution but also to the importance of switching 
from fossil fuels to renewable resources. Biodiesel, which is produced from oils and 
fats by alcoholysis, is the most promising alternative to diesel fuel. Fatty acid methyl 
esters (FAME) have calorific value, viscosity, and density close to diesel fuel. Its 
main advantage lies in the reduction of the concentration of harmful substances 
emitted with exhaust gases in comparison with diesel fuel by 25–50%. FAME can 
also be produced from fat-containing industrial waste, which will partially solve the 
problem of waste disposal and environmental protection. However, their corrosive 
effects on fuel system materials and higher biodegradation are of serious concern. 
Microorganisms use FAME as an energy source, so their addition to diesel fuel 
accelerates its decomposition several times. A significant part of corrosive damage to 
materials is caused by microorganisms, which in the course of their vital activity 
release metabolic products and accelerate corrosion. 
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1.1 Corrosiveness of Biofuels 

FAME are good solvents. Plaque that forms when operating on mineral diesel fuel is 
destroyed when switching to biofuels, which causes clogging of filters and injectors. 
During the operation of the engines, the fuel comes into contact with rubber products 
(gaskets, seals). FAME dissolves rubber engine parts with prolonged contact on 
unadjusted vehicles. The least resistant to the corrosive effects of biodiesel are 
polypropylene, polyvinyl. 

Motor fuel must not corrode metal parts of the engine that come into contact with 
fuel and its combustion products. It is necessary to distinguish corrosion caused by 
fuel during its storage, transportation, and use in the engine from corrosion caused 
by exposure to combustion products on the surfaces. Despite that FAME has many 
similar properties to diesel fuel, they are inferior in oxidation stability, 
low-temperature characteristics, and influence on structural materials. To solve 
these problems, the influence of FAME and composite fuels on the materials of 
fuel systems was studied (Shevchenko & Danilov, 2018). 

The main indicators that can affect the corrosiveness are the content of sulfur, 
water-soluble acids, and alkalis and copper plate test. 

FAME is more susceptible to microbiological damage due to hygroscopicity and 
higher bioavailability (Shkilniuk, 2015). As a result of the development of microor-
ganisms, the following problems arise: accumulation of sludge in the tank, changes 
in the physical and chemical properties of fuel, deposition on the walls of the tank, 
damage to paints and varnishes, increased engine wear, intensification of corrosion 
of structural materials, and clogged filters. 

The species composition and properties of strains (aggressiveness to materials) 
are different. More than half of all cases of microbiological destruction of oils and 
greases occur as a result of the action of fungi of the genus Aspergillus, Penicillium, 
Fusarium, and Scopulariopsis. Microbiological damage to polymer and paint and 
varnish materials is a consequence of the activity of fungi of the genera Penicillium, 
Stemphylium, Chaetomium, and Trichoderma. 

Сlаdosporium resinae (kerosene fungus) is most commonly found in diesel fuels. 
Its spores can enter the fuel during transportation and remain in a passive state until 
favorable conditions for growth. Unlike other genera of fungus, the “kerosene 
fungus” produces significantly more biomass, which causes technical malfunctions 
in the fuel system. 

2 Research Methods 

To carry out investigations of corrosivity, samples of FAME obtained from fish oil, 
chicken fat, palm oil, soybean oil, rapeseed oil, sunflower oil, and blended fuels 
based on pre-hydrotreated diesel fuel with 30% of the above FAME addition 
were used.
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2.1 Study of the Corrosion Effect on Metals 

The corrosiveness of FAME to metals was assessed by the reduction in plate weight 
before and after testing using standard methodic. The following metal samples were 
used in the study: copper grade M1, aluminum alloy D16, steel St1, and brass L63. 

The metal plates were processed and sanded with emery paper until a uniform 
surface was obtained, without roughness and chipping. The dimensions of the plate 
were measured with a caliper with an accuracy of 0.1 mm. The prepared plates were 
treated with alcohol to remove fat from the surface and dried between sheets of filter 
paper in a desiccator for 1 hour. Then, the plates were weighed on an analytical 
balance with an accuracy of 0.0002 g. 

The tested fuel samples were poured into test tubes; metal samples were placed in 
them and kept in a thermostat at a temperature of 120 ± 0.5 °C. The test was carried 
out in five stages, each lasting 5 hours. After each stage, the tubes were cooled for 
30–40 minutes in air. After the fifth stage of heating, the plates were taken out of the 
thermostat and placed one by one in the isooctane bottles with lids. The formed 
deposits were removed from the plates and treated with solutions, depending on the 
metal. A 10% citric acid solution was used for steel, a 5% nitric acid solution for 
aluminum, and a 5% sulfuric acid solution for copper and brass. Then, the plates 
were dried and weighed on an analytical balance. 

The corrosiveness of the fuel (K ) was calculated by the formula (Eq. 1): 

K = 
m1 -m2 

S × τ
ð1Þ 

where m1 is the initial mass of the metal sample, g; m2 is the sample mass after 
testing and removal of corrosion products, g; S is the sample surface, cm2 ; and τ is 
the test time, hour. 

2.2 Microbiological Damage to Fuels 

A microbiological damage study was carried out by cultivation of solid nutrient 
media in Petri dishes. The tests were carried out by cultivation of solid nutrient 
media in Petri dishes. Pre-purified fuel was seeded under sterile conditions in Petri 
dishes and kept at a temperature of 25 ± 2 °C during the incubation period. To 
improve the accuracy, parallel crops were carried out. During and after incubation, 
the number of colonies of each class of microorganisms was counted. Measurement 
of bacterial contamination was carried out after an incubation period of 48 hours, 
mycologically, 7 days. 

To count the number of colonies of forming elements (CFE), the Petri dish was 
placed on a light background. To calculate the amount of CFE in 1 L of the fuel 
sample, the results of parallel inoculations were summed up, and the average COE 
was determined using the formula (Eq. 2):
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M = 
a× 1000 

V
ð2Þ 

where a is the average number of colonies at inoculation and V is the volume of fuel 
taken for inoculation, mL. 

The identification of microbiological contamination was carried out on the basis 
of morphological characteristics. The assessment of the morphological and cultural 
characteristics of microorganisms was carried out on solid nutrient media using 
microscopic examination. Bacteria and fungi were characterized and identified based 
on colony morphology and microscopic features. 

2.3 Corrosive Effect on Rubber 

A study of the effect of mixed fuels on oil and petrol-resistant (special) rubbers of 
different compositions was carried out. We studied samples of standard rubber 
compounds based on butadiene-nitrile rubbers SKN-18 (with a low content of 
acrylic acid nitrile) and SKN-40 (with a high content of acrylic acid nitrile), as 
well as research samples of C1 cipher (based on SKN-40 rubber with the addition of 
polyvinyl chloride (PVC) plasticate) and A1 (based on SKN-40 rubber with the 
addition of PVC plasticate (polychloride)). 

For testing, rectangular samples were made. Rubber samples were placed in test 
tubes with mixed fuels in a suspended state in a thermostat with a constant temper-
ature of 50 ± 0.5 °C for 12 hours. Samples were periodically removed and weighed 
on an analytical balance with an accuracy of 0.0002 g. In parallel, control tests were 
carried out under similar conditions using diesel fuel as a working medium. 

3 Results and Discussion 

FAME samples were practically free of sulfur, except for chicken far FAME, which 
contains 9 mg/kg. It follows from this that the sulfur content does not affect the 
corrosivity of biodiesel fuel. The copper plates in all fuel samples did not darken but 
became dull without shine. The corrosion rate of copper plates in diesel fuel was 
0.4 × 10-7 g/cm2 × h; in samples of fuels with alternative components, it was within 
0.5 to 4 × 10-7 g/cm2 × h for samples with sunflower oil FAME, soybean oil FAME, 
palm oil FAME, and chicken fat FAME. 

The corrosion rate of brass in the mixed fuel samples ranged from 1 to 
6 × 10–10-7 g/cm2 × h. During the study, it was found that brass samples do not 
corrode in diesel fuel and chicken fat and palm oil FAME. 

Palm oil FAME had a slight corrosive effect on the samples of steel St1 structural 
carbon steel of ordinary quality. The rest of the fuel samples did not have an
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– –

– –

– –

– –

Fuel sample volume (mL)

aggressive effect. The study determined that aluminum samples remained intact in 
blended fuels that contain FAME. 
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Soybean oil FAME, sunflower oil FAME, palm oil FAME, and chicken fat 
FAME had practically no corrosive effect on the metals studied in the work. All 
test results of the corrosion effect of fuel samples on metals are shown in Table 1. 

The test results for the determination of microbiological contamination of fuel 
samples are presented in Table 2. 

Analyzing the results obtained during the determination of microbiological con-
tamination, it can be concluded that diesel fuel and sunflower oil FAME had medium 
contamination with fungal spores and strong bacteria. Rapeseed oil FAME was 
heavily contaminated with bacterial and fungal spores. 

All fuel samples were contaminated with bacteria of the genus Pseudomonas, 
which do not significantly affect the performance of the fuel. The fungus 
Cladosporium resinae was present in diesel fuel, and Cladosporium resinae and 
Аsрergillus were present in rapeseed oil FAME. Both types of fungi have an 
aggressive effect on construction materials; in addition, fungi of the genus Asper-
gillus are pathogenic in relation to the human body. 

Table 1 Corrosion rate of metal plates in fuel samples 

The corrosion rate, ×10-7 , g/cm2 × h 

Copper Brass Steel St1 Aluminum 

Diesel fuel 100% 0.4 – 3.9 – 

100% soybean oil FAME 4 2 2 1 

70% diesel fuel + 30% soybean oil FAME 2 1 

100% sunflower oil FAME 3 4 – 1 

70% diesel fuel + 30% sunflower oil FAME 2 6 

100% chicken fat FAME 2 1 

70% diesel fuel + 30% chicken fat FAME 2 3 

100% palm oil FAME 1.3 – 6.5 – 

70% diesel fuel + 30% palm oil FAME 0.65 – 0.7 – 

Table 2 Microbiological contamination 

Sample 

Bacteria Fungus 

Number of 
colonies 

Contamination 
CFE/L 

Number of 
colonies 

Contamination 
CFE/L 

Diesel fuel 0.15 42 280,000 1 6667 

0.24 150 625,000 1 4167 

Average result – 452,500 – 5417 

Sunflower oil 
FAME 

0.15 17 113,333 0 0 

0.24 58 241,667 1 4167 

Average result – 177,500 – 2083 

Rapeseed oil 
FAME 

0.15 34 226,667 3 20,000 

0.24 76 316,667 6 25,000 

Average result – 271,667 – 22,500
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Table 3 Increase in the mass of rubber samples in mixed fuels, % 

The increase in the mass of the rubber sample (%) 

А1 S1 SKN – 18 SKN – 40 

Diesel fuel 100% 50.8 4.41 3.87 0.6 

70% diesel fuel + 30% fish oil FAME 62.39 7.62 8.58 1.22 

70% diesel fuel + 30% palm oil FAME 53.25 7.05 7.42 1.41 

70% diesel fuel + 30% chicken fat FAME 51.1 6.13 6.34 0.95 

70% diesel fuel + 30% soybean oil FAME 62.69 7.85 8.45 1.31 

70% diesel fuel + 30% sunflower oil FAME 63.29 7.91 8.56 1.29 

The test results showed that in rubber sample A1, the most resistant SKN-40, 
turned out to be the least resistant to the aggressive effects of mixed fuels. The 
corrosiveness of composite fuels toward rubbers increases with increasing FAME 
concentration. 

Compared to traditional diesel fuel, samples of blended fuels affect rubber. When 
using fuels with alternative components, rubber seals should be made from rubber 
compounds based on nitrile butadiene rubbers. The results of the tests performed are 
presented in Table 3. 

4 Conclusion 

D16 aluminum alloy samples are corrosion resistant in mixed diesel fuels. FAME, 
except for palm biodiesel, reduces the corrosion rate of St10 steel due to the 
formation of a protective film on the surface. The addition of FAME to diesel fuel 
reduces the corrosive effect on copper. FAME has no corrosive effect on the surface 
of brass or has a negligible effect, except for sunflower oil FAME. The increased 
corrosiveness of which is associated with a high content of oleic acid. FAME is 
corrosive to rubbers, causing swelling and weight loss. The least resistant to corro-
sion of FAME are rubbers of grade A1, and the most resistant are rubber compounds 
based on nitrile butadiene rubbers. The degree of microbiological damage to com-
posite fuels was determined in the study. FAME and mixed fuels with their addition 
are more prone to microbiological contamination. 
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Exposure Potential of Environment by 
Entropy Continuity for Cruise Altitude 
of Aircraft Engine 

M. Ziya Sogut 

1 Introduction 

The aviation industry intensively discusses the change due to carbon management in 
its corporate strategies and producing alternatives to fossil fuel-based consumption. 
Basically, it is seen that there is a lot of work and development in aircraft technol-
ogies, from material to technology. Especially the changes in engine technologies 
have affected this process positively, and many gains have been achieved due to 
technological improvements. However, it is a fact that there is a need for more 
effective strategies for carbon management in the aviation industry, which has 
approximately 3% of the total emissions in the fight against global climate change 
(IATA, 2013, 2016). 

In sectoral studies, especially changes in engine technologies, very different 
changes have been achieved from weight to combustion performance. These design 
developments have been significant changes for fossil fuel-burning engines in terms 
of effective combustion performance, power generation, and life cycles. However, 
despite all these processes, the production of entropy and the irreversibility that 
contribute to its formation still have an important potential. This effect defines the 
potential of direct and indirect emissions and engine-related environmental pollu-
tion. In this study, primarily in the cruise condition of a piston engine, depending on 
the operating performance of the engine, primarily thermodynamic analyses were 
made, and the effects of entropy-induced environmental pollution caused by the 
engine were investigated. In this context, the speed-fuel relationship of the engine 
and the fuel-environment relationship in cruise processes were discussed separately. 
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2 Flight Process Environment 

Increasing flight traffic in the world directly or indirectly interacts with the environ-
mental structures connected to the route relationship. In airplanes operating with 
different pressure and temperature values, depending on climatic conditions, espe-
cially components with thermal processing processes and their performances are 
affected by environmental conditions. In particular, engine performances represent 
an important potential due to the irreversibility it causes together with fossil fuel 
consumption. 

Aircraft engines follow a course depending on the general flight plan given in 
Fig. 1 with a minimum of 26.7 kN propulsion power loads in the general structure. 
Especially in this process where power management distribution changes depending 
on environmental conditions, the International Civil Aviation Organization (ICAO) 
has brought important limitations in the fight against global climate change (Annex 
16 of the Civil Aviation Convention – Environmental Protection – Trunk II – 
Aircraft Engine Emissions). ICAO and related studies have shown the effect of 
fuel-related inefficiencies, especially due to the flight process, on the sectoral 
emission potential. 

Temperature-dependent operational parameters are an effective tool for engine 
performance. The manageability of this engine with thermal control at every stage of 
the engine, including the combustion temperature, is important in terms of perfor-
mance values. In particular, the relationship between the thrust produced in engine 
performance and environmental parameters shows the extent of the irreversibility 
produced. Therefore, thrust optimization and power reduction due to thrust condi-
tions are directly related to performance. Temperature is inversely proportional to 
density. The high-temperature flight process of the aircraft causes more power 
consumption and hence fuel consumption. This is the reason for the inefficiency, 
especially in climbing and descending. Especially uncontrolled heat overload is the 
cause of this irreversibility. 

Fig. 1 Reference engine parameters (DETEC, 2007)
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Atmospheric conditions vary with altitude. These values are important in terms of 
engine performance. As the working environment, the temperature and pressure 
values associated with altitude directly affect the combustion performance. How-
ever, this process definition is related to the entropy that occurs due to the irrevers-
ibility of the engine. However, for basic structures, the manageability of entropy 
provides advantages in terms of performance. 

3 Entropy and Conceptual Framework 

Global warming causes the temperature of the earth and biosphere to increase in 
particular. The entropy of the universe is constantly increasing due to the effective 
direction and the increasing load condition and the principle of increasing entropy. 
This is increasing chaos. Especially in this context, it is important to control the fossil 
fuel consumption. This is provided by entropy management is taken into consider-
ation along with energy management in all system approaches (Jing, 2012). 

Based on these concepts of reversibility and absolute temperature, entropy 
generation is a measure of system disorder due to the exergy destruction produced 
from the system. For this approach, the second law of thermodynamics and relations 
criteria such as improvement potential and exergy losses must be prioritized (Dincer 
& Rosen, 2012; Cornelissen, 1997; Moran et al., 2011; Van Gool, 1997). 

In this study, firstly, an index study was conducted to evaluate the environmental 
effects of entropy production caused by irreversibility. In this context, Environmen-
tal Performance Index (EPI) has been seen as a function of entropy due to current 
engine consumptions under ambient temperature. 

EPI= 
Sgen 
_Exin 

× T0 ð1Þ 

The EPI developed here has a value in the range of zero to one. It should be close 
to zero in terms of environmental impact. However, it is important to use a reference 
criterion in this evaluation. This value gives us Carnot efficiency. The Carnot 
efficiency of the engine is the target efficiency of the exergy efficiency as a reference 
criterion. In this respect, IP has been re-modified and evaluated. 

IP= ηCarnot - ηııð Þ: _Exin - _Exout ð2Þ 

where the improvement potential is referenced by the Carnot efficiency for each 
thermodynamic system. In this study, the Sustainability Index (SI) was developed 
based on this performance.
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SI= 
Sgen,c 
_Exin 

× T0 ð3Þ 

The total entropy production in the system is related to the IP ratio of the engine, 
which depends on the Carnot efficiency (Sogut, 2021). 

4 Results and Discussion 

This study primarily includes thermodynamic analyses based on the power and 
speed performance of a piston engine. In the study, exergy analyses were made 
with reference to the piston engine parameters along with its thermal efficiency. 
The entropy produced according to the revolutions and fuel consumptions defined in 
the study and the optimal conditions for them are discussed. For this purpose, the 
reference motor data is given in Fig. 1. 

Depending on the altitude conditions of the engine, the RPM values vary between 
980 and 2620 RPM. The altitude load values of the engine vary between 75%, 65%, 
and 55%. Its velocity relationship is defined as 2510 RPM for 6500 ft, 2450 RPM for 
5500 ft, 2300 RPM for 6000 ft, and 2400 RPM for 11,000 ft for cruise altitude 
criteria. The analyses in this study were used for 18 different process flows of the 
reference engine between 980 and 2620 RPM. Accordingly, RPM and fuel con-
sumption distribution are given in Fig. 2. 

The fuel consumption of the engine ranges from 12 to 81 gal/h. This performance 
shows a variation between 70 and 188 kW. While the air fuel ratio was 54.4, the 
ambient temperature was 284.5 K on average. According to these data, the thermal 
efficiency and RPM change of the motor are given in Fig. 3. 

Fig. 2 Fuel consumption and RPM values of engine
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Fig. 3 Thermal efficiency and RPM 

Fig. 4 Exergy efficiency and RPM 

The efficiency of the engine was found to be 36.94–46.36%. The average 
efficiency of the engine is 41.67%, and there is a performance decrease for high 
RPMs according to the engine’s rpm values. It is not sufficient to describe the extent 
of reversibility based on quantitative assessment. In this context, the exergy perfor-
mance of the engine was examined, and the results are given in Fig. 4.
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Fig. 5 Efficiencies and RPM 

While the exergy efficiency of the engine has an average of 23.65% potential, this 
change shows a change of 20.51–26.83% according to the RPM values. In the 
performance distribution, the RPM change depending on both efficiency values 
was evaluated (Fig. 5). 

Depending on the engine’s Carnot change RPM data, 1.85% change is seen, 
while this change in energy and exergy efficiencies is 25.5% and 30.8%, respec-
tively. In these values, it is seen that there is a 5.31% higher value, especially in 
qualitative change. The exergy destruction caused by the losses due to the exergy 
consumption of the engine was examined, and its effect on the Carnot efficiency was 
evaluated (Fig. 6). 

The exergy destruction produced by the real engine is 2.29 times higher than the 
Carnot value. The exergy breakdown of the engine shows an average potential of 
4804.56 kW. The entropy production due to the exergy destruction of the engine was 
considered together with each RPM value, and the results are given in Fig. 7. 

The entropy production of the engine shows a potential of 3.97 kW/K, with 
27 kW/K according to the RPM distributions. Entropy production is important in 
terms of direct environmental impact. According to these data, EPI was found to be 
0.76, while SI was found to be 0.24. These data show the 69.04% entropy pollution 
effect on the environmental performance of the engine.



Exposure Potential of Environment by Entropy Continuity. . . 227

Fig. 6 Exergy destruction and RPM 

Fig. 7 Entropy generation and RPM 

5 Conclusion 

In this study, the potential of entropy-induced environmental pollution was evalu-
ated with reference to a piston engine, and it was found that it had an effect of 
69.04%. According to the RPM values of the aircraft, the energy and exergy 
efficiencies were found to be 41.64% and 23.65%, respectively. Based on the two 
indices produced according to these parameters, the impact boundary conditions



depending on the total entropy production of the aircraft should be determined. In 
this context, analyses should be made in terms of environmental and cost effects. 
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Examining Thermo-Economic 
and Environmental Performance of Piston 
Engine Considering LNG Fuel Transition 
of Aircraft 

M. Ziya Sogut 

1 Introduction 

Piston engines, which have taken place in all transportation sectors with the change 
in technology since the seventeenth century, have become the preferred engines in 
private and commercial aircraft with the multicylinder engine applications devel-
oped by Czarnigowski et al. (2010). However, they are engines that have left their 
place to alternatives in sectoral preferences due to their low system performance. 
Despite its 3% effect on the total emission potential, the aviation sector is the sector 
that contributes to continuous emission production with the effect of high-intensity 
transportation. Although the current Covid-19 pandemic process provides a signif-
icant decrease in sectoral potentials, the future projections of the sector, which has 
reached the potential to transport approximately 4.5 billion people according to 2019 
data, show that it will increase (Lee et al., 2020; Pearce, 2020). Considering the 
sectoral projections, it is seen that the consumption of fossil fuels and the related 
emission potential will increase rapidly. It examines all aspects of alternative 
approaches based on reducing fossil consumption, with sectoral responsibilities 
based on potentially reducing the emission threat. 

Depending on the increase in sectoral competition, engine technologies are an 
important indicator as technology management elements for aircraft in the cost 
management of aviation enterprises. As a matter of fact, in the future scenarios of 
the sector, the development of existing engine technologies has provided significant 
gains in sectoral competition. Especially in the aviation industry, which gained 
importance as an economic value in the cyclical economies in the 1960s, this 
technology change in recent years has resulted in a reduction of up to 60% in fuel 
consumption per mile (Daley, 2012). However, sectoral projections indicate that the 
demand for fossil fuel consumption will continue to increase. Depending on the
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value of environmental indicators in the sector, the search for alternative fuels 
continues in all aspects. According to the latest data, an annual average 3% increase 
in fossil fuel consumption in the sector, which consumes an average of one billion 
liters of jet fuel (approximately 300 Mton/year), is remarkable. In this context, 
alternative studies in the sector have been handled in many ways, and important 
developments have been achieved.
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In this study, the performance data of LNG fuel was examined in order to 
contribute to alternative fuel studies. Natural gas can be an important choice in 
engine systems. In particular, natural gas, as a clean fuel, reduces NOx formation and 
has a reduction of more than 20% in emissions (Kumar et al., 2011). It is predicted 
that the choice of LNG, which will provide significant gains when evaluated with 
existing aviation fuels, may be an important gain, especially for piston engines. In 
this study, the energy and environmental performance effects of LNG exchange 
were investigated by considering the consumption potentials of a piston engine 
depending on the flight process. 

2 Sectoral Perspective of Piston Engines 

The development of the aviation sector due to the increase in demand is also seen 
with the change of deliveries. As a matter of fact, according to 2019 data, general 
aviation deliveries represent a 10.2% change compared to the previous year, with a 
potential of approximately 27 billion dollars. However, this potential reached a 
higher value in piston engines. With a 16.4% change in annual potential, the number 
of deliveries, which was 1137 in 2018, reached 1324 in 2019. These values show a 
decrease of 15.08% to 809 units in jet engines and 11.3% in turboprops. On the other 
hand, with 2019 data, the piston engine ratio has a significant share of 30.16% in the 
potential of 31,839 rotor airplanes worldwide (GAMA, 2019). Piston engines are 
highly dispersed despite an increasing trend in sectoral deliveries. The distributions 
of engine deliveries (1994–2019) depending on engine type of piston engines are 
examined, and the results are given in Fig. 1. 

Fuel used in piston engines is basically Avgas and Mogas, known as aviation gas. 
Energy production in piston engines is a process that generally develops depending 
on the Otto cycle. Energy efficiency in these engines, which operate with explosion 
ignition depending on thermal management, is a feature that depends on the com-
pression ratio and fuel-air mixture as well as environmental effects. Piston engines, 
defined as small piston airplanes, have low fuel consumption on an international 
scale. Avgas has two main classes, 100 and 100LL low carbon, based on ASTM 
D910 and UK DEF STAN 91–90 specifications. In these fuels, tetraethyl Pb is added 
to increase the octane, and lead content is up to 100LL, 0.56 g Pb L-1 (Masiol & 
Harrison, 2014). As a matter of fact, emissions from aviation have a share of less 
than 1%, approximately 1% in NOx, 40% in CO, and 100% in lead (Pb) (Robert 
et al., 2015). LNG proposed as a fuel in this study is a cryogenic gas and has a 
boiling temperature of 112 K in standard atmosphere. In addition, with an effective



thermal management feature, the latent heat from liquid to vapor is 509 kJ/kg. 
Today, there are advanced control technologies based on the use of LNG for aircraft. 
There is also an air-to-air thermal management structure for the thermal conversion 
of cryogenic fuel (Robert et al., 2015). LNG has heating values ranging from 27.5 to 
48.7 MJ/m3 due to its different compositions, fuel, and production characteristics 
(MANDATE, 2021). 
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Fig. 1 Distribution of piston engine shipments by Type of Airplane Manufactured Worldwide 
(1994–2019) (GAMA, 2019) 

3 Methodological Background 

Thermo-economics analysis is an important method for evaluating the relationship 
between energy performance and cost in such system evaluations. The performance 
relationship of the engine is directly related to the power produced, as well as the 
thermal efficiency, which is defined based on the fuel consumed. Accordingly, the 
energy efficiency of the system: 

η= 
_Wnet 

_Qin 

ð1Þ 

where η is the thermal efficiency, _Wnet is the net power of the engine, and _Qin is the 
total heat load of system fuel consumption. Accordingly, an assessment can be made 
to the engine’s consumption parameters, depending on the total amount of fuel 
consumed by the engine. This evaluation is the instantaneous or temporal total 
value according to the data feature. In this case, the energy given to the system 
can be expressed as the following:
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- _Qin = _mfuel:HLHV ð2Þ 

Located in the formula, _mfuel is the mass flow rate of fuel consumed and HLHV is 
the expressed low heat value of the fuel. The total amount of fuel (Mfuel) depending 
on the total energy load in a system can be calculated as follows (Cengel & Boles, 
2006): 

Mfuel = 
_Qin 

HLVH:η
ð3Þ 

The energy cost effect is a defined economic value for each fuel. The cost and 
value of the energy produced in a thermal system is mostly defined by the cost of the 
resource. 

Ctotal = _mfuel:Cfuel,cost ð4Þ 

In this study, unit costs are made directly over the purchasing costs of fuels. One 
of the main causes of greenhouse gas emissions is emissions due to fossil fuel 
consumption. Although it contains many different pollutants in its components, 
the definition of pollutant potential for thermal processes that consume fossil fuels 
is defined by the CO2 equivalent (Hepbasli, 2012). Although many approaches have 
been developed in this regard, the most valid one is the definition of the emission 
potential depending on the fuel type developed by the IPCC. According to this: 

SEG=mfuel:FSEG ð5Þ 

Here, FSEG is CO2 which defines the emission factor of the defined fuel. In this 
study, it was defined for LNG with Avgas100LL. 

4 Results and Discussion 

In this study, firstly, the thermodynamic performance of a reference piston engine 
was investigated. The reference engine has 180 hp at 2700 RPM, a compression ratio 
of 8.5:1, and a propeller driver ratio of 1:1 (Superior Air Parts, 2005), and 
AVGAS100LL is used as fuel. Flight parameters and technical data of the engine 
(FOCA, 2007). The fuel consumption of the engine was evaluated according to rpm, 
and the distributions are given in Fig. 2. 

The fuel consumption distribution of the engine was defined in an altitude-related 
structure. In this context, power generation and fuel consumption according to the 
rpm values of the engine are given in Fig. 3. 

The variation between the engine’s power generation and fuel consumption was 
studied in many ways. While there is an 82.27% change in engine performance, there



is a 6.37-fold change in fuel consumption. There is a 19.98% change in power 
generation. Considering the fuel change consumed per unit of power, it was seen that 
the fuel consumption has a very dispersed structure. Considering the performance of 
the engine in consumption, the changes between energy efficiency and power 
generation are also remarkable. Along with the potential power of the engine, 
performance analyses were made considering the actual efficiency, and the results 
are given in Fig. 4. 

Examining Thermo-Economic and Environmental Performance of Piston. . . 233

Fig. 2 Fuel consumption of the piston engine 

Fig. 3 Power generation and fuel consumption of the piston engine 

It was observed that the efficiency of the engine varies between 5.52% and 
31.95%. However, when evaluated together with power performance, a nonlinear



relationship was seen between fuel consumption and efficiency of the engine. The 
loss rate in power generation of the engine was found an average of 78.60% 
potential. In this potential consumption, LNG consumption as an alternative fuel 
was evaluated, and a potential analysis was made. In this respect, LNG comparison 
was made over the current potential. In this context, the LHV value for the LNG 
potential was defined as 48,600 kJ/kg. The LNG mass flow comparison in the study 
is given in Fig. 5. 
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Fig. 4 Power and efficiency consumption of the piston engine 

Depending on the mass flow difference in the LNG consumption of the engine, an 
advantage of 10.06% over AvgasLL stands out. It has a 44.28% difference in density 
in terms of total mass flow. Thus, LNG has the opportunity to store higher fluids 
in total mass. The emission emission due to the total mass flow was examined 
depending on both fuel potentials, and the distribution of the emission potentials is 
given in Fig. 6. 

In both fuel consumption, the emission emission due to LNG consumption 
represents a potential of 53.72%. While a total of 2419.015 tons of CO2 is released 
in AvgasLL, especially in emission release, depending on the flight process, 
this value was defined as a potential of 1119.6 tons of CO2 in LNG. In the study, 
another examination was handled in terms of fuel costs. In the cost effect, very 
different price flows in terms of the market draw attention. This price range varies 
between $2.95 and $8.5/l for AvgasLLL and between $2.25/l and 3.5 l/h for LNG. 
In the study, 5.73$/l for AvgasLLL and 2.88$/l for LNG were taken as reference 
prices. Accordingly, the total cost based on consumption of the flight process was 
found to be 4196.25 $ for AvgasLLL and 3400.98 $ for LNG consumption. An 
advantage of 18.96% in total consumption of LNG usage came to the fore.
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Fig. 5 AvgasLL and LNG consumption 

Fig. 6 AvgasLL and LNG emission potential
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5 Conclusion 

In this study, first of all, the energy efficiency of a piston engine is evaluated, and the 
thermo-economic performance of the use of LNG as an alternative fuel in the engine 
was discussed. In the analyses made, the average energy efficiency of the engine was 
found to be 21.4%, and the fuel mass advantage in LNG use is 10.06%. The emission 
advantage of LNG was determined as 53.72%, and the consumption cost advantage, 
depending on the fuel preference of the engine, is 18.96%. While the study makes 
the use of LNG particularly advantageous, it is also important to consider the costs of 
conversion and sustainability in existing engine technologies. For this purpose, 
evaluating the studies from this aspect may be an opportunity for future studies. 
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Nomenclature

Breaking the Aircraft Vortex Wake Near 
the Ground: Mitigation of Turbulence 
Wake Hazard 

Theerawit Tekitchamroon, Watchapon Rojanaratanangkule, 
and Vejapong Juttijudata 

A0 Initial amplitude 
b0 Initial vortex separation distance 
Ek Kinetic energy 
Eω Enstrophy 
h0 Initial vortex height from ground plane 
PVS Primary vortex structures 
Re Reynolds number 
SVS Secondary vortex structures 
u Velocity vector 
Δ Initial vortex core perturbation 
Γ0 Initial circulation 
θ Angle of instability 
λ Wavelength 
ω Vorticity 

1 Introduction 

One of the significant fluid dynamic features, vortex flow, has been studied for a long 
time. Many types of research studies cover from small-scale fields to large-scale 
fields. In the aviation industry, aircraft produce a large, long-lived counterrotating
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vortex pair structure left behind during flight phases. This vortex induces a roll 
moment that causes stability and control loss to the following aircraft, particularly 
during an approach phase. For encounter avoidance, the distance between aircraft 
must be restricted by the separation standard regarding the ICAO regulations 
affecting the air traffic limitation. Previous studies attempted to research their 
dynamics and methodologies for vortex hazard alleviation. The vortex decay factors 
combine with ambient turbulence, viscous interaction, buoyancy, instability, and 
secondary vorticity structures (SVS) (Hallock & Holzäpfel, 2018). Especially, 
ambiance, instability, and SVS play a dominant role in exciting the vortex dissipated 
rate. Long-wavelength instability (Crow instability) arises from a vortex pair’s self-
induced and mutual interaction (Crow, 1970). This phenomenon results in a sinu-
soidal distortion for each vortex, which subsequently becomes periodically large 
vortex rings (contrail). Short-wavelength instability, namely, elliptic instability, is 
the interaction between the perturbation waves and external strain produced from 
another vortex. As a result, each vortex core deforms into small unstable waves. 
When a vortex pair approaches the wall, the boundary layer forms the opposite-
signed vorticity at the wall beneath. Then, this boundary layer rolls up into the 
secondary vortices due to adverse pressure gradient. This formulation induces 
upward velocity into the primary vortices, which causes the rebound of the primary 
vortices. The secondary vortices are also induced by the primary vortices that warp 
the primary ones. Ultimately, the primary vortices merge with the secondary vortices 
generates the vortex dissipation.
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A Crow instability in ground proximity is one of the significant breakdown 
mechanisms. Including the interaction of the secondary vortices from the ground 
remains knowledge to understand the complexities of the dynamics. This study seeks 
to study the inhibited Crow instability evolution under the ground effect via flow 
visualization and mitigation of turbulence hazard to reduce flight separation en route 
to more sustainable aviation. 

2 Method 

The direct numerical simulation (DNS) applies to create the vortex pair model in this 
study. The governing equations for incompressible flow used Navier-Stokes equa-
tions with a second-order Adams-Bashforth scheme. The second-order central finite-
difference method was employed to discretize all spatial derivatives on a staggered 
grid. A small-time step of the simulations was selected to control the maximum 
Courant–Friedrichs–Lewy number (CFL), which is located at maximum velocity 
and grid size, below the criteria at 0.15. The investigations of vortex pair dynamics 
and interaction in ground proximity used the counterrotating Lamb-Oseen pair as a 
base flow for trailing vortices model from aircraft. The individual Lamb-Oseen 
vortex model can be expressed as:
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Fig. 1 Schematic domain 
of simulation and 
boundaries implementation 

Vθ,t = 0 rð Þ= 
Γ0 

2πr 
1- exp -

r2 

a2 0 
ð1Þ 

where Γ0 is initial circulation, r is radial distance, and a0 is characteristic vortex core 
radius. The initial height of the vortex pair from the ground is set to be h0/b0 = 5. 
With Crow instability implementation, the vortex cores are initially perturbed by a 
sinusoidal wave with amplitude A0 and wavelength λ that satisfy: 

Δ= A0cos θð Þ sin 2π 
λ 
y ex þ A0sin θð Þ sin 2π 

λ 
y ez ð2Þ 

where Δ is the initial perturbation at core located in r = ± b0/2ex + Δ and θ is the 
angle to the plane of pair. With Crow instability θ approximate to 45°, the schematic 
domain of the simulation is shown in Fig. 1. The domain size is defined as (x, y, 
z) = (4πb0, 2πb0, 6πb0) for spanwise, streamwise, and vertical, respectively, with 
uniform grid resolution of 384 × 192 × 576. The size of the simulation domains was 
designated to ensure the boundaries won’t affect the vortex pair, except for the 
ground plane fixed by the initial height of the vortex pair and streamwise axis fixed 
by one-wavelength of vortex pair. Periodic boundary conditions were employed at 
the streamwise axis and the spanwise axis. The ground plane applied a no-slipped 
wall condition, and a top surface was implemented as a free-slipped wall. 

In-house C++ code to perform DNS was modified from the code that was well-
validated and used in Tunkeaw and Rojanaratanangkule’s study (2018). To identify 
the vortex pair evolution, the second invariant of velocity gradient tensor and 
vorticity component are used to visualize the vortex structures.



j j
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3 Results and Discussion 

The spatial discretization error can be shown in terms of the rate of change of global 
kinetic energy comparing with global enstrophy in domain due to proportionality 
(Doering & Gibbon, 1995). Therefore, the rate of change of global kinetic energy is 
prescribed as: 

dEk 

dt 
= -

1 
Re 

Eω ð3Þ 

where Re is the Reynolds number, enstrophy is Eω = |ω|2 dΩ, and global kinetic 
energy is defined as Ek = 1 2 u 2 dΩ. 

Figure 2 illustrates the comparison plot between global kinetic energy and global 
enstrophy. Two minimum local peaks describe maximum energy decay as a conse-
quence of the interaction between the vortex and the wall. The maximum discrep-
ancy is approximately 10%, which appears while the vortex pair descends nearest to 
the wall. 

The vortex pair with Crow perturbation becomes more noticeable sinusoidal 
waves while descending into the ground. The amplification of the vortex pair 
amplitude provides two regions flow, the peak and the trough (Fig. 3). At the trough, 
vortices approach each other; thus, the external strain from another one induces 
vorticity cancellation. Because of this, both vortex strength reduces and pressure 
increases which causes the pressure difference between peak and trough, arise axial
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Fig. 2 The results of the validation study using equation (3) under time normalization



flow. When the vortex pair approaches the ground, SVS are generated by the 
boundary layer, which occurs at the trough first come after the peak. The SVS 
strength at the peak regions distinguishes from the trough regions due to the PVS 
vorticity cancellation. Thus, the pressure at the SVS peak regions is lower than the 
trough ones that generate the axial flow. SVS distort their structure like vertical loops 
at the peak regions, which are called vortex tongue (blue circle, Fig. 4) and also small 
vortex tongue for the trough regions (orange circle, Fig. 4). The SVS also obtain 
strain induction from the PVS, hence moving upward and wrapping around the PVS. 
Ultimately, vortex tongues interact with each other and slowly decay in time; Fig. 5 
illustrates the formation of vertical Ω-loop structures between the PVS.
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Fig. 3 Vorticity magnitude at y = λ/2 and second invariant at normalized time 5.8 

Fig. 4 Vorticity magnitude at y = λ/2 and second invariant at normalized time 9.8 

Fig. 5 Vorticity magnitude at y = λ/2 and second invariant at normalized time 15
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4 Conclusion 

The study performed a direct numerical simulation of an inhibited Crow instability 
vortex pair in a ground vicinity. The initial vortex height was fixed at h0/b0 = 5 to  
investigate the dynamics of small-amplitude mode. The expectation is further to 
consider the interaction of an inhibited Crow instability with obstacles implementa-
tion. With Crow perturbation, SVS are affected by changing their structure. The 
inequality vortex’s strength and a sinusoidal wave of PVS make SVS from boundary 
layers that are similar to PVS conditions. SVS subsequently arise axial flow in their 
structure and shape into a vertical loop structure, called “vortex tongue” at peak 
regions. Upward strains from PVS induce SVS rotating around PVS. While vortex 
tongues approach together, vortex tongues mutually interact with each other. Verti-
calΩ-loop structures are produced as a result of the interaction and eventually slowly 
decay in time. The maximum decay rate occurs when the vortex approaches the 
ground, and the second occurs while the SVS interact into large vertical loop. The 
point of energy decay is the foundation of SVS that generates significant dynamic 
outcomes. It’s interesting to observe more characteristics of the Crow perturbation 
and the additional ground obstacle implementation. Since the vortex pair behaves 
like waves, perturbing with specific wavelengths may excite the vortex pair insta-
bilities. Consequently, this dissipates the vortex and reduces the separation distance 
of approach aircraft. 
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Beyond Technology: Digital 
Transformation in Aerospace and Aviation 

Pasit Suebsuwong 

1 Introduction 

Today, as never before, the productivity, efficiency, and competitiveness of enter-
prises depend on the rapid and flexible use of key digital management systems and 
technologies. The digital model of development envisages not only complete eco-
nomic transformation but also the adoption of the three key requirements of global 
markets today: faster decision-making, more rapid project completion and com-
pressed product development times. 

Halpern et al. (2021) identify four stages that can be applied to airports: (1) ana-
logue, where the majority of processes are manually captured data; (2) digitization, 
where some digital technologies are used; (3) digitalization, where digital technol-
ogies are used for the majority of processes; and (4) digital transformation, where 
value is created from data and used in real-time via smart data capabilities. 

There are countries that are leaders of digitalization and countries that only now 
recognize the need for that change. Nine basic trends of digital aviation are proposed 
by Tikhonov et al. (2019). The trends are on the basis of design, manufacturing, and 
management. The nine areas of the trends are enterprise’s information platform; 
modelling and optimization; partnership with educational platforms; digital twins, 
corporate innovation centres and laboratories; intellectual property; manufacturing; 
digital reverse engineering; digital logistics management; and cross-disciplinary 
cooperation. 
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2 Digitalization in Aerospace and Aviation 

The aerospace and aviation sectors are exploring the benefits of digitalization on 
operational efficiency and cost-effectiveness through IoT, predictive analytics and 
digital twin technologies. In aerospace, there is the need for global communication 
infrastructure and the information management innovations and the defence sector. 
Aerospace faces many challenges such as maintaining and communicating, in the 
characteristic of accessible and interoperable, with assets in remote and difficult 
conditions. Aviation is a highly competitive sector that relies on data sharing 
partnerships for gaining a competitive edge on customer experiences while ensuring 
the safety of passengers’ data and travel. Another key challenge is for service 
providers, which have to create an environment that is intelligent enough to antic-
ipate customer needs and feeling superior, seamless experience while not being 
invasive or insecure. 

On the whole, aerospace has a stronger innovative focus in design, building and 
maintenance, while aviation is generally more innovative with integrating data. 
Digital challenges in aerospace and aviation are categorized by Lamb (2018), with 
a wider perspective rather than focusing on technical solution, into the following 
topics: data, security, human factors, social outcomes, role of regulation and 
investment. 

The aviation sector has suffered and been dramatically destroyed by the corona-
virus disease (Covid-19) pandemic. Some airlines are forced to bankruptcy process, 
such as Virgin Australia. COVID-19 forces people to make a considerable behaviour 
change and places significant psychological difficulty on individuals. Due to eco-
nomic problems, people intend to tighten the leisure travel budget. Liang (2020) 
presents the future of aviation in post-Covid-19 in the following aspects: air travel 
behaviour and social changes, application of automation in flight operation and air 
transport route network reshaping. 

3 Digital Transformation 

It is a fact that recent technologies are highly disruptive and subject to constant 
change. It is expected to be significant for the overall predisposition of an organiza-
tion to adopt technologies (Ferreira et al., 2014). Digital transformation represents 
the strategic transformation of all aspects of the business, creating a new ecosystem 
where technology creates and delivers value to the stakeholders (Ross, 2019). The 
process of digital transformation in each country takes place in its own way, it 
depends on political, economic and social factors. 

Digital transformation is about more than technology, which is widely supported 
in the literature: Kane et al. (2016) state that it is not just about implementing more 
and better technologies but about digital congruence that aligns culture, people, 
structure and tasks of a company. Digital transformation discusses about all those



series of events and processes, which individuals, business organizations, societies 
and nations practice globally for technology adoption (Collin et al., 2015). Many 
companies still understand digital transformation only as “advance digitization” and 
not as a continuous process of changes, adaptation and improvements (Ross, 2019). 

Beyond Technology: Digital Transformation in Aerospace and Aviation 245

Digital transformation needs the data, and sharing data with key stakeholders is 
the most important part. Each stakeholder has its own responsibilities and priorities 
regarding data and may be inclined to protect their own interests rather than working 
towards a common goal. The structural/psychological approach infers that organi-
zations with similar resources and organizational structures can present different 
results when implementing changes resulting from how they plan, aggregate and 
utilize the resources and processes available (Weiner et al., 2009). 

4 Digital Transformation Readiness 

It is unlikely that digital transformation can be realized if the organization itself is not 
ready for it. Most of new ideas fail to translate into new products or services due to a 
lack of organizational readiness (Lokuge et al., 2019). Tabrizi et al. (2019) state that 
rather than being about technology, it is about developing an organizational readi-
ness to succeed. 

Organizational readiness can be defined as a state of preparedness that an 
organization attains prior to commencing an activity (Helfrich et al., 2011). The 
organizational readiness has a significant direct effect on digital change and inno-
vation, which are studied by Halpern et al. (2021). There are several approaches to 
develop organization readiness for digital transformation. 

ACI (2017) and Halpern et al. (2021) present four key needs: strategic clarity and 
visible leadership, effective partnering and collaboration associated, internal capa-
bilities in terms of digital skills and resources (as well as Mullan, 2019) and a digital 
mindset and culture (as well as Mullan, 2019). 

Results published by Pessot et al. (2020) indicate that manufacturing companies 
still need to develop adequate organizational structures and managerial capabilities 
in the following domains: strategy, lack of clear vision/strategy; organization, lack of 
talented/skilled people and leadership from top management; management, adopt 
digital solutions for enriching customer service, and technology, implementing and 
embedding data analysis across company business processes and functions. 

5 Technologies and Beyond 

A review of the possibility to use current digital technologies in the aviation industry 
is given by Molchanova (2020). The recent digital technologies, potentially adopted 
in aviation, are blockchain technology, augmented reality and virtual reality, artifi-
cial intelligence, beacon technology, robotics, big data and analysis and biometrics.
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The survey from global executives in digital business reports that the key success 
is the leader who cultivates a culture of change and leads organization to digital 
transformation (Kane et al., 2015). The business outcome depends on effectiveness 
of these organizations integrating their business operations with digital technology. 

Kodak failed to understand consumers’ changing requirements because of its 
overconfidence on consumer brand loyalty. Company’s people, knowledge and 
infrastructure became obsolete feasibly company was denying to take decisions 
timely to adapt to changing business scenarios. Fujifilm leaders successfully planned 
to survive by not only developing adaptability towards potential technological 
advancement in the field of photographic domain and taking timely decisions of 
infusing ongoing technologies but also making radical changes in its existing 
business model. 

It is also clear that technology alone is nothing to drive organization towards its 
intended objectives. It is essential that leader creates such a culture and environment 
where people get empowered by technology to adapt and drive changes. Lokuge 
et al. (2019) claim that most new ideas fail to bring into new products or services due 
to a lack of organizational culture which develop internal digital capabilities and 
encourage collaboration for innovation. 

In aviation, most of organizations desire to acquire high reliability and high 
performance. Members of the human envelope for the sociotechnical system in 
aviation industry are as follows (Wise et al., 2016): designer, manufacturers’ regu-
lation, operators, quality controllers, support personnel, supplier, crew members and 
passengers. They have examined the main activities for each member that provide 
the high-integrity human envelope including the following: design process, operat-
ing process, organizational culture, maintaining people as human assets, managing 
the interfaces internally between the members of the system and externally and 
evaluation and learning. 

6 Conclusion 

There are many levels of digital technology adoption to organization for achieving 
the business goal. The latest stage is digital transformation, which uses the digital 
technology with extensive potential through the value chain. Trends of the digital 
technology in aviation cover the whole industrial domains: design, manufacturing 
and managements. 

For industrial characteristic, the aerospace directs to the high performance for 
design, manufacturing and maintenance, while the aviation intends to the high 
reliability, as minimum incidents and accidents. This requires a different challenge 
in digital transformation. In aviation, the main challenge is data sharing partnerships 
for enhancing customer experiences. But for the aerospace industry the technologies 
are necessary, and it has been developed for the aviation requirements. The main 
common challenges are data, security, people, social, regulation and investment.
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The effect of coronavirus pandemic is immense for the aviation industry. It 
catalyses changes in the industry, such as industrial structure, passenger behaviour, 
flight operation and route network. 

Numerous studies show that the digital transformation is more than just 
implementing more or better technologies. The digital transformation is about the 
strategic transformation of all aspects of the business, which is influenced by 
political, economic and social factors. Besides, the results of digital transformation 
depend on the psychological approach. 

Organization readiness helps us determine the organization aspects that need to 
be improved for digital transformation. Although there are several approaches to 
develop organization readiness, the common indicators are the following: clear 
vision/strategy, effective partnering and collaboration, skilled people and leadership 
and a digital mindset/culture. 

The latest digital technologies can be adopted along the value chain in aviation 
industry. Meanwhile, many studies show that the primary key for digital transfor-
mation is the leader and effectiveness of organization integrating the business 
operations with digital technology. 

People in organizations resist every change, which includes digital transforma-
tion. It is essential to study in more detail each activity in organization, which are 
proposed by Wise et al. (2016), for successful digital transformation. We need the 
implementation with both structural approach and psychological approach. In addi-
tion, companies require to invest in both formal, hard skill and informal, soft skill, 
learning to meet the challenge of workforce skill gap. 
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1

Circulation Control Flap: En Route Toward 
Sustainable High-Lift Devices 

Akanit Nimmanmongkol, Chinnapat Chumsing, and Vejapong Juttijudata 

c Chord length 
Cd Drag coefficient 
Clmax Maximum lift coefficient 
Cμ Momentum coefficient 
CC Circulation control 
CFD Computational fluid dynamics 
Cs Coanda surface 
DRF Dual-radius flap 
h Slot height 
_m Mass flow rate 
P Pressure 
q Dynamics pressure 
r1 First flap radius 
r2 Second flap radius 
S Reference surface area 
TE Trailing edge 
V Free stream velocity 
Vjet Exit slot jet velocity 
ΔCd Change of drag (compared with clean configuration) 
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ΔC�
d Change of drag (compared with no-blown configuration) 

ΔCl Lift augmentation respective to clean airfoil configuration 
ΔC�

l Lift augmentation respective to no-blown configuration 
α Angle of attack 
ρ Density 

1 Introduction 

The significant increase in aviation growth rate and the drive to sustainable aviation in 
recent years have had a profound influence on development and technology in this 
field, including high-lift systems. Conventional high-lift systems use flaps and leading-
edge slats, resulting in significant weight and volume penalties of a typical wing 
assembly. These assemblies are also complex (up to three and four sub elements) and 
very sensitive to location relative to the main element of the wing. Alternatively, 
Coanda-driven circulation control has met with varying degrees of enthusiasm as the 
requirements for improved high-lift systems continue to increase (Jones, 2005). 

Circulation control (CC) as a lift augmentation device is traditionally used on the 
main wing of an aircraft. This technology has been in the research and development 
phase for over 60 years, primarily for fixed-wing aircraft, with the early models 
referred to as “blown flaps” (Jonathan et al., 2015). With the Coanda effect induced 
by the circulation control, the jet sheet remains attached along the curved surface. 
The rear stagnation point location moves toward the lower airfoil surface, producing 
an additional increase in circulation around the entire airfoil. The outer irrotational 
flow is also substantially turned, leading to a high value of lift coefficient comparable 
to that achievable from conventional high-lift systems (Alexandru, 2014). 

With the aim to achieve sustainable aviation, circulation control flap as a route 
toward sustainable high-lift systems was explored and investigated by means of 
computational fluid dynamics (CFD) via ANSYS-FLUENT 2021 R2 in this study 
with the outline as followed. Details of flap configuration, circulation control, and 
computational model are given in Sect. 2. The computational results of different flap 
configurations and circulation control were presented in Sect. 3 with the discussion. 
Section 4 concluded the study and discussed the ongoing and future work. 

2 Approach and Methodology 

2.1 Flap Configuration and Circulation Control Parameters 

For the research, a dual-radius flap (DRF) configuration shown Fig. 1 was selected, 
with the first radius (r1) turning the slot exit jet stream to take advantage of the small 
radius as well as travel along the second radius with a larger radius to the trailing edge. 
The flap’s radii of curvature (r1 (mm) - r2 (mm)) were varied from 36–77, 36–115, 
36–188, to 36–298 on NASA SC(2)-0414. Note that r1 is kept unchanged at 36 mm in 
this study. The deflection angle of flap was fixed at 30° throughout the study.
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Fig. 1 Schematic of the dual-radius flap configuration and geometry of the trailing edge of the 
airfoil that r1 was fixed at 36 mm, while r2 was varied to be 77, 115, 188, and 293 mm. The jet slot 
height h was set at 1.6 mm 

The circulation control was achieved by means of blowing jet stream at the 
curved surface through the jet slot at a height of 1.6 mm to promote flow attachment 
along the flap, as illustrated in Fig. 1. The strength of the blowing jet was charac-
terized by momentum coefficient: 

Cμ = 
_mV jet 

2 1 

2.2 Computational Model 

2.2.1 Geometry and Grid Setting 

The semi-structured mesh was appointed to capture all highly intricated details as 
shown in Figs. 2 and 3. The unstructured mesh was created in the region adjacent to 
the airfoil to achieve proper compatibility around the airfoil and slot region, which 
has sharped edges or quirk angles. Further away from the airfoil, the structured mesh 
was chosen to reduce the computational time. The domain region extended six times 
of the chord-length forward, 11 times of the chord-length backward, and 6.5 times of 
the chord-length up and down direction. 

2.2.2 Flow Model and Boundary Conditions 

The flow was assumed to be in a low-speed regime, i.e., an incompressible flow. 
Complex boundary layer/jet flap interaction was modeled by SST k - ω turbulence 
model. A no-slip boundary condition with an appropriate value for the SST k - ω
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model was applied to the airfoil and flap surfaces. Inlet boundary condition shown in 
Table 1 was applied at inlet, upper, and lower boundaries. A pressure outlet 
boundary condition was applied at the downstream boundary. 
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Fig. 2 Rectangular computational domain and overall grid detail 

Fig. 3 Detail for semi-structured mesh around airfoil 

Table 1 Boundary condition 
for inlet 

Freestream (inlet) 

M 0.1 

ρ (kg/m3 ) 1.225 

T (K) 288.15 

P (Pa) 101,325 

μ (kg/ms) 1.789e-5 

Turbulence model SST kω
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3 Results and Discussion 

3.1 Validation 

To validate the computational model, the lift coefficient for different momentum 
coefficients from the CFD model was compared against the data from the research 
(Lee-Rausch et al., 2006), as shown in Fig. 4. Note that the DRF configuration for 
the flap was 34–154. The airfoil was set at zero angle of attack with the flap 
deflection of 30°. The momentum coefficient was varied from 0 to 0.14. Table 2 
showed the freestream condition for the validation. The computational cells were 
carried out at 400,000. Figure 4 showed excellent agreement with the reference data 
suggesting that the computational model was well-valid (Fig. 5). 

Fig. 4 Lift coefficient from this study (Fluent) in comparison to GTRI data from Lee-Rausch et al. 
(2006) (GTRI measurement) 

Table 2 Setting for solver 
validation 

P (Pa) 97,906 

ρ (kg/m3 ) 1.1596 

V (m/s) 28.74
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Fig. 5 Mesh independent study for lift coefficient via a consecutive mesh refinement from 100,000 
to 400,000 cells 

3.2 Analysis 

Figure 6 showed the (typical) velocity of magnitude of flow near the trailing edge of 
the flap with the momentum coefficient at 0.092 and the angle of attack of 0°. The 
r1 - r2 DRF configuration was 36–188. Flow at the slot exit reached the speed of 
182.54 m/s corresponding to the Mach number of 0.53. The incompressibility 
assumption was locally violated within this thin jet flap boundary layer on the flap 
surface. However, a rapid mixing of the turbulent boundary layer with surrounding 
air reduced the airspeed below the Mach number of 0.3 close to the trailing edge, 
restoring the validity of the incompressible assumption. Such results were also 
observed in Montanya and Marshall (2007). Figure 6a also suggested the flap jet 
enhanced the Coanda effect and maintained flow attachment over the airfoil, 
resulting in an increase of the lift augmentation Δcl (with respect to maximum lift 
of a clean wing) as the momentum coefficient. 

Comparing the effect of blown jet via lift augmentation Δc�l with respect to 
maximum lift of flap without blown jet (i.e., Δc�l = 0  at  Cμ = 0) in Fig. 6b revealed 
that the Coanda effect induced by blown jet shifted its preference from a high to low 
r2 DRF configuration as the momentum coefficients increased. This turned out to be 
the results of a higher potential to create stronger suction pressure along the flap 
surface and ability to negotiate a sharper curve (small r2) flap surface as the 
momentum coefficient increased, as shown in Fig. 6.
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Fig. 6 Lift augmentation for different Cμ and DRF configuration with respect to (a – left) 
maximum lift of clean wing (Δcl) and (b – right) maximum lift of a flapped wing without a 
blown jet (Δc�l ), i.e., Δc�l = 0 for Cμ = 0 

Fig. 7 Pressure coefficient of largest and smallest r2 with different momentum coefficient (L), 
Velocity contour of flow exits slot area (R) 

Drag increase at maximum lift (with respect to drag of a clean wing at maximum 
lift) in Fig. 7 showed that the blown jet reduced the drag at maximum lift for all DRF 
configuration. This was due to a blown jet promoting an attached boundary layer 
over the flap; form drag was reduced. As the momentum coefficient increased, the 
drag was monotonically increased. This was a result of a stronger suction pressure as 
the momentum coefficient increased, as discussed above; boundary layers were 
susceptible to stronger adverse pressure gradients and stronger form drag (Fig. 8). 

4 Conclusion 

This paper studied the effect of flap geometry and momentum coefficient of blown 
flap jet via CFD. Preliminary results suggested lift could be augmented by the 
Coanda effect induced by blown flap jet. Low momentum coefficients tend to prefer 
large r2 DRF configuration, while high momentum coefficients tend to prefer small



r2 DRF configuration. In addition, blown flap jet also affected the adverse pressure 
gradient and form drag, i.e., it reduced drag compared to flap jet without blown jet, 
and drag increased as the momentum coefficient of blown jet increased. 
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Fig. 8 Increase of drag at maximum lift (compared with clean configuration) with respect to 
momentum coefficient 

The concept of circulation control could be further examined and equipped on 
aircraft in order to augment maximum lift while potentially reducing wing weight; 
hence, it may lead us the way to the future sustainable aviation in the future. 
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GRI Global Reporting Initiative 
IATA International Air Traffic Association 
MCDM Multi Criteria Decision-Making 
UN SDG United Nations Sustainable Developments Goals 

1 Introduction 

Technological advances and the development of global trade increase the demand 
for air transportation. Due to this increase in demand, the air transport sector is 
among the sectors that grow steadily. 

According to the IATA, the number of passengers traveling annually will grow 
by an average of 3.7% every year and will reach 8.2 million in 2037, almost doubling 
compared to 2017 (IATA, 2018). 
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The increase in air transport demand requires extra growth in capacity and new 
infrastructure expansions. However, due to growth, problems such as additional air 
and environmental pollution, noise, land use and construction, and urban traffic 
cause both local and international concerns and reactions (Graham & Guyer, 1999). 

The understanding of sustainable aviation, which states that environmental and 
social impacts should be taken into account as well as economic concerns in the 
development of air transport services, has gained prevalence in this direction. 

In order for businesses to evaluate their sustainability performance both by 
themselves and by all stakeholders, it is important to determine the change in their 
performance over time and the situation compared to other businesses. For this 
purpose, the use of sustainability indices is important. 

Although there are a limited number of studies in the literature evaluating the 
airports in terms of performance, service quality, and environmental impacts, there 
exist very few studies on sustainability indices that consider the three basic pillars of 
sustainability, namely the economic, environmental, and social dimensions. 

1.1 Airport Sustainability Indices and Indicators 

Environmental capacity in airports, especially in big cities, has now taken prece-
dence over physical capacities (runways, aprons, terminal areas, taxiways, etc.). 
Noise, air pollution, land use around the airport, wastes left to the environment, 
traffic in the land transportation connection, etc. are the main issues of these effects 
(Graham & Guyer, 1999). 

In the literature, the issue of CO2 emissions, which has the highest share in air 
pollution caused by aviation, is examined in detail. In addition to the air pollution 
caused by aviation activities in the general environment, the effects on the air of the 
residential areas around the airports are also the basis of research (Irvine et al., 2016). 

The degradation of the ozone layer is seen as one of the most threatening 
phenomena awaiting humanity for the future. The airline industry has an important 
role in the formation of this problem, and this share is increasing in parallel with the 
growth of the industry (Upham et al., 2003). 

In order to control the emissions that cause climate change, limits and future 
reduction targets are set by some airports. In this context, managing the traffic 
effectively has gained importance in airports (Irvine et al., 2016). 

The most effective method in providing solutions to the criticisms directed at 
airports in terms of sustainability and environmental aspects is to communicate 
transparently with the public about the plans and practices of the airports (Upham 
et al., 2003). For this purpose, sustainability reports are published, and it is not 
possible for an airport establishment or expansion project to progress without 
agreeing with the relevant stakeholders (Freestone, 2009). 

GRI Sustainability Reporting Frame is the most common sustainability reporting 
tool for large airport operators as well as for large and important businesses. For this 
reason, the sustainability reports of the large airports on the GRI Database for the 
past years were a very important data source for this research (GRI, 2021).
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The sustainability data reported with these reports provide both quantitative and 
qualitative data in terms of evaluating business sustainability performances. 

United Nations Sustainable Development Goals (UN SDG) also constitute an 
important base for every sustainability report (UNDP Turkey, 2021). These goals are 
also considered during the indicator determination phase of this research. 

There are limited number of articles on the use of indices for airports to cover the 
three main dimensions of sustainability, and these articles have been examined in 
detail. In addition, studies that partially cover these three dimensions and include the 
use of indices on service quality, economic, environmental, and social sustainability 
at airports are also examined in detail. 

2 Methodology 

Both quantitative and qualitative research methods are used for this research. 
For this purpose, an extensive literature research for determining the sustainabil-

ity indices for airports was performed. Among the indices studied and used in the 
said studies, the most common and effective ones were analyzed. 

Additionally, sustainability reports of large airports that publish annual reports 
were analyzed from the GRI Database and airport websites. UN Sustainable Devel-
opment Goals were also considered during the indicator determination phase. 

Based on the literature review and GRI reports, a unique set of indices and 
indicators that can perfectly reflect the sustainability status of airports is proposed. 
The research model is given in Fig. 1. 

3 Results and Discussion 

The sustainability issues in airports are spread over a wide range, and it is very 
difficult to make an assessment by covering all of them. In this respect, it is important 
to select indices and metrics that are sufficient to produce coherent knowledge on the 
subject. 

Fig. 1 Research model
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Table 1 Airport sustainability index set 

Social index 
Customer satisfaction 
Employee well-being and involvement 
Employee satisfaction 
Human rights and abuse 
Corporate governance and business 

ethics 
Social responsibility projects 
Supporting local people 

Environmental index 
Waste management 
Water pollution 
Noise management 
Energy management 
Emissions and air pollution 
Resource usage 
Environment friendly building design 
Systematic efforts 
Green outdoors 

Economy index 
Direct economic contributions 
Growth 
Indirect economic effects 
Debt status 
Distribution of economic value to stake-

holders 
Efficiency and innovation 

Operational indicators 
Number of passengers 
Aircraft movements, number of landings, and 
takeoffs 
Annual cargo carried 
Annual allocated passenger km, ton-km 
Aircraft movement per fate 

As a result of the literature research and the review of the airport sustainability 
reports, an original index set (Table 1) was created. This set, which forms the basis of 
this study, consists of economic, environmental, and social sustainability indices and 
supporting operational indicators. Operational indicators, although not considered as 
an index, have the feature of shaping all the indices. 

4 Conclusion 

Airports create large sustainability impacts, both locally and globally. Managing 
these effects sustainably can only be possible by comparing airports with the use of 
certain sustainability indices. 

Currently, indices used for airport sustainability evaluation are very few, and 
there are very few studies on this subject in the literature. 

In this study, by using a literature review, GRI reports, and expert opinion, a 
unique set of sustainability indices and indicators for airports is proposed. 

Later, research can involve the use of suitable MCDM (multi-criteria decision-
making) methods to determine the weights of each index and indicator, which has 
not been applied to the sustainability of airports. 

Additionally, the index set can be tested with the case studies on some sample 
airports using real airport data. 

Both airport managements and all airport stakeholders can benefit from the 
comparative information to be obtained through the use of sustainability indices 
and indicators developed as a result of this research. It will also contribute to the 
scientific literature on aviation management and sustainability.



Sustainability Indices for Airport Sustainability Evaluation 261

References 

Freestone, R. (2009). Planning, sustainability and airport-led urban development. International 
Planning Studies, 14(2), 161–176. https://doi.org/10.1080/13563470903021217 

Graham, B., & Guyer, C. (1999). Environmental sustainability, airport capacity and European air 
transport liberalization: Irreconcilable goals? Journal of Transport Geography, 7(3), 165–180. 
https://doi.org/10.1016/S0966-6923(99)00005-8 

GRI. (2021). Register your report. https://www.globalreporting.org/how-to-use-the-gri-standards/ 
register-your-report/ 

IATA. (2018). IATA annual review 2018. 
Irvine, D., Budd, L., Ison, S., & Kitching, G. (2016). The environmental effects of peak hour air 

traffic congestion: The case of London Heathrow Airport. Research in Transportation Econom-
ics, 55, 67–73. https://doi.org/10.1016/j.retrec.2016.04.012 

UNDP Turkey. (2021). Sustainable development goals. https://www.tr.undp.org/content/turkey/en/ 
home/sustainable-development-goals.html 

Upham, P., Thomas, C., Gillingwater, D., & Raper, D. (2003). Environmental capacity and airport 
operations: Current issues and future prospects. Journal of Air Transport Management, 9(3), 
145–151. https://doi.org/10.1016/S0969-6997(02)00078-9

https://doi.org/10.1080/13563470903021217
https://doi.org/10.1016/S0966-6923(99)00005-8
https://www.globalreporting.org/how-to-use-the-gri-standards/register-your-report/
https://www.globalreporting.org/how-to-use-the-gri-standards/register-your-report/
https://doi.org/10.1016/j.retrec.2016.04.012
https://www.tr.undp.org/content/turkey/en/home/sustainable-development-goals.html
https://www.tr.undp.org/content/turkey/en/home/sustainable-development-goals.html
https://doi.org/10.1016/S0969-6997(02)00078-9


An Approach to Optimizing Aircraft 
Maintenance 

Onyedikachi Chioma Okoro, Maksym Zaliskyi, and Serhii Dmytriiev 

Nomenclature 
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1 Introduction 

According to IATA (2021), global aircraft maintenance, repair, and overhaul expen-
diture represent 10.83% of airlines’ operational costs. This significantly high cost 
highlights the need for the optimization of aircraft maintenance without compromis-
ing on reliability and flight safety. Aircraft maintenance optimization is typically a 
multi-objective solution that aims to maximize revenue by maintaining high avail-
ability while simultaneously minimizing cost (Yang et al., 2021). To optimize 
aircraft maintenance, many researchers have suggested and evaluated a range of 
techniques based on aspects of aircraft maintenance processes such as planning, 
scheduling, maintenance task allocation, aircraft maintenance routing, spare parts 
inventory, use of aircraft prognostics and health management data, personnel, and 
skill management. However, considering that the goal of an aircraft operator is to 
retain or restore the reliability levels of an aircraft at a minimum cost using a 
reliability control program, there is a gap in research devoted to reliability-centered 
models for optimizing the maintenance of aircraft systems. 
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1.1 An Overview of Aircraft Reliability 

Aircraft are expensive industrial systems that at the same time have the highest 
reliability and safety requirements. Maximizing aircraft availability and minimizing 
cost are best achieved by designing the aircraft to be reliable and maintainable. 
Reliability requirements are typically determined during the research and develop-
ment phase of the aircraft life cycle and are applied to the other three phases of the 
aircraft life cycle: manufacturing and acquisition, operation and support, and dis-
posal (Ren et al., 2017). During the operation and support phase, the reliability of the 
aircraft and its components is of paramount importance to flight safety and 
availability – the need for an optimal maintenance task interval with minimal costs 
arises during this phase. 

The reliability process allows aircraft operators to analyze data of aircraft and 
component parts. An operator can compare the reliability of the entire fleet to 
understand the cost of schedule interruptions, analyze solutions, and prioritize 
service bulletins based on impact to the fleet. Maintenance optimization tasks of 
aircraft systems can be conducted based on analytical, numerical, or simulation 
approaches (Fig. 1). The analytical approach is based on the determination of an 
exact equation; the numerical approach is based on descent methods, evolutionary 
methods, and pattern search methods; the simulation approach is based on Monte 
Carlo methods (Ostroumov et al., 2021a, b). 

2 Method 

To solve the problem of determining an optimal maintenance task interval, the 
average operational cost per unit timeE(C/tM) is considered a measure of efficiency, 
where C is the operational costs and tM is the maintenance interval. The average 
operational cost per unit time is function (1) 

E C=tMð Þ=ϕ CR,CM, tM, n, f tð Þð Þ 1Þ 

Fig. 1 Approaches for optimizing aircraft maintenance tasks



where C is the repair cost, C is the maintenance cost, f(t) is the probability density

1
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Fig. 2 Flowchart for finding an optimal maintenance task interval for aircraft systems 

R M 

function (PDF) of time between failures, and n is the number of observed failures. It 
is assumed that based on operational experience and documentation, the priori 
information on CR, CM, and f(t) is known and the methodology for finding the 
optimal maintenance task interval is shown in Fig. 2. 

2.1 Calculation 

Reliability theory considers various PDFs to describe the process of failure and 
deterioration of aircraft systems. The most used PDFs are exponential, Erlang, 
Weibull, Gaussian, inverse Gaussian, and Birnbaum-Saunders. 

If time between failures of aircraft systems is determined using exponential PDF, 
the average operational cost per unit time is 

E C=tMð Þ= λCR þ CM 

tM 
ð2Þ 

With an increase in tM, efficiency decreases and does not have an optimum point. 
Therefore, it is impossible to develop an optimal maintenance strategy, tM → . 

If time between failures of aircraft systems is determined by Erlang PDF, the 
average operational cost per unit time will be
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E C=tMð Þ= 
2λtM þ e- 2λtM - 1 CR þ 4CM 

4tM 
ð3Þ 

To find an approximate optimal value for maintenance task interval, the numer-
ical method can be used. In this case, we applied the Newton-Raphson method. 

tMkþ1 = tMk -
ϕ0 tMkð Þ  
ϕ00 tMkð Þ , 

where, 

ϕ0 tMð Þ= 
∂E C=tMð Þ  

∂tM 
=

- 2λCRtMe- 2λtM -CRe- 2λtM þ CR - 4CM 

4t2 M 

, 

ϕ00 tMð Þ= 
∂2 E C=tMð Þ  

∂t2 M 

= 
2λ2 CRt2 Me

- 2λtM þ 2λCRtMe- 2λtM þ CRe- 2λtM -CR þ 4CM 

2t3 M 

, 

tM0 = 
CM 

λ2 CR 
: 

The initial value tM0 for the first iteration was calculated based on asymptotical 
presentation of Eq. (3) using the Taylor series. 

tMkþ1 = tMk 1-
2CR - 8CM - 4λCRtMke- 2λtMk - 2CRe- 2λtMk 

2λ2 CRt2 Mke
- 2λtM þ 2λCRtMke- 2λtMk þ CRe- 2λtMk -CR þ 4CM 

: 

The optimal maintenance task interval in case also can be found using Lambert 
function L(x). The exact solution can be presented as follows: 

tM opt = -
1 
2λ

-
1 
2λ 

L 
4CM -CR 

CR 
: ð4Þ 

3 Results and Discussion 

To analyze our proposed approach, simulation using the Monte Carlo method was 
carried out in MathCAD software. The initial data for simulation are:

• Failure rate λ = 0.0008 hours -1 (for exponential and Erlang PDFs)
• Mean m = 3000 and standard deviation σ = 600 (for normal PDF)



• Costs for maintenance CM = 100 and repair CR = 800
• Sample size n = 1000
• Number of iterations N = 10000 
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Equation (2) 

Simulation results 
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Fig. 3 The dependence of efficiency on maintenance task interval obtained based on analytical 
equation (blue line) and statistical simulation (red line) for exponential time between failures 

Figures 3, 4, and 5 show the dependence of the average operational cost per unit 
time on maintenance task interval obtained according to analytical equations and 
statistical simulations for exponential, Erlang, and normal PDFs. 

Figure 3 confirms that for the exponential time between failures, an optimal 
maintenance interval does not exist, because there is no minimum and optimal 
maintenance task interval tends to infinity. Simulation results and analytical calcu-
lations using Eq. (2) almost coincide. 

For the Erlang model for time between failures shown in Fig. 4, the minimum for 
average operational cost per unit time exists. The values of the optimal maintenance 
task interval obtained according to Eq. (4), numerical optimization, and simulation 
results are approximately the same. 

Figure 5 demonstrates the general methodology for the normal PDF of time 
between failures. For this distribution, there is an optimal maintenance task interval. 
The optimal values of this interval using analytical calculation and statistical simu-
lation are approximately same.
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Simulation results 

Fig. 4 The dependence of efficiency on maintenance task interval obtained based on analytical 
equation (blue line) and statistical simulation (red line) for Erlang PDF of time between failures 
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Fig. 5 The dependence of efficiency on maintenance task intervals obtained based on the analytical 
equation (blue line) and statistical simulation (red line) for normal PDF of time between failures
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4 Conclusion 

This study presents the optimization of maintenance task intervals for aircraft 
systems using the average operational cost per unit time as an efficiency measure. 
This paper considered the exponential and Erlang model. For the exponential model, 
a minimum does not exist; hence, this model cannot be used to find an optimal 
interval for maintenance. On the other hand, a minimum exists for the Erlang model, 
which proves that this model can be used for the optimization of maintenance task 
intervals of aircraft systems. 

The accuracy of our findings was checked using MathCAD software and the 
simulation results compared favourably with the obtained equations. 
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In Search of Environmental Protection 
Element in the Thai Aviation Law: A Result 
from CORSIA 

Lalin Kovudhikulrungsri, Jantajira Iammayura, Krittika Lertsawat, 
Kornwara Boonsiri, Navatasn Kongsamutr , and Prangtip Rabieb 

Nomenclature 

CORSIA Carbon offsetting and reduction scheme for international aviation 
GMBM Global Market-Based Measure 
ICAO International Civil Aviation Organization 

1 Introduction 

The Convention on International Civil Aviation (Chicago Convention) is silent on 
the environmental aspect due possibly to the fact that international civil aviation law 
had been developed before the existence of international environmental law. None-
theless, the International Civil Aviation Organization (ICAO), as a specialized 
agency under the United Nations, adopted Annex 16 on Environment Protection to 
set standards on environmental pollution arising from civil aviation. As of 2021, the 
latest volume of Annex 16 is devoted to a carbon offsetting and reduction scheme for 
international aviation (CORSIA). This initiative follows the United Nations Frame-
work Convention on Climate Change and the Paris Agreement (ICAO Assembly
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Resolution A40-19) and Goals 7 and 13 of the United Nations Sustainable Devel-
opment Goals (ICAO, Environmental Protection’s Contribution to Sustainable 
Development Goal 7; ICAO, Environmental Protection’s Contribution to Sustain-
able Development Goal 13).
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In the 39th ICAO Assembly in 2016, Thailand’s Minister of Transport has 
undertaken to join the Global Market Based Measure (GMBM) in 2021 (ICAO, 
CORSIA States for Chapter 3 State Pairs). With the short timeline to pass its 
regulation on CORSIA, Thailand has been grappling with two major legal questions: 
(1) Which law provides a legal basis for passing a subordinate regulation on 
CORSIA and other Volumes of Annex 16, and (2) how is the law equipped with 
legal measures to address aviation environmental problems including CORSIA-
related activities? This paper aims to bring light to both issues that were swept 
under the carpet prior to the commitment towards CORSIA. 

2 Method 

By applying documentary research, this paper examines ICAO documents and 
primary sources, i.e., laws and regulations from four countries from four continents, 
namely, France, the United States of America, Australia, and Thailand. The selection 
criteria are based on their membership in the ICAO and their approach to 
implementing environmental law relating to aviation. The comparative method is 
applied to propose the appropriate legal measures for Thailand. 

3 Results and Discussion 

3.1 Legal Basis for CORSIA 

In any rule-of-law country, a regulation must be passed by due process of law which 
critically entails a legal basis established by an act of parliament. An analysis of laws 
and regulations from four selected countries reveals that many statutes are governing 
environmental issues in aviation. General environmental law, civil aviation law, and 
zoning law are all examples of laws that try to regulate airports and aircraft as shown 
in Table 1. In Thailand’s case, the legislation that implements the Chicago Conven-
tion, as part of its compliance with international obligations, should be the founda-
tion for CORSIA regulation. 

Thailand implements the Chicago Convention through the Air Navigation Act, 
B.E. 2497 (1954), and the Civil Aviation of Thailand Emergency Decree, B.E. 2558 
(2015) (Emergency Decree). After being audited under the Universal Safety Over-
sight Audit Program, the Emergency Decree was promulgated in response to the 
urgent need to “improve the form, structure, powers and duties of civil aviation 
bodies of Thailand” (The Emergency Decree, Remark).
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Table 1 Law and regulation on environmental aviation 

Law/ 
Regulation 

United States 
of America 

Civil Aviation 
Law 

Air Naviation 
(Aircraft Noise) 
Regulations 
2018 

Acoustic Certifi-
cation under 
Ministre Chargée 
de L’aviation 
Civile 

Air Navigation Act, 
B.E. 2497 (1954): 

14 CFR Part 
36 Aircraft 
noise 

Air Navigation 
(Aircraft Engine 
Emissions) 
Regulations 
1995 

Autorité de 
contrôle des nui-
sances 
aéroportuaires – 
ACNA (Phase-out 
loud noise 
aircraft) 

(1) Phase-out loud 
noise aircraft 
(Noise Certificate) 
(2) Noise abatement 
measures under the 
air navigation 
(Technical mea-
sures) (3) Airport 
Operation 
Certificate 

14 CFR Part 
34 Air emis-
sions from air-
craft engine 

Air Navigation 
(Fuel Spillage) 
Regulations 
1999 

EU Directive 
2003/87/EC 
(EU ETS + ICAO 
CORSIA) 

40 CFR Part 
87 and 1068 
GHGs 

Curfew Act 
(specific airport: 
Sydney Airport 
Curfew Act 
1995) 

Noise restrctions: 
Noise curfew, ban 
loud noise aircraft 
type 

Federal Regis-
ter vol.80 
No.126 on 1st 
July 2015 
ICAO 
CORSIA 

General Envi-
ronmental Law 

Airports (Envi-
ronmental Pro-
tection) Regula-
tions 1997 

EU Directive 
(related on air 
pollutants and air 
quality) 

Enhancement and 
Conservation of 
National Environ-
mental Quality Act, 
B.E.2535 (1992) 
(Emission 
standards) 

40 CFR 1500-
1508 NEPA 
Act 1969 Envi-
ronmental 
Impact 
Statement 

DIRECTIVE 
2003/87/EC EU 
ETS 

Environmental 
Impact Assess-
ment of Airport 
ProjectNoise permissi-

ble limits for 
specific airport 

Zoning Law Town Planning Act, 
B.E.2562 (2019): 
Specific Town Plan 

14 CFR Part 
150 Airport 
Noise Compat-
ibility Planning 

24 CFR Part 
51 Subpart B 
Noise Abate-
ment Control 
(HUD)
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The Air Navigation Act, B.E. 2497 (1954), has been amended 14 times, with the 
most recent addition of Chapter 1/1 on Civil Aviation Overseeing in 2019. Never-
theless, it appears that the term “environmental protection” was mentioned incon-
sistently. The CAAT is obliged to prescribe standards on safety, security, and 
facilitation under the Chicago Convention and its Annexes (the Emergency Decree, 
Article 15/7 (9)). This provision omits the term “environmental protection.” On the 
other hand, Section 15/9 (1) includes the word “environmental protection” in the 
CAAT’s responsibility, which reads: 

Section 15/9 in the implementation of Section 15/7 and Section 15/8, the Civil 
Aviation Authority of Thailand shall proceed to comply with or take into account the 
conventions and annexes including the obligations under the International Agree-
ment on Civil Aviation that Thailand is a Party, as the case may be, and including the 
following actions: 

(1) Covenant and comply with the conventions and annexes including obligations 
according to the international agreement related to . . .  Environmental Protection . . .  
that Thailand is a Party ... (The Emergency Decree, Article 15/9 (1) emphasis added). 

Section 15/9 is subject to the application of Section 15/7; as a result, the strict 
interpretation of Sections 15/7 and 15/9 leaves the CAAT without a legal basis to 
enact subordinate regulations on environmental protection. 

Turning to Article 37(1)(p) of the Emergency Decree authorizes the CAAT to 
issue environmental regulations to comply with international standards (the Emer-
gency Decree, Article 37 (1)(p)). Thus, this article establishes the groundwork for 
passing other regulations from Annex 16 to the Chicago Convention. 

3.2 The Sufficiency of the Legal Basis 

Upon closer examination, this paper discovers that the Emergency Decree differs 
from the laws of the other selected countries. While the Thai law provides the CAAT 
with the power to create any subordinate laws, it also disables the CAAT by offering 
neither carrot nor stick initiatives. On the contrary, the Air Navigation Act imposes 
sanctions. The analysis also concludes that incentive measures are under the purview 
of the Ministry of Finance. 

ICAO recommends economic tools to combat environmental pollution. In the 
case of aircraft noise, a variety of financial measures are found in Australia, France, 
and the United States as shown in Table 2. The Thai Air Navigation Act authorizes 
the collection of environmental charges under Sections 60/37, 60/44, and 56(5). 
However, they do not comply with the ICAO Doc 9082 key charging principles, 
namely, cost-relatedness, transparency, and consultation with users, due to the lack 
of stated rationale, a requirement on the publication of the financial statement, and a 
requirement for allocating the charge for environmental pollution mitigation.
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Table 2 Economic measures 

United States of 
America 

Economic 
measures 

Airport economics 
manuals (Doc9562) 

Aircraft Noise 
Levy Collection 
Act 1995 

Pollution 
complaints 
management 

Airport 
Improvement 
Program (AIP) 

Airport and air 
naviation facility 
charge (Doc7100) 

Taxes sur les 
nuisances sonores 
aériennes 

Passenger 
Facility 
Charges (PFC) 

While both criminal and administrative charges are incorporated in Thailand’s 
Air Navigation Act, only administrative fines are adopted in France and Australia 
(see Code de l’aviation civile; Air Navigation (Aircraft Noise) Regulations 2018 and 
in Air Navigation (Fuel Spillage) Regulations 1999). These two countries’ approach 
is consistent with Section 77 of the Constitution of the Kingdom of Thailand, 
B.E. 2560 (2017), which attempts to curb overcriminalization. 

4 Conclusion 

Although the Emergency Decree can serve as a basis for a regulation on CORSIA 
and other aviation environmental laws, it lacks incentives and sanctions to enforce 
the regulation. Meanwhile, the Air Navigation Act does not expressly authorize the 
enactment of environmental regulation, though it includes criminal and administra-
tive punishments. Therefore, the authors propose that a CORSIA regulation be 
passed under the Emergency Decree, assuring Thailand’s adherence to the ICAO’s 
timeline. In the long run, Section 15/7 of the Air Navigation Act should be updated 
to explicitly mention “environmental protection,” amend its economic measures to 
reflect ICAO policy, and abolish the criminal penalty for violating aviation environ-
mental provisions. At the same time, the CAAT should cooperate with other 
agencies to create financial incentives for airlines and airports to become more 
environmentally friendly. 
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Seamless Passenger Experience 
for the Airport Environment: Research 
at DARTeC 

Fatma Gul Amil, Zeeshan Rana, and Yifan Zhao 

Nomenclature 

Covid-19 Coronavirus disease 
DARTeC The Digital Aviation Research and Technology Centre at Cranfield 

University 

1 Introduction 

Security demands of airports have been increased more and more with the increasing 
volume of people. Visual tracking, facial recognition at gateways, and biometric 
recognition at borders are popular not only in the digital aviation industry but also 
among researchers to provide the highest possible safety for passengers. Face 
detection has a key role in face analysis, tracking, and recognition. Over the years, 
it has progressed from traditional computer vision techniques all the way to 
advanced artificial neural networks. Learned-Miller et al. (2016) examined tradi-
tional approaches for face detection and received satisfactory results. However, these 
methods are not well enough with complex images; deep learning models have better 
results. 

Especially, the success of deep learning in feature extraction and classification 
has been accepted by most of the researchers (Ahmed et al., 2020). Several studies, 
by Huang et al. (2021), Li et al. (2018), and Masi et al. (2019), have been carried out 
on the occlusion problem. To solve this problem, many researchers have proposed
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various methods of deep learning like Fast R-CNN (Girshick, 2015), SSD (Liu et al., 
2016), YOLO (Redmon et al., 2016), and Cascade CNN (Ahmed et al., 2020). Fast R 
CNN comprises two subnetworks that have caused longer computational time. 
YOLO and SSD consist of a single network, making them faster but less precise 
than the algorithms listed above. SSDs have lower localization errors compared with 
R-CNN. However, they have more classification errors dealing with similar catego-
ries. Nevertheless, they do not have a good performance on smaller objects. Cas-
caded CNN is explained next section in detail.
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As regards of face recognition model, significant progress has been achieved with 
large-scale training data (Guo et al., 2016), sophisticated network structures (Peng 
et al., 2020), and advanced loss designs (Deng et al., 2018). These existing systems 
are typically provided with non-occluded faces that include main facial characteris-
tics like the eyes, nose, and mouth. The main challenge faced by many researchers is 
occlusion, which is the case when wearing a mask. In addition to this, other 
difficulties are the quality of data, illumination variation, complex background, 
abrupt motion, pose variations, and multi-camera correlation. The purpose of this 
research is to investigate and develop advanced deep learning algorithms for robust 
and real-time face recognition to overcome partial or full occlusion. We have 
intended to develop novel face recognition and tracking system to handle occlusion. 
Initially, we developed new large-scale datasets of faces with occlusion. On the other 
hand, it is important to be lightweight and memory-efficient, which preferred model. 

2 Methodology 

There are two basic approaches currently being adopted in research and experimen-
tal. One is FaceNet, by Schroff, Kalenichenko, and Philbin (2015), which is the 
primary algorithm for our facial recognition, and the second one is MTCNN, which 
is beneficial for detecting bounding boxes of faces (Kaziakhmedov et al., 2019). 

2.1 FaceNet 

In 2015, the FaceNet model was enhanced by Schroff, Kalenichenko, and Philbin, 
which is one of the popular algorithms in classification, detection, face verification, 
and recognition. The model uses 128 low-dimensional embeddings instead of high-
dimensional vector analysis for each image frame. That is a vital difference between 
FaceNet and other state-of-the-art methods (Li et al., 2018). In order to match faces, 
they calculate Euclidean distance, which is a scalar scale value of the embedding of 
each image. FaceNet uses deep convolutional networks and triplet loss to achieve 
good accuracy, which is known as one-shot learning. The embeddings can be 
considered as feature vectors, which could be a benefit for the simultaneous 
implementations. Additionally, FaceNet can train any difficult learning system of



any single model that illustrates an entire goal system by collecting all the factors at 
the same time, and this is the most significant part of the FaceNet model. 
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2.2 MTCNN 

MTCNN contains a cascade structure of CNN. Cascade CNN-based algorithms have 
operated at multiple resolutions and distinguished the background regions in low 
resolution quickly. This system of classification includes three networks, which are 
P-net, R-net, and O-net. P-Net proposes facial regions, R-Net filters the bounding 
boxes, and O-Net proposes facial landmarks. This approach is designed for high 
performance, which is convenient for face detection and camera capture 
applications. 

2.3 Triplet Loss 

Triplet loss architecture helps us to learn distributed embedding by the notion of 
similarity and dissimilarity. For triplet loss, the objective is to build triplets 
consisting of an anchor image, a positive image (which has similarity to the anchor 
image), and a negative image (which has dissimilarity to the anchor image). 

The cost function for triplet loss is as follows: 

Loss= 
N 

i 

f xa i - f xp ið Þ  2 
2
- f xa i - f xn i 

2 

2 
þ a 

þ 
ð1Þ 

xi: It represents an image. 
f(xi): It represents the embedding of an image (Euclidean space). 
a: It represents the margin between positive and negative pairs. 

The objective of this function is to keep the distance between the anchor and 
positive smaller than the distance between the anchor and negative. 

3 Experimental Performance: Evaluation Metrics 

3.1 Implementation Details 

There are three major factors influencing the performance of the face recognition 
model: lightweight models which are capable of running real-time, large-scale 
dataset, and retrained models to prevent computational and memory cost. The



Model shape Model Epochs

FaceNet model was chosen considering these features. For the face recognition 
process, our FaceNet model was retrained with different configurations and datasets 
(as shown in Table 1). Our implementation evaluated the TensorFlow deep learning 
framework. The model was trained using NVIDIA Quadro T1000 (12GB) GPU. For 
evaluation of the model, we use the VGG19 convolution network configuration. 
Inception V1 layer adopted the model in which this concept uses different kernel 
sizes to extract different-sized features. Inception-Resnet-v1 layer is used as the 
latest model with residual blocks, which help to improve training speed (Peng et al., 
2020). The model size has been increased with residual connections in order to 
outperform. We used a smaller input size, which is 112 × 112 instead of the original 
pretrained input model 160 × 160. Hence, a reduction dimension means fewer 
weights of embeddings and faster inferences. 
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Table 1 Training specifications and results of the implementation of our proposed model 

Input image 
type 

Loss 
Function 

Feature 
number 

Batch 
size 

Best 
accuracy 

Without 
mask 

112 × 112 × 3 Inception-
Resnet v1 

Cross 
entropy 

128 96 100 61.6 

With and 
without 
mask 

112 × 112 × 3 Inception-
Resnet v1 

Cross 
entropy 

128 96 200 96.93 

With and 
without 
mask 

112 × 112 × 3 Inception-
Resnet v1 

ArcFace 
loss 

128 64 100 96.8 

3.2 Dataset 

We evaluated our model on two datasets. We used LFW datasets (Learned-Miller 
et al., 2016) for testing and Casia-WebFace datasets (Yi et al., 2014) for training, and 
we evaluated our own model. The Casia-WebFace dataset had a preprocessing part 
before the evaluation of the model. The first step in this process was to remove 
mislabeled images and align faces from the dataset. Once the mislabeled ones were 
extracted, we created a dataset with facial masks. Data arrangements and analysis 
were performed using PyCharm software (version 2020.2.3). 

3.3 Location of the Cameras 

In this section, we are going to design the planning by deciding criteria for camera 
position, within the DARTeC building. Cameras are positioned for different pur-
poses, and they create a route for passengers in the airport environment. One camera 
is located at the entrance of the airport environment for the collection of facial



information and database. One camera is located in stairways that are connected with 
the entrance and passenger experience environment. The rest of the cameras are 
located in the passenger experience environment. This presented plan has been 
designed for the airport environment, whereas it can be suited with other communal 
places such as industrial areas, working places, and universities. 
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4 Results and Discussion 

Retrained FaceNet model was used to detect and recognize the masked face images. 
The table above presents some of the main characteristics of the training process in 
our model. “Input image type” refers to the training dataset, which has a significant 
rise in accuracy with masked images. The results, as shown in Table 1, indicate that 
the relation between dataset and accuracy are remarkable aspect for the research. In 
further examination, the original model with pretrained analysis accuracy achieved 
61.6%, while the accuracy of retrained model reaches up to 96.3%. The results 
obtained from the pretrained model analysis of the FaceNet model and our retrained 
model is shown in Fig. 1. 

Other aspects of the research indicate that there are difficulties in distinguishing 
various occlusion accurately in real-world applications. As a result of our imple-
mentation, which is shown in the Fig. 2, our model recognizes masked or without 
masked faces in real time. 
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Fig. 1 Statistic for (a) accuracy of our model dataset without mask and (b) accuracy of our model 
dataset with masked
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Fig. 2 Experimental results from the entrance camera 

5 Conclusion 

In the performance of facial recognition, one of the most crucial aspects is the 
large-dataset. On the other hand, there are certain drawbacks associated with the 
computational time and memory, which are caused by dataset. It is very difficult to 
adopt real-time scenarios in many deep learning methods, whereas these have been 
leading us to investigate more lightweight algorithms. The overall analysis shows 
that our lightweight face recognition model gets excellent results even with a masked 
face, as shown in Fig. 2. 

Future work will be evaluation of the other large-scale datasets with our model 
and develop visual tracking with this could be enhanced passenger experience at 
airport. 
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Critiques and Challenges of Air Transport 
Liberalisation Policy in Thailand 

Navatasn Kongsamutr 

1 Introduction 

In the global air transport marketplace, which favours full market access, concen-
tration, competition, and multilateralism, bilateral agreements with the restrictions 
on ownership and control of airlines are no longer relevant. Some nations are slow to 
react to the new economic era, mainly to protect their national interests. In contrast, 
some governments have been initiating deregulation and liberalisation. Through 
borderless investment, airlines progressively become “global”, following the trend 
of many other industries (Lelieur, 2003). 

Several economic concepts are relevant to the theoretical discussion of industrial 
liberalisation. Many traditional neoclassical economic models are predicated on the 
assumption of perfect or pure competition, which there should not be a need for 
government regulation in a perfectly competitive market because the market is 
subject to monopoly abuse (Goetz & Vowles, 2009). The deregulation and 
liberalisation in many countries and regions show remarkable impacts. The dereg-
ulation of many domestic markets initiates the increased number of seats supplied 
but decreased the number of routes served; by contrast, the deregulation of most 
international markets stimulates the radical change in a rising number of both seats 
supplied and routes operated (Williams, 1993). There is an argument on the negative 
side of deregulation. In Canada, this has been more apparent in addition to the impact 
of deregulation and liberalisation policy on the airline industry; Canada’s peculiar 
geopolitical characteristics have intensified the new pressures to which it has had to 
respond. By the fifth year of deregulation, Canada’s airlines were in crisis. They
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faced the distinct possibility of the collapse of the domestic airline industry, neces-
sitating the opening of the home market to foreign carriers.
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The other aspect towards the deregulation is about the passengers. Obviously, in 
terms of airfare, there are many significant shreds of evidence that show the 
remarkably declined fares. In contrast, according to ground access fares, the poten-
tial benefits to passengers from increased airline competition will, in general, be 
partially absorbed by increased airport charges at unregulated airports. In some 
circumstances, this may even result in increases in overall charges, not reductions. 
Similarly, unilateral deregulation leading to increased airport competition in one 
country may lead to the majority of the gains going abroad. A claim of significant 
passenger gains from deregulation and competition may be exaggerated, and achiev-
ing these gains, in reality, may need subtle and quite far-reaching government 
intervention. 

There are also some significant differences in deregulation and competition 
between the developed and developing countries. The developed country has had 
more significant opportunities and capabilities to undertake the prior evaluation of 
policy changes, and it has been able to monitor the performance of deregulation. 
However, the government of the developing country has to react in a dynamic 
market without the benefit of a full, public evaluation of the alternatives (Hooper, 
1998). Especially in the hugely diversified markets in Asia, the countries differ 
widely in many aspects, for instance, economic, social, country size, and aviation 
policies. However, developing countries have the following details of airline dereg-
ulation and liberalisation experiences in the USA and Europe. 

Liberalisation has been one of the main drivers of the continuous growth of air 
traffic, and measures enabling expanded market and capital access for air transport 
have resulted in enhanced connectivity with the corresponding benefits of sustain-
able economic development at the state and regional levels and the emergence of 
active carriers and airports that are more passenger-friendly. The opening-up of the 
air transport market has furthermore led to increased and more efficient utilisation of 
airspace, more competitive fares, and more choices for the travelling public (ICAO, 
2016). 

1.1 Air Transport Liberalisation in Thailand 

Thailand is one of a few countries in Asia that have a long history of commercial air 
transport. The first commercial air transport service provider for Thailand was 
founded on 13 July 1930 under the name Aerial Transport of Siam Co. Ltd., 
which was a pioneer in commercial aviation. Despite the long history of commercial 
air transport in the country, the period should be focused starts in 1973, when all air 
services belonged to the civil government for a decade. After that, the first privately 
owned airline was allowed and successfully established in 1986. Deregulation and 
liberalisation have proceeded gradually since then. The national airline industry 
witnessed another remarkable change in 1994, when the government allowed the



establishment of a second privately owned national carrier, resulting in the launch of 
the first privately owned flag carrier, Angel Airlines, in September 1999 
(Kongsmutr, 2021). Since that time, the government has implemented a number of 
deregulation packages and liberalised policies that have led to significant changes in 
the airline industry structure and market landscape. Especially during 2003–2004, a 
number of deregulations were implemented, allowing low-cost carrier business 
models to enter the market. Since then, Thailand’s airline market landscape has 
been remarkably changed (Fig. 1). 
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Fig. 1 Evolution of deregulation and liberalisation evolution in Thailand (selected years during 
1973–2006) (Kongsmutr, 2021) 

2 Method 

The study was designed by using a mixed research method, administering a series of 
in-depth interviews with 25 major airlines’ experts and executives, the director 
general of the Civil Aviation Authority of Thailand, and three experts from the 
Office of the National Economic and Social Development Council. The interview 
transcripts were analysed by content analysis to analyse content meanings and 
context-context relationships of the country’s air transport liberalisation policy and 
its impact. The critiques and challenges of the policy are elevated and summarised 
(Table 1).
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Table 1 Summary of the number of interviewees, classified by organisation and position 

Organisation Experts Executives Total 

Bangkok Airways 5 1 6 

Civil Aviation Authority of Thailand – 1(DG) 1 

Nok Scoot – 1(CEO) 1 

Office of the National Economic and Social 
Development Council 

3 – 3 

Thai Airways 6 4 10 

Thai AirAsia 2 – 2 

Thai AirAsia X – 

Thai Lion Air 1 1 2 

Thai Smile Air 1 1(COO) 2 

Total 18 11 29 

3 Results and Discussion 

During the studied period (2012–2019), Thailand has experienced remarkable 
growth of air travel traffic in both international and domestic market. In order to 
gain more understanding and knowledge towards the market, an in-depth market 
analysis was conducted to explore three main aspects. This topic presents the first 
aspect, showing the results from the market structure and competition analysis. The 
study surfaces key changes at route-level market in view of competitive landscape 
by considering the number of airline player in particular market. 

HHI of the international flight market is less than that of the domestic flight 
market. It is pointed out that the international market is more competitive than 
the domestic one, which is related to the number of operators in both markets. In 
the international flight market, the number of operators is 12.02 times higher than in 
the domestic flight market. HHI between 2012 and 2019 for domestic and interna-
tional flight markets has decreased continuously at an average rate of 2.80% and 
9.35%, respectively, showing the tougher environment expected in the international 
market (see Fig. 2). In addition, average fare per distance of domestic route has been 
declined to almost the same level as the international ones. The gap between average 
fare per distance flown of domestic and international route markets has been dropped 
from 36.36% difference to 14.28% difference (see Fig. 3). 

Conclusion of the airlines’ experts and executives’ interview on the drivers of 
changes in air transport market from past to present in both domestic routes and 
international routes are divided into the following issues. 

The open skies policy: The open skies policy makes freedom in air transport and 
gives the airlines opportunities to serve new destinations for the passen-
gers. For domestic market, the thick route protection were eliminated and opened 
for free access and competition from Thai nationality carriers. For international 
market, the expansion of unlimited bilateral agreements with many countries, 
including middle-east countries, brings capacity and players in various route



markets, but also intense competition on South East Asia-Europe region pair market 
between nonstop services and connecting services at middle east hub airports. 
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Fig. 2 Market concentration level of Thailand’s domestic and international markets (2012–2019) 

Fig. 3 Average yield of airlines’ domestic and international routes (2012–2019) 

Economic condition: The economic cooperation as well as stronger econ-
omy of each country and region promotes trade and business. It has also created 
more travels in air transport.
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Tourist market: Since Thailand first tourism promotion policy rolled out in 1988, 
it has created a collaboration between the stakeholders to promote the tourist market 
and develop the infrastructure of the cities to make them have more attractions for 
the tourists. These created fast growing derived demand in air transport services. 

Technology: Many new technologies enrich the performance of aircraft, such as a 
better engine or payload capacity. That means the airplane can fly longer and more 
fuel efficiently. Also, the new technologies of air traffic services increased the 
airspace capacity and improved the safety of the airspace usage. Moreover, the 
technologies also affect the behaviour of people. They changed air travel market 
landscape from agent and airline centric to consumer centric through easy-to-access 
online ticket search, compare, and booking. 

The development of low-cost airlines: From the promotion policy in the tourist 
industry as well as open skies policy, the development technologies, and new 
customer behaviour, low-cost airlines expand their markets rapidly and play an 
important role in making air transport easier to access and more affordable 
for travellers. 

The development of airport and transport infrastructure: The increased capacity 
of airports made the airport able to handle larger number of passengers and flights. 
Also, the development of other modes of transport infrastructure created better inte-
grated networks and connectivity for air transport. 

Regulation: Many new and loosen regulations accommodate the establishment of 
new airlines. These made the air transport market more available choices as well as 
extensive competition on trunk route markets. 

Other drivers: Many countries created new strength in business. For example, 
Japan in the past was only famous for the electronic industry, but nowadays, Japan is 
also famous for tourists because of the new free visa for tourist policy that can attract 
many tourists around the world. This thing inevitably created a new demand for air 
transport. Moreover, new distribution channels, such as online selling and the digital 
marketing of airlines, are also the key to increasing demand for air transport. 

Regarding the critiques of the country’s open skies policy from the past to the 
present in terms of failure issues. Key failure issues are as follows: The first is the 
negative impact of the open skies policy. Although the open skies policy made a 
growing number of newly registered airlines in Thailand recently, the policy has 
some conditions or agreements that let other dialogue partners gain the advantages. 
Thai airlines do not get the balanced right as they should get from the other countries. 
These created disadvantages for Thailand’s air transport, as if the open skies policy 
nowadays were untrue. The second is the inattentive regulatory function. The 
regulation influenced by open skies policy is inattentive to regulate and not adequate, 
such as the regulation to register new airlines. It is too easy to register new airlines, 
so it created the room for the lack of standards for many new airlines. Many 
regulations do not accord with the main government policy. There are too few 
policies and regulations in the operation and development of air transport infrastruc-
ture, such as airport and air navigation service, compared to the excessive and 
unnecessary regulations for airlines. The lack of policy to support the ground service 
made the airline unable to fully handle passengers. The last key issue is the aviation



policy does not synergise with other industries’ policy and direction, because of the 
lack of understanding of the aviation industry ecosystem and its impact to the 
country's economic, social, and environment. To create a reliable, competitive, and 
sustainable aviation industry, policy maker needs to see the roles of air transport are 
both enabler and producer. Focusing on air transport as only being travel means for 
tourists is not enough because the air transport could be important producer that add 
more value to economic and social system. 
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4 Conclusion 

The conclusions are that having better policy and regulation in air transport by setting 
the agendas to promote and support for the development and operation of both Thai 
airline industry and its ecosystem could be more beneficial for the country. It also 
could create fairness thorough competition and create more value for traveller and 
public. The infrastructure of the airport and other modes of transport should be 
developed and regulated accordingly. Airport facilities should be improved in order 
to meet international standards and be able to handle passenger and flight growth in 
the future. 

The government should set strategic objectives clearly and holistically. As 
mentioned before, focusing on only particular sector, such as tourism sector, would 
not bring the great benefits to the country. The focal sector and other sectors 
considered as its ecosystem need to be inclusively combined and assessed before 
policy formulation. Policy options and designs by careful selection of proper 
interventions and instruments would bring more value added to the country. Further, 
sharing knowledge among sectors in air transport system is a key to continuous 
improvement. 
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Digitalization in the Way of Aviation 
Sustainability 

Rafet Demir, Serap Gürsel, and Hakan Rodoplu 

Nomenclature 

ALAQS Airport Local Air Quality Studies 
IoT Internet of Things 
RFID Radio Frequency Identification 
SDG Sustainable Development Goals 

1 Introduction 

Digitalization causes the change of existing services and products and the creation of 
many new products and services in a way that affects all sectors on a global scale. In 
this process, the aviation industry is among the sectors most affected by this change. 
While digitalization enables people to access the information and services they want 
more easily, it also creates a platform where they can present their problems, 
concerns, and ideas. In all sectors shaped by digitalization, besides many benefits, 
new and difficult-to-solve problems also arise. Environmental sustainability studies, 
which have seriously affected the aviation industry in recent years, sometimes get 
help from digitalization and sometimes get into a dead end due to digitalization. 
Thanks to well-developed digitalization, the information shared will influence and 
guide sustainability efforts in the future. With the concept of sustainability gaining 
importance in aviation, as it is all over the world, environmental sustainability 
practices in the sector have become quite remarkable. Today’s aviation industry is 
affected by many factors. One of the most important of these is digitalization.
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Correctly designing the interaction between the concepts of sustainability and 
digitalization, which affect the industry at the same time, will both help in overcom-
ing the digitalization process easily and gain in achieving sustainability.

294 R. Demir et al.

2 Digitalization and Sustainability Relationship 

Sustainability in general means the balance of the relationship between the growth 
rate of societies and the consumption of resources. The negative consequences that 
will result in the unsustainability of the development in the future, which occur with 
the consumption of world resources faster than their renewal, are examined. The 
most important dimension in sustainability, especially after climate change, is 
environmental sustainability (Akande et al., 2019). Environmental sustainability 
does not only include the problem of scarcity of resources. In addition to this 
problem, there is also the pollution of the environment by harmful wastes and 
gases that occur during production and consumption. Greenhouse gases cause the 
climate crisis by heating the atmosphere. The resulting situation is called climate 
change or global warming (IPCC, 2018). The impact of digitalization, which is 
another concept that seriously affects the aviation industry, on sustainability will be 
the subject of our research. It refers to the whole of the methods applied for the 
technological transformation of the information-based businesses on the basis of 
digitalization and the acceleration of the activities of the enterprises by making them 
more efficient (Klymenko et al., 2019). 

As a global threat, climate change will negatively affect future life and the 
activities of airline companies. Sustainability efforts become essential for the conti-
nuity of production and social welfare. At this point, it is quite clear that rapidly 
developing technology will play a key role for environmental sustainability. In the 
research and analysis, it is accepted that digitalization has a positive effect on 
sustainability. In addition, sustainability will be easily followed through digital 
technologies (Gouvea et al., 2017; Wu & Raghupathi, 2018). 

Techniques such as efficient use of resources, equipping company assets with 
smart systems, and realizing production capacity with new technologies increase the 
sustainability of industries. Digital transformation is an integral part of corporate 
sustainability too. Thanks to digital technologies, businesses can perform sustainable 
operations, achieve balanced growth, create awareness in their capacity, and achieve 
this by spending less resources, thanks to smart systems (Castro et al., 2021; 
Klymenko et al., 2019). Today, the concepts of digital management and digital 
transformation have gained importance in transportation policy. It is seen that the air 
transportation industry, which is an important supporter of the economy on a global 
scale, is one of the sectors that adapts most easily to the said digital transformation. 
In technology-intensive sectors such as aviation, sustainability practices are more 
tiring and costly than digital transformation practices. 

Among the digitalization applications, there are technologies such as cloud-based 
management, deep learning, artificial intelligence, virtual reality, robotic coding,



additive manufacturing, Internet of Things (IoT), big data processing, and digital 
decision-making. Although these concepts were seen as far from daily life in the 
past, they have been included in everyone’s daily life today (The World in 2050, 
2019). Although it is preferred by businesses to facilitate, especially the information-
based business on the basis of digitalization, it is beneficial in processing the data of 
all businesses. It provides marginal benefit by making the use of resources efficient 
in the field of production and service (Lange et al., 2020). Thanks to these technol-
ogies, the data transferred to the digital environment ensures that the operation is 
faster and more effective, and a more efficient production process emerges by 
increasing the connection of operations. 
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Digitalization means changing the evolutionary way of doing business in this 
field, rather than being accepted as an auxiliary tool for sustainability. In the aviation 
industry, digitalization is already heavily used in management activities, operations, 
and maintenance activities. There are studies stating that digitalization also has 
negative environmental effects. For this reason, it is necessary to examine the effects 
of digitalization in detail (Chen et al., 2020). By closely monitoring the implemen-
tation of the digital transformation process in the aviation industry through change 
management, the process can be completed successfully, and the negative aspects of 
environmental sustainability can be eliminated in this process (WEF, 2017). While it 
is generally accepted that digitalization is the most important method to reduce 
environmental impacts, today digitalization is used on the basis of business devel-
opment and business strategy (Sparviero & Ragnedda, 2021). 

3 Digitalization Practices in Aviation 

Advances in the aviation industry are experienced very quickly, mainly thanks to the 
development of technology. Parallel to the developments in technology and com-
munication, the aviation industry was adversely affected first of all, but when this 
situation was overcome industrially, the air transportation sector surpassed other 
sectors. The first use of digital technologies in the aviation industry started with the 
collection of passenger data by airline companies, and this data was processed and 
shared with industry stakeholders. Thus, passenger satisfaction was tried to be 
achieved by personalizing the services provided to the passengers (WEF, 2017). 
At the same time, flights are smoother and safer thanks to data technologies. 
Digitalization increases efficiency, reduces costs, and improves operations in the 
highly competitive aviation industry (Kuisma, 2017). In aviation, especially aug-
mented reality, artificial intelligence, blockchain, and IoT are the most used tech-
nologies (George et al., 2021). 

Digitalization processes implemented by airline companies and airports, which 
are the main actors of the aviation industry, attract more attention than the efforts of 
other stakeholders. Although digitalization has had an important place in aircraft 
production since the early days of air transportation, digitalization has been seen in 
the digital transformation efforts of the last period in the management function of all 
aviation enterprises.
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3.1 Airlines and Digitalization 

Airline companies need intensive information transfer and sharing processes while 
continuing their activities. The management of this data is provided by digital 
technologies and storage areas and data transfer networks. Today, almost all airlines 
provide their ticketing and reservation activities through digital channels, maximiz-
ing the passenger experience while reducing many costs. While these applications 
are the most common examples of digitalization, they have also led to gains in the 
field of environmental sustainability. Along with the airline companies that have 
advanced on the path of digitalization, there are also airlines that have not assimi-
lated digitalization in the sector. 

The steps of the International Air Transport Association (IATA) on sustainability 
coincide with those on digitalization. Digitalization steps bring benefits related to 
environmental sustainability. The leading ones in digitalization efforts are FRED+, 
Trajectory Sharing Platform (TSP), and e-Freight (Meré et al., 2020). With the 
FRED+ platform, airlines are provided with information on fuel, emission rates, 
and operational efficiency with benchmark reports and analytical tables (IATA, 
2019). This platform is a website on a digital basis. Access to all countries included 
in CORSIA, as well as IATA member airlines, is open and free. TSP, on the other 
hand, can be defined as a platform to share the routes generally used by airlines and 
to minimize the damage to the environment by ensuring fuel efficiency. 

3.2 Airports and Digitalization 

Digitalization activities, which are applied primarily to increase efficiency and 
customer experience in airports as in airlines, have been used extensively in aviation 
safety and aviation security in the past. Especially the airports, which are known as 
pioneers in the field of sustainability (Schiphol, Heathrow, Munich, Frankfurt, 
Copenhagen, Zurich, Stockholm Arlanda), are taking great digital steps in the field 
of efficiency of operations, security, and passenger experience (Zaharia & Pietreanu, 
2018). The use of cloud base, big data flow, and IoT technologies mostly focuses on 
instant monitoring of existing processes and improving the human-machine inter-
face. Such technologies are suitable for use at airports that are willing to increase 
process automation (Little, 2018). 

The main purpose of digitalization of airports is to increase efficiency in produc-
tion, as in airlines. It seems possible to fulfill the duties of airports in the field of 
sustainability through digitalization activities. Basically, what is expected from an 
airport is to focus on sustainability: reduction of emissions; efficient use of 
resources; reduction of environmental noise, light, and visual pollution; waste 
management; and selection of used energies from renewable sources. Airports that 
meet these expectations exist today. There are some digital database applications to 
measure the data to be used in environmental sustainability activities at airports and



to make future forecasts. These applications are made available by 
EUROCONTROL. These are named as OPEN ALAQS, AMP, IMPACT, and 
V-PATH (SESAR, 2020). As explained, digitalization applications provide infor-
mation to users by measuring emissions from fuel consumption at airports during 
takeoff, taxiways, and aprons. Of course, one of these applications specifically 
designed for airport monitoring is OPEN ALAQS. This application is integrated 
with the AUSTAL2000 tool developed by Germany, which is also used to analyze 
carbon values. 
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3.3 Stakeholders and Sustainability 

When we look at the stakeholders of the sector outside of the airline and airport, it is 
seen that the steps of digitalization have started to be taken in every field to a large 
extent. Kovynyov and Mikut (2019) conducted a study on the usage areas of digital 
technologies used in ground operations at airports in the aviation industry and 
grouped these technologies. In the passenger group, there are applications such as 
check-in with kiosk devices, automatic boarding devices, terminal navigation, smart 
wheelchairs, fingerprint, and face recognition. In the baggage group, there are 
applications such as RFID, a kind of barcode system, automatic baggage delivery, 
and lost baggage kiosks. In the team planning and programming group, there are 
applications such as smart crew allocation method, congestion reduction method, 
and shift change method. In the human resources and training group, there are 
applications such as digital processing of personnel data, web-based training, mobile 
applications and corporate communication, and personnel cycle management. 
(Kovynyov & Mikut, 2019). 

4 Results and Discussion 

The sources used and examined in this study are, in particular, sustainability, 
digitalization, sustainability in aviation, digitalization in aviation, sustainable digi-
talization, the effects of digitalization on sustainability, and finally, the effects of 
digitalization on sustainability activities in aviation, which have been reached with 
the deductive method. As understood from the literature and aviation companies 
examined throughout the study, the environmental dimension of sustainability in 
aviation has not yet been integrated with the digital age. Outside of aviation, it is seen 
that the importance of digitalization for environmental sustainability or the environ-
mental effects of digital technologies are frequently researched and analyzed.



298 R. Demir et al.

5 Conclusion 

The concepts of sustainability and digitalization are processes that affect businesses 
both in the aviation industry and in the global market and that should be carried out 
together at a fundamental level. The reason why these concepts are trending together 
is the care given to the livable environment by the increasing environmental aware-
ness and the immutability of technological developments. 

In addition to the positive effects of digitalization, its negative effects also affect 
the aviation industry and environmental sustainability. In particular, the issue of 
digital waste may reach alarming proportions (Arushanyan et al., 2014). There are 
also challenges that airlines and airports will face while managing their digitalization 
processes. Inadequate infrastructure, the cost of technology, the forces that can be 
experienced in the adaptation of employees, the increase in the consumption of 
energy resources, and social effects are among the problems that digitalized busi-
nesses will experience (Pohl, 2017). Considering the aviation industry, digitalization 
process data is not shared due to competition, trust issues, and data security. For this 
reason, sectoral problems arise in digital transformation. The lack of information 
sharing among airline companies can be solved by national and international insti-
tutions making arrangements on this issue. With the digitalization of businesses, the 
issue of cyber security has also gained importance. Businesses have become more 
susceptible to theft of their data. Another obstacle to digitalization is the human 
factor. Business personnel may feel that their jobs are in jeopardy. The use of new 
technology can cause resistance in employees. It is normal to encounter problems on 
the way to digitalization. Industry stakeholders seek common solutions to these 
problems. The sectoral benefits of digitalization are many. Less fuel consumption, 
energy savings, and reduction in inputs, thanks to paperless operations, are the most 
well-known of these benefits. 
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Effect of Phase Change Material Dimension 
on Maximum Temperature of a 
Lithium-Ion Battery 

Uğur Morali 

Nomenclature 

NTGK Newman, Tiedemann, Gu, and Kim 
PCM Phase change material 

1 Introduction 

Lithium-ion batteries have been used more and more frequently in mobile applica-
tions, especially in electric vehicles, in recent years (Swornowski, 2017). Lithium-
ion batteries have been used in aviation, thanks to their high energy density and high 
power density (Panchal et al., 2016). On the other hand, the incidents concerning 
overheating under high-rate discharge conditions restrict their use. Battery manu-
facturers suggest a temperature range to be used the lithium-ion batteries safely. The 
suggested temperature range is generally between -15 and 40 °C (Choudhari et al., 
2020). The temperature of lithium-ion batteries needs to be controlled, especially 
during operation in extreme conditions, to obtain maximum performance from 
lithium-ion batteries. 

In the literature, there have been various studies performed to control battery 
temperature. In (Wang et al., 2018), the effect of phase change storage energy unit 
casing, the thermal conductivity of the composite phase change material (PCM), 
geometric parameters, discharge/charge rate, and ambient temperature on the battery 
temperature were investigated. Results indicated that the PCM cooled system could 
maintain the battery temperature at 42 °C for the lithium-ion battery discharged at
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4C-rate. In (Weng et al., 2019), the performance of the PCM cooling system was 
examined under different operation parameters, including PCM thickness, PCM 
temperature, and laying aside time. The optimum thickness of PCM was determined 
to be 10 mm. Moreover, the authors noted that one should be considered the lower 
heat dissipation observed at the bottom of the battery. In (Jilte et al., 2019), a 
modified cooling system was proposed to control the temperature of each battery 
in the module. The sufficient PCM thickness was found to be 4 mm. The results 
showed that the modified cooling system could be used to control the temperature of 
each battery cell in the module.
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Battery thermal models provide valuable information in analyzing battery tem-
perature. Thus, their uses in simulations not only provide a cost-effective approach 
but also ensure reliable data without dangerous experimentation. Therefore, in this 
study, the multi-scale multidimensional NTGK model was applied to simulate the 
maximum battery temperature. A PCM cooled thermal management system for a 
single lithium-ion battery was proposed. The effect of the PCM dimension on the 
cooling system performance was investigated for the battery discharged at 3C-rate. 

2 Method 

Maximum temperature of a prismatic lithium-ion battery was simulated by using the 
NTGK model. The battery was discharged from 4.30 to 3.00 V at 3C-rate. The 
temperature of the battery and PCM was assumed to be equal to the ambient 
temperature of 300 K at the initial stage of simulation. The convective heat transfer 
coefficient of the battery was accepted as 5 W m-2 K-1 . Thermophysical properties 
of phase change material was obtained from (Choudhari et al., 2020). Density, heat 
capacity, and thermal conductivity of the PCM were 820 kg m-3 , 2000 J kg-1 K-1 , 
and 0.2 W m-1 K-1 , respectively. Melting heat and dynamic viscosity of the PCM 
were 165,000 J kg-1 and 0.02 kg m-1 s-1 . Solidus and liquidus temperatures are 
311.15 K and 316.15 K, respectively. PCM was assumed to exhibit adiabatic 
boundary conditions. 

ANSYS Fluent Workbench was used to perform simulation. Geometry was 
edited in DesignModeler. Battery geometry with two different PCM cooling designs 
is presented in Fig. 1. The width of PCM was 10 mm and 40 mm for the PCM cooled 
battery system presented in Fig. 1a, b respectively. 

3 Results and Discussion 

Maximum battery temperatures are shown in Fig. 2. The highest maximum battery 
temperature was obtained for the battery cooled by 10 mm PCM and was 
310.9477 K. On the other hand, the single battery discharged at 3C-rate exhibited 
the lowest maximum battery temperature (309,2439 K). The maximum battery



temperature of the battery cooled with 40 mm PCM (309,4706 K) was slightly 
higher than the single battery. However, the point to be noted here is that the 
maximum battery temperature of the single battery is higher than the battery cooled
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Fig. 1 Geometry of PCM cooled battery: (a) 10-mm-width PCM, (b) 40-mm-width PCM 

Fig. 2 Maximum battery temperature at 3C-rate with and without PCM



by 40 mm PCM, except after the 1000th second of the flow time. This can be 
attributed to the lower heat transfer from the battery to the PCM (40 mm) than the 
heat transferred from the single battery surface to the surrounding air when the flow 
time is greater than 1000 seconds. Another reason can be the adiabatic heat transfer 
condition of PCM. In other words, the heat transferred from the battery to the PCM 
was absorbed by PCM and not transferred from PCM to the surrounding air. Thus, 
the maximum battery temperature of the single battery could be lower than the PCM 
cooled batteries at the end of discharge operation.
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Fig. 3 Temperature counters for static temperature at 3C-rate: (a) without PCM, (b) with 10-mm-
width PCM, (c) with 40-mm-width PCM 

Another performance parameter of a battery cooling system to be considered was 
the heat dissipation throughout the battery. Figure 3 shows the temperature counters 
for the static temperature. Figure 3a indicated that the single battery exhibited a 
heterogeneous temperature distribution. The higher battery temperatures were



observed in the upper center of the battery. On the other hand, the lower tempera-
tures were observed at the bottom of the battery. Furthermore, the wall temperature 
adjacent to the tab zones showed moderate temperatures. It is important to note that 
heterogeneous temperature distribution affects the battery performance adversely. 
Figure 3b displayed the temperature distribution of 10 mm PCM cooled battery. The 
lowest temperatures for 10 mm PCM cooled battery was observed at the edge 
locations. Similarly, the highest temperatures were obtained in the upper center of 
the battery. However, the temperature distribution of the 10 mm PCM cooled battery 
was more homogeneous compared to the single battery. The 40 mm PCM cooled 
battery exhibited a more uniform temperature distribution compared to others. The 
higher temperatures were observed near the PCM, as shown in Fig. 3c. Similarly, the 
edges near the tab zones exhibited lower temperatures. 
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4 Conclusion 

The effect of phase change material dimension on maximum battery temperature 
was investigated in this study. The single battery exhibited the lowest maximum 
battery temperature compared to the PCM cooled batteries. The 40 mm PCM cooled 
battery showed lower maximum battery temperatures than the single battery up to 
1000 seconds. The 40 mm PCM cooled battery showed a more uniform temperature 
distribution throughout the battery compared to the 10 mm PCM cooled battery and 
the single battery. From maximum battery temperature and temperature distribution 
perspectives, the 40 mm PCM cooled battery showed better cooling performance 
owing to its low maximum battery temperature and more uniform temperature 
distribution. 
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Global, Regional, and Local Issues of ICAO 
Balanced Approach to Aircraft Noise 
Management in Airports 

Oleksandr Zaporozhets 

Nomenclature 

BA Balanced Approach 
ICAO International Civil Aviation Organization 
NAP Noise Abatement Procedures 
NPZ Noise Protection Zones 

1 Introduction 

Noise has always been a major environmental issue in the field of aviation, primarily 
affecting residential communities close to airports. It still is the most significant local 
environmental impact associated with aircraft operation (ICAO Resolution A40-17, 
2019a, b). Aircraft noise exposes and affects communities within an airport influence 
area, defined by the level of noise exposure or for a specific flyby or for a specific 
interval (during the overall day or during mostly sensitive to noise periods) of 
observation. In general, aircraft noise exposure varies with the type and size of the 
aircraft, the power the aircraft is using at the moment, and the altitude or distance of 
the aircraft from the receptor. A higher distance from the source provides a lower 
noise exposure level; this is an essential condition for all noise protection programs. 
To minimize aircraft noise problems through preventive measures, ICAO policy, 
first of all, recommends locating the new airports at an appropriate place, such as 
away from noise-sensitive areas. But each airport requires its own solutions based on 
its specific characteristics, as in noise hazard generation and propagation effects, as
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well as in noise exposure influence on all elements at risk with their vulnerability and 
coping capacity performances (Zaporozhets & Blyukher, 2019). The circumstances 
of each airport vary significantly between themselves, so an effective operational 
procedure or even mitigation measure at one airport may not be appropriate (or even 
feasible) at another.
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Fig. 1 Example of noise contours for NPZ at Kyiv/Zhuliany International Airport – Kyiv, Ukraine: 
red contour, 85 dBA LAmax; yellow contour, 80 dBA LAmax; pink boarded zones, residential areas of 
the Kyiv city 

Airports are usually located within or close to the limits of large urban areas 
(Fig. 1); in better case, a distance to existing noise-sensitive land usage (residential or 
recreational) may provide human protection from noise exposure and minimise the 
adverse impacts of their operations. The overlap of urban areas within the noise 
protection zones (NPZ) around aerodrome (as shown in Fig. 1, especially on the east 
from the runway) may exist, and in such a case, it indicates that a population inside 
the zones is exposed and vulnerable and even impacted (at least annoyed) by noise 
and needs additional protection (due to noise insulation schemes, etc.). 

2 General Considerations on Noise Management 

The national legal system declares the noise limits (standard values for noise in the 
environment) usually in practice, which are prohibited for overloading inside the 
area of any human activity – especially inside residential and rehabilitation areas. 
Somewhere, particularly in Ukraine, there are few criteria used for environmental 
noise assessment and management, emphasizing that noise may impact the popula-
tion in a few ways, including the effects during long-term and short-term exposures. 
Particularly for aviation noise, short-term exposure is important in the case of a 
contribution of the noisiest flight events to overall exposure and especially in 
conditions of quite small flight intensity, which are observed in regional airports at



the first stage of their development. For them, the noise contours for a single flight 
event, defined for maximum sound level LAmax, are larger in size (area also) in 
comparison with equivalent sound levels LAeq. 
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3 Balanced Approach to Aircraft Noise Management 

In 2001, the 33rd Session of the ICAO Assembly adopted a new policy for aircraft 
noise control globally, referred to as the “balanced approach” (BA) to noise man-
agement. The ICAO BA guidance (ICAO Document 9829, 2004) contains the 
explanation of all elements in general details, namely: reduction of aircraft noise at 
source – manufacturing quieter aircraft in accordance with ICAO standard require-
ments; noise zoning, land-use planning, and management; noise abatement pro-
cedures for aircraft operation; and usually partial restrictions for noisy aircraft 
operation. The goal also is to identify the noise-related measures that achieve the 
maximum environmental benefit (minimum environmental risk), using objective and 
measurable criteria, at any specific airport most cost-effectively. If the main goal in 
aircraft noise control is to reduce the noise level at the source of its generation, the 
main goal for noise zoning and land-use management is to prevent people from 
levels that are inconsistent with their health and welfare. 

3.1 ICAO Standard Requirements to Aircraft Noise 
and Management of Noise Exposure Around the Airports 

The area and sizes of noise zones are the subjects of aircraft noise calculation (ICAO 
9829, 2004). To imagine the sizes of noise zones around the aerodrome 
(or separately for the runway), a simple approach may be proposed (Zaporozhets 
et al., 2011; Zaporozhets & Levchenko, 2021) – to consider the noise contours as a 
result of the intersection of the cylindrical surface of equal sound level (equal to the 
limit used for the noise zoning board) with the ground surface around the aerodrome 
and flight paths. It was shown that this simplified contour will be an ellipse, whose 
small radius is equal to the noise radius RN and whose big radius is equal to the RN/ 
sinγ for the aircraft type under consideration at this flight mode, where γ is an angle 
of climbing/descending, depending on the character flight stage (Fig. 2a). 

The main simplification in the concept of noise radius RN (its concept is fully 
described in (Zaporozhets et al., 2011; Zaporozhets & Levchenko, 2021)) is that it is 
considered as constant, at least during the definitive for noise contour assessment 
flight stages of the aircraft. The results of numerous researches show that RN is 
varying all the time, it is mostly dependent on engine operation mode (engine power) 
and noise level (type and value) to be considered, but a number of operational factors 
is also influencing the value of noise radius and its derivatives (Zaporozhets & 
Levchenko, 2021).
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Fig. 2 A simplified form of noise footprint having the shape of an ellipse under the takeoff 
flight path: (a) simplified contour will be an ellipse (Zaporozhets et al., 2011); (b) transformation 
of INM contours into ellipse 

The most sensitive violation of the simplification of the concepts of constant 
noise radius and ellipse for the noise contour occurs at the point of intersection of the 
segments of the flight path of the altitude, which changes the mode of operation of 
engines (it corresponds to a distance of ~4 km usually, Fig. 2b). But, in general, the 
error (inaccuracy) of these changes does not seem significant in strategic assessments 
and decisions. A more significant impact on the assessment should be expected from 
a further reduction in noise levels at the source, when the sound levels at the control 
points and for the noise contours with the normative value of the sound level (e.g. 75 
dBA LAmax night) will not be displayed on the airport noise map. Particularly for the 
airplanes with noise performances in accordance with the requirements of FAR 
36 stages 3–5 – the dimensions/areas of the contours for departure flight are within 
10% of the accuracy of INM data (or ANP database) (Fig. 3). 

During the 50 years of aircraft noise standardization from ICAO (1st Edition of 
Annex 16 – Aircraft Noise was published in 1969) and continuous strengthening of



5

the requirements from Chapter 2–14, the cumulative reduction was gained up to 
~35 dB; close to this value is necessary to be reached till the aircraft noise goal at 
2050 (ICAO Document 10127, 2019). 
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Fig. 3 Comparison between the dimensions and area for noise contour 75 dBA LAmax defined 
simplified model and INM for Boeing-737 at departure with noise performances in accordance with 
FAR-36 requirements (from B737-100 for stage 1 till Boeing-737MAX for stage 5) 

3.2 Land-Use Planning 

The need for land-use planning in the vicinity of an airport was recognized in the 
early history of civil aviation and focused on the use and control of land. The manual 
(ICAO Document 9184, 2018) is focused on land-use and environmental manage-
ment on and around an airport. Airport operators can reduce the environmental 
impacts – noise, air emission/pollution, and safety issues of their operations by 
incorporating environmental management plans and procedures with land-use com-
patibility planning with a broad appreciation of their relative sensitivity of the 
population to the aircraft operational safety, local third-party risk, and noise expo-
sure. Among land-use planning measures, noise zoning around airports is the 
primary, main, and mostly effective to be protected from noise exposure (Fig. 4). 
But compatible land-use planning and management should be based on appropriate 
forecasted aircraft noise contours, rather than current contours, which must prevent 
encroachment of residential development at airports where future aircraft noise 
levels are projected to increase. 

The control measures may be divided into three categories, as follows: planning 
instruments, mitigating instruments, and financial instruments. There are only some 
examples of these instruments listed in Fig. 4. Noise zoning is a core regulation in



noise exposure/impact management on population and should specify land devel-
opment depending on the level of noise exposure and use restrictions, based on 
certain noise levels – the limits, which are incompatible with human activities inside 
the zones. Some of the airports due to their specific place in air transportation system 
of the state (or inside the region) may use/implement different from the state rules 
noise limits, which may or mitigate or allow a specific land usage inside the zone. 
Noise monitoring systems (Chyla et al., 2020) are the instrument for objective noise 
exposure assessment of the air traffic inside the specific zone (where a noise monitor 
is installed) or to be used for assessing the efficiency of any implemented noise 
protection measure. 
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Fig. 4 Noise zoning and land usage instruments in airport environment 

3.3 Noise Abatement Procedures and Aircraft Operating 
Restrictions 

Operational low-noise procedures are intended for use by aircraft of the existing fleet 
and have the potential to make an immediate improvement in the environmental 
impact of aviation, as a rule locally emphasized at airports where the noise zoning 
and land-use procedures are realized with omissions (ICAO Document 8168, 2020; 
ICAO Document 9888, 2007). Operational NAPs in use today can be categorized 
into three broad components: noise abatement flight procedures, spatial manage-
ment, and ground movement management. Any progress in designing low-noise 
aircraft would therefore relax the stringency of the NAP to be used (Zaporozhets & 
Blyukher, 2019). 

4 Results and Discussion 

Brief analysis of all the elements of ICAO BA shows that ICAO noise standards 
accompanied by technological improvements in aircraft noise performances provide 
a reduction of aircraft noise exposure globally, at least for international air



transportation. The second BA element – noise zoning and land usage – is mostly a 
subject of regional/national noise exposure management, predefined by regional 
(like Directive inside EU) or/and national rules. 
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Numerous violations of noise limits may be observed inside the zones in the 
vicinity of the airport: for their control, a third element is included – the NAPs. 
Airport and airline authorities must find the best solution to what kind of NAP will 
be most efficient in any specific case. There is a subject for local consideration. 
Flight restrictions are mostly the subjects of local decisions and only in cases if the 
efficiency of the first three BA elements is insufficient. There are also a number of 
regional and global restriction that exist – they are effective for all airports if 
implemented for the whole (national, regional, or global) system at the same time. 

Besides the technical elements, which are based on noise intensity metrics 
completely, the noise annoyance (and other types of outcomes of aircraft noise 
exposure to neighbouring residents) must now be addressed. This evolution may 
lead to a new vision of the balanced approach to aircraft noise control in very near 
future. Up to now, annoyance was mainly explained through acoustical factors like 
sound intensity, peak levels, duration of time in-between sound events, and number 
of events (Janssen et al., 2011). The non-acoustical factors (“moderators” and/or 
“modifiers” of the effect) have still received empirical attention but without a deep 
theoretical approach, despite the fact that various comparative studies reveal that 
they play a major role in defining the impact on people (Job RFS, 1988). Addressing 
such human-centric concerns, encompassing fear, negative health effects, and other 
environmental issues may lead to adding a fifth element to the ICAO BA to aircraft 
noise management around the airports (Zaporozhets & Blyukher, 2019). 
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Fuel Consumption Analysis of Gradual 
Climb Procedure with Varied Climb Angle 
and Airspeed 

Siripong Atipan and Pawarej Chomdej 

Nomenclature 

CD0 Zero lift drag coefficient 
CD2 Induced drag factor 
Cf1 1st thrust specific fuel consumption coefficient 
Cf2 2nd thrust specific fuel consumption coefficient 
Fnom Nominal fuel flow [kg/min] 
g Gravitational acceleration [m/s2 ] 
m Aircraft mass [kg] 
THR Thrust [N] 
VTAS True airspeed [m/s] or [knots] 
γ Angle of climb [rad] or [deg] 
η Thrust specific fuel flow [kg/(min kN)] 
ρ Air density [kg/m3 ] 

1 Introduction 

Climate change becomes a very serious issue today as it has vast and strong impact 
on humanity securities. One of the major causes of this problem is CO2emission 
which largely produced from global aviation industry. To contribute on this concern, 
IATA issued a guidance material and best practices for fuel and environmental 
management (IATA, 2008) and issued a guidance material for sustainable aviation 
fuel management (IATA, 2015). A variety flight operation techniques for emission
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reduction were suggested such as engine out taxi, reduced takeoff flaps, reduced 
landing flaps, reduced acceleration altitude, optimum CG position, and continuous 
climb and continuous descent operation known as CCO and CDO.
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For the past decades, there have been many researchers working and focusing on 
emission reduction during climbing and descending phases. Panklam and 
Kowanichkul (2011) performed flight simulation with RAMS PLUS software for 
A320 and B737 descending flights. It was found that with continuous descent 
operations, fuel consumption could be reduced 15.8% for A320 and 14.8% for 
B737 when descending from FL350. Ming et al. (2019) studied on fuel consumption 
of climbing phase of A320 aircraft based on flight data analysis. The continuous 
climb operation was simulated to climb from sea level to FL240 at standard 
temperature and with constant angle of climb. The results were compared with the 
flight of conventional climb procedure and show obviously that continuous climb 
operations provide fuel consumption reduction by 12.3%. Mori (2020) proposed a 
new fuel-saving climb procedure by reducing thrust near top of climb. 20–50 lbs of 
fuel could be saved for a large jet airliner. 

2 Fuel Consumption Model 

2.1 BADA Model 

The calculation of fuel consumption and flight trajectory prediction in this study is 
based on the BADA aircraft performance model revision 3.8 (EUROCONTROL, 
2010). The aircraft aerodynamics and fuel consumption model in the climbing phase 
are expressed as follows: 

Total energy model 

THR -Dð ÞVTAS =mg 
dh 
dt 

þ mVTAS 
dVTAS 

dt
ð1Þ 

Rate of climb 

ROC= 
dh 
dt 

=VTAS ∙ sin γð Þ ð2Þ 

Angle of climb 

AOC= γ = sin - 1 THR -D-mVTAS 
dVTAS 
dt 

mg
ð3Þ



�
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Lift coefficient 

CL = 
2mg 

ρV2 
TASS ∙ cos γð Þ ð4Þ 

Drag coefficient 

CD =CD0 þ CD2 × CLð Þ2 ð5Þ 

True airspeed (m/s) 

VTAS = 
2mg 

CLρS ∙ cos γð Þ ð6Þ 

Thrust specific fuel flow (kg/(min kN) 

η=Cf1  × 1þ VTAS 

Cf2 
ð7Þ 

Nominal fuel flow (kg/min) 

f nom = η× THR ð8Þ 

Cruise fuel flow (kg/min) 

f cr = η × THR ×Cfcr ð9Þ 

2.2 Optimization and Numerical Models 

The optimal true airspeed for gradual climb flight that varied with altitudes can be 
calculated from the lift coefficient which is determined from the optimization models 
(Anderson, 2014). The models are expressed as follows: 

Lift coefficient for minimum thrust required 

CLTR,min = 
CD0 

CD2 
ð10Þ 

Lift coefficient for best range (jet propelled airplane)
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CLR,max = 
CD0 

3CD2 
ð11Þ 

The numerical model is formed for estimation of the acceleration of the aircraft 
and is given as follow: 

dVTAS 

dt 
≈ROC × 

ΔVTAS 

Δh ð12Þ 

2.3 Flight Simulation 

In this study, climbing flights of three different cases were generated. These are 
continuous climb with constant angle of climb (CCO), gradual climb with minimum 
thrust required airspeed (GCO1), and gradual climb with best range airspeed 
(GCO2). All flights were simulated for A320 aircraft climbing from sea level to 
24,000 ft. under the international standard atmosphere condition and at MTOW of 
77,000 kg and then cruising to reach the distance of 120 km. 

In gradual climb simulation, two different optimal airspeeds were examined, 
which are minimum thrust required airspeed and best range airspeed using Eqs. 10 
and 11, respectively. The acceleration is then determined using Eq. 12 for altitude 
step of 1000 ft. Reduced thrust is applied with gradually reduced rate of 2% per 
1000 ft. At every step of altitude, the aircraft mass is recalculated for the reduction 
due to fuel consumption. The flight trajectories of the studied cases were predicted 
and as shown in Fig. 1. 

Fig. 1 Predicted flight trajectories of the tested cases, CCO, GCO1, and GCO2



Model Climb distance (km)

Trajectories (km) climb (kg) (km) cruise (kg)

– –
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Table 1 Validation of the calculation model used in this study 

Cruise distance 
(km) 

Total fuel 
consumption (kg) 

Present calculation model 53.2 66.8 1084.9 

Ming et al. (2019) 51.0 69.0 1116.0 

Table 2 Fuel consumption of climbing phases, continuous climb (CCO), gradual climb with 
minimum thrust required airspeed (GCO1), and gradual climb with best range airspeed (GCO2) 

Climb distance Fuel during Cruise distance Fuel during 
Total fuel 
consumption 
(kg) 

CCO 53.2 740.5 66.8 344.4 1084.9 

GCO1 95.4 695.5 24.6 332.7 1028.2 

GCO2 120.2 993.4 993.4 

The fuel consumption model was validated with the calculation and the data 
analysis of Ming et al. (2019) for the case of continuous climb with constant angle of 
climb of 8 deg. The comparisons are shown in Table 1. The results of the present 
calculation model agree well with the reference model which has accuracy falling 
into 97.2%. 

3 Results and Discussion 

The calculation model for the flight trajectories of CCO, GCO1, and GCO2 was 
simulated and executed with a PC to give the climb distance, cruise distance, fuel 
flows during climb and cruise, and the total fuel consumption. The results are 
presented in Table 2. 

The results in Table 2 show obviously that with gradual climb procedure, the fuel 
consumption is reduced when compared to the continuous climb procedure. The 
reduction of fuel consumption of GCO1 flight trajectory is 56.9 kg or 5.24%, while 
GCO2 flight trajectory provides even more fuel reduction of 91.5 kg or 8.43%. This 
agrees well with the works of Mori (2020). 

4 Conclusion 

The study of fuel consumption of aircraft flight with gradual climb procedure 
showed that the gradual climb procedure can improve fuel consumption up to 
8.43%. To maximize fuel-saving, climbing with best range true airspeed is 
suggested. However, this suggestion should be further studied deeply to confirm 
the solutions. Actually, the optimization of the fuel consumption with gradual climb



procedure is challenging as the fuel consumption of the climbing flight still has 
various variables to play with such as true airspeed, acceleration, angle of climb, and 
thrust of the aircraft, which can be written as in Eq. 13. 
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f nom = f THR, γ,VTAS, 
dVTAS 

dt
ð13Þ 

There are still a lot of works that can be done further on the development on the 
optimization with these variables. 
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Investigation of Turbofan Engine Emissions 
at Different Cruise Conditions for Greener 
Flights 

Ali Dinc, Ibrahim Elbadawy, Mohamed Fayed, Kaushik Nag, Rani Taher, 
and Yousef Gharbia 

Nomenclature 

CO Carbon monoxide 
CO2 Carbon dioxide 
EI Emission index 
GHG Greenhouse gases 
GWP Global warming potential 
H2O Water vapor 
HC Unburned hydrocarbons 
mf Fuel mass flow rate 
NOx Nitrogen oxides 
SE Specific endurance 
SR Specific range 
V Flight velocity 

1 Introduction 

Aviationindustry has been putting extensive research and development efforts to 
implement green strategies to reduce aviation’s environmental effects for a sustain-
able future. Global warming and climate change pose a significant threat to society 
(EASA, 2019). Any potential reduction in emissions with the help of technological
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Parameter Literature data Flight altitude Deviation (%)

advancements should be able to counterbalance the rise in emissions caused by the 
future growth of aviation in addition to today’s fleet sizes. As a result, more efforts 
are needed to develop solutions to cut emissions down. In an integrated approach, 
efforts are needed from all parties including design, operation, management, etc. 
Consequently, many researches have focused on environment-friendly engine selec-
tion/modeling and modeling the aviation fuel burn and corresponding emissions 
(Schwartz & Kroo, 2009; Wasiuk et al., 2015; Dinc, 2017, 2021; Pagoni & Psaraki-
Kalouptsidi, 2017; Pawlak et al., 2018; Dinc & Elbadawy, 2020; Dinc & Gharbia, 
2020).

322 A. Dinc et al.

This study focuses on predicting and finding regions of lower engine emissions in 
flight envelop in terms of flight speed and altitude which can be used during fleet 
operation for the Trent 892 turbofan engine based on ICAO ground test data and 
cruise flight emission predictions. 

2 Method 

2.1 Turbofan Engine Performance Model 

For the basis of this study, a performance model was constructed for the Trent 
892 turbofan engine (Meier, 2020) which was certified in 1995 with a thrust rating of 
409.2 kN (92,000 lbf). Trent 892 is one of the alternative engines that power B777 
commercial airplanes. For the validation of the performance model, data from 
literature was used at the two points as given in Table 1. 

2.2 Engine Emissions 

The sum of individual CO2, H2O, NOx, CO, and HC emissions determines the total 
global warming potential (GWP) value. CO2 and H2O are major contributors, and 
the others are typically less than 1 or 2% of the total in mass. Some emission indices 
are directly related with fuel flow; for CO2 and H2O emission, indices are 3.155

Table 1 Validation points of Trent 892 turbofan engine performance model 

Calculated 
value 

Flight 
speed 

Thrusta 57,824 kN 
(13,000 lb) 

58,975 kN 0.83 Mach 10.67 km 
(35,000 ft) 

1.9% 

Fuel 
flowb 

0.882 kg/s 
(7000 lb/hr) 

0.875 kg/s 0.84 Mach 11.89 km 
(39,000 ft) 

0.8% 

a Source: (Meier, 2020) 
b Source: (Dubois & Paynter, 2006)



ð Þ

(kg/kg fuel) and 1.237 (kg/kg fuel), respectively (Kim et al., 2005). Therefore, total 
GWP (kg) can be determined using Eqs. 1 and 2 where i stands for the pollutant gas.
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GWPtotal =Σ GWPi ð1Þ 
GWPi =EIi mf 2 

The experimental data for Trent 892 turbofan engine is available based on sea 
level static tests by ICAO (ICAO, 2015). For NOx, CO, and HC emissions, the 
mentioned test data is given in Table 1. In order to predict cruise flight emissions, 
ICAO data can be used together with Boeing Fuel Flow Method2 (BFFM2). BFFM2 
is used to estimate NOx, CO, and HC emissions for any given flight speed and 
altitude (Baughcum et al., 1996; Dubois & Paynter, 2006; Dinc, 2020). 

3 Results and Discussion 

In the first part of the study, BFFM2 was used to estimate NOx, CO, and HC 
emissions for an interval of 0.7–0.9 Mach and 9–13 km altitude. Figure 1 shows 
NOx and CO emission prediction results. HC emission is not depicted since the 
values were found to be zero based on ICAO data and BFFM2 calculations for this 
particular engine. Figure 1a illustrates that NOx emission index increases with Mach 
number; however, it decreases as altitude increases. Figure 1b displays that CO 
emission does not change with altitude and it increases in higher altitudes for the 
Trent 892 engine case (may not be same trend for other engines). Baseline point was 
selected as 0.84 Mach and 11.89 km (39,000 ft) as this point is a validation point for 
calculations to be compared with a reference study (Dubois & Paynter, 2006). 

The second part of the study was about calculating engine performance param-
eters such as SFC, thrust, fuel flow, etc. This is necessary because NOx and CO 
emission indices given in Fig. 1 are per kg fuel and therefore fuel consumption or 
fuel flow values are needed to be calculated by engine performance model. 

Fig. 1 (a) NOx emission index; (b) CO emission index
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Fig. 2 (a) fuel flow per time; (b) fuel flow per distance 

Fig. 3 (a) CO2 emission per time; (b) CO2 emission per distance 

In Fig. 2 both fuel flow per time and fuel flow per distance were calculated which 
have the same trend for altitude. However, they have the opposite trend when it comes 
to flight Mach number. Fuel flow per time (Fig. 2a) is related with the endurance of 
aircraft which is something more desirable for a UAV during loiter or reconnaissance 
flight and specific endurance (endurance per unit mass of fuel) is simply the inverse of 
fuel flow per time. On the other hand, fuel flow per distance (Fig. 2b) is more useful for  
commercial airliners where a minimum amount of fuel per km or mile is wanted. 
Figure 3 shows CO2 emissions. The trend is similar to the fuel flow which was given 
earlier in Fig. 2. Since the CO2 and H2O emissions are directly proportional to the 
amount of fuel burned, there should be a minimum where the fuel flow is minimum. 
Therefore, minimizing fuel consumption also minimizes the CO2 and H2O emissions. 

Figure 4a, b shows NOx emissions calculated per time and per distance, respec-
tively. The behavior of NOx with respect to airspeed (Mach) is somewhat different 
than CO2 and H2O emissions where it shows slower speeds are advantageous for NOx. 

Figure 5a, b illustrates total GWP emissions (sum of CO2,  H2O, NOx, CO, HC) 
calculated per time and per distance, respectively. Due to the dominance of CO2 and 
H2O emissions (around 99%), the general trend of total GWP emissions is similar to 
CO2 and H2O. For maximum endurance, GWP emissions will be lower at lower 
speeds and higher altitudes which could be more suitable for UAV applications 
where maximum loiter or airborne time is required. For maximum range, GWP



emissions will be lower at higher subsonic speeds and higher altitudes which could 
be more suitable for commercial aircraft where maximum distance per unit mass of 
fuel burned is desired. 
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Fig. 4 (a) NOx emission per time; (b) NOx emission per distance 

Fig. 5 (a) total GWP per time; (b) total GWP per distance 

4 Conclusion 

In summary, this study examined the emissions of turbofan engines under various 
cruise conditions using an engine-only model, ICAO test data, and the BFFM2 
method for cruise flight emission predictions. The following key findings have been 
derived from this investigation. Optimizing flight Mach number and altitude can 
effectively reduce greenhouse gas emissions from turbofan engines. Operating at 
appropriate levels allows for the reduction of these emissions. It is essential to 
calculate and evaluate emissions per time or per distance separately, considering 
the specific design mission of the aircraft. Commercial aircraft, focusing on emis-
sions per distance, and unmanned aerial vehicles (UAVs), focusing on emissions per 
time, should be treated differently from this perspective. CO2 and H2O emissions 
exhibit a proportional relationship with the amount of fuel consumed. Consequently,



minimizing fuel consumption during flights leads to the reduction of CO2 and H2O 
emissions. NOx emissions demonstrate different magnitudes and trends compared to 
CO2 and H2O emissions in relation to Mach number and altitude. They require 
specific attention and consideration in emission reduction strategies. Total GWP 
emissions, which encompass CO2, H2O, NOx, CO, and HC emissions, predomi-
nantly follow the trends observed in CO2 and H2O emissions due to their dominance 
in the total emissions. Hence, minimizing fuel consumption by adopting higher 
subsonic speeds and higher altitudes during flights also minimizes total GWP 
emissions. These conclusions emphasize the significance of optimizing flight con-
ditions, fuel consumption, and emissions per time or distance for turbofan engines to 
mitigate their environmental impact. Implementing strategies based on these find-
ings can contribute to achieving greener and more sustainable aviation. 
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Effects of Strategic Alliance Membership 
on the Environmental Performance 
of Airlines 

Serap Gürsel and Gamze Orhan 

1 Introduction 

An undergoing change endangered in aviation industry between the years of 1980 
and 2000 by deregulation, privatization, and globalization affected the airline sector 
severely. These pressures forced airlines to form alliances. First form of these 
partnerships has been defined as joint ventures, networks, and strategic alliances 
(Bennett, 1997). Strategic alliances became an important management strategy. 
They represent cooperative approach to increase market accessibility and operational 
capacity, ensure passenger loyalty, and help reducing costs (Semercioz & Kocer, 
2008). Although tactical alliances are still used very frequently today, the demand 
for global alliances is increasing day by day (European Commission and US DOT 
Report, 2010). 

Airlines expect six basic benefits from strategic alliances. These benefits are to 
achieve scale economy, to use other airlines’ assets, to reduce risk, to help form of 
the market, to survive in the market, and to increase the speed of reaching the market 
(Bennett, 1997). Members of global alliances aim to reach the most comprehensive 
flight network in the world. The joint strategy of global alliance and the existing 
flight network of member airlines are vital in achieving this goal. Even members 
participating in only one service of global alliances (frequent flyer program, code 
share agreements, lounge access) benefit from global collaboration synergies 
(European Commission and US DOT Report, 2010). Airline alliances ensure a 
win-win situation for member airlines (Hall & Eppink, 1992). 
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Airlines rely on alliance synergies for all aspects of core business activities (Hall 
& Eppink, 1992). Environmental strategies do not count in core business activities, 
but in the future, because of the climate change, environmental issues will be a core 
airline activity. International regulations are very important in sustainability. Espe-
cially the European Union and International Civil Aviation Organization (ICAO) are 
taking many steps in this regard. Among the steps taken in the world, the first 
international study to separately touch on the aviation sector was carried out by the 
European Union. In fact, the European Union has influenced airline cooperation 
since its establishment. Europe-based airline collaborations are affected by the 
European Union’s environmental regulations. By developing a joint sustainability 
plan, a dependency relationship is necessary in order to achieve long-term goals in 
airline alliances (Hall & Eppink, 1992). 

2 Environmental Performance of Airlines 

Many international regulatory institutions, especially the ICAO, have recently 
established regulations regarding the environmental efficiency and environmental 
performance of airline companies. Since the 2000s, the importance of climate 
change has been understood, and environmental performance has gained importance 
all over the world in this direction. Due to the magnitude of the environmental 
impacts of the aviation industry, international regulatory agencies encourage airline 
companies, airports, and all other stakeholders to take steps regarding environmental 
sustainability. 

Sustainability in the aviation industry is mostly studied through the concept of 
environmental efficiency. To increase environmental efficiency, there are practices 
such as reducing energy consumption, recycling waste, reducing the use of single-
use plastics, reducing weight in flights, promoting biofuels, and reducing carbon 
emissions (Kim & Son, 2021). Alliances make environmental commitments on 
many of these issues. 

On a global scale, aircraft emissions of carbon dioxide and nitrogen oxides that 
harm the climate and atmosphere cause ozone depletion. At the local level, the 
environmental impact of aviation is related to the noise that occurs during aircraft 
takeoff and landing. The environmental impacts of airline companies are examined 
under two main headings. These are noise and gas emissions during aircraft opera-
tions and gas emissions and noise during ground operations (Skurla et al., 2002). 

The environmental performance of airline companies is improving day by day. 
Today’s airplanes produce an average of 20 decibels less noise than airplanes 
30 years ago. This reduced noise complaints by 75%. Airplanes are 65% more 
fuel efficient than planes in 1975. Even between 1990 and 2000, fuel efficiency 
increased by 17% (Skurla et al., 2002). Airlines buy planes that produce less gas 
emissions in order to have a green image. They also plan their maintenance activities 
by paying attention to the environmental impacts.



Effects of Strategic Alliance Membership on the Environmental. . . 331

Load factor is an important data for environmental performance of airlines. The 
load factor can be achieved by increasing the passenger capacity of the aircraft and 
improves the airline business in an environmental sense. There are different load 
factor ratios for different airline business models, and this is demand related. In 
particular, it is accepted that the load factor of scheduled airlines is lower. Charter 
airlines and low-cost airlines have a higher load factor, and this is more positive in 
terms of environmental sustainability. It is also known that mainline carriers have a 
higher load factor than regional carriers (Mayer et al., 2015). 

Biofuels can help airlines in achieving environmental sustainability goals. Air-
lines can reduce their carbon dioxide emissions between 6.6% and 17% by using 
biofuels (Mayer et al., 2015). 

Aircraft age can be a decisive factor for environmental performance. The biggest 
decrease in fuel consumption in the airline industry is thought to be due to airlines 
renewing their fleets. For this reason, it is foreseen that there will be a serious 
reduction in carbon emissions of aircraft even with the retirement of old aircraft. It 
is known that strategic global alliances create a marketing advantage in aircraft 
purchase. The fact that the aircraft produced with the new aircraft technology are 
both more environmentally friendly and advantageous in fuel consumption is the 
reason why airline companies want new aircraft (Mayer et al., 2015). 

3 Oneworld Alliance and Sustainability Commitment 

Oneworld Alliance is one of the three global airline alliances. Oneworld Alliance, 
together with its members, aims to reach net zero emissions gradually by 2050. In 
this direction, it has determined a roadmap with its 14 members. 

In September 2020, the roadmap of alliance was announced. In this way, 
Oneworld was the first alliance to announce its carbon neutral target. It has been 
explained that this goal will be achieved through various applications. Initiatives in 
line with the objectives supported by ICAO, such as fleet modernization, operational 
efficiency improvements, and the expansion of sustainable aviation fuel (SAF), will 
be implemented. 

Calling all aviation industry and countries on behalf of its members, the alliance 
gathers support for decarbonizing in aviation. The roadmap will be renewed with the 
development of technology in aviation and the widespread use of SAF. Oneworld 
member airlines are actively involved in many sustainability and environmental 
initiatives. These initiatives may take place within the alliance (in environmental 
and sustainability management activities) or outside the alliance (Table 1).
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Table 1 Commitments of Oneworld Alliance members 

Member Airline Commitment 

Alaska Airlines Net zero emissions by 2040. 

American Airlines An intermediate, science-based target for reducing 
emissions by 2035. 

IAG (parent of British Airways and Iberia) Power 10% of its flights with SAF by 2030 and has 
extended its net zero emissions target to its supply 
chain. 

Cathay Pacific Cut their ground emissions by 32% from their 
2018 baseline before the end of 2030, through 
enhancing energy-saving measures and exploring 
renewable energy options in its premises and 
ground operations as part of its net-zero carbon 
emissions commitment. 

Finnair Carbon neutrality by 2045 and to halving its net 
emissions by 2025 from 2019 levels. 

Japan Airlines Use SAF at 10% of its total fuel consumption, 
reducing total emissions in 2030 by 10% com-
pared to 2019. 

Malaysia Airlines and sister companies 
under the Malaysia Aviation Group (MAG) 

Launched the MAG Sustainability Blueprint in 
April 2021, with the aim to promote socio-
economic development and achieve net zero car-
bon emissions by 2050. MAG has also set a goal 
for 50% of the materials used for inflight opera-
tions to be biodegradable by 2025. 

The Qantas Group Reaching net zero carbon emissions by 2050 and 
investing A$50 million in developing a sustainable 
aviation fuel industry. 

Qatar Airways Enhanced environmental sustainability education 
for its employees, including engaging with LATA 
on additional sustainability training. 

S7 Airlines Launched its Green Steps edutainment program. It 
includes short lessons in the S7 Airlines mobile 
app on how to make travel more environmentally 
friendly and users could earn S7 Priority miles 
when they pass tests after lessons. S7 Airlines uses 
blankets on board which are made from recycled 
plastic bottles and has reduced the packaging for 
business-class travel kits. 

Sri Lankan Airlines Its aviation fuel efficiency enhancement program, 
conservation through education program and 
waste upcyding project.
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4 Conclusion 

Accelerated primarily by economic pressures and assisted by globalization, dereg-
ulation, and privatization, alliances became a global trend. Airlines enjoy many 
benefits from global alliances. These benefits, which generally result from the 
creation of economies of scale, cause airline companies to gain competitive advan-
tage in the global market. When environmental sustainability, which is one of the 
important issues of recent years, is supported by strategic alliances, it becomes easier 
for airline companies to fulfill their responsibilities to national and international 
regulatory institutions. 

It is considered more important for airlines in developing countries to participate 
in strategic alliances. Thus, they can compete with the airlines of developed coun-
tries and increase their bargaining power in areas such as aircraft maintenance, fuel 
prices, and airport fees. All these benefits can also positively affect the environmen-
tal performance of airline companies. 

Airlines join strategic global alliances because of all-round benefits of alliances. 
Environmental strategy and commitments bring airlines a perspective in 
eco-positioning in the market. Today, countries give importance to environmental 
issues in order to cope with the problem of climate change. In this direction, efforts 
are made to achieve environmental targets on a sectoral basis. It is seen that airline 
companies, like businesses in all other sectors, are completely focused on environ-
mental sustainability issues such as green marketing, ecology, environmental per-
formance, and environmental efficiency. 

Airline alliances are highly influenced by the regulations of national authorities. 
For this reason, airline companies belonging to countries or regions with more 
internal regulations on environmental issues are in a more advantageous position 
in strategic cooperation. 

In an environmental sense, airlines support the environmental commitments of its 
belonging alliance to provide competitive advantage. Alliances would not guarantee 
environmental success for member airlines. However, airlines that are involved in an 
alliance become more strategically dependent in terms of environmental policies 
than airlines that are not involved in an alliance. As in the case of the Oneworld 
group, the environmental commitment of cooperation can become binding on all 
members. Voluntary work of the participants at the beginning of all regulations 
facilitates compliance later when the regulation becomes mandatory.
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Safety Factor Analysis in Ramp Operation 
with AHP Approach 

Ilker Inan and Ilkay Orhan 

Nomenclature 

AHP Analytic hierarchy process 
IATA International Air Transport Association 
IGOM IATA Ground Operations Manual 
MCDM Multi-criteria decision-making 

1 Introduction 

Ramp operation in civil aviation is considered as one of the most important processes 
by airlines. Providing on-time ground operation is very essential, and any delay 
during this process will affect other steps, respectively, that might push ramp agents 
to be hurry. Therefore, time pressure on ramp may cause accidents or injury. 

An airport ramp is the place where planes are parked, unloaded or loaded, 
refueled, or boarded. Both the airports and the carriers are responsible for the ramp 
area. By providing gates, cargo hard stands, passenger loading bridges, and fueling 
facilities to enable aircraft operations at the terminal, the airport gives passenger and 
cargo access to air transportation. Airlines are granted access to leased gates and are 
allowed to utilize the amenities. Ground operations, which include a range of
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services, take place at the ramp regions. The airlines may operate these activities 
themselves or contract them out to subcontractors (Landry & Ingola, 2011).
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Fig. 1 General safety factors 

All ground service personnel must have operational and safety training in order to 
assist aircraft servicing. The training also includes the use of ground service equip-
ment such as belt loaders, tugs, carriers, unit loaders, baggage carts, track loaders, 
and portable ground power units. Regardless of required training, the presence of a 
large number of people operating a variety of equipment in a small space, sometimes 
under time constraints, creates an environment prone to accidents and fatalities, as 
well as aircraft and equipment destruction (GAO, 2007). 

This study aims to determine safety risks on the ground and measure them in 
order of importance among each other. Multi-criteria decision-making (MCDM) 
method is used to analyze these priorities under four main items, namely, human 
factor, communication, job description, and environment, as it is shown in Fig. 1. 
These main factors are mentioned in IGOM (IATA Ground Operations Manual) in 
Chapter 6 (IGOM, 2021). 

2 Method 

We present the analytic hierarchy process (AHP) to develop a weight model of safety 
factors by assessing and choosing the relevance of all sorts of factors, due to the 
complexity and unpredictability of factors. 

AHP is a theory of relative measurement of criteria which are intangible, and it is 
proposed by Saaty (Saaty, 1980; Aragonés-Beltrán et al., 2014; Saaty, 1994). He 
proposes to use the ratio scales to compare the decision-maker’s preferences and his 
Saaty’s fundamental scale view that is shown in Table 1 (Saaty, 1980; Aragonés-
Beltrán, 2014). 

Figure 2 shows main steps of MCDM in order to find out AHP process 
(Aragonés-Beltrán et al., 2014; Saaty, 2001).
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Table 1 Saaty’s fundamental scale (Saaty, 1980) 

Intensity of importance Definition 

1 Equal importance/preference 

2 Weak 

3 Moderate importance/preference 

4 Moderate plus 

5 Strong importance/preference 

6 Strong plus 

7 Very strong or demonstrated importance/preference 

8 Very, very strong 

9 Extreme importance/preference 

Fig. 2 AHP method 
scheme (Aragonés-Beltrán 
et al., 2014) Obtain Criteria Weighs 

Compare criteria in same 
level 

Pairwise comparison 
matrix 

Check 
Inconsistenc 

Calculate local priorities 

Synthesize global priorities



w w
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2.1 Data and Analyses 

A survey is applied to experts who have experience in ramp operations in Istanbul 
Airport. The survey questions are asked with nine-point Likert scale to provide 
results in enough wide range. Each risk factor is matched with other in the same 
group, and the participants are required to answer them in terms of comparative 
degree. 

The module of hierarchical safety considerations in the apron operation, as 
indicated in Table 2, is based on expert advice and a survey. 

2.2 Determine Weight Value of Each Factor 

We can specify a set of elements’ weights sorted by the important degree based on 
expert opinion and surveys. The outcomes are represented in Table 3. 

Table 2 The hierarchy module of safety factors in apron operation 

First level Second level Third level 

Effect factor Human factors Fatigue (A1) 

Overconfidence (A2) 

Unattending (A3) 

Communication Lack of communication (B1) 

Marshaling (B2) 

Work shift (B3) 

Job description Kneeling/bending (C1) 

Overtime work (C2) 

Repetitive work (C3) 

Environment Bad weather (D1) 

Low visibility (D2) 

Noise (D3) 

Table 3 The weight value of each factor 

A1 0.70886 B1 0.31081 

A2 0.17862 B2 0.49339 

A3 0.11252 B3 0.19580 

(a) Human factor (b) Communication 

C1 0.68698 D1 0.45996 

C2 0.18648 D2 0.22113 

C3 0.12654 D3 0.31892 

(c) Job description (d) Environment
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3 Results and Discussion 

It is seen that ramp accidents occurring under “human factor” reasons are mostly 
caused by “fatigue” and take the first place with a rate of 70% in the whole process 
among the ramp operations. Overconfidence which has a rate of roughly 17% is in 
the second place. Finally, the “unattending” effect is in the last place with 11% 
(Table 3(a)). 

Experts who answered the questions evaluated “marshaling” as the first among 
the communication-based reasons. Wrong hand signals used by marshalers might be 
thought of as a cause of why this rate is so high comparing to others. “Lack of 
communication” factor ranked second with 30%. The accidents caused by “work 
shift” are in the last place with approximately 20% (Table 3(b)). 

The “kneeling/bending” body movement in the job description has been evalu-
ated as the most remarkable risk factor for ramp operations, especially for ramp 
agents who are responsible for loading/offloading and technicians working in han-
gar. In addition to this, “overtime work” factor which is very common in aviation has 
taken the second place. Accidents caused by “repetitive work” follow them with a 
rate of 12% (Table 3(c)). 

“Bad weather” effect comes first with a rate of 45% among the safety factors 
originating from environment. This triggers a significant risk for handling personnel 
working in very hot and cold weather conditions. The noise factor is considered in 
the second place with a rate of 31%. It is known that the ramp agents especially 
working very close to the aircrafts are being exposed to a great extent of noise from 
APU and engines. Finally, the “low visibility” factor ranks third with 22% due to 
heavy snowfall in winter (Table 3(d)). 

4 Conclusion 

We may utilize AHP as a form of convenient and effective evaluation method in the 
investigation of human factors in apron operation since it has features of dependable 
conclusion, practicability, and accuracy. It’s tough to assess aviation operations 
because of their intricacy, especially when they’re linked to the operators’ psyche 
and physiology, which is difficult to quantify. However, if we use the AHP to 
quantize all elements using the judgment matrix, we can address the problem. 

We may logically judge the influencing elements and obtain the priority order of 
all factors’ effect on the final occurrences if the judgment matrix fulfills the consis-
tency condition requirement. As a result, decision-makers may easily identify areas 
that need to be addressed as well as concealed dangers.
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Evaluating Total Load of Aviation 
Operators by Analytic Hierarchy Process 
(AHP) 

Omar Alharasees and Utku Kale 

Nomenclature 

AHP Analytical hierarchy process 
MCDC Multi-criteria decision making 
PCM Pairwise comparison matrix 
ATCO Air traffic controller 
CR Consistency ratio 

1 Introduction 

As the avionics system evolves to be more dynamic, automated, and complicated, 
assessing the aviation operators’ total loads becomes more critical to the system’s 
applicability and reliability in the aviation world. 

The adaption of the current complex and dynamic aviation system needs to 
balance operator’s loads in the innovative systems, which require feasible frame-
works and concepts (Kale et al., 2020). In such an environment, operator perfor-
mance is measured more intricately. Aviation operators deal with enormous data and 
relevant information as flight systems, including aircraft capabilities, radar, sensor 
systems, and many other appliances. 

The future operator environment (cockpit, future ground control tower of pilots, 
and towers) and avionics systems need to be redesigned by considering various 
psychological parameters, human factors, and operator loads (Jankovics & Kale,
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2019). Therefore, this study focuses on evaluating operators’ total loads using the 
analytic hierarchy process.
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The analytic hierarchy process (AHP) is a well-known “multi-criteria decision-
making (MCDM)” technique for multiple objective ranking procedures and an 
excellent approach for dealing with complicated decision-making (Saaty, 2008). 
This method can help decision-makers define priorities and make the optimal option 
(Saaty, 1990). Another advantage of the AHP is to capture both subjective and 
objective components of choice by reducing complicated judgments to a series of 
pairwise comparisons and then synthesizing the findings. Furthermore, the AHP 
includes a beneficial approach for assessing the consistency of the decision-maker’s 
judgments, therefore eliminating decision-making bias. 

The AHP is a theory of relative measuring on absolute scales of both actual and 
potential criteria based on a familiar involved participant’s opinion as well as current 
measurements and relevant information. The primary focus of the AHP’s mathe-
matics is how to measure entities evaluating and weighing the critical characters. 
Because decision-making is diverse, the AHP has mainly been used to multi-
objective, multi-criteria, and multiparty decisions, specifically in the engineering 
field (Nakagawa & Sekitani, 2004). The judgments generally made in qualitative 
terms are stated mathematically to create compromises among the various intangible 
objectives and criteria, rather than assigning a score based on a person’s subjective 
judgment (Saaty, 2008). Finally, to cope with the difficulties, integrating repetitive 
and broad experiences would pour into a system of priorities. The AHP is built on 
four axioms: reciprocal judgments, homogenized characters independent within 
each level, hierarchical structure, and rank order expectations. 

Many previous studies employed AHP in aviation in the literature. Bruno et al. 
assessed planes to maintain planned choices, demonstrating that cabin baggage 
compartment volume is the best aspect (Bruno et al., 2015). Chao & Kao discovered 
that policy and dependability were necessary standards for service quality (Chao & 
Kao, 2015). 

Rezaei et al. (2014) assessed and designated the supplier in the airline retail 
business; the result of this research suggested that economic steadiness is a consid-
erable standard in supplier selection (Rezaei et al., 2014). Chen et al. (2014) utilized 
AHP procedures to assess the significance of weighting the technical elements in 
aviation safety (Chen et al., 2014). 

Other AHP studies were specified for the aviation operators, for example, Oktal 
H. and Onrat A. used AHP for characterizing the critical factors in airline pilots’ 
candidates’ selection (Oktal & Onrat, 2020). Havle and Kılıç (2019) identified and 
examined the circumstances that impact navigation errors in the North Atlantic 
region by combining a fuzzy analytic hierarchy process (FAHP) into the Human 
Factors Analysis and Classifying System framework (Havle & Kılıç, 2019). Kilic 
and Ucler (2019) applied AHP techniques to weigh stress factors among student 
pilots (Kilic & Ucler, 2019). 

The research aims to evaluate the elements that influence and shape the total loads 
of aviation operators. The current study examines the preferences of the three 
operator categories (less skilled pilots, skilled pilots, and ATCOs) based on the



primary criteria. In order to create a general hierarchical model, the analytic hierar-
chy process (AHP) is employed in this research. These decision-making models are 
primarily built on three layers in order to develop evaluator preference loads for 
(i) the assessment procedure, (ii) preventing complication, and (iii) lacking infor-
mation from other AHP functions. In this study, the Saaty Scale was utilized for 
scoring to depict lost data utilizing matrices that could be computed using a 
particular technique. 
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2 Method 

The MCDM technique demands that decision alternatives or sub-criteria be chosen 
or selected based on their qualities. In MCDM scenarios, a preset, restricted number 
of choice possibilities is assumed. Sorting, ranking, and scoring are all steps in the 
MCDM process. 

The primary technique employed in the research is the analytic hierarchy process 
(AHP), one of the popular multi-criteria decision-making (MCDM) techniques, to 
investigate the major and main characteristics of pilots and ATCOs. 

The current authors created a two-level hierarchy model containing the five main 
types of aviation operators’ loads: (i) workload is the work done by an operator in a 
given time interval as it relies on human factors, skills, knowledge, practice, etc.; 
(ii) task load is the level of complexity and toughness when completing a task, which 
depends on the degree of difficulty, traffic demand, traffic regulations, etc.; (iii) 
information load is the volume of information and data collected from complex 
systems, which highly depends on the level of technology, weather conditions, and 
other aspects, as information overload might create confusion among operators; 
(iv) communication load is the level of awareness and understanding among oper-
ators and is highly altered by cultural norms, social relations, etc.; and (v) mental 
load is the physical and psychophysiological situation of the operators during 
operation and highly depends on the level of stress, performance action, etc. 

Figure 1 shows the hierarchical model for the total loads of operators with the 
components of each level: 

Because the AHP utilizes the unique properties of pairwise comparison matrices 
(PCM), the choice of decision-makers between specific pairs of options illustrates 
the importance and priority of a particular aspect over another based on a scale (see 
Table 1). The matrix of pairwise comparisons (see Eq. 1) A = [aij] represents the 
strength of the decision-maker’s preference between individual pairs of alternatives 
(Ai versus Aj, for all i, j = 1, 2,. . ., n). The pairwise comparison matrix can be given 
as follows (Eq. 1):
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Fig. 1 Hierarchical model 
of the operators’ total load Language 
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Table 1 Saaty Fundamental Scale 

Numerical 
values 

1 Equal importance of both elements Two elements contribute equally 

3 Moderate importance of one element 
over another 

Experience and judgment favor one 
element over another 

5 Strong importance of one element over 
another 

An element is strongly favored 

7 Very strong importance of one element 
over another 

An element is very strongly dominant 

9 Extreme importance of one element 
over another 

An element is favored by at least an 
order of magnitude 

2,4,6,8 Intermediate values Used to compromise between two 
judgments 

A= aij = 

1 a12 : :  a1 j : :  a1n 
1 
a12 

1 : :  a2 j : :  a2n 

: : :  

: : :  
1 
a1 j 

1 
a2 j 

: :  aij : :  ain 
: : : :  

: : : :  
1 
a1n 

1 
a2n 

: :  
1 
ain 

: :  1 

ð1Þ 

In order to calculate the pairwise comparison matrices to priories the effect of 
each aspect in the model within the same level, the geometric mean of each group 
was utilized. The matrix consistency ratio should be less than 0.1, as most experience 
matrices are not consistent. CR for groups is calculated. 

3 Questionnaire 

In this research, an online AHP based survey was designed and performed among 
operators, focusing on the operators’ major characteristics from various perspec-
tives. The purpose of the questionnaire is to quantify the most important issues as 
seen through the eyes of the operators, based on their experience and knowledge. 

The questionnaire was created based on aviation operators (pilots, ATCOs) in this 
research. There were 52 participants (13 females), 37 pilots, and 15 ATCOs. The 
participants were arranged into three groups: (i) less skilled pilots (average age 22), 
(ii) skilled pilots (average age 35), and (iii) ATCOs (average age 34). Figure 2 
demonstrates the participant groups’ percentages in the questionnaire.
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Fig. 2 Survey participants 

29% 

40% 

31% ATCOs 

LESS SKILLED PILOTS 

SKILLED PILOTS 

4 Results and Discussions 

After analyzing and visualizing the participants’ preferences in the model, there will 
be some differences between the groups’ overviews. AHP method will highlight the 
critical characteristics based on pairwise comparisons. The responses have been 
collected and utilized by using the geometric mean. 

Based on the collected responses of the three groups of aviation operators and by 
employing the AHP process, evaluating and weighing the characteristics in each 
level individually, the following tables (Tables 2, 3, and 4) show the aspects (the 
weights, final score, and consistency ratio) which have been computed for the first 
level in the operators’ load model characteristics from each group: 

Combining the three groups’ opinions would show the variations between the 
groups, which could rise due to the experience level and the type of the job. 
Comparing different groups of participants would make it easier to evaluate and 
weigh various individual aspects of aviation operators’ total loads from other 
overviews. 

The survey highlighted that the communication loads are the strongest factor in 
the model in the first hierarchy level, as illustrated by Fig. 3. 

Pilots and air traffic controllers in aviation communication do not have face-to-
face contact or a visual speech interface to interact with each other; consequently, 
they must communicate purely through voice. Their communication is primarily 
done by radio transmissions written in a specific phraseology meant to be as precise 
and efficient as possible. As a result, their listening and speaking skills are extremely 
vital. 

A noticeable fluctuation of the opinions is clear between the groups in the third 
and fourth critical factors (information and mental loads) within the first level of the 
model. 

Looking into the second level of the model (see Fig. 4) for the sub-criteria of 
the communication loads also provides a clear overview of the specific issue from 
the operators’ eyes which is the level of language among aviation operators based on 
the participants. In fact, communication errors are a main factor in the aviation world 
accidents, but with the accelerated automation development in the aviation industry, 
the issue is shifting toward the type and volume of information the aviation operator 
receives within a specific timeframe.
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Table 2 Less skilled pilots’ PCM for the first level 
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Communication load 1 4.45 4.51 2.89 1.14 39.35% 

Mental Load 0.22 1 2.62 2.04 0.48 15.48% 

Information Load 0.22 0.38 1 3.16 0.43 11.71% 

Task Load 0.35 0.49 0.32 1 0.49 8.38% 

Workload 0.88 2.09 2.32 2.05 1 25.08% 

CR= 0.096 Sum= 100% 

Table 3 Skilled pilots’ PCM for the first level 

Sklled Pilots 

Operators Total Loads 
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Communication load 1 3.98 3.60 4.13 0.82 36.33% 

Mental Load 0.25 1 0.95 1.60 0.35 10.91% 

Information Load 0.28 1.05 1 3.73 0.45 14.95% 

Task Load 0.24 0.63 0.27 1 0.39  7.46% 
Workload 1.22 2.84 2.23 2.58 1 30.34% 

CR= 0.047 Sum= 100% 

Table 4 ATCOs’ PCM for the first level 

ATCOs 

Operators Total 
Loads 
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Communication load 1 7.05 3.36 5.67 1.01 39.71% 
Mental Load 0.14 1 0.61 0.90 0.28 6.99% 
Information Load 0.30 1.65 1  4.37 0.33  14.52% 
Task Load 0.18 1.12 0.23 1  0.21  6.01% 
Workload 0.99 3.53 3.03 4.75 1 32.77% 
CR= 0.036 Sum= 100%
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Fig. 3 The total load of the aviation operators 

Fig. 4 Sub-criteria of the communication load 

Based on the participant’s opinions, the information errors could be the most 
critical issue for the futuristic pilot environment after the communication, especially 
with introducing some automated systems in the aviation communication process. 

5 Conclusion 

The findings demonstrated a priority ranking and scaling of the operators’ total loads 
within each level, which is a great indicator of the significant elements. To better 
understand the futuristic operators’ environment and manage critical scenarios, 
employing multi-criteria procedures, specifically AHP, illustrated a critical role. 
The inconsistencies between the perspectives are shown using quantitative and 
qualitative criteria using the traditional, classic, and simplified analytical hierarchical 
process (AHP) technique for decision-making.
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The results of this survey were based on a total of 52 participants from 3 groups of 
aviation operators (less skilled pilots, skilled pilots, and ATCOs), and it should be 
mentioned that the results could change if more participants and more groups are 
included. 

The results show that the communication load plays a dominant role in the 
operator total load model from all participants, followed by the operators’ workload. 
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Experimental and Analytical Principles 
of Improving Waste Management 
Technologies in the Technosphere 

Ihor Trofimov, Sergii Boichenko, Iryna Shkilniuk, Anna Yakovlieva, 
Sergii Shamanskyi, Tetyana Kondratyuk, and Oksana Tarasiuk 

1 Introduction 

Biosecurity is one of the most important components of Ukraine’s environmental 
and national security. According to the World Health Organization (WHO), the 
situation with diseases today is more than ever far from stable. Equilibrium in the 
world of microbes is violated due to population growth, rapid urbanization, intensive 
methods of agriculture, deterioration of the environment, etc. Opportunities for the 
rapid international spread of infectious diseases and their carriers are greatly 
increased due to aviation, which carries more than 2 billion passengers per year. 

One of the most serious biosecurity challenges is H5N1, H7N9, and pork H1N1 
(as well as H5N8, H7N3, H7N7) viruses, prions, SARS, MERS, Ebola, smallpox, 
and polio, as well as drug-resistant microorganisms (in particular tuberculosis – M 
(X)DRTB) and coronavirus infection COVID-19, which was first registered on 
December 31, 2019, in Wuhan (China). It is necessary to reorganize the economy 
in such a way that human industrial activity is fully integrated into the effective
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environmental infrastructure. Thus, the study of the process of transport waste 
management in Ukraine and the world is currently relevant.
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One of the global environmental problems inherent in Kyiv like the rest of the 
megacities is the problem of environmental pollution with production, consumption, 
and transport infrastructure waste. These issues are practically not solved today, 
which, without a doubt, will lead to new environmental problems – pollution of 
groundwater with toxic waste, the formation of biogas, changes in the landscape, etc. 

Problems associated with the damage of a wide variety of anthropogenically 
transformed substrates with microscopic fungi are becoming more urgent, extremely 
important, and acute in terms of city ecological issues, the neutralization of transport 
infrastructure waste, and the safety of human life. Microscopic fungi particularly are 
recognized as the main agents of bio-damage in the terrestrial environment. 

The article is based on the research carried out within the framework of grant 
project No. 2020.01/0242 “Experimental and analytical principles of ensuring the 
safety of humans and society by improving waste management technologies in the 
technosphere“with the support of the National Research Foundation of Ukraine. 

2 Statement of the Problem and Purpose of Research 

Today, in Ukraine, the problem of landfills is one of the most important and relevant 
among the problems of environmental pollution. This issue needs to be addressed 
immediately, not only in Ukraine but also throughout the world. Each human 
dwelling produces a huge number of unnecessary materials and products, from old 
newspapers and magazines, empty cans, bottles, food waste, wrappers, and packages 
to broken dishes, worn clothes, and broken household or office appliances. Every 
day, we face waste: at home and on the street. Everywhere we are surrounded by 
papers, plastic wrappers, glass, cellophane, etc. 

Garbage is formed and accumulated not only in residential premises but also in 
offices, administrative buildings, cinemas and theaters, shops, cafes and restaurants, 
kindergartens, schools, institutes, clinics and hospitals, hotels, railway stations, 
markets, or just on the streets. 

If not in terms of standard of living, then at least in terms of the amount of 
household waste, Ukraine does not lag behind the average European indicator. 
About 10 million tons of garbage accumulate every year. According to the forecasts 
of both foreign and domestic experts, the environmental situation in Ukraine is 
approaching critical, because we are engaged in waste processing at a very low level. 
Official data of the Ministry of Regional Development of Ukraine shows 5500 
official landfills with an area of 8500 hectares. This is 0.014% of the total area of 
Ukraine (60.4 million hectares). 

The problem of waste disposal is relevant for Ukraine, as the country is the 
European leader in the amount of waste per capita. At the same time, the situation 
with its disposal remains at the same low level. Because the composition of domestic 
waste is increasingly approaching the Western one (disposable tableware, aluminum



cans for drinks, plastic packaging), its volume has a steady tendency to increase 
annually. It especially concerns a large volume of polyethylene materials that are 
almost undegradable. A large amount of packaging material after one-time use is 
converted into waste, into the garbage. 
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As you know, transport is an important part of the world economy, as it is a 
material carrier between states. The specialization of states and their complex 
development is impossible without a transport system. The transport factor affects 
the allocation of production sites; without its consideration, it is impossible to 
achieve rational placement of productive forces. When allocating production sites, 
the need for transportation, the mass of raw materials of finished products, their 
transportability, the provision of transport paths, their throughput, etc. are all being 
considered. Depending on the impact of these components, the decision is made on 
the enterprises’ allocation. Transport is also important in solving social and eco-
nomic problems. The provision of the territory with a well-developed transport 
system serves as one of the important factors in attracting the population and 
production factors, has an important advantage for the placement of productive 
forces, and gives an integration effect. 

Transport infrastructure includes railway, tram, and inland waterways, contact 
lines, roads, tunnels, overpasses, bridges, railway and bus stations, subways, air-
fields and airports, communication systems, navigation and vehicle traffic manage-
ment, as well as others to ensure the functioning of the transport complex of the 
building, structures, devices, and equipment. Vehicles include aircraft, railway cars, 
vessels used for trade or navigation, automobiles, and electric urban passenger 
transport. 

The purpose of this stage of research: 

Task 1: To identify the landfills of transport infrastructure in the Kyiv and Kyiv 
region 

Task 2: To conduct a taxonomic analysis of a complex of microorganisms isolated 
from landfills of transport infrastructure in Kyiv 

Task 3: To highlight complexes of microorganisms capable of petroleum products 
hydrocarbons and solid organic waste destruction/degradation 

3 Environmental Problems of Transport 
Infrastructure Waste 

In the process of vehicles’ exploitation, the particles of worn-down details are being 
released into the environment, which significantly pollutes it. These pollutants are 
formed due to the friction of material elements sliding against each other during an 
operational cycle. 

The main sources of this type of pollution are as follows: engine and transmission 
parts, brake pads, and tires.
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As for the wearing down of engine parts and transmission, it can be reduced by 
timely lubrication with high-quality oils and the use of oils recommended for this 
vehicle according to the frequency of oil replacement in lubrication systems. 

The composition of used petroleum products includes used motor oils, transmis-
sion oils, industrial lubricants, as well as petroleum products that are used to wash 
machinery units. 

Studies have shown that the volume of used oils and lubricants have different 
compositions depending on the modification of cars, their technical condition, 
rolling stock working conditions, and can range from 13% to 33%. 

The decommissioned vehicle left in an abandoned state is a concentrated source 
of anthropogenic environmental pollution. Despite this, it is difficult to imagine the 
life of modern society without, for example, automotive or air transport constantly 
improving engine power, design, safety system, and comfort, and due to technical 
development, the morphological composition of the vehicle changes, more and more 
new materials are used for its production. 

All those materials that were used during its manufacture remain in the 
decommissioned vehicle: ferrous and non-ferrous metals, petroleum products, lubri-
cants and coolants, plastics and textiles, rubber products, glass and ceramics, 
cardboard, wood, etc. 

For the proper handling of decommissioned vehicles and the correct selection of 
processes and methods of their further processing, they are systematized. All these 
materials can and should become secondary resources to produce new commodity 
products. 

The aircraft consists of millions of components (parts) that must be further 
recycled after writing off the machine. In other words, an aircraft is a huge number 
of metal and composite parts that have been synchronously flying at a speed of 
900 km/h (0.85 of the speed of sound; this is the typical speed of the Boeing 
787 Dreamliner) at an altitude of 10 km. 

Based on the situation around the world over the past decades, the use of aviation 
recycling and disposal processes is an alternative source for obtaining the necessary 
aviation spare parts and aircraft components. 

4 Ways to Solve the Problem 

Biotechnology for environmental protection is a low-waste technology with an 
environmentally friendly technical implementation of the process. Their use is 
aimed at cleaning the environment from various kinds of pollutants and producing 
environmentally friendly products with the possibility of secondary resource flows 
recycling. Therefore, the choice of biologically active systems (BAS) has a concep-
tual basis associated with the need for deep knowledge in the field of physiology and 
biochemical processes of growth and metabolism of biological objects, as well as the 
mandatory sanitary and hygienic evaluation.
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Microorganisms that can be used to neutralize solid and liquid waste are very 
different, and their spectrum is continuously expanding. With the development of 
industrial processes, there is an accumulation of new types of waste that can be 
neutralized and converted into useful products by biotechnological methods. Bio-
technological industrial areas are currently developing at a rapid pace. Taking into 
account the problem for Ukraine with landfills and waste in general, it is necessary to 
develop unconventional, in particular, biotechnological methods of their processing. 

It is also worth noting that BAS of these microorganisms can be widely used in 
industry, medicine, and agriculture to neutralize the waste of these industries. To 
solve the issues of food safety, conservation, and restoration of natural resources, in 
particular the fertility of soils contaminated with petroleum products, it is advisable 
to use biotechnology that does not violate biological equilibrium in nature and 
contributes to the effective decomposition of pollutants without the formation of 
toxic and destructive products. 

Various manifestations of the adaptation of organisms to stress factors are 
observed under the conditions of various factors. The manifestation of an active 
strategy for adapting microorganisms, which allows them not only to maintain 
viability but also to reproduce and develop in a wide range of environmental factors, 
is, in particular, their ability to direct their metabolic processes toward the synthesis 
and accumulation of individual metabolite, in the activation of nonspecific protective 
mechanisms, that is, to use their powerful potential – to produce important BAS. 

Exopolysaccharides of microorganisms can be used as biosurfactants in the 
detoxification processes of soil contaminated with toxic metals and petroleum 
products. In recent decades, environmental measures have become widespread 
ways to use biological technologies that are most acceptable due to their environ-
mental safety, low cost of work, and sufficiently high efficiency, which has been 
repeatedly demonstrated in solving various environmental problems. The metabolic 
versatility of these microorganisms plays an important role in important industrial 
processes as well as in the biological destruction of polluting substances. 

Consequently, microorganisms resistant to petroleum products can be used in 
bioremediation processes, in treatment technology for wastewater, contaminated by 
petroleum products, etc. Technologies that can be used do not violate biological 
equilibrium in nature and allow to effectively decompose pollutants without the 
formation of toxic destructive products, restoring soil fertility. 

It is known that most microorganisms form biofilms – more than 99% of all 
microorganisms on Earth coexist in such groups with different enzymatic activities 
and various adaptive properties. The expansion of data on the composition of biofilm 
groups is of great practical importance today in the use of such “biofilm” microor-
ganisms in biotechnology.
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5 Results and Discussion 

During the first phase of the research, analyzing data from the Internet and using 
Maxar space imagery technology and scientific research, we discovered landfills 
containing transport infrastructure waste or the ones related to transport infrastruc-
ture (Fig. 1).

• Landfills near Boryspil International Airport (a – unauthorized, b – official)
• Landfill in Prolisky village, Boryspil district, Kyiv region
• Unauthorized landfill near the Energia garbage plant
• Waste field of military equipment on the territory of the Kyiv Armored Plant
• Waste field of cranes in the Holosiivskyi district of Kyiv on the banks of the 

Dnipro River
• Waste field of buses and trolleybuses KP “Kyivpastrans” in the Darnytskyi 

district of Kyiv
• Waste field of abandoned cars in Desnianskyi District of Kyiv
• Solid household waste landfill No5, Pidhirtsi village, Obukhiv district 

We have compiled a general map of the analyzed landfills of transport infrastruc-
ture in the Kyiv and Kyiv region, which is clearly shown in Fig. 1. 

For all landfills, space images were analyzed and a map was drawn up. The data 
and the basic OpenStreetMap were applied (https://www.openstreetmap.org). For 
new, unauthorized landfills that were missing from OpenStreetMap, the authors 
added the geometry of landfills to its database. In addition, the specified database

Fig. 1 Landfills of transport infrastructure of Kyiv and Kyiv region

https://www.openstreetmap.org


was supplemented with information about the areas around landfills (land use, roads) 
obtained by decryption of space images as well as from the information on land 
cadastre, allowing to draw up detailed maps even for those areas that had little 
information in the OpenStreetMap database (first of all, it was needed for the 
outskirts of Boryspil International Airport and the city of Boryspil).
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During the second stage of research, we took samples from the landfills of 
transport infrastructure (shown in Fig. 1) for the taxonomic analysis of 
microorganisms. 

To obtain the accumulative crops of microorganisms, samples were placed on the 
surface of agarized media: malt extract agar, malt agar (IEA, MA produced by Merck 
KGaA, Germany), nutrient agar (NA, Sigma), trypticase-soybean agar (TSA), 
Chapek-Dox agar, and potato glucose agar (KHA or PDA – potato dextrose agar) 
(HiMedia Laboratories). The release of pure crops of microorganisms from cumu-
lative crops was carried out using standard microbiological cultivation methods on 
appropriate agarized nutrient media (IEA, PDA, Chapek-Docks). 

Isolated pure cultures of microscopic fungi were identified with the help of 
determinants of domestic and foreign authors. The taxonomic analysis was carried 
out according to the IX edition of the “Dictionary of Fungi” (www. 
Speciesfungorum). 

As a result of the study, microorganisms capable of growth in the presence of 
diesel fuel were found in most of the samples studied. However, stable consortiums, 
microorganisms of which were capable of increasing biomass during five probations, 
were found in samples taken at a waste dump near the Boryspil airport. With the help 
of a microscopic study, it was found that consortiums were formed by static and 
active rod-like bacteria. 

The static forms were located in the middle of a drop of diesel fuel, while the 
active forms either adhered to the outer part of the membrane or moved freely in the 
liquid between droplets of diesel fuel. We can assume that in sample 2PT, there are 
pleomorphic bacteria, and in samples 3PT, 4PT, and 5PT, there are capsule-forming, 
non-spore-forming bacteria that are capable of diesel fuel oxidation. In samples of 
3VRZ, 4B, and 5B for 30–40 days of cultivation in the presence of diesel fuel, 
compact biofilms were formed, resembling a bacterial mat in structure. Bacterial 
mats are highly integrated microbial ecosystems with significant physicochemical 
gradients, which resemble the result of the metabolic activity of microorganisms. 

During the cultivation of bacteria consortiums of samples 2PT,3PT, 4 PT, and 
5PT on the solid Tauson’s medium (Fig. 2), which contained 100 mkl of diesel fuel, 
the formation of a powerful bacterial culture in all the samples studied after 24 hours 
of cultivation at 28 °C was observed. Ten bacteria isolates were obtained from a 
bacterial consortium of sample 2PT. Their ability to assimilate diesel fuel in mono-
culture was tested. It was found that five of them could grow during cultivation on 
Tauson’s liquid medium, which contained 2–4% diesel fuel, which was confirmed 
by phase-contrast microscopy data and Gould’s sowing results on the R2A medium 
(Fig. 3). 

According to morphological (Fig. 4) and tinctorial (Fig. 5) signs of the bacterium 
strain, 1–2 can be attributed to the group of corinomorphic bacteria, bacteria of other 
strains represented by gram-negative sticks. During the study of the ability of

http://www.speciesfungorum
http://www.speciesfungorum


Fig. 2 Cultivation of bacteria of consortiums 2–4PT on the agarized Tauson’s medium in the 
presence of diesel fuel (explanation in the text) 

Fig. 3 Interaction of monocultures of 2PT bacteria consortium with drops of diesel fuel for 4 days 
of cultivation at a temperature of 28 °C. Phase-contrascopy microscopy, increase in Ch1600 

Fig. 4 Morphological and tinctorial features of monocultures of bacteria isolated from the 2PT 
sample. R2A cultivation environment, 48 hours, 28 °C. Coloring by gram, light microscopy, 
magnification H1600



microbial consortiums to macerate fungal and plant tissue, stable consortiums of 
bacteria were found in samples selected at the landfills of transport waste near the 
Boryspil airport and Boryspil Auto Plant. As you can see, hbceyre microorganisms 
participating in the iron cycle were found in most samples of a landfill of transport 
waste near the Boryspil airport and the landfill of the central railway station in Kyiv.
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Fig. 5 Maceration of plant and fungal tissue by consortiums of microorganisms from transport 
waste dumps near the Boryspil airport and Boryspil Auto Plant 

Fig. 6 Microorganisms (microscopic fungi of Cladosporium and Fusarium genera) in sample 
No4B (XIV) (residue of spent motor oil from the landfill of Boryspil Auto Plant) 

Fig. 7 Microscopic fungi of the genus Aureobasidium pullulans (B) and Alternaria cf chlamydo-
spore (B, D) in sample No. 2B (XVII) (soil sample taken in the decomposition of automotive plastic 
parts from the landfill of Boryspil automobile plant). A – fungi cultures on the Saburo medium, B– 
G – increase × 400 

Microscopic fungi were identified with the help of the relevant determinants of 
domestic and foreign authors (Figs. 6 and 7). The taxonomic analysis was carried out



according to the ninth edition of the “Dictionary of Fungi.” This slide shows the 
families of fungi we have selected. These fungi can actively produce high-
molecular-weight extracellular polysaccharides and important enzymes (amylase, 
xylanase, pectinase), which are widely used in biotechnology. 
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The analysis of the obtained results shows that microscopic fungi belonging to the 
following taxonomic groups were found in the samples: groups of the Zygomycota 
phyla (species of the genus Mucor and Rhizopus), Basidiomycota phyla (yeast fungi 
of the genus Rhodotorula), and Ascomycota phyla (species of genera Eurotium, 
Monascus, Talaromyces, etc., in particular substrate-specific fungus Amorphotheca 
resinae (modern synonym Hormoconis (Cladosporium) resinae). Representatives of 
the informal group anamorphic fungi, as well as the group of oomycetes (species of 
the genus Phoma), were also found in the studied samples (species of genera 
Acremonium, Alternaria, Aspergillus, Aureobasidium, Cladosporium, Fusarium, 
Geomyces, Gliocladium, Exophiala, Penicillium, Trichoderma, Stemphylium, 
Ulocladium, etc.) 

During the third stage of research, we have improved the technological scheme of 
the process at the bio-remediation site of transport infrastructure waste landfills 
(Fig. 8). 

We have investigated the landfill waste of the transport infrastructure of Kyiv and 
selected microorganisms, which we recommend to use for the treatment of landfills 
of transport infrastructure to implement the patented method. 

For the destruction of diesel fuel, kerosene, and used oils: bacteria Rhodococcus 
erythropolis; fungi Fusarium sp. and their consortium; bacteria Acinetobacter sp.;
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Fig. 8 Technological scheme of the process at the bio-remediation site of transport infrastructure 
waste landfills



yeast Candida maltosa, bacteria Dietzia maris, and their consortium; and aboriginal 
forms of microorganisms.
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To destruct various organic synthesis products: bacteria Bacillus subtilis; bacteria 
Pseudomonas putida, Pseudomonas sp., Pseudomonas pseudoalcaligenes, and 
Pseudomonas aeruginosa; a consortium of bacteria of the genera Marinobacter, 
Halomonas, and Idiomarina; bacteria Halomonas sp.; bacteria Pseudonocardia 
dioxanivorans; bacteria Acinetobacter calcoaceticus and Achromobacter 
xylosoxidans; bacteria of the genera Bacillus, Pseudomonas, Kocuria, 
Stenotrophomonas, Proteus, and Staphylococcus; and yeast Geotrichum sp. 

For the processing of solid food waste: bacteria Bacillus cereus; fungi of the 
genera Aspergillus, Mucor, Penicillium, and Neurospora; and fungi Trametes 
versicolor. 

Processing of transport infrastructure landfills (by analogy, it is also possible for 
urban landfills) by microorganisms is recommended to be carried out once a season 
during the warm period. 

The method in Fig. 8 is implemented as follows. First, aboriginal microflora is 
activated by bringing components to the landfill with the basic media – solutions of 
surfactants, glucose, and enzymes, creating an optimal environment for the devel-
opment of microorganisms. 

At the same time, mechanical fringing and injections to the soil of the landfill are 
carried out in separate deep places of composite solutions with the ability to provide 
an aerobic environment in closed layers. Next, a complex of certain cultures of 
microorganisms and lower forms of fungi is added to the body of the landfill. If there 
are large spots of spilled petroleum products (diesel fuel, kerosene, or used motor 
and transmission oils) at landfills, or if soil is saturated with petroleum products, 
contribute a complex of microorganisms and lower forms of petroleum products 
destructor fungi separately for these places, followed by soil slicing to a depth of 
5–10 cm. In addition, certain cultures of microorganisms and lower forms of fungi 
are added to sediment silt. 

6 Conclusion 

Waste from landfills of transport infrastructure of Kyiv is investigated, and micro-
organisms, which we recommend using to neutralize petroleum products and solid 
organic waste, are separated. 

For the destruction of diesel fuel, kerosene, and used oils: Rhodococcus 
erythropolis bacteria; Fusarium sp. fungi and their consortium; Acinetobacter sp.; 
Candida maltosa, Dietzia maris bacteria, and their consortium; and organic forms of 
microorganisms. 

For the destruction of various organic synthesis products: bacteria Bacillus 
subtilis; bacteria Pseudomonas putida, Pseudomonas sp., Pseudomonas 
pseudoalcaligenes, and Pseudomonas aeruginosa; consortium of Marinobacter, 
Halomonas, and Idiomarina bacteria; bacteria Halomonas sp. and bacteria



Pseudonocardia dioxanivorans; bacteria Acinetobacter calcoaceticus and 
Achromobacter xylosoxidans; bacteria of the genera Bacillus, Pseudomonas, 
Kocuria, Stenotrophomonas, Proteus, and Staphylococcus; and yeast 
Geotrichum sp. 
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For the processing of solid food waste: bacteria Bacillus cereus; fungi of the 
genera Aspergillus, Mucor, Penicillium, and Neurospora; and Trametes versicolor 
fungi. 

We have established that it is necessary to select strains/bacteria consortiums for 
the treatment of certain types of waste. From the microorganisms selected at the 
landfills of the transport infrastructure of Kyiv, those that are best suited for the 
destruction of petroleum products, products of organic synthesis, and processing of 
solid household waste are allocated. In general, it is impossible to establish any 
patterns; microorganisms need to be selected separately for each particular case. The 
information obtained will be useful in the selection of microorganisms for the 
processing of petroleum products, solid industrial, and food waste. 
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Investigation of Electromagnetic Effect 
of Lightning on Aircraft by Finite Element 
Method 

Semen Memis, Ozcan Kalenderli, and Ozkan Altay 

Nomenclature 

Al Aluminum 
E Electric field intensity, V/m 
Emax Maximum electric field intensity, V/m 
PTFE Polytetrafluoroethylene 
Ti Titanium 

1 Introduction 

Lightning causes dangerous events on aircraft (Rupke, 2006). Failure to protect 
against lightning can result in explosion/ignition of the fuel tank, damage to the 
radome (front-end part of the aircraft), radar and control surfaces, electrical power 
losses, damage to the avionics systems, and even loss of aircraft and life. The 
lightning protection is becoming crucial since aircraft safety is mostly dependent 
on avionics systems and the development of new materials to replace steel, alumi-
num, and titanium (Petrov et al., 2012). 

The highest electric field intensities occur in the areas where the equipotential 
lines are closest to each other and the radius of curvature is small, such as the 
radome, wing, tail, and antenna of the aircraft (Rupke, 2002). 
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The ARP 5414B (Aircraft Lightning Zone) standard of SAE, which is used to 
determine lightning zones on aircraft, is not detailed enough. It is insufficient in 
new-generation aircraft with different geometry, engines, or fuselage materials 
(ARP, 2018). The lightning strike zones are dependent on aircraft shape, materials, 
and operational factors. 

Finite element model is used to evaluate the electric field intensity on the aircraft. 
In this study, lightning is modelled considering cloud and earth to be a parallel plate 
electrode system. Change in the electric field with respect to electric voltage and 
aircraft position is analyzed by COMSOL (Semen, 2019). 

2 Model 

In order to examine the interactions of lightning strike and aircraft during flight, a 
three-dimensional electric field simulation model was created and analyzed. The 
modeled electrical structure is a uniform field, disc-shaped, plane-plane electrode 
system in which the cloud and ground are a plane electrode (5 km in a diameter) 
(Fig. 1). 

An external cylinder was used in the simulation to make the solution with finite 
element methods. The cloud potential is assumed as 100 MV and the ground 
potential as 0 V. The distance between the two plane electrodes was taken as 
4 km. The stepped leader attaches to regions where the radius of curvature of the 
aircraft is small. The model given in Fig. 1 has been considered in the problem 
definition. 

The dimensions of the aircraft used in the model are shown in Fig. 2. 
As the second process, the materials in the model were defined. Different types of 

materials are used in the aircraft. Figure 3 shows the materials used in the aircraft and 
the regions where they are used (blue regions in the figure). 

The mesh used in the model is shown in Fig. 4. 

Fig. 1 Problem structure 
for COMSOL
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Fig. 2 The dimensions of aircraft used in the model 

Fig. 3 The material properties on the aircraft 

Fig. 4 Finite element mesh used in this study
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3 Results and Discussion 

Depending on the cloud potential, the change in the electrical potential of the aircraft 
was investigated. The variation of the electrical potential values on the aircraft when 
the cloud potential is changed between 10 MV and 100 MV is given in Fig. 5. 

The electric field distribution obtained when the distance between the lightning 
cloud and the aircraft is 400 m and the aircraft is 3.6 km above the ground level is 
shown in Fig. 6. Cloud potential is taken as 100 MV. The potential on the aircraft is 
calculated as 90 MV. 

It was observed that the electric field intensity was maximum at the sharp corners. 
The maximum electric field intensities on the aircraft tail, engines, wing, and radome 
are given in Table 1. 

Also, the electric field intensity values have changed according to the flight 
position of the aircraft. The variations in the electric field intensity in the aircraft 
zones due to pitch and roll angles (Fig. 7) are not the same for each aircraft zone. 

Fig. 5 The variation of the electrical potential on the aircraft with the cloud potential 

Fig. 6 Distribution of electric field intensity on the aircraft (in the yz-axis)
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Table 1 Electric field distribution on aircraft zones with respect to cloud potential 

Cloud potential (MV) 100 

The voltage on the aircraft (MV) 90.1 

The maximum electric field on the aircraft tail (kV/m) 970.2 

The maximum electric field on the aircraft engines (kV/m) 235 

The maximum electric field on the aircraft wing (kV/m) 130 

The maximum electric field on the aircraft radome (kV/m) 93.2 

Fig. 7 Pitch and roll angles for an aircraft (https://www.skybrary.aero, 2021) 

Fig. 8 Electric field distribution on aircraft with 15 pitch degree 

When the pitch angle is selected 15°, the electric field distribution on the aircraft 
tail is given in Fig. 8. 

The pitch angles of the aircraft are selected as 15°,  20°,  25°, and 30° toward the 
ground. The maximum electric field intensities on the aircraft tail with the cloud 
potential for different pitch angles are given in Fig. 9.

https://www.skybrary.aero
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Fig. 9 The variation of maximum electric field intensity on the aircraft tail with the cloud potential 
for four different pitch angles of the aircraft 

Fig. 10 Electric field distribution on aircraft with 45 rolling degree 

When the pitch angle is set to 30 degrees toward to ground, the maximum electric 
field density in the aircraft tail is 3.20 × 106 V/m, the maximum electric field density 
in aircraft engines is 1.5 × 106 V/m, the maximum electric field density in aircraft 
wings is 4.49 × 105 V/m, and the maximum electric field density in aircraft radome is 
2,58 × 105 V/m. 

The angles of rolling are then changed to 45°, 60°, and 75°, respectively. When 
the roll angle is selected as 45°, the maximum electric field distribution on aircraft 
wing is given in Fig. 10. 

The maximum electric field intensities (Emax) on the aircraft wings with respect 
to roll angles are given in Fig. 11.
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Fig. 11 The variation of maximum electric field intensity on the aircraft wing with the cloud 
potential for three different roll angles of the aircraft 

When the rolling angle is set to 75 degrees, the maximum electric field density in 
the aircraft tail is 7.8 × 105 V/m, the maximum electric field density in aircraft 
engines is 1.2 × 106 V/m, and the maximum electric field density in aircraft wings is 
1.18 × 106 V/m. 

4 Conclusions 

In COMSOL, the electric field intensity on the aircraft was calculated by changing 
the voltage of the lightning cloud from 10 MV to 100 MV. It was observed that the 
maximum electric field intensity and electrical potential values on the aircraft 
increased linearly with the increase in the potential of the lightning cloud. 

Electric field intensity values were calculated separately for the regions where the 
radius of curvature of the aircraft is small, such as the tail, wing, engines and radome. It 
has been observed that the most critical electric field intensity for the aircraft occurs 
during the pitching motion of the aircraft in the take-off (and thus in the landing). 

It is found that the maximum electric field intensities on the aircraft increase 
linearly with the increase of the potential of the lightning cloud. It has been observed 
that the rolling and pitching movements of the aircraft increase the probability of 
lightning strikes to the aircraft. 

The use of non-conductive materials in the aircraft fuselage increases the direct 
and indirect effects on aircraft. Due to the increased lightning effects, the lightning 
protection levels of aircraft should be increased. Careful screening, grounding, and 
use of surge suppression devices and electric static discharger can reduce or prevent 
problems from lightning strike. The results of the simulations can be used in aircraft 
lightning strike risk assessment studies during design phases.
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Nomenclature

Research of Tribological Characteristics 
of Modern Aviation Oils 

Oksana Mikosianchyk and Olga Ilina 

HS Hydraulic system 
SWF Specific work of friction 

1 Introduction 

Ensuring the highest reliability indicators at all stages of the aircraft life cycle is 
directly related to the issues of quality control, diagnosis, preventive maintenance, 
and repair of aircrafts. The role of the problem of ensuring the reliability of modern 
aircrafts is growing due to their complexity, constant increase in loads, and intensity 
of use, significantly expanding the range of operation conditions and areas of 
application and the increasing level of aircraft automation. One of the most impor-
tant issues in ensuring the reliable operation of aircraft units is using high-quality 
lubricants. Qualitative analysis of aviation lubricants is an important tool for aircraft 
maintenance, which should be based on specially developed test methods for 
assessing their physical, chemical, and operation characteristics. An important 
aspect of assessing the quality of aviation lubricants is related to expansion of the 
standardized list of their indicators, which include tribological properties of lubri-
cants (Mnatsakanov et al., 2021). The improvement of the latter should primarily be 
aimed at protecting the main functional components and mechanisms from prema-
ture wear, deformation, and corrosion. 
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1.1 The Influence of the Quality of Hydraulic Oils 
on the Reliability of the HS of Aircrafts 

Hydraulic units and devices are widely used in modern aircraft. The aircraft’s HS  
provides control of systems and mechanisms that determine flight safety. HSs are 
designed to control the stabilizer and rudders, to clean and release the chassis, 
takeoff and landing machinery, etc. The main disadvantage of HS is the work of 
the system units under high pressure: as such, it increases the wear of parts, which 
results in contamination of the working fluid, so the HS must be subjected to timely 
maintenance. 

The HS performance and reliability are significantly affected by the properties of 
the working fluid. Oils for aviation HS must have an optimal level of viscosity, high 
viscosity-temperature properties in a wide range of temperatures, oxidation resis-
tance, and anti-foam properties. In addition, they must exhibit high tribological 
characteristics and be compatible with the structural and sealing materials of the 
components and units of the HS. Reduced viscosity of hydraulic oil causes intense 
manifestation of fatigue wear of contacting parts of the HS. Increased viscosity 
significantly increases the mechanical losses of the drive, complicates the relative 
movement of pump parts and valves, and makes it impossible to operate HS at low 
temperatures. 

The paper (Obergruber et al., 2018) has analyzed the properties of hydraulic 
fluids used in A320 aircrafts and provided recommendations for determining the 
interval of their replacement. However, studies of the quality of oils were based on 
the assessment of physicochemical parameters of lubricants, such as acid number, 
density, presence of impurities, and kinematic viscosity of oils. However, the given 
recommendations on the terms of replacement of hydraulic oils do not include 
assessment of tribological indicators of the materials considered. 

It has been established that AMG-10 oil, like other hydraulic fluids with a 
thickener of the base fraction, undergo mechanical destruction during operation, 
which leads to a decrease in their viscosity (Shumilov et al., 2014). The intensity of 
mechanical destruction depends on the operation conditions – temperature and 
pressure in the system (and the nature of pressure changes during operation) – as 
well as on the design of the pump, its performance characteristics, and the volume of 
the working fluid. In the HSs of modern aircrafts, the service life of AMG-10 oil is 
much reduced and can be a little more than 100–200 h. Currently, the operation of 
AMG-10 oil lasts until the drop in its kinematic viscosity at 50 °C to  7  mm2 /s and the 
appearance of mechanical impurities in it above the allowable quantities. 

Studies for the operational state of aviation hydraulic fluids from phosphoric acid 
esters based on the principle of probing with using nondestructive infrared absorp-
tion have resulted in obtaining the FTIR spectra of absorption lines, depending on 
the type of pollution (Paul, 2014). 

An important factor in ensuring the high performance of friction units is the 
proper choice of lubricants with high lubrication, antifriction, and antiwear charac-
teristics (Міkosyanchyk et al., 2019). The analysis of publications on the assessment



of these characteristics of oils for HSs showed that comprehensive research in this 
direction has not yet been carried out. Among various producers of commercial 
batches of oils, it is important to choose a lubricant that meets not only the required 
physical and chemical characteristics but also has efficient tribological properties. 
However, tribological indicators are not standardized for a wide range of lubricants. 
Therefore, the development of methods for assessing the quality of lubricants in 
tribological contacts is an important area of research, the results of which may 
provide recommendations for efficient performance of oils in certain operation 
modes. 
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2 Method 

The study of the oil samples was carried out on a software-hardware complex 
designed to evaluate the tribological characteristics of triboelements, for which a 
special software had developed for stepper engine control and online visual evalu-
ation of the kinetics of changes in the main tribological parameters of tribocontact 
(Mikosyanchik & Mnatsakanov, 2017). 

On the software-hardware complex with using a roller analogy, the operation of 
gears in the conditions of rolling with sliding was modeled. The test oils are as 
follows: sample 1 is oil “Bora B” AMG-10 according to TU U 19.2-38474081-010: 
2016 with change 1 (produced by Bora B LLC, Ukraine); sample 2 is AMG-10 oil 
according to GOST 6794-75 with changes 1–5 (produced by LLC NPP Kvalitet). 

Rollers from steel 30HGSA (HRC 48–52, Ra 0.34 μm) were used as a material of 
contact surfaces. Lubrication of contact surfaces was made by immersing the lower 
roller in a bath of oil. 

The study was carried out in nonstationary conditions, which provide cyclic 
repetition in the start-stationary operation-braking-stop mode. The total duration of 
the cycle is 80 s. 

The maximum speed was 700 rpm for the leading surface and 500 rpm for the 
lagging surface, while slippage was 30%. The maximum contact load according to 
hertz is 200 MPa. The total number of cycles in the experiment is as follows: 
100 cycles (from the 1st to the 45th cycle at oil temperature 20 °C, from 46 to 
50 cycles while heating oil, from 51 to 100 cycles at oil temperature 100 °C). 

3 Results and Discussion 

The studied samples of oils are characterized by effective antifriction characteristics. 
Sample 1 and sample 2 show high running properties. For sample 1, the average 
values of the coefficient of friction are 0.012 and 0.013 at an oil temperature of 
20 and 100 °C, respectively; the coefficient of friction is stable, and the range of 
oscillations of this parameter is within 0.01 . . .  0.02. Its increase by 1.17 times



during 45–49 cycles is due to the change in the nature of the boundary layers with 
increasing lubricant temperature. Further stabilization of the coefficient of friction 
indicates the effective structural adaptability of the tribocontact in nonstationary 
operation conditions. For sample 2, the average values of the coefficient of friction 
are 0.0129 and 0.0148 at an oil temperature of 20 and 100 °C, respectively. Thus, at 
20 °С, the coefficient of friction is close to that for sample 1, but with rising oil 
temperature to 100 °С, it is 1.13 times higher than that for sample 1. The increase in 
oil temperature leads to an increase in the coefficient of friction by 1.46 times during 
45–49 cycles of operation. Its abrupt increase to 0.019–0.021 in 10% of the 
operating cycles indicates the destruction of the boundary layers of the lubricant 
and the transition of the tribosystem to a semidry mode of lubrication. 
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Fig. 1 The kinetics of changes in SWF (Аf) during system operation 

An important operation indicator of a tribological contact, which characterizes its 
dissipative processes and energy load, is SWF (Af). 

The obtained experimental values of Af for sample 1 in the range 1055–7419 J/ 
mm2 characterize the operation conditions of the tribosystem with moderate mani-
festation of energy processes in tribological contact (Fig. 1). With an increase in oil 
temperature from 20 to 100 °C, that is, with the transition of the tribosystem to more 
complex conditions of friction, SWF increases slightly, on average, by 1.1 times, and 
no failure of the lubrication layer occurs. Therefore, the investigated lubricant under 
such conditions provides predominantly the mixed mode of lubrication at start-up. 

For sample 2, SWF for the contact in the initial period of running up to five cycles 
is at the level of 7880–5000 J/mm2 , which doubles the same parameter for sample 
1. With further operation at 20 °C, SWF reaches, on average, 3578 J/mm2 , which is 
1.49 times higher as compared to sample 1. Under rising oil temperature to 100 °С, 
SWF increases slightly and equals, on average, 4329 J/mm2 , which is 1.62 times 
higher than for sample 1. Also, periods of rapid At increase in contact by 2. . .3.5 
times were recorded, which indicates the intensification of energy processes both at 
the lubricant-metal boundary and in the surface metal layers. These processes 
usually lead to intensification of wear of friction pairs, which, in turn, is the main 
prerequisite for reducing the service life of the tribosystem as a whole.
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The total linear wear of 30HGSA steel rollers is 2.31 and 3.63 μm for lubrication 
friction pairs with oil sample 1 and sample 2, respectively. When using oil sample 
2, the wear of friction pairs increases by 1.57 times as compared to sample 1. The 
wear of the lagging surface is 1.29 (sample 1) and 1.2 (sample 2) times that of the 
leading surface, which is due, according to K.T. Trubin’s theory, to reducing the 
endurance limit of the lagging surface because of the increase in the rate of fatigue 
failure in the conditions of different directions of friction forces in contact on the 
leading and lagging surfaces. 

The wear intensity of both leading and lagging surfaces is characterized by low 
values, which indicates high wear resistance of contact surfaces and effective 
antiwear characteristics of the studied oils. When friction pairs were lubricated 
with sample 2, the wear intensity of the leading and lagging surfaces increases by 
1.63 and 1.52 times, respectively, compared to sample 1. 

The change in the microhardness of the surface layers of steel 30HGSA during 
100 cycles of operation depends on the type of test material and differs in the 
implementation of oppositely running processes. When using sample 1, hardening 
of both leading and lagging surfaces was recorded. In particular, the microhardness 
of the metal surface layers increased by 512 and 517 MPa for the leading and lagging 
surfaces, respectively. As for sample 2, the metal surface layers were softened for the 
leading surface (the decrease in microhardness after the еру operation was 
696 MPa), whereas for the lagging surface, they were hardened (increased 
microhardness after the operation was 444 MPa). 

According to the receipts of the producers of samples 1 and 2, they have identical 
base (mineral oil based on deeply dearomatized low-solidification fraction, which is 
obtained from hydrocracking products of a mixture of paraffinic oils and consists of 
naphthenic and isoparaffinic hydrocarbons) and a densifying additive, a special 
oil-soluble red dye. The producer of test sample 1 indicates the presence of a 
complex of multifunctional additives in the oil, whereas the producer of sample 
2 indicates the presence of an antioxidant additive only. 

It is the composition of the active components of the additives of samples 1 that 
influences the kinetics of changes in the microhardness of the surface layers due to 
their activation during friction. The additives present in sample 1 are characterized 
by more effective antiwear properties and cause an increase in the wear resistance of 
contact surfaces in conditions of rolling with slipping. 

The performed analysis of the main tribological characteristics of the studied 
hydraulic oils has identified the most significant indicators that affect the linear wear 
of contact surfaces. Since the experiments were conducted in nonstationary condi-
tions of friction, the variability of the indicators depending on the operating cycles, 
the range of change of each parameter was analyzed. The most influential of them are 
the maximum SWF (Afmax), the minimum coefficient of friction ( fmin), the minimum 
effective viscosity of the oil in contact (ηef.min), and the minimum thickness of the 
boundary layers of lubricant (hbmin) and oil temperature (t). The empirical depen-
dence of the linear wear of friction pairs (I ) on the above parameters is obtained as 
follows:
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Fig. 2 The total linear wear of the leading and lagging surfaces lubricated with hydraulic oil 
AMG-10 from the producers Bora and Kvalitet 

I = A0:6 
fmax × fmin = η

0:125 
ef:min × h

0:5 
bmin × t

0:18 ð1Þ 

The calculated values of linear wear of contact surfaces in nonstationary friction 
conditions, obtained by formula (1), are presented in Fig. 2. 

A good enough convergence of measurement results (95–97%) of experimental 
wear parameters of steel 30HGSA lubricated with hydraulic oil AMG-10, alongside 
with the assessment of wear by the empirical calculation formula, allows one to 
predict the antiwear properties of lubricants in nonstationary conditions of the 
tribosystem operation. 

4 Conclusion 

The present research on the software-hardware complex using a roller analogy has 
simulated the operation of gears in rolling conditions with sliding. The discrepancy 
from the obtained experimental values of the studied indicators is in the range of 
7–10%. The sample of the oil Bora B AMG-10 (producer LLC Bora B, TU U 19.2-
38474081-010: 2016) is characterized by more effective tribological characteristics 
in nonstationary conditions of friction in the mode of rolling with 30% sliding in 
comparison with AMG-10 oil (producer LLC NPP Kvalitet, GOST 6794-75) 
according to the following characteristics: 

1. Antifriction properties. For Bora B oil AMG-10, the average values of the 
coefficient of friction are 0.012 and 0.013 at 20 and 100 °С, respectively; the 
coefficient of friction is stable. 

2. Energy characteristics. The SWF in frictional contact when using oil Bora B 
AMG-10 is in the range of 1055–7419 J/mm2 , which characterizes the operation



Research of Tribological Characteristics of Modern Aviation Oils 377

conditions of the tribosystem with moderate manifestation of energy processes in 
the tribological contact. 

3. Antiwear characteristics. The additives present in Bora B oil AMG-10 are 
characterized by more effective antiwear properties and an increase in the wear 
resistance of contact surfaces in conditions of rolling with slipping due to the 
hardening of the surface layers of the metal during operation. 

Based on the analysis of the main tribological characteristics of the studied 
hydraulic oils, the most significant indicators influencing the linear wear of contact 
surfaces have been determined, and an empirical dependence of the linear wear of 
friction pairs has been obtained. 
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Nomenclature

Evaluation of Nanostructured Materials: 
PEM Fuel Cell Applications 

Murat Ayar, Ozge Yetik, and T. Hikmet Karakoc 

AHP Analytic hierarchy process 
PEMFC Proton exchange membrane fuel cells 

1 Introduction 

The energy demand increases day by day due to the increasing population and the 
increasing needs in parallel. Today, this demand is provided mainly by fossil fuels. 
However, it is emphasized that the emissions of fossil fuels cause global warming 
and reduce the quality and duration of life in the world. For this reason, researchers 
are turning to sustainable and green alternative energy sources. 
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Among the alternative energy sources, fuel cells stand out with the advantages of 
zero pollution and broad applications (Zhong et al., 2010). In addition, technical 
features, high electrical efficiency and fuel flexibility possibilities, and their usability 
in many areas are being investigated (Abdalla et al., 2018). Technologies with a 
clean energy conversion and storage capability with almost no environmental impact 
and higher practical efficiency are seen as an urgent need from the sustainability 
framework (Kumar & Pillai, 2014). When it comes to fuel cells, low-cost and 
durable materials have received increasing attention in energy storage and conver-
sion research areas (Liu et al., 2018). 

Fuel cells are systems that convert the chemical energy of substances into 
electrical energy by electrochemical methods. Generally, a fuel cell consists of an 
anode and a cathode separated by an electrolyte that acts as an ion carrier (Mainardi 
& Mahalik, 2006). To date, polymer electrolyte membrane fuel cells (PEMFCs) and 
solid oxide fuel cells (SOFCs) stand out as the most essential and promising options 
for broad mobile and stationary use. Therefore, PEMFCs and SOFCs are currently 
the most researched fuel cell technologies (Fan et al., 2018). 

With technology development, researchers have achieved significant leaps for 
proton exchange membrane fuel cells (PEMFCs). Despite this, PEMFCs still have 
disadvantages such as low power density and fuel usage, related to poor reaction 
kinetics and methanol permeability through the membrane, respectively. Due to 
nanomaterials’ distinctive physical and chemical properties, it is thought that 
PEMFCs can remedy these shortcomings (Zhang et al., 2018). Thanks to the 
properties of nanostructured materials, lighter, thinner, and cheaper electrodes that 
are more efficient than ordinary electrodes can be made (Esfe & Afrand, 2020). The 
use of nanomaterials in PEMFCs, while improving material efficiency due to their 
large surface area, may also cause disadvantages such as affecting lifetime and 
stability (Ellingsen et al., 2016). 

The motivation of this study is that PEMFCs will have an important place in the 
future, especially in mobile energy needs, and that nanomaterials will remedy the 
bottlenecks of fuel cells. For this purpose, a comparison of the nanomaterials used in 
PEMFCfuel cells was made within the framework of sustainability. This study 
provides information about the comparison and properties of nanostructured mate-
rials to be used in fuel cells with multi-criteria decision-making method. 

2 Method 

The Analytical Hierarchy Process is a mathematical theory used for measurement 
and decision making, developed by Thomas L. Saaty in the mid-1970s (Saaty & 
Niemira, 2006). The preparation stages before the AHP method and the steps of 
applying the method are briefly shown in Fig. 1.
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Fig. 1 Steps of the AHP method 

In order to make a comparison of nanostructured materials, first of all, the essence 
of the study was brought into a decision problem structure. The decision problem 
was identified as “Which Nanostructured Material is most suitable for PEM Fuel 
Cells.” In the next stage, alternatives and criteria were determined. The decision 
problem structure to be used in the AHP method, which emerged after these stages, 
is shown in Fig. 2.
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Fig. 2 Structure of the decision problem 

3 Results and Discussion 

We obtained the weights of the alternatives from the matrix obtained after all the 
calculations, so we have now solved the optimal decision problem. As can be seen in 
Fig. 3, according to the results, metal-based nanomaterials have emerged as the most 
suitable material for PEMFCs. Despite being widely preferred, platinum-based 
nanoparticles remained in second place due to their disadvantages. Carbon-based 
nanomaterials, on the other hand, lagged behind other options by a large margin with 
a value of 0.20. 

The weight values of the criteria that we can reach from the comparison matrix, 
which form the values of the alternatives, are presented in Fig. 4. The effect of the 
criteria we used in our comparison study on the scores of the alternatives can be read 
from the graph on the screen. According to these results, the most important 
selection criterion for nanomaterials to be used in PEMFC was power density with 
a weight of 0.83. For these materials, whose main purpose is cooling, it is an 
expected result that this criterion related to heat transfer has the highest value. In 
the second and third rows, lifespan and human health hazard criteria, which have 
values close to each other, took the values of 0.57 and 0.55, respectively. The criteria 
with the lowest scores in the evaluation of the alternatives were the shortage, process 
risks, and stability criteria, which took the values of 0.09, 0.08 and 0.06, 
respectively. 

In solving the decision problem, from a sustainability perspective, the best option 
to be used in PEMFCs has emerged as metal-based nanostructured materials. In 
addition, the effect degrees of the criteria on the result were determined with the



method used. These results will give an idea about the subject to researchers who 
will study both fuel cells and particles from now on. 
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Fig. 3 Weights of the 
alternatives 

Fig. 4 Effect weights of criteria on alternative selection 

4 Conclusion 

Fuel cell stands out as the greenest option among sustainable fuels. One of the main 
problems in front of the widespread use of fuel cells is the need for cooling. 
Nanomaterials are applied by researchers of exceptional solutions in many fields. 
It has been concluded that it would be more appropriate to prefer metal-based 
nanostructures instead of the most commonly used platinum for use in fuel cells.
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Overview of Hydrogen-Powered Air 
Transportation 

Hursit Degirmenci, Alper Uludag, Selcuk Ekici, and T. Hikmet Karakoc 

Nomenclature 

ACI-ATI Airports Council International-Aerospace Technology Institute 
BAC Boeing Airplane Company 
LCC Lockheed California Company 

1 Introduction 

The aviation industry is growing at a rapid pace. By 2030, air travel is expected to 
increase by 5% (Baroutaji et al., 2019). The aviation industry accounts for roughly 
12% of all carbon dioxide emissions generated by the transportation industry 
(Baroutaji et al., 2019). According to the Kyoto Protocol, the global carbon rate 
increases by 2% every year (Klug & Faass, 2001). Kerosene, a fossil-based fuel, is 
used as fuel in the aviation sector today. Fossil-based fuels are not environmentally 
friendly. In addition, the use of a fossil-based fuel in the aviation sector makes a 
sustainable economy unsustainable due to fossil-based fuels are not renewable 
energy sources. In order to ensure aviation’s long-term sustainability and reduce
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environmental damage, it’s become vital to switch to fuels made from environmen-
tally friendly and renewable resources.
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Fig. 1 Mass energy and emission comparison between kerosene and hydrogen fuel 

Hydrogen fuel is the most promising fuel for ensuring aviation’s long-term 
sustainability and reducing environmental damage. Hydrogen is one of the uni-
verse’s most plentiful elements. With the exception of hydrocarbons, it cannot be 
destroyed, and it simply transforms from water to hydrogen and back to water during 
consumption (Momirlan & Veziroglu, 2005). 

Hydrogen has a high specific effect due to its low molecular weight. This means 
that with 1 kg.s-1 of hydrogen, 450 kg-force thrust is obtained (Cecere et al., 2014). 
When comparing hydrogen with kerosene, it is clear that hydrogen has approxi-
mately three times the energy per unit weight of petroleum and is much more 
environmentally friendly (Van Zon, 2008). It is shown in Fig. 1. 

This article contains an overview of the research utilizing hydrogen energy in 
airports and aircraft, as well as its future sustainability. 

2 Hydrogen-Powered Aircraft and Airports 

The aviation industry is known for its high levels of safety and security. The 
Hindenburg disaster in aviation history has generated a sensitivity to hydrogen 
(Klug & Faass, 2001). The explosion of the hydrogen contained in the airship and 
its subsequent destruction in a matter of seconds is an iconic moment in aviation 
history. As a result of the disaster, the aviation industry was negatively affected. 

Hans Joachim Pabst von Ohain is the first one to power a turbojet engine with 
hydrogen in 1936 (Töpler & Lehmann, 2015). It is not because hydrogen fuel is 
environmentally friendly that it is used (Töpler & Lehmann, 2015). It was chosen 
because it produces a high reaction and allows for combustion with a lean mixture



Airport

(Töpler & Lehmann, 2015). Then he tried the hydrocarbon-based gasoline (Töpler & 
Lehmann, 2015). Serious research in the aviation industry began in the 1970s (Clean 
Sky 2, 2020). 
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2.1 NASA “Hydrogen Airport” Project 

Korycinski (1978) analyzed two NASA (National Aeronautics and Space Adminis-
tration) hydrogen airport studies. At Chicago O’Hare International Airport (Air-
port1), BAC simulated the utilization of LH2, while LCC simulated the utilized of 
LH2 at San Francisco International Airport (Airport2). Subsonic commercial aircraft 
with a capacity of 400 passengers and a distance of 5500 nautical miles have been 
used in this scenario. The reason for investigating at large commercial aircraft as part 
of the research is that they used a quarter of the fuel used in civil air travel in the 
United States in 1975. The two airports’ wide-body aircraft traffic was used to assess 
fuel needs, which were then used to measure the size and capacity of international 
airports for liquid H2 production, storing, and delivery. The simulation was assumed 
in the years 1990–1995. Table 1 shows the characteristics of the airport hydrogen 
liquefying facility (Korycinski, 1978). 

LH2 ground fuel system expenses are roughly to be $304 million in Airport2 and 
$469 million in Airport1 (Korycinski, 1978). 

2.2 Tupolev T-155 Project 

According to Schmidtchen et al. (1997), the Tupolev T-155 project was performed in 
the 1980s (Fig. 2). It made its first flight in 1988. It was discovered through this 
experiment that the unit weight energy of H2 is 2.8 times more than that of kerosene 
(Schmidtchen et al., 1997). Furthermore, it has been noted that when hydrogen fuel 
is used, the turbine output temperature is 37 K lower, which increases engine life and 
performance (Cecere et al., 2014). To produce an equivalent amount of energy as 
kerosene, LH2 needs four times the volume, and low-temperature requirements such 
as 20 K have increased the cost (Cecere et al., 2014). This is attributable to the fact 
that the LH2 system requires additional insulation and cooling systems (Cecere et al., 
2014). Due to the high cost of liquid hydrogen, the project was canceled. Later, the

Table 1 Characteristics of airport hydrogen liquefying facility (Korycinski, 1978) 

Maximum output Hydrogen liquefying 

Ton.day-1 (tonne.day-1 ) Size ton.day-1 (ton.day-1 ) 

Airport2 846 768 250 227 

Airport1 800 726 268 243



information gathered from this experiment was utilized in the Airbus company’s 
Cryoplane project (Cecere et al., 2014).
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Fig. 2 TU-155 liquid hydrogen aircraft design 

2.3 Swiss Group “Hydrogen in Air Transportation” 
Feasibility Study 

The Swiss Group conducted a preliminary investigation of a cargo jet utilizing liquid 
hydrogen as fuel at Zurich Airport between 1980 and 1984 (Alder, 1987). A 
feasibility study for refueling 15–30 tons of LH2 per day was done (Alder, 1987). 
A route has been established between California, Europe, and Saudi Arabia. Zurich 
Airport was selected as the European hub (Alder, 1987). Three alternative possibil-
ities were considered (Alder, 1987). It is shown in Fig. 3. 

In each case, liquid hydrogen was more expensive than kerosene. Jet A fuel cost 
LH2 is by a factor of 2.2–3.8 more expensive (Alder, 1987). The high cost of liquid 
hydrogen compared to kerosene negatively affected the sustainability of this project 
(Alder, 1987). 

2.4 German-Russian “Feasibility Study”: Cryoplane Based 
on A310 Defined 

Pohl and Malychevc (1997) investigated a project on the use of hydrogen in civil 
aircraft undertaken under German-Russian cooperation between 1990 and 1993. The 
base aircraft for passenger aircraft configuration studies was a first-generation LH2, 
an Airbus A310. In the purely tourism-related configuration, this medium-range 
wide-body aircraft has a maximum takeoff weight of 150 mt and a passenger



capacity of 243. It is propelled by two PW-4152 engines, each having a static thrust 
of 52,000 pounds. Because the fuel volume is four times that of a jet fuel aircraft and 
the cryogenic heating rate necessarily requires extremely efficient tank isolation and 
pressurization, conventional wing tanks are not suitable for LH2 aircraft. The 
fuselage-mounted tank arrangement was determined to be the best alternative for 
replacing an existing aircraft for hydrogen operating condition after considering 
achievement, operational expenses, ability to handle, and protection. Four different 
fuel tanks are positioned on the hull’s upper side (Pohl & Malychevc, 1997). It is 
shown Fig. 4. 
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Fig. 3 Three alternative possibilities 

For a conventional aircraft, the design range requires 15,600 kg of LH2, which is 
equivalent to 37,000 kg of kerosene (Pohl & Malychevc, 1997). With the exception 
of the cryogenic fuel system, the aircraft’s systems are largely unchanged (Pohl & 
Malychevc, 1997). Major structural modifications include wing reinforcements, 
fuselage midsection, and fuselage upper surfaces due to tank mounting (Pohl & 
Malychevc, 1997). If indeed the energy-related cost of LH2 is less than 110% of that 
of jet fuel, it can be considered cost-competitive (Pohl & Malychevc, 1997).
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Fig. 4 Liquid hydrogen 
fuel tank design 

2.5 Airbus Cryoplane Feasibility Study 

The Airbus company investigated the use of liquid H2 as a fuel in aircraft between 
2000 and 2002 (Airbus, 2002). For this study, both conventional and 
nonconventional configurations were used. Seven different aircraft configurations 
were used to simulate the use of liquid hydrogen fuel. These aircraft include the 
business jet, rural propeller aircraft, rural jet aircraft, mid-range aircraft, extended-
range aircraft, and also very large long-range Aircraft. Various tank configurations 
were made according to the aircraft category. The optimal tank arrangement was 
chosen for each category. The most important point in the tank configuration is the 
aircraft’s center of gravity. It occupies four times more volume than liquid hydrogen 
kerosene. As a result of this situation, the empty weight of the aircraft is 25% higher 
than that of kerosene aircraft. The maximum take of weights decreases due to light 
LH2. Using bulky tanks increases DOC (direct operating costs) by 25% for 1000 nm 
(Airbus, 2002). 

The minimum changes to be made for the LH2 aircraft are categorized in Fig. 5. 
As a result, when compared to liquid hydrogen fuel, kerosene has a lower cost. 

Depending on the price of hydrogen and kerosene fuel, DOC (direct operating costs) 
is predicted to be approximately equivalent in 2040 (Liquid Hydrogen Fuelled 
Aircraft, 2002).
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Fig. 5 Minimum change for LH2 aircraft Cryoplane 

Fig. 6 Hydrogen fuel cell powered commuter segment aircraft 

3 Future Aspect of Hydrogen-Powered Air Transportation 

Fuel cell assisted aircraft (Clean Sky 2, 2020): If aircraft were powered by fuel cells, 
hydrogen would be refueled at airports, and the hydrogen fuel cell would then start 
generating electrical energy from the electrical and chemical reaction of hydrogen 
with oxygen in the air, powering the electrically powered propellers while only 
emitting water vapor as a by-product. In the next decades, commuter segment 
(19 passengers and 500 km range) aircraft will be able to use hydrogen fuel. A 
hydrogen aircraft is powered by a fuel cell, which also handles motors and provides 
battery energy planning and infrastructure to satisfy transitory loads. To provide 
thrust, every electric motor gets to drive an impeller (Fig. 6). It reduces the climate 
effect in the range of 80–90%. Related to the cost per seat available kilometer, the 
cost rises by 0–5% (CASK). It is foreseen that it will take place physically within 
10 years (Clean Sky 2, 2020). 

Several ways can be considered for a hydrogen-powered airport (ACI-ATI 
Report, 2021). LH2 airport consists of subsections such as production, liquefaction, 
storage, distribution, and transportation. Firstly, hydrogen production, liquefaction, 
and storage can be done from the airport. Secondly, a production facility is built near



the airport, gas hydrogen is transported to the airport via pipelines, and liquefaction 
is done from the airfield. Another way is to produce at a different location, liquefy 
hydrogen, and transport it to the airport by pipelines, trucks, and ships. Storage is 
carried out at the airport (ACI-ATI Report, 2021). It is shown in Fig. 7. 
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Fig. 7 Three primary hydrogen supply chain/pathways into the airport 

4 Conclusion 

In this study, comprehensive studies on LH2 are included. These are the following: 
NASA “Hydrogen Airport” Project, Tupolev T-155 Project, German-Russian “Fea-
sibility Study”-Cryoplane Based on A310 Defined, and Airbus Cryoplane Feasibil-
ity Study. The common problem that came across in these studies is that the cost of 
LH2 fuel is much higher than kerosene fuel. The most emphasized issue in the 
studies investigated is the cryogenic storage of hydrogen. 

In terms of applicability for a few decades, they are commuter segment (19 pas-
sengers and 500 km range) aircraft operating with hydrogen fuel cells. Related to the 
cost per seat available km in, the cost rises by 0–5%. (CASK). It is foreseen that it 
will take place physically within 10 years. It is predicted that the use of liquid 
hydrogen will increase in 2040 depending on fuel prices. 

This article contains an overview of the research on hydrogen as a fuel in airports 
and aircraft, as well as its future feasibility. More research is considered necessary to 
increase the effectiveness of hydrogen fuel.
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Evaporative Hydrocarbon Emission 
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Tanks and Their Energy 
and Environmental Efficiency 
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GS Gas space 
LFFCS Light fuel fractions capture systems 
MPC Maximum permissible concentrations 
RV Respiratory valve’s 
SAA Surface-active additive 
VAM Vapor-air mixture 

1 Introduction 

As of now, it’s known (Boychenko, 2001; Boychenko et al., 2006) that at the 
refinery, the main losses occur in tanks (17.9% of total losses), during a gas flare 
process (18.1%), due to equipment’s permeation/leakage (16.4%), in oil distributors 
(5.2%) and in treatment facilities (8.3%). 

S. Boichenko (✉) · D. Viktoriia · S. Viktor 
Institute of Energy Safety and Energy Management, National Technical University of Ukraine 
Igor Sikorsky Kyiv Polytechnic Institute, Kyiv, Ukraine 

Scientific-Technical Union of Chemmotologists, Kyiv, Ukraine 

I. Shkilniuk · A. Yakovlieva 
Scientific-Technical Union of Chemmotologists, Kyiv, Ukraine 

Ukrainian Scientific-Research and Education Center of Chemmotology and Certification of 
Fuels, Lubricants and Technical Liquids, National Aviation University, Kyiv, Ukraine 
e-mail: anna.yakovlieva@nau.edu.ua 

O. Tarasiuk 
Non-governmental Organization “Institute of Circular and Hydrogen Economics”, Kyiv, 
Ukraine 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
T. H. Karakoc et al. (eds.), Research Developments in Sustainable Aviation, 
Sustainable Aviation, https://doi.org/10.1007/978-3-031-37943-7_52

395

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-37943-7_52&domain=pdf
mailto:anna.yakovlieva@nau.edu.ua
https://doi.org/10.1007/978-3-031-37943-7_52#DOI


396 S. Boichenko et al.

The evaporative emissions of petroleum products during storage and transporta-
tion are usually between 1% and 6% of total anthropogenic sources (Skobelev et al., 
2018; Magaril, 2013). According to other sources, the gasoline losses make up 
1.5–2% of the total amount of petroleum products while moving downstream. Up 
to 40% of hydrocarbons emitted by road transport evaporate from fuel tanks and fuel 
systems of vehicles with gasoline engines (Saikomol et al., 2019). 

According to some international researches: Germany’s gas stations emit 
145,000 tons of hydrocarbons vapours annually; gas stations in England emit 
more than 120,000 tons. French experts estimate the losses from evaporation in 
the amount of 0.18% of the total operational volume during filling gas station tanks 
and storing automobile gasoline (Danilov & Shurygin, 2016). German experts 
estimate these losses at 0.17%. Japanese researchers have determined that due to 
the stable temperature in the underground tank (in Japan during the year it does not 
change much, namely, it varies from 15 to 25 °C), the losses from evaporation are 
1.08 kg/m3 of the pumped gasoline (Saikomol et al., 2019; Gallo, 2011). On average, 
the composition of the vapour mixture emitted from the tanks is as follows: 32% of 
methane row hydrocarbons, 12% of gasoline fractions and 56% of the air. In the 
context of the global problem of depletion of energy resources and the associated 
degradation of the environment, the relevance of this problem is indubitable and 
only confirms that the reduction of gasoline losses from evaporation remains an 
important environmental and economic problem (Skobelev et al., 2018). 

2 The Purpose and the Task of the Study 

Hypotheses: Studying the impact of causes, factors and sources on the process of 
hydrocarbon evaporative emissions from horizontal tanks will improve the technol-
ogy of calculating the emission of gasoline components, optimize and improve the 
efficiency of technological operations, save valuable hydrocarbons and minimize 
man-made environmental impact. 

The basic and applied task of this research is to create theoretical principles for 
improving the methodology for predicting gasoline losses from evaporation and 
minimizing them during various technological operations. 

3 Analysis of Recent Researches and Publications 

Evaporative losses of hydrocarbons during their storage are caused by the property 
of oil and petroleum products to evaporate from the open surface. At the same time, 
the main source of losses from evaporation is the “breathing” rebar of the tanks. The 
evaporation of petroleum products during their storage constitutes the main share of 
losses (Boychenko et al., 2006; Magaril, 2013).
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For suppliers of petroleum products an important problem is the calculation of 
their losses. If the processes of inventory records for petroleum products are not 
established, there is a high probability of financial losses due to the uncertainty of the 
amount of petroleum products pumped or stored, the absence of real balances and, as 
a result, the impossibility to correctly prepare an overall balance sheet of the 
enterprise. In addition, an accurate and thorough record of petroleum products is 
important for the company’s report to end suppliers, consumers and regulatory 
authorities (Danilov & Shurygin, 2016). The purpose of this rationing is to stream-
line the calculation of oil loss due to evaporation during the production, processing, 
storage or transportation, etc. In practice, the most common rate of losses is 
0.2–0.3% of the volume of petroleum products. The loss rate of 0.3% for petroleum 
products is considered the standard value during evaporation process (Skobelev 
et al., 2018; Magaril, 2013). 

However, the accuracy of calculations depends on the capacity of the vessels 
being in use as the ability to measure the volume and weight of the stored petroleum 
products depends on it. For example, at large oil storage facilities, 1 mm of the 
product’s surface in the tank weighs more than one tone. In such vessels, the precise 
records can be maintained up to plus or minus one whole tone (Boichenko & 
Kalmykova, 2020). 

Losses from evaporative emissions of hydrocarbons relate to natural losses 
(Hakkola & Saarinen, 2000). Natural losses of petroleum products are losses (reduc-
tion of mass while maintaining quality within the requirements of normative docu-
ments) that are a consequence of the physical and chemical properties of petroleum 
products, the influence of meteorological factors and the imperfections of the current 
measures of preventing losses of petroleum products due to evaporation and adhe-
siveness during transportation, acceptance, storage and shipment (Wixtrom & 
Brown, 1992). 

It should also be noted that natural losses do not include losses of petroleum 
products caused by violations of the requirements of standards, technical conditions, 
rules of technical operation and storage and consequences of natural disasters. 

The norm of natural losses is the maximum permissible value of irretrievable 
losses of petroleum products, arising directly from commodity and transport oper-
ations as a consequence of accompanying their physical and chemical processes, as 
well as losses inevitable at this level of the state of the technological equipment used 
(losses from evaporation due to the inseparability of pumps, retardations, techno-
logical equipment), as well as losses from adhering to the internal walls and 
equipment of tanks, vehicles and pipelines (Gallo, 2011). 

There are two ways to make a quantitative assessment (i.e. to predict) of oil 
products losses: experimental and calculated domestic and foreign methods. Domes-
tic methods for calculating hydrocarbon evaporative losses during storage were 
proposed by such authors as N. N. Konstantinov, V. I. Chernykin and F. F. Abuzov. 
These techniques are not adapted to practical use, as they are overwhelmed with 
unnecessary information, and, most importantly, do not have the status of official 
normative documents. Also, there is a foreign experience in determining the losses 
of petroleum products from tanks during storage (Saikomol et al., 2019). Since this



aspect of the problem is not the main task of this work, we will return to a deeper 
study of this problem in future works (Srivastava et al., 2019). 
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4 Main Part 

Stricter European requirements for the quality of motor fuels during exploitation and 
uncompromising norms of gas emissions (emission of hydrocarbons) into the atmo-
sphere caused the relevance of the scientific and applied task of minimizing the 
losses of petroleum products from evaporation. To investigate the problem of 
hydrocarbon emission from horizontal tanks and to identify and study the impact 
of a set of causes, factors, sources and their consequences, the Ishikawa method was 
used, which is presented in the form of cause-and-effect relationships. 

Detailing of the cause-and-effect diagram of connections has allowed to establish 
the most significant and problematic factors and sources affecting the process of 
emission of hydrocarbons from horizontal tanks, to identify the negative conse-
quences of gasoline losses and to predict the methods and means of minimizing and 
preventing evaporation of hydrocarbons. 

The Ishikawa method (Gallo, 2011) of cause-and-effect analysis has allowed to 
establish and systematize the main factors that mostly affect the amount of losses 
during gasoline evaporation, namely: ambient temperature, pressure of saturated 
vapour of petroleum products, wind speed, temperature regime of the tank, type of 
the tank, stored petroleum products (gasoline has the largest amount of light 
hydrocarbons), colour of the tank paint, tank volume, turnover of the tank, location 
effect, roof fittings, serviceability of respiratory valves and presence or absence of 
means of losses preventive measures. 

The main sources of losses of petroleum products during technological operations 
are fuel vapour emissions during so-called deep and shallow “breathing”, ventilation 
of gas space, poor quality of seals of technological equipment, violation of the rules 
of fuel loading and non-compliance with the terms of regulatory work of the tank 
park (corrosion of the tank surface, “offing”, defects of welds, etc.). In reservoir 
parks, evaporative losses (natural losses) reach 75% of overall petroleum product 
losses. The main technological operations with CSG are loading, unloading, storage 
and pumping. The temperature and density of gasoline changes during pumping due 
to the fact that the temperature of gasoline inside the tank may vary from the one 
being pumped (Iakovlieva et al., 2013). 

The level of gasoline, its temperature and pressure of saturated vapour in the gas 
space (GS) of the tank decrease during the loading process. While pumping gasoline 
off the tank, the process of air absorption and additional evaporation of light 
hydrocarbons is accompanied by a rise in pressure up to the level of the respiratory 
valve’s (RV) configuration. If the pressure in the GS exceeds the RV’s setting, there 
will be a “reverse exhalation”. Storage of petrol is accompanied by a change in 
temperature, density, level and pressure in GS. The level of gasoline in the tank 
during storage changes due to the evaporation of light hydrocarbons and



modifications in their density and temperature. Density changes due to evaporation 
of light hydrocarbons and daytime temperature fluctuations. The temperature of 
gasoline changes due to the daytime temperature fluctuation. With the increase of 
pressure in GS up to the level of RV’s configuration, there is an emission of light 
hydrocarbons – “low breathing”. During fuel loading process, the temperature of 
gasoline changes (the pumped in gasoline is mixed with the residue in the tank). The 
amount of a replaced vapor-air mixture (VAM) in this case and the concentration of 
light hydrocarbons in it will be determined by a closed or open flow – the filling 
occurs. In the case of filling in with the open flow, there is greater surface turbulence 
and intensification of the evaporation process, hence the increase in the concentra-
tion of light hydrocarbons in the replaced VAM. When filling in with a closed flow, 
the internal layers of liquid are exposed to turbulence, and evaporation from the 
surface is less intense (Shearston & Hilpert, 2020). 
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When loading the tank, evaporation losses can reach 0.1% of the total volume. 
The main consequences identified by us using the method of Ishikawa are the 
consequences of economic, environmental and technological nature, which was 
grouped, structured and graphically reflected by the method of system analysis 
(Fig. 1). 

1. Losses from evaporation lead to deterioration of operational properties of petro-
leum products, for example, starting and anti-detonation ones. Evaporative emis-
sion of light hydrocarbons leads to the deterioration of these two most important 
operational properties of petroleum products – reduction of octane number and 
deterioration of starting properties of petroleum products, due to the losing of 
light high-octane components of gasoline, which in turn leads to limitation of 
technical resource of vehicle engines. 

2. Losses from evaporation lead to economic losses. The refining industry provides 
the needs of different sectors of the economy. Pollution is the cause of two types 
of material costs: prevention of the impact of a contaminated environment on 
human health and elimination of such an impact. The sum of these costs is the 
economic damage of pollution caused to the enterprise and the national economy 
of the country, as well as the damage caused to people’s health. The economic 
damage from pollution of the environment is determined by the amount of 
damages caused by individual sources. In determining the expected damage on 
the basis of variant calculations, a minimum amount is set, which is intended to 
prevent and compensate for the impact of the polluted environment. 

3. Emission of volatile hydrocarbons has a significant impact on the quality of the 
environment. No less urgent problem today is the pollution of atmospheric air with 
toxic substances due to the evaporation of petroleum products, which jeopardizes 
environmental balance and human health, causes material damage and significantly 
reduces the technical resource of the vehicle engine. The degree and nature of 
petroleum products evaporation impact on human organism can be tracked down to 
the concentration of vapour in the air, the duration of stay in the gassed atmosphere, 
environment temperature, physical condition and physiological features of the 
organism. However, to prevent pollution and provide human safety, maximum 
permissible concentrations (MPC) of harmful substances are established.
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Fig. 1 Systematic analysis of the causes and consequences of gasoline losses, which leads to the 
evaporative emission of hydrocarbons during technological operations (Boychenko, 2001) 

Evaporation processes occur during pumping, storage, shipment, loading, trans-
portation and direct use of petroleum products, leading to increased greenhouse 
effect due to the emission of hydrocarbon gases, in particular, methane, ethane, 
propane, butane, pentane and others, among which methane is the so-called green-
house gas. Volatile hydrocarbons, like ethane, propane, butane and pentane, are the



main components in the reactions of ozone formation – one of the most common air 
pollutants. Ozone is formed as a result of the reaction of photosynthesis, with easy 
inclusion of petroleum products’ vapours due to their reactionary ability. In addition, 
hydrocarbon vapour can enter into a chemical reaction with other pollutants in the 
atmospheric air due to its reactionary ability and form photochemical smog. In turn, 
smog affects human health and causes soil contamination and destruction of plants. 
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The greenhouse effect is associated with global warming, leading to climate 
change on a planetary scale. 

At the same time, the current state of use of means and methods of reducing 
hydrocarbon losses at oil supply facilities does not meet the main task of the resource 
and energy-saving and environmental policy in the technosphere, in particular. 

This has its own reasons, namely: 
The positive economic effect of the use of means of evaporation losses prevention 

is achieved only if the cost of preventing losses of 1 ton of petroleum products is less 
than the total cost of 1 ton of petroleum products. 

In addition, the situation is complicated by the fact that even morally and 
technically obsolete technologies are applied irrationally. Advanced technical devel-
opments usually require large investments or, at best, are applied locally. 

The use of pontoons, floating roofs, SCLF and other methods does not allow to 
successfully capture light fractions and only prevents small losses hydrocarbons. 

Thus, with the rapid cost increase of oil and petroleum products, as well as the 
adoption of stricter ecological norms, the basic and applied task of minimizing the 
loss of hydrocarbon raw materials and commodity products through the evaporative 
emission of hydrocarbons is becoming increasingly important. 

One must select loss prevention tools specifically for each tank reservoir. To 
determine the effectiveness of the use of loss reduction measures, it is necessary to 
compare the amount of petroleum products that evaporated from the tank reservoir 
without the established measures with a similar value in the tanks where such 
measures were introduced. 

Various technical solutions can be used to reduce evaporative losses [9]; they are 
chosen according to technical and economic calculations, taking into account mete-
orological and industrial conditions, and can be divided into several groups, in 
particular: 

1. Reducing the vapour space above the liquid level (the less the vapour space, the 
less the losses) with the special design features of tank reservoirs with floating 
roofs, or pontoons, which allow to minimize losses from deep “breaths” and 
“reverse exhale” by 70–75% at an annual turnover ratio of up to 60 times a year 
and by 80–85% at an annual turnover ratio of more than 60 times a year and from 
shallow “breaths” by 70% compared to conventional tanks with a shielded roof. 
Calculations show that tanks with a floating roof and pontoon are most effective 
at an annual turnover ratio of more than 12. 

In the future, the economic efficiency of floating roofs and pontoons can be 
achieved through the use of durable polymeric materials and improvement of the 
design of sealing shutters.
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2. Storage with overpressure. Storage tank reservoirs that withstand varying degrees 
of pressure without emitting hydrocarbon vapor. According to the equation of 
losses, in the tank reservoir designed to work with overpressure losses from 
“shallow breaths” and partly from “deep breaths” can be completely eliminated. 
However, as the calculations showed, too much of overpressure complicates the 
design and increases the cost of tanks. The optimum amount of overpressure is 
strongly influenced by the turnover of the tank reservoir, the physicochemical 
properties of the oil products and meteorological conditions. Hydrocarbon fuel 
with a high-pressure level of saturated vapour is advisable to store in tank 
reservoirs of baggy, teardrop or spherical shape. These tanks allow to keep 
overpressure within 700–2000 kPa range, which makes it possible to almost 
completely exclude losses from “shallow breaths”. However, the complexity of 
their manufacture and high price block their widespread use. 

3. Reducing the amplitude of fluctuations in the temperature of vapour space. To 
create conditions for isothermal storage of petroleum products or a significant 
reduction in fluctuations in the temperature of vapour space and the surface of the 
oil, the following measures are used: thermal insulation of tanks, cooling them in 
the summer water and coating with reflective paint (internal and outer coating of 
white colour), as well as underground storage. For example, complex coating of 
the inner and outer surfaces of tanks makes it possible to reduce the evaporative 
losses of light hydrocarbons by 30–65%. Protective screens, fences, plants and 
canopies are also installed, defending from gusts of strong wind and precipitation 
that cause pressure to drop. Given the fact that evaporation occurs mainly on the 
surface of the liquid under the floating roof of the tank, the surface temperature 
becomes an important parameter. Any mechanisms that reduce the temperature of 
the floating roof will directly affect the evaporation rate (e.g. roof insulation will 
significantly reduce the evaporation loss). Wind speed also affects evaporation. 
Adding a wind defence system will decrease the evaporation rate. 

4. Petroleum products leaking vapour capture system. Basically, it is used in the 
transportation and storage of fuel. At fuel stations, the best means of reducing 
losses are systems of light fractions capture on the basis of an ejector heat 
exchanger (refrigeration ejector systems). The use of equipment with an ejector 
heat exchanger (nitrogen – to cool the flow of the mixture of air with hydrocar-
bons in the heat exchanger of the ejector) for condensation of low-oxidation 
hydrocarbons at oil storage facilities will protect the environment from hydro-
carbon vapour (reducing the losses of light fractions to 98%). Vapor-equalizing 
systems are used to do this. Their use allows to partially reduce losses from “deep 
breaths”. The effectiveness of loss reduction depends on the rate of pumping in 
and releasing of hydrocarbons. Losses are reduced by the value of matching 
operations coefficient. If the pumped in volume of petroleum products exceeds 
the pumped out one, the excess vapor-air mixture enters the gasholder, which 
reduces the losses of petroleum products by 90–95%. Conversely, when the 
volume pumped out of tanks exceeds the inflow of petroleum products, gas-
holders “give the vapor-air mixture back” to the system. The vapor-air mixture of 
the cloud gas can be supplied to the device for extraction (capture) of petroleum



Reduction of losses from evaporation

Evaporative Hydrocarbon Emission of Gasoline During Storage. . . 403

products. Capturing vapours of petroleum products can be carried out by vapour 
condensation during cooling or absorption process (e.g. with the help of 
activated coal). 

Light fuel fractions capture systems (LFFCS). One of the features of LFFCS is 
that its design involves non-stop operation in automatic mode and does not 
require the presence of service personnel. In addition, LFFCS has a self-defence 
technology against accidental outages, which is able to function continuously in 
the mode of frequent shutdowns and is operational in aggressive environment. 

5. Reducing the pressure of saturated vapours by adding a synthetic fatty acid-based 
surface-active additive (SAA) to the fuel with significant activity of surfactant. 
Reducing the pressure of saturated vapour is highly dependent on the concentra-
tion of the additive – the maximum effect is observed at the 9.25 mg/kg concen-
tration rate. It turned out that the evaporation rate in the tanks dropped to 47%. 

While decreasing the pressure of saturated vapor, the additive has a very weak 
effect on the initial boiling point of gasoline and does not affect the temperature of 
10%, therefore not leading to a deterioration of cold start property. 

It should be noted that reducing the pressure of saturated vapour by the 
introduction of the additive allows to increase the concentration of a high-octane 
component – butane. The effect of reducing losses decreases with a concentration 
of additives exceeding 9.25 mg/kg. 

Thus, the additive provides: 

Improvement of the mixture formation when starting the engine 
Reduces the negative impact on the environment caused by the loss of light 

hydrocarbons 
Improves the operational characteristics of transport (Magaril, 2013). 

6. Organizational and technical measures. Work on efficient and rational use of 
petroleum products begins with the preparation of a plan of organizational and 
technical measures. Preparation and development of the plan of organizational 
and technical measures includes: 

(i) Collection and analysis of normative, planned and factual data on the losses 
of petroleum products for the reporting period 

(ii) Identification of all available losses of petroleum products and outlining the 
directions of their elimination 

(iii) Preparation of proposals to eliminate irrational losses of petroleum products 
(iv) Study of proposals received from engineering and technical staff to reduce 

losses and include them in the plan of organizational and technical measures 
(v) Appointment of responsible personnel 
(vi) Determination of funding sources and list of necessary materials and tools 

to perform the work 
(vii) Assessment of acceptable costs and effectiveness of all points of the plan of 

organizational and technical measures
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Proper organization of tank reservoir operation is one of the most important 
measures (means) of reducing the losses of petroleum products, namely: 

To reduce losses from “shallow breaths” in open-air tanks, petroleum products 
must be stored at maximum filling, as in this case the smallest level of vapour space 
is achieved. 

To reduce losses from “deep breaths”, it is necessary to reduce to the maximum 
the pumping of petroleum products between the tanks within the facility. 

The shorter the amount of time between pumping petroleum products out and 
pumping them into the tank reservoir, the lower the amount of losses from “deep 
breaths”. 

Losses from “shallow breaths” are directly proportional to the areas of evapora-
tion, so highly volatile petroleum products are better stored in tanks of large volume. 

Pumping the fuel out of the tank completely at the highest possible speed, and 
partial release of the products from the tank at a minimum speed. Also, it should be 
noted that the partial release from the tank (in cases where the tank can be filled 
again) is at the maximum speed. As for seasonal and daily recommendations, it is 
recommended to fill the tanks in the summer at night and discharge it during the day. 
Measurement of fuel level, sub-water and sampling – in the early morning or late 
evening. Important is the technical condition of tanks and respiratory fittings. 
Regular check of the tightness of the roof of the tank and the valves can prevent 
losses from ventilation of the vapour space. During the pumping of petroleum 
products with high turnover rates, a reduction in losses of up to 25% can be achieved 
by installing reflector discs under the venting valve. Taking into account the above 
data and reference data of other sources, we can establish a link between the impact 
of factors on the sources of loss and the methods and means of preventing the 
evaporative emission of hydrocarbons. 

This study is devoted to the development of technological bases of new economic 
methods and new energy-conserving equipment based on the prevention of losses 
from evaporation at storage gasoline. 

The main conclusion of this study, which we have formulated here, is the fact that 
in addition to various technical solutions (methods, measures) to prevent losses from 
evaporation, the records of hydrocarbon losses and the organization of the system for 
monitoring these losses play an extremely important role, which is an important 
measure to reduce them. This study indicated that pentane (C5H12) was the dominant 
species potentially released from evaporation at storage gasoline. Pentane is a 
valuable raw material for isomerization. The fraction enriched with isopentanes is 
used as a component of gasolines or serves to isolate isopentane, a raw material for 
the production of isoprene, which is a monomer for the synthesis of synthetic 
rubbers. Also, pentanes in the composition of straight-run gasoline fractions of oil 
are used in the production of petroleum solvents. This study determines the direc-
tions of the further improvement of technology of using gasoline in terms of fuel 
efficiency. 

At the same time that pentane belongs to the substances of the fourth hazard class, 
it also has reflex and resorptive indicators of harmfulness. Therefore, it is important 
to increase the level of environmental safety of the fuel tanks.
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5 Conclusion 

This study demonstrates it is important to establish the reasons that will help to 
quantify the contribution of gasoline vapour emissions from the most common 
horizontal tanks to environment. 

Therefore, the further work that we plan to perform is the improvement of the 
methodology for calculating (recording) the gasoline evaporative hydrocarbon emis-
sion, which will create an opportunity to evaluate the effectiveness of the use of 
volatile hydrocarbon capture systems and become the main engineering tool for 
serving the main goal – improving the record system and minimizing quantitative 
(energy efficiency aspect) and qualitative (environmental efficiency aspect) emis-
sions (losses) from evaporation. In general, increasing the efficiency of using motor 
fuels today is one of the most realistic areas for solving energy and environmental 
problems at the same time. 

Understanding the prioritization of quantifying emissions = losses and techno-
logical schemes to minimize them is also necessary to justify the budget for investing 
in the implementation of these technologies. 
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Nomenclature

Technologies for Alternative Jet Fuel 
Production From Alcohols 

Anna Yakovlieva, Sergii Boichenko, and Vasyl Boshkov 

AtJ Alcohol to jet 
GtJ Gas to jet 
OtJ Oil to jet 
StJ Sugars to jet 

1 Introduction 

Modern fuels for civil aviation must meet a number of requirements related to the 
economy, reliability, durability of aircraft, and environmental safety of fuels 
(Trofimov, 2014). At the same time, the world oil reserves are limited, while oil is 
the main raw material for the production of aviation fuel. Taking into account these 
factors, the development of alternative technologies for the production of aviation 
fuel from renewable feedstock becomes relevant. To date, a number of technologies 
for the production of alternative aviation fuels are already known, which are actively 
researched and implemented in practice (Trofimov, 2014; Grace, 2004). 

Trends in the development of civil aviation indicate the need to increase fuel 
efficiency and its environmental friendliness (Yakovlieva et al., 2019). The problems 
with petroleum fuels may be solved by the use of alternative aviation fuels. A
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number of companies together with aircraft manufacturers with significant govern-
ment support are actively developing new fuels (Grace, 2004; Tretiakov, 2008). In 
the near future, liquefied natural gas, synthetic gasoline, and diesel fuel may be used, 
and in the future, we can expect the widespread use of hydrogen and power plants 
with fuel cells (Yakovlieva et al., 2019). Leading representatives of the aviation 
industry came to a consensus on the need to increase the fuel efficiency of aircraft 
operated by 1.5% by 2020. One such way is to use alternative fuels. However, the 
main problem associated with large-scale biofuel production is its cost. At present, 
biofuels are two to three times more expensive than traditional aviation kerosene. 
But with the increase in biofuel production, its cost will gradually fall. At the same 
time, according to analysts, the cost of traditional jet fuel will increase, respectively; 
over time, these two fuels will probably change their position (Grace, 2004; 
Boichenko & Yakovlieva, 2020).
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2 Review of Technologies for Alternative Jet Fuel 
Production 

The basis of any motor fuel, whether traditional or alternative, in particular on the 
basis of biomass, are hydrocarbons formed by hydrogen and carbon atoms (Han 
et al., 2013). Differences in the composition of raw materials determine the 
approaches and technological processes used to convert both types of resources to 
hydrocarbon fuels. Thus, the nature of petroleum hydrocarbons requires conversion 
at high temperatures and in the vapor phase. Hydrocarbons derived from biomass are 
highly reactive and therefore require much lower temperatures for reactions than 
petroleum compounds (Ghazanfari, 2017). Figure 1 shows the main technological 
processes of processing biomass into alternative jet fuels. 
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Fig. 1 The main technological processes of biomass processing into alternative jet fuel 
(Ghazanfari, 2017)
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In all cases, the first stage of grinding is required, which aims to reduce the 
structural complexity of biomass and obtain oxygen-containing intermediates, less 
complex and, consequently, more suitable for further production of jet fuels. These 
intermediates (oils, synthetic gas, alcohols, and sugars) give the name to various 
directions of conversion of biomass into alternative jet fuels: oil to jet, OtJ; gas to jet, 
GtJ; alcohol to jet, AtJ; and sugars to jet, StJ (Han et al., 2013; Iakovlieva et al., 
2013). To date, a number of technologies for the production of alternative aviation 
fuels are already known and are being actively researched and put into practice. 

3 Technological Processes of Alcohol Production 
as Feedstock for Jet Fuels 

World ethanol production is based on two methods: petrochemical and biotechno-
logical (enzymes or bacteria). The petrochemical method is the hydration of ethylene 
in the presence of inorganic acids. Simplicity of technological process and high 
productivity makes this method extremely attractive in the conditions of low cost of 
the used raw materials (Boichenko & Yakovlieva, 2020; Han et al., 2013). 

Glucose fermentation is the oldest method of ethanol production used to make 
alcoholic beverages. Agricultural products containing sugar, starch and cellulose, as 
well as wood waste and household waste are used as a feedstock (Ghazanfari, 2017). 

There are methods of alcohol production by hydrolysis of cellulose. Cellulose has 
to be decomposed either with the help of strong chemicals (acids), or with the help of 
bacterial enzymes (Tretiakov, 2008; Boichenko & Yakovlieva, 2020; Iakovlieva 
et al., 2013). The process is slow and not cheap: as of 2006, the cost of production of 
a liter of cellulose alcohol was 60 cents, and at this price in the economy it is equal to 
oil at a price of not less than $120 per barrel (Rajagopal & Zilberman, 2008). 

Lower alcohols, the main one being bioethanol, can be used as an alternative raw 
material for the production of motor fuels and other petrochemical products. 
Processing biomass into ethyl alcohol is one of the most effective ways to use it. It 
should be noted that 80% of the world’s bioethanol is used as automotive fuel in the 
form of gasoline-ethanol mixture of different composition (Tretiakov, 2008; Han 
et al., 2013). 

4 Production of Jet Fuels Based on Alcohols 

AtJ fuel is a fuel derived from alcohols such as methanol, ethanol, butanol, and other 
long-chain alcohols. In recent years, the conversion of ethanol into a blended jet fuel 
is a very promising option for the development of alternative aviation fuel. The AtJ 
process includes three main stages (Rajagopal & Zilberman, 2008):
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1. Dehydration of alcohol of biological origin to the corresponding olefin 
2. Oligomerization of olefins to a new oligomerized olefin 
3. Hydrogenation of oligomerized olefin to saturated hydrocarbon product 

These three processes are well-known and widely used in the petrochemical 
industry. Alcohols commonly used in AtJ technology include small compounds 
with a number of C2–C4 carbon atoms, such as ethanol and butanol (n-butanol and 
iso-butanol) (Ghazanfari, 2017; Rajagopal & Zilberman, 2008). 

To convert alcohols to jet fuels, they are first dehydrated to a suitable alkene 
product containing the same number of carbon atoms. The product is then separated 
from liquid water and impurities by fractionation and fed to the next stage of the 
process in the form of gas. In the next step, the gaseous material is oligomerized to 
unsaturated compounds with higher molecular weight. Unsaturated oligomers hav-
ing a molecular weight approximately compatible with petroleum fuels for separa-
tion are separated and further processed in the third main step – hydrogenation over a 
solid phase catalyst with hydrogen gas. In the final stage, the hydrogenated product 
is distilled to obtain the final products, among which is the kerosene fraction 
(Yakovlieva et al., 2019; Rajagopal & Zilberman, 2008). 

Today it is accepted to allocate two kinds of technological processes of the 
production of jet fuel from alcohol. The first of them, described above, is known 
as AtJ-SPK – alcohol to jet-synthesized paraffinic kerosene. The second process is 
the production of alternative jet fuels from alcohols containing aromatic hydrocar-
bons. This technology is called AtJ-SKA – alcohol to jet-synthesized kerosene with 
aromatics. An alternative fuel based on AtJ-SKA technology, now produced by 
Swedish Biofuels, is also known by the trade name SB-JP-8 (Yakovlieva et al., 
2019). In principle, the technological process of obtaining AtJ-SKA fuel is the same 
as the technological process of AtJ-SPK, except for the presence of an additional 
stage of aromatization of hydrocarbons. Depending on the technological capabilities 
of the fuel production enterprise, the production of aromatic substances can be 
performed as an integrated flow in the overall production process. 

In order to spread the production of alternative jet fuels on the basis of alcohols on 
a commercial scale, the technological process must pass the procedure of its 
approval and comply with ASTM standards (Yakovlieva et al., 2019). The blended 
jet fuel, obtained from alcohols by the ATJ process, has already been approved by 
the ASTM D7566 standard (Boichenko & Yakovlieva, 2020). Currently, such fuel, 
which is produced from ethanol or an isobutanol intermediate, is allowed to be 
compounded with petroleum jet in the amount of up to 50% (vol.). 

5 Conclusion 

Thus, today the world is developing a large number of alternative technologies for 
the production of aviation fuels using both renewable and nonrenewable feedstock. 
Analyzing the current situation in the modern oil refining industry, and taking into



account the environmental situation in the world, which is constantly deteriorating – 
the transition to alternative aviation fuels is obvious. 
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In addition, the requirements of international organizations, such as ICAO, IATA, 
and CAEP, for the greening of civil aviation should be taken into account. Among 
these requirements are the following: reduction of CO2 emissions by aircraft and 
reduction of toxicity of their exhaust gases (NOx, SO2, and other substances). 

Given these and other factors, alternative aviation fuels developed and used in the 
world today must meet the following requirements:

• Be widespread and available worldwide to ensure international flights.
• Long service life of the aircraft (more than 30 years) requires alternative fuels to 

be compatible with engine parts and do not require significant re-equipment.
• Alternative fuels must undergo a strict certification procedure in order to ensure 

full compliance with the quality indicators of traditional jet fuels.
• Alternative aviation fuels must be environmentally friendly and able to meet the 

ever-increasing fuel needs of aviation. 
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Analysis of World Practices of Using Liquid
Hydrogen as a Motor Fuel for Aviation

Sergii Boichenko, Ihor Trofimov, Anna Yakovlieva, and Oksana Tarasiuk

1 Introduction

The European Commission’s green deal on carbon neutrality by 2050 also chal-
lenges the aviation industry to seek new positions. Given the growing demand for air
transportation around the world, it is becoming clear that the goal of decarbonization
can only be achieved through new energy sources and innovative aircraft configu-
rations. In addition to carbon dioxide (CO2), harmful greenhouse gases released
during kerosene combustion include water vapor (H2O), carbon monoxide (CO),
nitrogen oxides (NOX), soot, aerosols, and unheated hydrocarbons (UHC).
Two-thirds of CO2 emissions come from short- and medium-range aircraft, which
account for 70% of the world’s fleet.

Hydrogen (H2) is a universal and clean energy carrier that can be produced by
electrolysis. Thus, the “green” H2 offers a huge potential to promote sustainable
development and growth in aviation. and secondary emissions – nitric oxides. Other
emissions, such as CO2, are eliminated because H2 is not hydrocarbon fuel. H2 is
also a fuel with a small number of pollutants, significantly reducing particulate
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matter in the exhaust gases of the engine. Moreover, in addition to combustion, H2

offers the possibility of converting into electricity through a fuel cell. H2 also has a
disadvantage when used as fuel, especially in aviation, because its density is much
lower than kerosene. H2 can be stored in different aggregate states and different
pressure ranges. Gaseous hydrogen (GW) is stored at ambient temperatures and high
pressures of up to 700 bar, although the volume required for the same amount of
energy is still seven times higher than that of kerosene (Fuel Cells and Hydrogen,
2020). To obtain a higher density and reduce the pressure to an acceptable level, H2

is liquefied by cooling to 20 °K at ambient pressure. Liquid hydrogen (LH) requires
only four times the volume to store the same amount of energy compared to kerosene
(Bruce et al., 2020). Given the increased public awareness of the problem of global
warming and greenhouse gas emissions, the question arises as to the extent to which
aircraft expansion should be limited and not use renewable energy.
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Sustainable aviation fuel (SAP) is a major competitor to hydrogen. Synthetic
kerosene produced in the process of “power-to-liquid,” or PtL, is one of the
possibilities, assuming that electricity as a source of energy, as well as CO2, captured
from the air, and water act as the (Goldman, 2018) main resources (Dagget et al.,
2006). Using PtL, the design of the aircraft does not change, and the airport does not
need new infrastructure. However, CO2, which was previously filtered from the air at
great cost, is still produced during combustion.

In 2009, all stakeholders of the aviation industry committed to a set of ambitious
climate action goals, namely:

• 2009–2020: improving fuel efficiency by 1.5% per annum
• From 2020: reaching net carbon neutral growth
• By the year 2050: reducing global net aviation carbon emissions by 50% relative

to 2005

The industry is well on track for the short-term fuel efficiency goal, and ICAO has
put in place the CORSIA system (Carbon Offset and Reduction Scheme for Inter-
national Aviation) to achieve the mid-term carbon neutral growth goal. The long-
term 50% carbon reduction goal requires the combined efforts of all aviation
stakeholders (aircraft and engine manufacturers, airlines, airports, air navigation
service providers, and governments).

2 Rationale for Alternative Aviation Fuels

To truly decarbonize, the industry needs new, low-carbon propulsion (Dahl and
Suttorp, 1998) technologies:

(a) Battery- and turboelectric technologies
(b) Hydrogen combustion in turbines
(c) Fuel cells that power electric motors
(d) New fuels
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Table 1 Evaluation matrix for the selected electro-fuels (compared to JET A-1) excellent, 5; good,
4; satisfactory, 3; challenging, 2; problematic, 1

Property Jet A-1 nC8H18 CH3OH CH4 H2 NH3 NH3/H2

CO2 emission 1 4 4 4 5 5 5

Electrosynthesis –

Specific energy 4 4 2 4 5 2 2

Energy density 5 5 2 3 1 2 2

Storage 5 5 4 2 1 3 3

Toxicity 3 3 2 4 5 1 1

Combustion properties 5 5 4 5 5 2 5

NOx and soot emissions 2 2 4 4 4 3 4

Drop-in capability (combustion) 5 4 2 2 2 2 4

Turbine power output 4 4 4 4 5 5 5

Drop-in potential (turbine) 5 5 4 3 2 2 3

Structural considerations 4 4 3 3 2 2 3

(e) Numerous aircraft (airframe and engine) technologies
(f) Sustainable aviation fuels
(g) Operational and infrastructural measures.

Since the aviation industry committed to the set of goals in 2009, an impressive
number of technological solutions contributing to the 2050 goal have been proposed,
and many related projects have been initiated. In a maximum decarbonization
scenario, hydrogen aircraft would start to replace all aircraft for ranges of up to
10,000 km after 2028–2038, representing the first conceivable entry-into-service
dates with ambitious assumptions. After a ramp-up of manufacturing capacity over
3–4 years, all new aircraft up to a 10,000 km range would be powered by hydrogen.
In this scenario, 60% of all aircraft are switched to liquid hydrogen by 2050, and the
rest would be powered by synfuel and/or biofuels.

The following Table 1 shows the evaluation matrix, which summarizes the
properties of selected electro-fuels, including hydrogen, and compares them to the
conventional JET A-1 fuel.

The abovementioned Table 1 uses an evaluation scale from 5 (excellent proper-
ties) to 1 (problematic properties), and it could be clearly seen that hydrogen
received the most of 5s as to its tested properties. The only problem is energy
density and storage technologies, which are currently developing at an advanced
pace. Drop-in capability (i.e., readiness to immediate use as a replacement fuel in the
airports) is also highly problematic as most of the hydrogen technologies require
current infrastructure rebuild. Nevertheless, feasibility and economic analyses show
hydrogen can be a major part of aviation’s future technology mix, as it proved to be
the most efficient one in most cases (IATA, 2019). Hydrogen eliminates CO2

emissions in flight and can be produced carbon-free. Considering also non-CO2

emissions and taking into account the uncertainties of these effects, the latest
estimates show that hydrogen combustion could reduce climate impact in flight by



50–75% and fuel cell propulsion by 75–90% (ATAG, 2021). This compares to about
30–60% for synfuels. Figure 1 shows the volumetric and mass density of hydrogen,
demonstrating the problem for aviation and the area for scientific researches in the
nearest future.
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Fig. 1 Energy density of hydrogen

As the main task for the airplane is to have lighter objects, which take less volume
on board while using the most efficient fuel, conventional kerosene (Jet A-1 fuel)
fully meets these requirements compared to hydrogen that proved to have 4 times
more volume, being 0.36 times heavier (which is actually lighter), but the modern
world’s ecological requirements cannot sustain this kind of fuel any longer. That’s
why many researchers investigate the ways to cope with the volumetric density
disadvantage of hydrogen as a fuel of the future. Cryogenic hydrogen has a superior
energy density by mass, compared with kerosene, and produces no CO2 emissions
upon combustion. However, challenges arise with respect to its poor volumetric
density. This obstacle may encourage a move away from conventional aircraft
designs to models such as the blended wing body, which show promise in improved
aerodynamic efficiency and can accommodate larger volumes of fuel. Electric
batteries are viewed even less attractive in terms of mass density of energy as they
proved to be about 40 times heavier than kerosene (Fig. 1). The ATAG Waypoint
2050 Report illustrates the comparative CO2 emissions reduction for different types
of airplanes if they start gradually introducing SAFs and/or electro-fuels from 2020
to 2050. The different types of airplanes are commuters (9–50 seats, less than 60 min
flights), regional (50–100 seats, 30–90 min flights), short haul (100–150 seats,
45–120 min flights), medium haul (100–250 seats, 60–150 min flights), and long
haul (250+ seats, 150+ min flights). The study shows that by 2050, commuters could
contribute to less than 1% of industry CO2 reduction if SAFs and/or electro-fuels are
used by 2025; regional, to 3% if electro-fuels or hydrogen and/or SAFs are used



by 2030; short-haul – to 24% if electro-fuels or hydrogen and/or SAFs are used by
2040; medium haul, to 43% if SAFs and potentially some hydrogen are used by
2050; and long haul, to 30% if SAFs are introduced in 2020 and be in use all the
years up to 2050. Hydrogen is considered as not feasible fuel for long-haul types of
airplanes at the current technological level. Comparison of new technologies and
SAFs in different studies shows that biofuels and synfuels have the main advantages
of being drop-in fuels – no change needed to aircraft or infrastructure – but they also
have the main disadvantages of limited reduction of non-CO2 effects. On the other
hand, new battery-electric and hydrogen technologies have no climate impact in
flight and high CO2 emissions reduction potential, but they have a huge drawback as
of today’s technologies development – need in change to infrastructure due to fast
charging or battery exchange systems or special infrastructure for hydrogen han-
dling. Moreover, the aircrafts of medium and long-range types would need revolu-
tionary aircraft designs as efficient option for ranges above 10,000 km to introduce
hydrogen as main fuel, whereas battery-electric technologies are considered as not
applicable for this flight range as of current state of their development.
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3 The Biggest Impediments to the Introduction of Liquid
Hydrogen to the Aviation Industry

In the case of cryogenic hydrogen, extensive changes will be required to support
equipment, such as pumps, supply pipes, and control valves. A heat exchanger will
also be required to vaporize liquid hydrogen before entering the combustion cham-
ber. Metals commonly used in aircraft, including aluminum, titanium, and steel, in
particular, are all susceptible to hydrogen embrittlement. Minimization of embrittle-
ment will likely add to the cost and complexity of direct hydrogen use. Another
primary issue relating to the use of hydrogen concerns the higher combustion
temperatures achieved, which promote the production of NOx and could result in
the degradation of other engine components such as the turbine blades. Addressing
this problem requires the premixing of hydrogen with air to reduce operating
temperatures. However, this process increases the risk of premature burning or
“compressor surge” (which is an uncontrolled upstream propagation of the flame)
due to the high reactivity of hydrogen with air. The use and handling of compressed
and cryogenic hydrogen onboard aircraft would introduce a new series of safety risks
to be managed. These are summarized here in Table 2.
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Table 2 Safety risks with cryogenic hydrogen onboard the aircraft

Risk Description

Flammability Hydrogen gas is highly flammable and has a wide flammability range
(4.3–75 vol%), requiring very little air to ignite

Leakage Hydrogen molecules are significantly smaller than other gases and can more
easily pass through storage casings, which results in increased leakage rates.
This risk is compounded by the fact that hydrogen is also difficult to detect due
to it being colorless and odorless. Leakage detection devices would be
required to alert personnel

Low energy
ignition

Hydrogen can mix easily with air and form flammable mixtures that can ignite
with minimal energy (0.017 MJ)

Embrittlement Hydrogen can cause stress in materials by permeating the surface. This is seen
in the case of steel, where cracks may form after continued exposure. Material
selection needs to be carefully considered to avoid embrittlement

Exposure Although not corrosive or poisonous, contact with liquid hydrogen can cause
injury. Additionally, in the event of a leak, the inhalation of hydrogen can
cause asphyxiation

4 Hydrogen Supply Infrastructure Challenges

By 2035 or 2040, there would likely be enough hydrogen supply infrastructure in
place for liquid hydrogen aviation to take off, excluding any dedicated liquefaction
capacity required at large airports. In the efficient decarbonization scenario, ten
million tons of liquid hydrogen would be needed by 2040. This amount represents
only 5% of the total projected global demand for hydrogen by 2040. This means that
aviation could likely tap into a scaled-up hydrogen supply infrastructure. Here
synfuel would actually be at a disadvantage, as any scale-up in synfuel production
would have to be driven entirely by demand from aviation, meaning synfuels would
capture fewer cost reductions from scaling up production than the liquid hydrogen
route.

The biggest current challenges are:

• Current lack of infrastructure: safe and reliable LH2 storage, distribution, and
onboard H2 propulsion.

• Once produced, the hydrogen would need to be either compressed or liquified and
then distributed to the airports, through either liquid or compressed hydrogen
truck trailers for smaller airports or through a pipeline for larger airports. It can
also be shipped in liquid form or converted (e.g., into ammonia or liquid organic
hydrogen carriers).

• Once at the airport, the hydrogen would be liquified (if not already liquefied at the
source), stored, and ultimately transferred to airplanes via refueling trucks or an
alternative refueling method like refueling platforms or aircraft “fuel station”
plots.
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Scaling and building parallel infrastructures during the transition to new aircraft
systems unlocks the potential of LH2 aviation by developing the necessary refueling
infrastructure.

5 On-Airport Applications for Hydrogen

On or “adjacent” airport activities provide a nearer-term opportunity to introduce
clean hydrogen into the commercial aviation sector. The use of hydrogen for
materials handling (e.g., forklifts) is already being demonstrated within the ware-
house operations of several large logistics companies, such as Amazon andWalmart.
Here, fuel cell equipment has already been found to be competitive with diesel and
battery alternatives on a total cost of ownership basis. Plug Power is one fuel cell
equipment manufacturer that is successfully applying its technology to GSE appli-
cations, having recently demonstrated the use of fuel cell-operated baggage tugs at
Hamburg Airport. The US military has also been active, as demonstrated by the
Hawaii Air National Guard who recently retrofitted a U-30 Aircraft Tow Tractor
with a fuel cell power system to tow an 84t aircraft. Fuel cell cars and buses are a
readily available technology offered by several OEMs, such as Toyota and Hyundai.
This readiness is being demonstrated in France with a recent announcement by
Toulouse-Blagnac Airport that in 2020, it will host a hydrogen production and
public refueling station to fuel four buses (provided by SAFRA) that will transport
passengers between car parks, terminals, and aircraft. The following Table 3 dem-
onstrate some examples of current use of hydrogen in aviation infrastructure.

Most publicly available research concentrates on hydrogen propulsion compo-
nents; a few aircraft-level concepts have also been discussed and a few prototypes
built. The required infrastructure, however, has rarely been investigated. In the
1970s, a thorough review highlighted hydrogen-powered aviation’s potential and
development needs at that time. In the last 10 years, some early prototypes of
hydrogen aircraft have been developed (e.g., the motorized research glider HY4).
Startups such as ZeroAvia are also modifying general aviation aircraft with a zero-
emission hydrogen-fueled powertrain that could be applied to commuter and

Table 3 Examples of current use of hydrogen in aviation infrastructure

Category Examples

Mobility ground support
equipment (GSE)

Materials
handling

Baggage/cargo tractors, belt loaders, pushback and
taxiing tugs/tractors, forklifts

Transport Apron bus

Servicing Follow-me vehicle, ramp agent, de/anti-icing vehi-
cles, catering vehicles, air conditioning units,
refuelers, lavatory service vehicles

Stationary GSE Power
generation

Backup power, ground power units (GPU)

Heat generation Airport food burners



regional aircraft. Fuel cell systems are being tested as auxiliary power units in
commercial aircraft, although they have not been deployed in serial production.
Hydrogen propulsion with fuel cell systems is also being tested for urban air mobility
(unmanned air vehicles and “taxi”-drones). All of this research offers significant
promise; it also agrees on the greatest technology challenges for components, aircraft
systems, and integration into the overall aviation infrastructure. In order to have a
clear understanding of the current stage of hydrogen technologies implementation to
the aviation industry, we have developed the following Tables 4 and 5,
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Table 4 Component analysis of the technologies for hydrogen storage and transportation at the
airports

Innovative
technological

Efficient refueling
systems

Airport and air-
craft refueling

LH2 hydrant
refueling

Tanks for
hydrogen stor-

systems setup infrastructure age in liquid
ammonia and/or
LOHCs

Current tech-
nologies and
parameters

~500 L/min Universal hydro-
gen’s modular
capsule technol-
ogy;
LH2 refueling
trucks designed
for long-distance
transfer with low
boil-off

Prohibitive costs.
Costs >5× those
of standard
hydrant systems

Storage as a
compressed gas
Storage in
LOHCs. One
strong propo-
nent of this
technology is
the SME
Hydrogenious

Required
parameters

>1000 L/min Refueling truck
concept fully opti-
mized for airport
refueling commer-
cially available by
2030

Hydrant refueling
system costs at
par with refueling
trucks

Targets for
further
innovations

Reduce LH2

refueling times to
minimize impact
on turnaround
times
New, more effi-
cient hose con-
nection systems to
ensure compati-
bility with uncon-
ventional tank
setups (e.g., over-
head, from the
top) and ensure
reliable, safe con-
nections through
self-closing quick
couplings

Develop a
refueling infra-
structure with
minimal disrup-
tions to current
airport operations
Modular setup,
including the opti-
mal organization
of ground opera-
tions and infra-
structure to allow
parallel refueling
systems

Determine
whether LH2

hydrant refueling
infrastructure is
cost-technically
possible and
could enable
economies of
scale at large
airports

Compressed
hydrogen and, to
a lesser extent,
cryogenic
hydrogen,
e-LNG, and
e-ammonia
require heavy
tanks to contain
the fuel



demonstrating the current state of technologies for hydrogen storage and transpor-
tation at the airports as well as of onboard technologies for hydrogen accumulation
and propulsion.
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Table 5 Component analysis of the onboard technologies of hydrogen accumulation and
propulsion

Technological
systems

Current technological
parameters

Required technological
parameters

Priorities of further
innovations

Onboard LH2

distribution
components
and system

No designs for commer-
cial aircraft standards
yet

Safe, certified distribu-
tion architecture with
minimized weight and
maintenance costs

Ensure a kerosene level
of safety and reliability
for LH2 distribution

High-power
fuel cell sys-
tem/H2 direct
burning
turbine

~0.75 kW/kg power
density on system level;
The most advanced and
suitable for aviation
today are
low-temperature proton-
exchange membrane
(PEM) fuel cells;
A hybrid system of H2

turbines and fuel cell
systems

1.7 kW/kg for up to
regional aircraft
(<5 MW), 2 kW/kg for
short-range and larger
aircraft;
LH2 requires cryogenic
cooling down to 20 °K.
These temperatures must
be handled by pipes,
valves, and compressors;
Boil-off needs to be kept
low; and leakage and
embrittlement of mate-
rial are avoided

Enable the use of fuel
cell propulsion since it
has a higher potential to
reduce climate impact
than H2 combustion;
H2 propulsion turbines
with low-NOx emissions
and long lifetimes
А hybrid system of H2

turbines and fuel cell
systems

Lightweight
and safe LH2

tanks

15–20% gravimetric
index (for tank with less
than 1 ton of LH2)

35% gravimetric index
for short-range (5 tons of
LH2 stored), 38%+ for
long-range aircraft (more
than 30 tons of LH2);
Since LH2 needs to
remain cold and heat
transfer must be mini-
mized to avoid vapori-
zation of hydrogen,
spherical or cylindrical
tanks are required to
keep losses low.

Decrease weight of LH2

tanks to enable more
efficient H2-powered
aircraft and better
economics – potentially
enabling competitive
economics for long-
range aircraft

6 Conclusions

• To decarbonize, aviation needs new fuels and propulsion technology. A broad
range of technological innovations is under development to improve aircraft fuel
efficiency and reduce their CO2 emissions. Many of the revolutionary aircraft
technology concepts offer other benefits than fuel efficiency.
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• Investing in SAFs and offsetting emissions through market-based measures, such
as CORSIA, may appear easier and cheaper than implementing radically new
aircraft and propulsion technologies.

• Hydrogen propulsion could significantly reduce climate impact.
• Assuming these technical developments, H2 propulsion is best suited for com-

muter, regional, short range, and medium-range aircraft.
• Long-range aircraft require new aircraft designs for hydrogen.
• Refueling infrastructure is a manageable challenge in early ramp-up years but will

require significant coordination.
• A more challenging but not impossible scale-up after 2040 is required.
• To scale hydrogen-powered aircraft, several technological and infrastructural

unlocks need to happen, especially within the accumulation and storage technol-
ogies. Industry experts project these important advancements are possible within
5–10 years.
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Waste-Free Technology for the Production
of Building Materials by Mining
and Processing Plants

Oksana Vovk, Kostiantyn Tkachuk, Oksana Tverda, Andrii Syniuk,
and Eduard Kukuiashnyi

Al2O3 Aluminum oxide
B2O3 Boron oxide
Fe2O3 Iron (III) oxide
MgO Magnesium oxide
SO2 Silicon dioxide

1 Introduction

Mining wastes occupy a special place among the pollution caused by mining
complexes; affect the air, groundwater, and surface water; increase the risk of
migration of surface contaminants; and require the removal of land that could be
used, for example, in agriculture (Tverda et al., 2016).

Solving the problems of ensuring the integrated use of mineral raw materials,
waste disposal, and organizing the development of minerals with low-waste or
non-waste production remains relevant. Under modern conditions of development
and growth rates of the mining industry, shortcomings in the integrated and fuller use
of minerals become unacceptable waste (Ivanov & Bilaniuk, 2015).
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One of the powerful directions of the mining industry is the extraction of
nonmetallic minerals and the production of gravel from them (Dynіak & Tkachuk,
2014). This is due to the need to build infrastructure, the development of urban
planning, as well as infrastructural modernization. The construction industry of both
Ukraine and other countries, with significant extraction of nonmetallic minerals,
accumulates millions of cubic meters of waste, occupying large areas of fertile
agricultural land.

Thus, at the average stone-crushing enterprise with a capacity of 3 million m3 of
crushed stone per year, 420–600 thousand m3 of dropouts are formed, which is
14–20% of the total volume of extracted mining mass. Therefore, the task of the
utilization of waste generated during the extraction and processing of nonmetallic
minerals is particularly important and relevant (Ivanenko et al., 2012).

The simplest technological option is the utilization of nonmetallic mining waste
for the production of construction raw materials and products (Ivanov & Bilaniuk,
2015). It should be noted that current waste is better for the production of building
materials, because it retains the original physical and mechanical properties and
chemical composition and, in addition, can reach the consumer bypassing all other
actions necessary to consolidate waste (transportation, storage, etc.). Waste can be
used for various construction works, in particular for the construction of roads,
foundations, dams, filling of spent areas, leveling, etc. (Samir et al., 2018).

Gravel dropouts, which are formed in the process of stone crushing and stone
processing, are almost universally used as a road construction material. The bulk of
the industrial waste that is disposed of is used to fill up the excavated quarries, fill the
underground mine workings, and rehabilitate the disturbed arable and pasture lands.
Shallow quarries in almost all regions of Ukraine are filled. At the same time, in the
process of backfilling not only waste rocks, which cannot be used otherwise, but also
such types of industrial waste, which can be processed into useful products, are used
(Ivanov & Bilaniuk, 2015). Mining companies use part of the waste to form a
stemming of borehole charges for the explosive destruction of rocks (Tverda et al.,
2021).

Dropouts can be used as an intensifier of sintering in high-speed firing modes of
floor tiles and for the production of bricks instead of fireclay and sand, for the
production of ceramic products (Ivanenko et al., 2012). Dropouts with particle sizes
less than 5 mm should be used as a filler for the manufacture of aerated concrete and
mortars (Popovych et al., 2013).

One of the areas where dropouts can be used is ultrahigh performance concrete
(UHPC). UHPC can be a good alternative for recycling gravel waste. In
(Vaitkevičius et al., 2013), it is researched how gravel waste affects the main
properties of UHPC: viscosity, density, and compressive strength. Gravel waste
can be used as a microfiller or to replace some cement.

Gravel waste can also be used to produce alite. One way is to heat the feedstock
once to obtain alite. To do this, 3 mol of СаCО3 is taken per 1 ton of waste and
heated to a temperature of 1450 °C; the result is alite (3СаО∙SiО2). The second is
realized by means of two-stage heating. One ton of waste is first heated to a
temperature of 1300 °C, using 2 mol of СаCО3. The result of firing is 2СаО∙SiО2 –



white. The resulting heat is cooled to 25 °C, and Al2O3 is leached with soda solution.
In this regard, it is necessary to reheat. As heat, you can partially use the heat of the
exhaust gases obtained during the first firing. This heating is carried out using 1 mol
of СаCО3 and occurs to a temperature of 1450 °C to obtain alite (Yefimenko et al.,
2014).
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In addition, the directions of extraction of silica from the gravel waste are being
developed. Silica can be used: as a carrier of catalysts and chemical plant protection
products; as sorbents and filter powders for the regeneration of petroleum products;
as a high-quality flux in nonferrous metallurgy processes; as a raw material for the
production of environmentally friendly glass, glass containers, and crystal; as a filler
for paper and cardboard in order to obtain hygienically clean packaging materials for
the food industry; as a filter powder for beer, oils, and juices; as a matte admixture to
varnishes and paints; to obtain silicon carbide in mechanical engineering (ceramic
engines, parts for spacecraft); in order to obtain crystalline silicon for the electronic
and electrical industries (ceramic electrical insulators, fiberglass, fiber optics, and
superfine fiber); for the synthesis of artificial zeolites in petrochemistry (oil crack-
ing); and as a filler in the production of rubber products as well as plastics
(Sugonyako & Zenitova, 2015).

The analysis of methods of utilization of gravel production waste shows that
enterprises, selling them, could not only receive additional income but also introduce
waste-free production technologies, reduce the impact of accumulated waste on the
environment, and reduce penalties for environmental pollution. Areas cleared of
waste could allow to expand the front of mining company works.

2 Method

The emission spectral analysis method was used to determine the chemical compo-
sition of mining waste and substantiate the possibility of using waste as raw material
for the production of new products – building materials. Emission spectral analysis is
based on the acquisition and study of emission spectra. Qualitative spectral analysis
is performed based on the position and relative intensity of individual lines in these
spectra. Comparing the intensity of specially selected spectral lines in the spectrum
of the sample with the intensity of the same lines in the spectra of the standards, the
content of the element is determined, thus performing a quantitative spectral anal-
ysis. Qualitative spectral analysis is based on the individuality of the emission
spectra of each element and, as a rule, comes down to determining the wavelengths
of the lines in the spectrum and establishing the belonging of these lines to one or
another element. Deciphering of spectra is carried out either on a steeloscope
(visually), or on a spectro projector or microscope after photographing the spectra
(Vikhariev et al., 2010).

Samples of mining waste (quartzite) of Tovkachiv Mining and Processing Plant
were analyzed in a certified laboratory in Kyiv.
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2.1 Calculation

According to laboratory studies, the mining waste has the following composition:
quartzite (SiO2), 96.9–98.05%; pyrophyllite (Al2O3), 0.77–1.47%; and ore mineral
(Fe2O3), 0.24–1%. This chemical composition of mining waste allows them to be
used as raw material for the manufacture of fiberglass. According to сhemical
composition of some glasses for continuous fiber (Gutnikov et al., 2010), the
chemical composition of the waste is closest to the chemical composition of glass
fiber type D (SiO2, 72–75%; B2O3, 21–24%; Al2O3, 0–1%; CaO, 0–1%; MgO,
0.5–0.6%; Na2O, 0–4%; K2O, 0–4%; Fe2O3, 0.3%), except for B2O3, MgO, and
excessive content of iron (III) oxide. It should be noted that the chemical composi-
tion of waste is not constant and depends on mining and geological conditions. That
is why the content ranges of the components are given above. If the content of iron
(III) oxide does not exceed 0.3%, then mining waste can be used as raw material for
the production of type D fiberglass provided that B2O3 and MgO are added in
appropriate proportions. If the content of iron (III) oxide exceeds 0.3%, it must be
removed from mining waste.

To remove iron (III) oxide from mining waste, it is proposed to grind the initial
rock mass in a fine grinding mill to a fraction size of 0.1–0.5 mm. This is necessary
to increase the efficiency of the magnetic separator, which is proposed to be used in
the next stage for the extraction of iron (III) oxides, as well as for further techno-
logical processes of fiberglass production.

In a magnetic separator due to the action of a magnetic field, iron-containing
particles are separated from the bulk of the rock. Modern magnetic separators allow
you to remove 95–99% of iron (III) oxides. Assume the chemical composition of
mining waste is as follows: SiO2, 97.63%; Al2O3, 1.09%; and Fe2O3, 1.28%. Given
that the magnetic separator allows you to remove at least 95% of iron (III) oxides,
976.3 kg of SiO2, 10.9 kg of Al2O3, and 0.64 kg of Fe2O3 will remain from one ton
of waste. According to our calculations, 306.73 kg of B2O3 and 7.16 kg of MgO
must be added to obtain raw materials from which type D fiberglass can be made.
After that, the total mass of raw materials will be 1301.7 kg, and its chemical
composition will be as follows: SiO2, 75%; B2O3, 23.56%; Al2O3, 0.84%; MgO,
0.55%; and Fe2O3, 0.049%, which fully meets the requirements for type D
fiberglass.

3 Results and Discussion

The method of waste utilization with the production of type D fiberglass for mining
and processing plants is proposed (Fig. 1). The method includes the extraction of
rock from the dumps of stone crushing plants, fine grinding of waste to a fraction of
0.1–0.5 mm, extraction of iron (III) oxides on a magnetic separator, adding B2O3 and



MgO in appropriate proportions, and supply of raw materials to the glass furnace for
the production of fiberglass.
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Fig. 1 Technological scheme of utilization of mining waste to obtain fiberglass: (1) mining waste;
(2) power hopper; (3) belt conveyor; (4) the dispenser of a fine grinding mill; (5) a fine grinding
mill; (6) magnetic separator; (7) glass furnace; (8) feeder; (9) jet tube; (10) spinneret feeder;
(11) fiberglass thread; (12) exhaust rolls; (13) conveyor; (14) drying chamber; (15) glass canvas;
(16) removed Fe2O3

Removed Fe2O3 can be used for the production of pigment for paints. The
production of gravel, the production of fiberglass based on the proposed method
of waste disposal, and the production of pigment for paints from extracted iron oxide
(III) allow to implement by mining and processing plants waste-free technology for
the production of building materials.

4 Conclusion

The analysis of literature sources and analysis of chemical composition of mining
waste showed the possibility of using mining waste to obtain building materials. The
analysis of methods of utilization of gravel production waste shows that enterprises,
selling them, could not only receive additional income but also introduce waste-free
production technologies, reduce the impact of accumulated waste on the environ-
ment, and reduce penalties for environmental pollution. Areas cleared of waste could
allow to expand the front of mining company works.
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The method of waste utilization with the production of type D fiberglass for
mining and processing plants is proposed. The method includes extraction of rock
from the dumps of stone crushing plants, fine grinding of waste to a fraction of
0.1–0.5 mm, extraction of iron (III) oxides on a magnetic separator, adding B2O3 and
MgO in appropriate proportions, and supply of raw materials to the glass furnace for
the production of fiberglass.

The production of gravel, fiberglass based on the proposed method of waste
disposal, and pigment for paints from extracted iron oxide (III) allows implementa-
tion by mining and processing plants waste-free technology for the production of
building materials.
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