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Abstract. Despite the increased interest in virtual and augmented real-
ity in recent years, they are not yet mainstream technologies for every-
day use in industry. We argue that a promising approach to facilitate
the application of virtual and augmented reality is to combine it with
conceptual modeling. In this paper, we thus conducted a systematic lit-
erature review on the combination of conceptual modeling with virtual
and augmented reality within the last two decades. For this purpose, we
reverted to a manual literature search, computational topic modeling,
and an expert-driven classification process. This analysis highlights the
areas in which such a combination of virtual and augmented reality and
conceptual modeling already exists, as well as the aspects that are not
yet covered or that would offer opportunities for further research.
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1 Introduction

Throughout the last years, the application of virtual reality (VR) and augmented
reality (AR) technologies to business scenarios has been increasingly studied by
the research community [37]. In VR, the user’s perception is based entirely on
virtual information in a virtual world. In AR, computer-generated information
is provided to the user in addition to data collected from real life, enhancing
the user’s perception of reality. Due to the recent technological progress [42],
affordable and mobile VR and AR devices became widely available and enabled
the broad application of the technology in industrial scenarios such as for main-
tenance tasks or training [16]. A study from PwC estimates that VR and AR
will deliver an enormous boost to the global economy until 2030 [13]. Further, a
recent study from 2022 indicates that a majority of U.S. executives are highly
interested in exploring AR and VR as a foundation for the Metaverse [31].

However, the development of such applications still requires considerable
technical know-how. Thus, the provision of systematic and at the same time
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flexible approaches for designing VR and AR applications is regarded as a pre-
requisite for a more widespread adoption, cf. [41]. Conceptual modeling, e.g., as
used in enterprise modeling, may serve as a solution for both aspects [35]. On
the one hand it aims to reduce complexity by structuring a particular domain for
improving human understanding [8,28]. This may involve the use of novel tech-
nologies, e.g., in three-dimensional space [2]. On the other hand, the knowledge
made explicit in such models may be processed algorithmically, e.g., as found in
model-driven engineering for easing the creation of software applications [7] or
for fueling knowledge into existing applications [14].

This leads us to propose two main directions for virtual and augmented real-
ity in relation to conceptual modeling. First, the use of functionalities of VR and
AR for modeling itself. We will denote this as VR/AR-assisted modeling. Second,
the incorporation of information from the model space into VR or AR applica-
tions, which we will denote as knowledge-based VR/AR. This second direction
includes both design-time and run-time aspects, i.e., the modeling and model-
driven generation of VR/AR applications as well as the fueling of model contents
into existing VR/AR applications.

The paper at hand aims to explore the multitude of approaches proposed
in academic research for combining conceptual modeling with virtual and aug-
mented reality. Despite numerous contributions, no structured analysis of them
has been undertaken so far to the best of our knowledge. Therefore, we conducted
a systematic literature review on the combination of conceptual modeling with
VR and AR within the last two decades. Further, we employed a computational
content analysis to identify distinct research streams that have been explored in
this field. Finally, we analyzed and refined the results of our analysis with the
help of expert classification. The contribution of this study is to provide a com-
prehensive understanding of the main contributions for combining conceptual
modeling with virtual and augmented reality, identify the main topics that have
been studied in the past, and highlight the areas that require further research.

The remainder of the paper is structured as follows. In Sect. 2, we will describe
the research methodology used for the review. Section 3 will describe the litera-
ture search results, which were used as input for Latent Dirichlet Allocation to
computationally derive a first set of topics. Further, it will be shown how these
topics have been refined using expert classification and the allocation of papers
to the final set of topics. Finally, we will discuss the results of the analysis and
derive points for future research in Sect. 4, as well as related work in Sect. 5.

2 Research Methodology

The methodology that we followed in this study is mainly based on the rec-
ommendations by Kitchenham [19] for conducting systematic literature reviews.
This includes the three phases Planning, Conducting, and Reporting. The plan-
ning phase includes the identification of the need of the review as described
above, as well as the definition of a research protocol, as shown in Fig. 1. The
research protocol describes each step of the review process according to Booth
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et al. [5]. For the conduction phase, we further reverted to the guidelines by Web-
ster and Watson [39], who recommend in particular the screening of dedicated
outlets and the application of forward- and backward searches. In addition, we
performed a computational literature analysis followed by an expert classifica-
tion for deriving the topics of the different research streams.

Fig. 1. Description of the research protocol. The protocol is divided into the three
main areas as proposed by Kitchenham [19]. The process shows the undertaken steps
together with the resulting artifacts.

2.1 Aims and Scope of the Study

The aim of this work is to identify the main research topics that combine con-
ceptual modeling with virtual and augmented reality. Further, the study shall
give detailed insights on the proposed concepts of VR/AR-assisted modeling and
knowledge-based VR/AR. The investigated time frame includes academic papers
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that have been published between the years 2000 and the first half of 2022, with
the goal to show the most recent research developments in these areas.

2.2 Literature Collection

For identifying the main research contributions on combining conceptual model-
ing with VR/AR, we reverted primarily to the method proposed by Webster and
Watson [39] to determine an initial set of relevant sources. We describe in the
following the steps as shown in the Literature Search section of the research pro-
tocol in Fig. 1. We first identified the nine most important outlets in the field of
conceptual modeling, based on a recent review by Härer and Fill [17]. According
to this source, many topics in conceptual modeling are strongly related to enter-
prise modeling. For example, business/business process models, or data models
and schemas. In addition, we added five outlets in the area of Business Infor-
matics and Information Systems with potentially relevant contributions (Outlet
definition) - see Fig. 2.

Fig. 2. Data collection process following Webster & Watson [39]: (1) Identification of
the relevant outlets. (2) Screening of tables of contents. (3 and 4) Iterative forward- and
backward search, based on the newly added relevant papers. (5) Selection refinement
by a more profound inspection of the selected papers, resulting in 201 relevant papers
of which the raw texts were retrieved (6).

We analyzed the tables of contents of the outlets to identify relevant con-
tributions (Tables of contents search). For each of the found contributions, we
applied a forward- and backward search, i.e., finding for each paper relevant
cited and citing articles using semanticscholar.org and google.scholar.com (For-
ward / backward search). We repeated this step until no new papers were found.
We then reviewed the set of papers for excluding wrongly selected papers (Refine-
ment of publications). Finally, we retrieved the raw texts of the papers for further
analysis (Raw text retrieval), and calculated quantitative indicators of the set
of relevant papers (Statistical analysis). A detailed description of the results of
this literature search will follow in Sect. 3.1.
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2.3 Content-Based Data Analysis

To derive the research contribution in terms of previously studied topics, we
conducted a computational analysis and complemented it with an expert-driven
classification of relevant papers into distinct topical domains. The following steps
refer to the Literature Analysis section in the research protocol as defined in
Fig. 1.

Computational Data Analysis: For the compilation of an initial set of top-
ics describing the main directions in the papers of the literature analysis, we
resorted to the technique of topic modeling. This required the tokenization of
the raw text of each document and preliminary tasks such as minimal stemming,
stopword filtering, case transformation, synonym replacement, and single char-
acter filtering (Raw text tokenization and Token optimization). On this basis, we
performed an LDA (Latent Dirichlet Allocation), which is an established method
in computational topic modeling that has been successfully applied in previous
literature reviews [17,27]. For the LDA, we used an iterative approach, which
tries to optimize the hyperparameters for the topic generation, i.e., the number
of topics, alpha and beta heuristics, as well as some evaluation measures like
the topic coherence and the topic perplexity [23]. At the end of this iterative
process, we decided on pursuing an analysis with ten topics. Details and results
of this process will be described in Sect. 3.2.

Expert Analysis and Refinement: The topics proposed by the LDA were
then labeled and refined manually by the authors and one external expert in an
iterative procedure. By looking at the different words allocated by the LDA to
the topics and by considering the list of the most probable allocated topic for
each paper, we allocated labels to each topic (Topic labeling/exclusion). After
this first topic labeling, the papers were manually allocated to one of the topics.
As proposed by Vessey et al. [38], two experts allocated the papers independently
from each other to exactly derive one topic by screening the titles of the papers.
Then, each disagreement was discussed iteratively to find a consensus based on
the abstracts of the contributions (Title and abstract screening).

For checking the reviewers’ agreement, we calculated the inter-rater reliabil-
ity (IRR) by using Cohen’s Kappa (κ) [12] (Comparison of allocation). These
steps were repeated until reviewers one and two reached an agreement on their
allocation. Thereby, the topics could also be refined by renaming them or by
merging similar topics, if found necessary, during the manual evaluation (Refine
topics). This resulted in the final list of topics.

As an extension of the labeling process for two reviewers proposed by [38],
a third reviewer manually assigned the papers to the final topics derived by
reviewers one and two through a title and abstract screening (Reviewer 3 Title
and abstract screening). The goal was to validate the reliability of the final
assignment of reviewers one and two. Again, the IRR between the decision of the
third reviewer and the joint assignment of reviewers one and two was calculated
(Comparison of allocation).
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3 Results

In this section, we describe the results obtained from the literature search pro-
cess defined in Sect. 2.2, as well as of the content-based data analysis process
described in Sect. 2.3.

3.1 Literature Search for Combining Virtual and Augmented
Reality with Conceptual Modeling

As described in the methodology section above, we initially examined 15 outlets.
We went manually through the outlets’ tables of contents and searched for the
terms AR, VR, augmented reality, virtual reality, and 3D. The abstracts of the
resulting papers were used to decide whether they are relevant for the analy-
sis. A paper was considered relevant if it addressed at least one of the above
areas, as well as conceptual modeling. In the context of this paper, we regard
conceptual modeling in a broad sense, i.e., relating to the formal description of
some aspect of the world around us based on a schema for the purpose of human
understanding and communication [17,28]. The initial screening of these outlets
led to a list of 30 relevant papers. The forward- and backward searches resulted
in a list of 248 papers. Subsequently, a more detailed analysis of whether each
paper indeed involved conceptual modeling was performed. Through a manual
review of abstracts and/or full texts, we identified and excluded papers that are
not based on a schema. This process resulted in a final list of 201 relevant papers.
Due to space restrictions, the documentation of the whole process is available in
the online Appendix A.

Regarding the number of publications over time, there is a clearly increasing
trend in the number of published papers with a slope of m = 0.4675 when
excluding the values from 2022 – see the right side of Fig. 3. In addition, the
publications are distributed over many outlets. Only 30 out of the 201 relevant
papers were published in one of the initially defined 15 outlets. In total, the 201
papers were published in 143 different outlets and only 12 of these outlets had
three or more publications in the observed time span – see left side of Fig. 3. From
the initial 15 outlets only BMSD, CAiSE, ECIS and Computers in Industry have
three or more relevant publications.

3.2 Computational Topic Modeling

For the content-based analysis, we used computational topic modeling. Two
common methods are LDA (Latent Dirichlet Allocation) [4] and NMF (Non-
Negative Matrix Factorization) [36], which have been used for a long time. NMF
is increasingly used for document collections with large noise, e.g., prepositions,
abbreviations, or slang words. LDA can struggle with noise, but can be used
in an iterative, semi-supervised way to produce a good ground truth of top-
ics [11]. When the ground assumption of non-correlating topics does not hold,
alternatives such as CTM (Correlated Topic Models) and STM (Structural Topic
Models) may be used. CTM relaxes the assumption of independent topics [20].
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Fig. 3. Outlets with three or more relevant papers obtained from the literature search
(left) and number of articles published per year with a linear trend line (right). The
year 2022 was not considered since not all publications were yet available at the cut-off
date of the analysis.

STM is a mixture model, in which each document can belong to a mixture of the
specified k topics [34] and is often used for documents containing questionnaire
data with open-ended questions. For datasets consisting mainly of short texts
such as social media posts, specific methods have been developed, among oth-
ers, SATM [33], or ETM [32]. Since our dataset consists exclusively of scientific
papers, we decided to exclude the recent methods for short texts. We assumed
that the topics in our analysis should be unique and independent. Further, we
aimed to achieve the clearest possible assignment of a paper to a topic. Thus,
we chose to exclude CTM and STM. Finally, we selected the traditional LDA
as our basic methodology, which has been validated by several empirical studies
as being capable of extracting semantically meaningful topics from texts and
categorizing texts according to these topics [6,9,22,24].

We used MALLET (MAchine Learning for LanguagE Toolkit), as well as
the LDA implementation that is part of RapidMiner Studio 9.5. As topic model-
ing is an unsupervised process, the evaluation of the results of an LDA presents
some challenges. First, the quality of topics can be measured and compared by
the coherence value of the topics [9,24]. It gives an overview of the semantic
interpretability of the topics [24]. Second, perplexity measures of how well a
probability model predicts a given sample. However, Chang et al. [9] showed,
that human judgement and perplexity often do not correlate. Since the goal of
our analysis was to get distinguishable topics that are human-interpretable, we
focused on coherence rather than perplexity. Regarding the number of tokens
assigned to each topic (topic size), there is no optimal topic value according to
Mimno et al. [24]. However, smaller topics seem to be of better quality.

Based on this information, we performed different iterations of LDA for seven
to thirteen topics and compared the corresponding average coherence values
CUMass. The values varied between −3.369 and −4.257, where lower values are
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considered as better [24]. Since CUMass decreases rapidly at the beginning and
remains relatively stable between the LDA with ten and 13 topics, we decided
to analyze the model with ten topics having an average coherence value of
CUMass = −4.203. Further, we chose five tokens per topic as topic size. The
left side of Fig. 4 shows the ten initial topics delivered by the LDA with the five
most weighted words for each topic. For example, Topic 0 has the most weighted
terms system, maintenance, context, user, and information. The order of the top-
ics has no specific meaning. Further, the LDA delivered a list of all papers with
the according allocation probability to the different topics. Over a set of docu-
ments, each document d is represented by a statistical distribution θd over its
different topics. That means, that each topic has a certain probability or weight
for d, and for each topic k a distribution of words θd,k [3]. The hidden variables
of the distributions are computed with the Gibbs sampling scheme by using par-
allel processing, where the weights per word are determined to maximize their
probability of occurring in a given topic [29].

Only 27 (13%) papers had a most probable allocation to one of the ten topics
of < 0.5. The remaining 174 papers had a most probable allocation of ≥ 0.5 and
101 papers (50%) had a most probable allocation of ≥ 0.7.

For our study, the LDA was intended as an objective ground truth for further
analysis. For this reason, we do not elaborate further on the original topics of
the LDA, but rather focus on the additional findings through the manual topic
refinement and the paper assignment process in the next section.

3.3 Topics and Their Contribution

Since there is almost no human interference, LDA is a relatively objective pro-
cess. The results of the LDA require however some interpretation and contextu-
alization to increase their value. In this section, we therefore show the results of
the labeling and revision of the ten initial topics through expert assessment, as
well as the allocation of the different papers to these topics.

Refined Topics: For the labeling of the ten topics, the two authors considered
the words allocated to the topics by the LDA together with the list of the most
probable topic for each paper as defined by the Literature Analysis section of
the research protocol visible in Fig. 1. Thereby, the most probable topic for each
paper is the one to which the LDA assigns the paper with the highest probability.

We then decided commonly on a label for each LDA topic. Some topics
required specific treatment: Topic 8 consists of the terms system, service, glass,
smart, and information. This indicates a focus on smart glasses, which have been
explicitly researched in several of the selected papers. Since this is a hardware-
specific category, it was decided to exclude this topic from the subsequent steps.
Further, Topic 7 and Topic 9 were considered as similar in terms of their research
area. The terms sysml, uml, diagram, and visualization were interpreted as
related to software or system visualization. Thus, they were merged in one topic
with the label Software and System Visualization. As shown in Fig. 4 (Refined
Topics), out of the 10 LDA topics, eight topics were kept for the further analysis.
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Fig. 4. Visualization of the topic evolution over the different refinement steps. LDA
Topics: Initial topics delivered by the LDA analysis with the five most weighted words
each. The order of the topics has no systematic ranking. Refined Topics: Topics
according to the expert topic labeling. Final Topics: Final seven topics after the last
refinement step.

Paper Allocation and Final Topics: After the initial topic labeling, the
papers were manually allocated to one of the topics by the two authors to express
the core focus of each paper through a single assignment. The resulting inter-
rater reliability (IRR) in the form of Cohen’s Kappa [12] was κ = 0.617 after
the first allocation. According to Landis and Koch [21] values between 0.6 and
0.8 indicate a substantial agreement. After agreeing on the allocation of papers
to the various topics, reviewers one and two discussed and refined the topics
again. Thereby, the topics User Aspects and Interfaces, and User Environment
and Virtual Worlds were merged into one topic entitled User Aspects and Devel-
opment Approaches, which was regarded as a more suitable, common label when
inspecting the underlying papers. This resulted in the final set of the seven topics
visible in Fig. 4 (Final Topics).

As shown in Table 1, 63 papers (31.3%) were allocated to the topic Business
and Process Aspects, followed by 37 papers (18.4%) allocated to Software and
System Visualization, 31 papers to User Aspects and Development Approaches
(15.4%), 26 papers to Semantic Aspects (12.9%), 23 papers to Training and
Simulation (11.4%), 14 papers to Concepts and Languages (7%), and 7 papers
to System Maintenance (3.5%). We will discuss the final topics and its main
contributions in more detail in Sect. 4.
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Table 1. Distribution of the 201 papers (nPapers) over the final seven topics in alpha-
betical order after the final allocation by reviewers one and two, and a visual distribu-
tion of the papers over time.

Quality Audit: For additional quality assurance it was reverted to a third
reviewer who assigned the 201 papers to the final seven topics by considering only
the titles of the papers. The resulting IRR in comparison to the final allocation
of reviewers one and two was κ = 0.520, indicating moderate agreement [21].
Following the title screening, the third reviewer was then additionally presented
with the abstracts of those papers to which he had not assigned the same topic as
reviewers one and two, without revealing the assignments of the other reviewers
to him. He could then decide whether to assign a different topic or maintain his
selection. After this step, the resulting IRR in comparison to the final allocation
of reviewers one and two increased to κ = 0.655, which indicates a substantial
agreement [21].

4 Discussion

With the insights gained above, we can now advance to the discussion of our
findings in regard to the initially proposed directions of VR/AR-assisted model-
ing and knowledge-based VR/AR. Further, we will highlight areas that have not
yet been covered by research.

The main research contributions are the following: First, the research ques-
tion on the main contributions of combining conceptual modeling with virtual
and augmented reality can be answered directly in terms of the literature search
(Sect. 3.1). The 201 relevant papers are distributed across many different out-
lets, with no outlet dominating. The research area reviewed in this paper shows
a clearly increasing trend in publications, which is a promising sign for future
research. Second, by discussing the results from Sect. 3.3 and by reflecting on
possible application areas that would push research and industry forward, we
can identify the main topics that have been studied in the past, and highlight
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the areas that require further research. Regarding the identification of the main
topics, we need to consider the final topics, their interpretation, the allocation
of the papers to these topics by the reviewers, as well as some exemplary con-
tributions to these topics. It shall be noted that the labeling of the different
topics is a subjective task and that other reviewers may allocate different labels.
However, we tried to mitigate this subjective factor by conducting the objective
LDA analysis as a ground truth for further investigation. Further, the labeling
of the different topics was conducted by two reviewers in an iterative process
and dissenting opinions were discussed. In the following, we discuss the final
topics and their interpretation as well as some sample papers that the reviewers
assigned to these topics.

Papers assigned to the topic Business and Process Aspects deal mainly with
business process management. With regard to the traditional business process
life cycle [40], Design/Analysis [R90, R169, R244]1, Configuration [R72, R193],
and Enactment [R152, R173, R219] have been subject of research related to
VR/AR. However, we could not yet discover research on the Evaluation of busi-
ness processes related to VR/AR. This is surprising, since VR/AR devices pro-
vide a variety of sensor data that would be predestined for process evaluation.
The areas VR/AR-assisted modeling, e.g., [R96] and knowledge-based VR/AR,
e.g., [R1, R158] are both present in research.

Concepts and Languages contain contributions like languages for modeling
VR/AR systems, or for authoring VR/AR content. Thereby, we could identify
the three main streams: content creation [R88, R186], metamodeling [R147, R26],
and concepts for model-driven code generation [R184, R119]. All these research
streams can be related to knowledge-based VR/AR, either for design-time, or for
run-time, i.e., real-time content creation. What seems to have not been covered
so far is the combination of knowledge-based VR/AR and VR/AR-assisted mod-
eling in a generic way, e.g., for allowing VR-based model-driven engineering of
VR/AR applications, which could be useful for simulating the interaction with
3D environments in VR prior to their realization using AR.

For structuring the papers allocated to the topic of Semantic Aspects, we
found that they can be related to the seven components of the semantic web
framework derived in [15]. Considering these components, we found approaches
for Querying and Reasoning [R4, R148, R206], Ontology Engineering [R41,
R205], Ontology Instance Generation [R160, R208], and Semantic Web Ser-
vices [R188]. The assignment to VR/AR-assisted modeling or knowledge-based
VR/AR is not always clear. It depends on whether the semantic aspects are used
for modeling ontology-driven VR/AR applications [R41], for semantic aspects
such as reasoning for AR during run-time [R148], or for generating models by
analyzing the sensor data of VR/AR devices. This last point seems to be missing
so far in the found papers.

1 For space reasons, references to articles from our literature analysis are linked in
a separate document. Clicking on the [R] reference opens a web page showing the
selected reference at the top.
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In Software and System Visualization the focus lies on requirement gathering
and analysis, designing, coding, testing, and maintenance and support, i.e., on
the software development life cycle [18]. Most of the discovered papers deal
with analyzing [R58, R142, R155, R156 R157] (knowledge-based VR/AR) and
designing [R105, R177] (VR/AR-assisted modeling) software and systems. Only
few addressed testing and maintenance of software and systems [R9, R85] and
none addressed so far the coding phase.

System Maintenance is an area where VR/AR is used in relation to main-
tenance activities, e.g., modeling languages and VR/AR systems guiding main-
tenance processes on the basis of conceptual models [R78, R99]. This refers
mainly to the area of knowledge-based VR/AR as described at the beginning of
the paper. Looking at the different types of maintenance, e.g., improving, pre-
venting, and correcting [25], all types are covered by the found approaches, since
most of them are not bound to a particular maintenance type.

In the Training and Simulation topic, contributions focus mainly on training
and simulation aspects, e.g., in business process training. Mostly we can refer
here again to knowledge-based VR/AR for design- or run-time. Most research is
conducted in training applications involving virtual worlds for desktop applica-
tions [R8, R34, R121] followed by VR training environments [R182, R234]. Very
little research has been done in the area of AR training applications combined
with conceptual modeling [R75, R228]. This is an area that should be explored
further, as training in AR offers many potential application scenarios.

The topic User Aspects and Development Approaches is twofold. First, con-
tributions focusing on the user, i.e., user interaction [R57], user interfaces [R29],
and collaboration [R215]. Second, research focusing on development approaches,
i.e., approaches investigating content authoring [R42, R102], model-driven devel-
opment [R30, R46], and the development of virtual worlds [R25]. Both of these
main streams primarily cover design-time aspects, and thus, belong to knowledge-
based VR/AR. Only very few contributions dealt with pedagogic or learning
aspects [R132]. This is surprising as there is a lot of ongoing research on general
VR/AR learning approaches, as recently shown by Chen et al. [10].

From the above descriptions and the mentioned papers, it becomes clear
that most of the contributions found in our analysis are positioned in the area
of knowledge-based VR/AR where models are used as input for VR/AR appli-
cations. Currently, there exist very few approaches where modeling in VR/AR,
or the automated elicitation of models is considered. Further, only some con-
tributions focus on pedagogic and learning aspects in AR modeling. Regarding
missing areas, some aspects are not covered at all by research yet. For example,
approaches combining knowledge-based VR/AR and VR/AR-assisted model-
ing, allowing the interplay of these two areas. Further, we could not yet iden-
tify approaches on the evaluation of business processes using VR/AR and no
approaches for the semantic elicitation of conceptual models during run-time,
e.g., for generating conceptual models on the basis of the user context.

Further, in comparison to the most promising industry use cases as proposed
by the Augmented Reality for Enterprise Alliance (AREA) [1], which acts under
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the umbrella of the Object Management Group (OMG), 11 out of the 13 use
case areas are covered also by our analysis. Only the areas remote assistance and
marketing and sales did not become apparent in our study. This large overlap
illustrates the relevance of the topics researched in academia for industry.

5 Related Work

Based on the wide research and analysis that we conducted, we can confidently
state that to date, there has been no literature review that systematically investi-
gates the combination of conceptual modeling with VR and AR. While there has
been a previous review in the field conducted by Poehler and Teutenberg [30],
it is important to note that their focus was specifically on the application of VR
for business processes, rather than conceptual modeling as a whole. Thus, our
findings highlight the novelty and importance of our review in filling this gap in
the existing body of literature.

6 Conclusion

In this paper we conducted a systematic literature review, a computational bib-
liometric study, as well as an expert driven classification of papers combining
conceptual modeling with VR/AR. The analysis suggests that there is a clear
upward trend in the number of publications in this research area. There are no
specific venues for this area so far, but the contributions are rather spread across
many different outlets. The elaborated research areas include research in both
VR/AR-assisted modeling, as well as knowledge-based VR/AR. However, the
focus so far lies strongly on knowledge-based VR/AR. Only few publications
deal with VR/AR-assisted modeling.

Despite the large number of publications that we reviewed, this study is
however not without limitations. First, the initial selection of outlets for the
literature search could have been extended to include further venues. However,
since we performed a comprehensive forward- and a backward search for each
paper, we are confident that we found most relevant papers. Second, we per-
formed a computer-assisted content analysis using only unigrams. We did not
consider bi-grams or n-grams, as this would have increased the complexity. This
could be considered for an extension of the study in the future. Third, we only
allowed papers to be allocated to one single topic. This follows the proposal
of Vessey et al. [38]. However, this could be extended to multiple allocations,
thereby permitting greater insight into the overlap of topics.

The results of our study offer valuable insights into the combination of con-
ceptual modeling with virtual and augmented reality, which we believe will be
of great interest to both the research community and industry practitioners. We
hope that our findings will stimulate discussions and lead to further research in
this evolving field. Moreover, we plan to standardize our process and share our
insights with other members of the AR modeling community, which will help
to advance the field and drive future innovation, e.g., in AR-related enterprise
modeling, like the use cases derived in [26].
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Appendix A Dataset of the Review Process

The bibliographies of the document corpora [R1-R248], as well as the various
lists [T1-T8] documenting the whole process shown in Fig. 1 are available as
HTML files online2. In particular, we provide lists with the initial papers [T2],
all papers [T3], papers per journal [T4], the most probable topics per paper [T5],
as well as the assignments of the reviewers during the review process [T6, T7,
T8, T9].
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