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Introduction

RNA Structure Meets Function

Current studies on RNA are flourishing, with the discovery of RNAs with new struc-
tures, a growing list of biological functions, and the development of RNA nanotech-
nologies. RNA is a central molecule in cell biology. Its activity is in various processes,
from post-transcriptional maturation to regulation of gene expression and metabolite
sensing.

RNA is a unique polymer. Like DNA, it can bind with great specificity to either
DNA or another RNA through Watson-Crick base pairing. It can also bind specific
proteins or small molecules. Contrary to DNA, RNA is an unstable molecule that is
sensitive to degradation both through elevated temperatures and by RNases.

RNA-like proteins can catalyze chemical reactions. Some RNAs possess intrinsic
enzymatic activity to catalyze different RNA modification reactions. These catalytic
RNAs include certain self-splicing RNA transcripts, joining amino acids to make
proteins, ribozymes, and RNase P, of which M1 RNA is an enzyme that maturates
the 5’ end of tRNA precursors.

RNA is also a unique informational molecule. In addition to carrying information
in their linear sequences of nucleotides (primary structure), RNA molecules fold
into intricate shapes. The pairing of local nucleotides forms secondary structures,
such as hairpins and stem—loops, but interactions among remotely located sequences
create tertiary structures. RNA structure influences the transcription, splicing, cellular
localization, translation, and turnover of the RNA (Fig. 1).

Several classes of RNA molecules are involved in converting the information
encoded in the cell’s DNA into functional gene products. Messenger RNAs (mRNAs)
are copies of individual protein-coding genes and serve as an amplified read-out of
each gene’s nucleic acid sequence. In eukaryotic cells, mRNAs are assembled from
longer RNA transcripts by the spliceosome, which consists of spliceosomal RNAs
and proteins. Spliceosomal RNAs help remove intervening sequences (introns) from
pre-mRNA transcripts and splice together the mRNA segments (exons) to create a
complex assortment of distinct protein-coding mRNAs from a single gene.
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Fig. 1 RNA clock showing different activities of RNA molecules

Two categories of noncoding RNAs participate in assembling the proteins spec-
ified by mRNAs. Ribosomal RNA (rRNA) constitutes the core structural and enzy-
matic framework of the ribosome, the molecular machine that synthesizes proteins
according to the instructions embedded in the sequence of an mRNA. Transfer RNAs
(tRNAs) use their anticodon complementary base pairing to decode the three-letter
genetic code in the mRNA. Each tRNA corresponds to a single amino acid that
sequentially incorporates into a growing protein chain.

An enormous amount of data supports the view that RNA structure determines
function. The best example of that is tRNA. It is the gold standard of molecular
biology, multifunctional, and beautifully corresponds to its primary, secondary, and
tertiary structure. More importantly, the crystal structure of different native tRNAs
(76 nucleotides, 25 000 D) solved with a high resolution proved those observations.

The role of RNA structure is understood to have an impact on biological processes.
Therefore, studies of RNA structure and function relationships are growing, aiming to
test new hypotheses with original experiments and derive the correct conclusions. The
functional diversity of RNA comes from its structural richness. RNA is intrinsically
able to fold into complex three-dimensional structures, which post-transcriptional
modifications can further modulate. Also, RNA can bind with other biomolecules
and interact with ligands.
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RNA molecules are biologically active (functional) only when folded into their
native conformation, determined by a specific secondary and tertiary structure. The
secondary structure of RNA plays an essential role in post-transcriptional regulatory
processes, including splicing, localization, stabilization, and translation. Still, the
tertiary structure is key to understanding the precise mechanisms behind RNA-protein
recognition.

RNA is not always a faithful copy of DNA. High-throughput sequencing has
revealed that the eukaryotic genome transcends beyond coding regions and uncovers
many novel functional RNAs, known as long noncoding RNAs (IncRNAs). These
RNA do not code for proteins and originate from sections of the genome once
believed to be junk DNA. Evidence indicates that long noncoding RNAs play roles
in many cellular processes, including guiding cell fate during embryonic develop-
ment. However, there is ongoing research to reveal precisely how IncRNAs exert
their influence. The basic mechanisms of action of these RNAs are only beginning to
emerge. They are most likely exhibited due to specific RNA secondary and tertiary
structures, as previously found for other RNAs, like rRNAs and tRNAs.

Once transcribed from the chromosomal DNA, most RNA molecules require
structural or post-transcriptional modifications before they can function. For instance,
ribosomal RNAs receive numerous chemical modifications for proper ribosome
assembly and function. These modifications are introduced by enzymatic reaction
in conjunction with specialized noncoding RNAs (called snoRNAs) that base pair
with the rRNA and guide the modifying enzymes to precise locations on the rRNA.
The chemical modification of RNA nucleotides affects several properties of RNA
molecules, including nucleotide sequence, secondary structure, RNA—protein inter-
action, localization, and processing. Identifying and mapping RNA modification falls
into a relatively new area of study called epitranscriptomics. With great hope, a better
understanding of the interface between a single chemically changed nucleotide and a
cellular function will pave the way toward developing novel diagnostic, prognostic,
and therapeutic tools for managing various diseases.

Eukaryotic cells contain thousands of small RNAs associated with various RNA
interference pathways. MicroRNAs, ca 22 nt long are produced from longer tran-
scripts that have a hairpin structure, associate with a protein (Argonaute), and base
pair specifically to mRNAs to inhibit their translation. A single miRNA can regulate
the activity of hundreds of protein-coding genes. Therefore, miRNAs significantly
impact the development and physiology of the cell.

Small interfering RNAs derive from any transcribed region of the genome, are
associated with Argonaute proteins, and act directly upon the locus from which they
are produced. Many endogenous siRNAs in eukaryotic cells specify the silencing
of transposons and repeat sequences in the genome. Similarly, in animals, the Piwi-
associated RNAs (piRNAs) promote genome integrity by silencing transposons and
repeat sequences. Genome-wide RNA structure determination has relied heavily on
computational predictions to create structural models for hypothesis testing. The
RNA prediction algorithms have greatly advanced in their ability to propose more
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accurate secondary structures from both primary sequences and sequence covari-
ation. These predicted structures are typically confirmed by secondary structure
probing, which still serves as the gold standard of RNA structure determination.

In addition to secondary and tertiary structures, RNA can also form higher-order
complexes due to canonical and noncanonical base pairing, which contribute to the
structural versatility of the RNA molecule. This observation prompted many groups
to design nanometer-sized tertiary RNA structures (nanoparticles) with the capacity
to bind small compounds, other ligands, and chemotherapeutics and use them in
chemotherapy. RNA nanoparticles efficiently target tumor tissues and can reduce
the toxicity of various drugs. These nanostructures can be conjugated with many
anti-cancer drugs and immunotherapy components.

RNA-based approaches can revolutionize molecular biology, cell biology,
biomedical research, and medicine. The nucleic acid-based molecules can be used to
regulate the level of gene expression inside the target cells and their potential efficacy
against human pathogens.

Finally, one can quote Francis Crick’s poem nicely characterizing RNA: “What
are the properties of genetic RNA. Is he in heaven, is he in hell? That dammed,
elusive Pimpernel.”

Poznan, Poland Jan Barciszewski
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Abstract Transfer RNA molecules (tRNAs) are produced from numerous nuclear
and mitochondrial genes and are primarily involved in bringing specific amino acid
residues to polyribosomes and enabling correct elongation of polypeptide chains.
Several different nucleases may degrade tRNA molecules into shorter oligonu-
cleotide chains designated transfer RNA fragments (tRFs). It has recently been
realized that these tRFs may resume diverse functions, including but not limited
to enabling ribosomal activities, sperm cell differentiation, and interaction with
messenger RNA transcripts (mMRNA) carrying complementary sequence motifs. Such
interaction can suppress the translation of those mRNAs and induce their degradation
in a similar manner to that of microRNAs (miRs). Additionally, tRFs can interact
with RNA-binding proteins and modulate translation processes and the functioning
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of transcription factors. This, in turn, can accelerate the division of some blood cell
types, for example, in patients recovering from ischemic stroke. However, the full
scope of tRFs structure—function relationships awaits further studies, addressing the
specific conditions, cell types, tissues and organisms where tRFs are produced and
function, as well as the dependence of their production on age, sex, health and disease.
The rapidly accumulating knowledge about tRFs calls for approaching these issues
and making the structure—function interrelationships of these intriguing molecules
amenable for further exploration.

Keywords Brain disorders - Methods + RNA therapeutics * Short non-coding
RNA - tRNA fragments

1 Introduction

Single cells, like sensible human beings, are carefully managing their budget, time
and energy for achieving their desired goals while controlling their actions to ensure
survival. Proliferation, growth, motility and other essential cellular processes require
highly controlled protein synthesis, with some proteins being essential for achieving
the desired goal, while others interfering with it. Hence, the machinery of protein
production is the core of cellular homeostasis and its disruptions, such as aberrant
protein accumulations or abnormally high activity of some proteins, endanger the
survival of the whole organism, as is the case in neurodegenerative diseases or cancer.
The process of protein synthesis is complex and time-consuming and requires a great
investment of molecular energy (Kafri et al. 2016). Such investment in the production
of a redundant protein might be a crucial mistake for a cell, disrupting its energy
balance and engaging it in useless or even toxic molecular pathways. Furthermore,
protein synthesis occurs at a time scale of minutes to hours (Brodsky 1975), limiting
the cellular ability of rapid response to unexpected environmental stimuli. Hence, it
is crucial for a cell to have additional, more efficient ways to control its homeostasis
and guide the process of protein production.

Surprisingly, the major controller of protein synthesis appears to be RNA, which
was initially thought to be only an intermediate molecule between DNA and protein
in the process of gene expression, without exerting direct functions on its own (Crick
1970). Unlike that traditional perspective, multiple non-coding RNA families, such
as microRNAs (miRs) and long non-coding RNAs (IncRNAs), emerged as playing
essential roles in controlling cellular homeostasis and gene expression (Amaral et al.
2013). Transcription is a lot cheaper than translation in terms of molecular energy
and time (Kafri et al. 2016), which gives RNA a great advantage over protein as a
molecular regulator. Moreover, RNA turnover is usually faster compared to proteins
(Belle et al. 2006; Wang et al. 2002), decreasing the risk of toxicity from overex-
pressing the regulator molecule. While avoiding translation spares a lot of energy,
sparing transcription as well may be even more effective. This option can be enabled
by the recently rediscovered family of non-coding RNA—short tRNA fragments
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(tRFs). TRFs are produced by specific cleavage of the pre-tRNA or mature tRNA
molecules to smaller fragments. Hence, their synthesis only requires the breakdown
of already existing transcripts, allowing a particularly rapid response, minimizing
the requirement for the cellular energetic resources. Enrichment of mammalian short
tRNA fragments was first identified in cancer and it was then considered a side effect
of the high tRNA turnover rate (Borek et al. 1977).

The first evidence demonstrating that tRFs are not merely tRNA degradation prod-
ucts but rather functional fragments, capable of regulating transcription and trans-
lation, was published only a decade ago (Haussecker et al. 2010; Lee et al. 2009;
Yamasaki et al. 2009). By now, tRFs are extensively studied in various biological
contexts and their diverse roles in major biological pathways are rapidly being eluci-
dated. However, many exciting questions, such as the evolutionary purpose of tRFs,
the complex relationships of tRFs and miRs, and the cell-type specificity of different
tRFs remain open and await further discoveries. Several excellent reviews have
already been written about the tRFs (Anderson and Ivanov 2014; Fagan et al. 2021;
Kim et al. 2020; Su et al. 2020), describing the current know-how about their biosyn-
thesis, classification and functional roles. Here, we review the original classification
of tRFs based on their biosynthesis and roles and assemble the existing evidence
regarding the molecular functions exerted by each tRF type, seeking their structure—
function relationships with a focus on the roles of tRFs in neurological disorders
and brain-to-body signalling. Furthermore, we discuss methodological challenges in
tRF research and describe several technical approaches developed specifically for
studying these intriguing molecules.

2 tRF Biosynthesis

The structural classification of tRFs is primarily based on their mapping to the tRNAs
of origin (Table 1). The synthesis of tRNAs starts with their transcription by RNA
polymerase III, resulting in premature tRNA (pre-tRNA), including additional 5’
leader and 3’ trailer sequences to be subsequently removed by RNAse P and RNAse
Z, followed by ligation of the cytidine—cytidine—adenosine (CCA) tail to the 3’ end
by the enzyme tRNA nucleotidyltransferase (Maraia and Lamichhane 2011). These
three modifications form the mature tRNA, ready to participate in amino acid trans-
port. Strikingly, the process of tRNA synthesis already generates an independently
functional short tRNA fragment, namely, tRF-1, representing the 3’ trailer sequence
(Kumar et al. 2016). tRF-1 affects transcription, positively regulating cell prolifer-
ation and being evidently involved in multiple cancers (Lee et al. 2009). Notably,
tRNA halves (or tiRNAs) were the earliest to be discovered and the most studied
tRF type so far (Kumar et al. 2016). They are generated by the RNAse Angiogenin,
cleaving the tRNA in the anticodon loop (Yamasaki et al. 2009). Other ribonucleases
were also shown to be involved in the generation of tRNA halves, such as Rnylp
in yeast (Thompson and Parker 2009) or RNase T2 in plants and humans (Megel
et al. 2019). Notably, tRNA halves are the longest tRFs, ranging between 31 and
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40 nucleotides. Multiple findings independently observe the involvement of tRNA
halves in stress response, the regulation of apoptosis and cellular survival (Li and Hu
2012; Saikia et al. 2014).

While tRNA halves stand out as classified into known non-coding RNA families
in terms of their structure, there are several tRF types that resemble microRNAs in
length and molecular modifications. Of those, tRF-5s are fragments mapping to the
5’ half of the original tRNA, classified into three types (tRF-5a-c) based on their
specific cleavage location (Table 1). Correspondingly, there are two types of tRF-3s,
tRF-3a and tRF-3b, both mapping to the 3’ half of the tRNA of origin. Notably, both
tRF-5s and tRF-3s include 5’ phosphate and 3" hydroxyl groups, which, together with
their size, makes them greatly similar to microRNAs and piRNAs, suggesting that
they might have parallel functions (Couvillion et al. 2010). Furthermore, both 5" and
3’ short tRFs are processed by Dicer, similarly to microRNAs (Babiarz et al. 2008),
and by RNase T2, like tRNA halves (Megel et al. 2019).

Table 1 Classification and basic characteristics of the tRNA fragments (tRFs)

Type Length Location in | Restriction | Associated References
(nucleotides) | tRNA of enzymes biological
origin processes
tRF-1 16-27 3/ trailer RNAse Z Cell proliferation Kumar et al.
sequence of (2016);
pre-tRNA Lee et al.
(2009)
tRNA halves |30-40 3’ or 5’ half | Angiogenin | Stress response Yamasaki
(tiRNAs) Rnylp Apoptosis et al. (2009);
RNase T2 Epigenetic Thompson
inheritance and Parker
(2009);
Megel et al.
(2019);
Li and Hu
(2012);
Saikia et al.
(2014)
tRF-5a 14-16 5’ half Dicer Gene silencing Kumar et al.
tRF-5b 22-24 RNAse T2 (2014);
Babiarz et al.
tRF-5¢ 28-30 (2008);
tRF-3a 18 3’ half Gene silencing Megel et al.
tRE-3b 2 Translation (ZQ 19);
enhancement Winek et al.
(2020);
Kim et al.
(2017)
i-tRF ~20 Anticodon | Unknown Inhibition of Kim et al.
loop tumour growth (2020)
Neurodegeneration
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Fig. 1 Schematic overview of tRF biosynthesis and intracellular molecular pathways involving
tRFs

Lastly, internal tRFs (i-tRF) include the whole anticodon loop (Kumar et al. 2016).
i-tRFs are involved in breast cancer by sequestering the RNA-binding protein YBX1
(Goodarzi et al. 2015) and include an intron, which might be subjected to alternative
splicing, producing a different fragment with potentially distinct functions. Further,
mutated CLP1, which plays a major role in tRNA splicing, leads to the accumulation
of intron-expressing i-tRFs, potentially linked to neurodegeneration (Schaffer et al.
2014). Apart from their classification by the location of cleavage, tRFs may be
categorized by their genome of origin (nuclear or mitochondrial) or the amino acid
associated with their parental tRNAs. However, in the present chapter, we consider the
biosynthetic partition as the major one, aiming to summarize the existing evidence
for the causal structure—function relationship of different tRF sub-families with a
focus on their discovered biological roles and internal sub-classifications (Fig. 1).

5" leader and 3’ trailer tRFs are cleaved from the premature tRNA (pre-tRNA) by
Rnase P and Rnase Z correspondingly. Mature tRNAs give rise to 5" and 3’ short tRFs,
processed by Dicer and Rnase T2. Angiogenin, Rny1p and Rnase T2 generate longer
tRNA halves, or tiRNAs. Lastly, i-tRF includes an anticodon loop and its processing
pathway is yet to be established. (A) 5’ tiRNAs inhibit ribosomal translation, while a
specific 3’ tRF derived from Leucine enhances ribosomal assembly. (B) Both 3’ and
5’ tiRNAs inhibit apoptosis by sequestering the cytochrome C released from mito-
chondria and thus preventing the apoptosome assembly. (C) 3" and 5’ short tRFs, like
microRNAs, arrest translation and induce mRNA degradation by binding to comple-
mentary sequence motifs in those mRNAs. (D) 5’ tRFs, both tiRNAs and shorter
fragments, were identified in extracellular vesicles, showing their active transport
between cells and tissues.
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3 tRNA Halves (tiRNAs)

3.1 5’ tiRNAs Inhibit Translation

Transfer RNA halves, or tiRNAs, were first identified in the ciliated protozoan
Tetrahymena thermophila deprived of essential amino acids (Lee and Collins 2005).
Fragments mapping to tRNA halves, 30-35 nucleotides in length, accumulate in
starving T. thermophila, peaking at 3 h starvation which may be part of a quality-
control process, with the cleavage targeting the redundant or deacetylated, and hence
non-protected, tRNAs for total degradation. However, tiRNA accumulation occurs
only under specific starvation conditions but not in growing, mating or heat-shocked
cells. The specificity of stimuli triggering tiRNA synthesis suggests that these frag-
ments might have a functional role in the initiated process. Similar findings were
later reported in bacteria (Haiser et al. 2008), fungi (Jochl et al. 2008) and yeast
(Thompson and Parker 2009). Primarily suggested involvement of tiRNAs in protein
synthesis inhibition initiates with reducing the amount of tRNAs available for trans-
lation. However, high specificity of the cleavage reaction and of the parental tRNA
molecules chosen for tiRNA generation, together with the fact that tiRNAs represent
a very small fraction of the whole tRNA pool, suggests that tiRNAs may have other
function(s), not directly related to tRNA degradation. Intriguing evidence supporting
an independent role of tiRNAs as translation inhibitors emerged from human cell
culture tests (Yamasaki et al. 2009). Transfecting cells with endogenous tiRNAs
reduced protein synthesis in the treated cells, exposing a causal link between tiRNA
activity and translational arrest. Importantly, 5" halves alone led to this pronounced
effect, while overexpressing the 3’ halves ensured protein levels similar to those of
control cells.

In addition to proving the functional independence of 5’ tiRNAs, Yamasaki et al.
(2009) pioneered a concrete molecular pathway of tiRNA generation in human cells.
Surprisingly, the broadly studied ribonuclease Angiogenin, whose major function
involves the promotion of angiogenesis, appears to be an essential nuclease for tiRNA
production in mammalian cells and body fluids. Knockdown of angiogenin prevents
both tiRNA accumulation and translation inhibition. tiRNA levels further depend on
the Angiogenin inhibitor, RNH1, which sequesters the ribonuclease in the cytoplasm
under physiological conditions and releases it in response to stress (Yamasaki et al.
2009). Further, a cascade of events leads to tiRNA-dependent translation inhibition
(Emara et al. 2010; Ivanov et al. 2011). 5’ tiRNAs prevent translation by displacing
the translation initiation elF4G/A complex from mRNAs. This process depends on
YB-1, a known cold shock domain protein (Ivanov et al. 2011). As a result, impaired
translation leads to the assembly of stress granules, observed earlier as a downstream
event of 5’ tiRNA overexpression (Emara et al. 2010).

5’ tiRNAs share several structural features that are essential for their capacity to
inhibit translation and are missing in 3’ tiRNAs, indicating that such shared features
may enable 5’ tiRNAs to interact with relevant proteins. Indeed, the 5’ terminated
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monophosphate modifications, absent in 3’ tiRNAs, emerged as crucial for the induc-
tion of stress granules (Emara et al. 2010). Furthermore, the capacity to inhibit trans-
lation is limited to tRFs originating from alanine and cysteine tRNAs, which are the
only tRNAs featuring the terminal oligoguanine (5'-TOG) motif (Ivanov et al. 2011).
Hybridizing the TOG motif to the 5" methionine tiRNA is sufficient to potentiate its
capacity for inhibiting translation and inducing stress granules. Finally, the secondary
structure of the D-loop included in the 5’ tiRNA may also be essential for conferring
the reported functions (Ivanov et al. 2011). Gradual truncation of the 3’ end of alanine
tRNA-derived 5’ tiRNA damaged its capacity to inhibit translation, except for when
it interfered with the D-loop (Ivanov et al. 2011). Furthermore, 5’ tiRNAs possess
the ability to form intermolecular dimers and tetramers, likely contributing to their
stability (Lyons et al. 2017). Importantly, the 5’ tiRNAs involved in translation inhi-
bition are mostly nuclear genome-originated, and only a few mitochondrial tiRNAs
were enriched following Angiogenin-mediated degradation (Haiser et al. 2008; Jochl
et al. 2008). Thus, similarly to other molecules controlling protein synthesis, such as
transcription factors and microRNAs, translation-inhibiting tiRNAs also stem from
the nucleus.

3.2 5’ tiRNAs Are Intercellular Communicating RNAs

While translation inhibition is a vastly important function, it affects one cell, rather
than a whole population. Multiple findings suggest that 5’ tiRNAs are further involved
in intercellular signalling, being transferred between different cells in extracellular
vesicles (EVs), similarly to microRNAs (Chiou et al. 2018; Nolte-’t Hoen et al. 2012;
Vojtech et al. 2014; Weng et al. 2022). Intriguingly, this transport in EVs seems to
be specific to 5’ primed, but not 3’ primed tRFs (Chiou et al. 2018). 5’ tiRNAs
were identified to be released in extracellular vesicles from the protozoan parasite
Trypanosoma cruzi and consequently infect host HeLa cells, inducing a massive
transcriptomic change (Garcia-Silva et al. 2014). Interestingly, only 5" threonine
and leucine-derived tiRNAs affected transcription in the host cells. Furthermore, 5
tiRNAs packed in EVs serve as a means of intercellular communication within a
multicellular organism. For example, immune response requires a carefully orches-
trated cellular reaction relying on multiple intercellular communication pathways.
Compatible with their predicted involvement in the immune response, 5 tiRNAs
are specifically enriched in hematopoietic tissues (Dhahbi et al. 2013). Moreover,
leucine tRNA-derived 5’ tiRNAs selectively exported into exosomes during inflam-
matory reactions can repress T-cell activation (Chiou et al. 2018; Nolte-’t Hoen
et al. 2012; Vojtech et al. 2014; Weng et al. 2022). Notably, T-cell-derived vesicles
were more effectively enriched with tRFs than with microRNAs, possibly reflecting
separate roles of these two small non-coding RNA families. Moreover, antisense
oligonucleotides-mediated suppression of the most enriched 5’ tiRNAs enhanced T-
cell activation, indicating that 5’ tiRNAs actively suppress inflammation (Chiou et al.
2018; Nolte-’t Hoen et al. 2012; Vojtech et al. 2014; Weng et al. 2022).
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Intriguingly, a recent study by our group has found that both angiogenin and blood
cell tRFs are massively induced by stroke, possibly taking part in regulating post-
stroke immune deficiency (Winek et al. 2020). Supporting previous observations,
microRNAs are downregulated following an ischemic event, with an especially sharp
decline in microRNAs targeting the cholinergic transcripts, enabling preferential
involvement of tRFs which replace microRNAs in immune response regulation and
inflammation blockade (a ‘changing of the guards’ response). An alternative way
to spread the tRFs within a cell population is to transfer the restriction enzyme
responsible for their synthesis. For example, angiogenin is a secreted protein capable
of invading mammalian cells, which is traditionally used to explain its potential
to induce angiogenesis (Olson et al. 1998). Nevertheless, intercellular transfer of
angiogenin might also transmit its ability to generate tiRNA. Specifically, tRNA
restriction in the anticodon loop is a known protective mechanism in bacteria, that
serves as a suicide attempt following viral infection for the sake of saving the rest
of the population (Oberbauer and Schaefer 2018). Hence, bacteria spread plasmid-
encoded ribonucleases to enable other cells to mimic this response (Oberbauer and
Schaefer 2018).

3.3 5' tiRNAs Modulate Epigenetic Inheritance

Apart from their intercellular communication role, the 5’ tiRNAs may also transfer
information in an inter-generational manner. Two independent research groups find
abundantly expressed small RNA fragments mapping to the 5" half of their parental
tRNAs in the sperm of mice treated with either low-protein or high-fat diet (Chen et al.
2016; Sharma et al. 2016). Sharma et al. (2016) hypothesize that these fragments
are delivered to the mature sperm via extracellular vesicles, since they were not
enriched in the testicles of the treated mice. Supporting this notion, transfecting
healthy embryos with 5’ tiRNAs that were upregulated in the sperm caused severe
metabolic disorders in the progeny of mice raised on a high-fat diet, independent of
any genome modifications, such as DNA methylation (Chen et al. 2016; Sharma et al.
2016). Intriguingly, Sharma et al. (2016) suggest a concrete molecular pathway of
tiRNA epigenetic modulation, whereby specific 5’ tiRNAs might interfere with the
regulation of endogenous retroelements; and show that inhibiting the GCC anticodon
of 5'-Glycine tiRNA anticodon downregulates around 70 mRNAs, all representing
targets of the endogenous retroelement MERVL (Sharma et al. 2016). The authors
conclude that MERVL activity modulation reflects a pathway whereby 5’ tiRNAs
affect the metabolic changes in the progeny as a function of the paternal dietary
conditions.
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3.4 Both 5' and 3’ tiRNAs Inhibit Apoptosis

Apoptosis is the natural cellular reaction to stress, when the cell has no resources
for adaptation. It eventually leads to cellular death, and its aberrant activation is
the basis of multiple diseases, such as neurodegenerative disorders, cancer, organ
failure and others (Favaloro et al. 2012). Intriguingly, one of the mechanisms control-
ling apoptosis involves angiogenin-dependent tRNA breakdown to tiRNAs (Saikia
et al. 2014). The cellular apoptosis is initiated by mitochondrial release of various
signalling factors from the intermembrane space, including Cytochrome C. Once
released into the cytoplasm, Cyt C binds to the apoptotic protease activating factor 1
protein (Apaf-1), forming a multimeric complex, which in turn activates the caspase-
dependent apoptosis cascade (Zou et al. 1999). However, this mechanism can be
inhibited by both 5" primed and 3’ primed tiRNAs, or tRNA halves, which bind to
Cyt C and thus prevent the formation of the apoptosome and the consequent cellular
death (Saikia et al. 2014). Surprisingly, although mitochondria play a major role in
initiating apoptosis, the vast majority of tiRNAs involved in apoptosis regulation are
nuclear genome-originated (Saikia et al. 2014). Moreover, mitochondrial tiRNAs
are not enriched under apoptosis, indicating that Cyt C complex formation occurs
primarily in the cytoplasm.

4 Type I tRFs: miR-Like tRNA Fragments

While tiRNAs mostly function in a similar manner to long non-coding RNAs or even
proteins, directly exerting their function by implementing the specific affinities of
their three-dimensional structures, smaller tRNA fragments generated from mature
tRNA in the cytoplasm, known as type I tRFs, act similarly to microRNAs, inhibiting
the translation of mRNAs carrying complementary sequences (Kim et al. 2020).
Indeed, the structural resemblance of short tRFs to microRNAs is striking. The two
ncRNA families share the same length distribution (18-30 nucleotides), with some
of them carrying the same chemical modifications, such as 5’ phosphorylation and 3’
hydroxylation (Kim et al. 2020). The similarity between short tRFs and microRNAs
initially led to some ambiguity in their classification (Maute et al. 2013; Schopman
et al. 2010). This part of our chapter is dedicated to molecular pathways of short tRF
regulation with microRNA-like functions.

4.1 Are MicroRNAs and tRFs Processed in the Same Way?

The answer to the question above is currently inconclusive. Processing of microRNAs
entails three major parts, namely cleavage by Drosha and DGCRS within the nucleus,
further processing by Dicer in the cytoplasm and assembly of RNA-Induced Silencing
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Complex (RISC) with Argonaute (Ago) proteins (Shukla et al. 2011). Short tRNA
fragments were shown to be independent of a Drosha/DGCRS8 processing step
(Babiarz et al. 2008); hence, they are likely to be generated by specific cleavage
of mature tRNAs after their export to the cytoplasm. However, several studies show
possible Dicer-mediated regulation of some tRFs (Babiarz et al. 2008; Cole et al.
2009; Haussecker et al. 2010; Maute et al. 2013). Interestingly, all the reported
Dicer-dependent tRFs include a partial hairpin structure sequence originated from
the parental tRNA. This may possibly explain the Dicer requirement, which cleaves
out a similar hairpin loop from the pre-microRNA. Finally, tRFs tightly associate with
Argonaut (Ago) proteins, forming RISC complexes and thus representing another
type of RNA interference (Haussecker et al. 2010; Kumar et al. 2014; Maute et al.
2013). Multiple findings suggest other alternative ways of tRF generation, involving
different cytoplasmic ribonucleases, other than Dicer, such as the RNAse T2 family
of endonuclease (Megel et al. 2019) and angiogenin (Li et al. 2012). Thus, tRFs share
part of the known processes leading to microRNAs production but are more flexible
in their production pathway compared to microRNAs. Together with the absence of
the transcription requirement, this makes tRFs a more sensitive and readily available
molecular tool for acute stress responses.

4.2 Gene Silencing by Short tRF's

The association of tRFs with Ago proteins readily suggests translational inhibition of
specific mRNAs with complementary sequences, indicating that tRFs participate in
gene silencing. Indeed, antisense inhibition of selected tRFs increased the levels of
targets with complementary sequences (Haussecker et al. 2010; Maute et al. 2013),
whereas tRF overexpression inversely caused degradation of the complementary
mRNAs (Kumar et al. 2014; Maute et al. 2013; Winek et al. 2020). Furthermore,
many tRFs were initially considered to be microRNAs based on their functioning
modes and were only later removed from the microRNA lists due to their sequence
composition which identified them as fragments of tRNAs. Taken together, short
tRFs function as RNA silencing actors, using the sequence complementarity, similar
to microRNAs.

4.3 Leucine Derived 3’ Short tRF Enhances Translation

Compatible with the variety of their subtypes, short tRFs exhibit much more diverse
capacities than microRNAs, since their role is not limited to gene silencing. Rather,
a specific fragment derived from the 3’ end of Leucine tRNA enhances transla-
tion of the ribosomal proteins RPS28 and RPS15, promoting the maturation of the
18S ribosomal subunit (Kim et al. 2017). Excitingly, this mechanism of tRF action
mimics the mechanism of gene silencing via complementary binding to the target
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mRNA. However, the pronounced effect of this process is completely reversed: rather
than recruiting the RISC complex to inhibit translation, 3’-Leu-tRF interaction with
its target mRNAs competes with their self-complementary motifs, thus unfolding
their secondary structure and making the mRNA more accessible for the translation
machinery (Kim et al. 2017). Inversely, 3'-Leu-tRF inhibition reduces RPS28 expres-
sion, which in turn impairs ribosomal biogenesis and induces apoptosis. Hence, some
short tRNA fragments regulate the intracellular molecular pathways at a much more
upstream level than the structurally similar microRNAs.

S Type II tRFs

One of the prominent trends in the history of biological science is the discovery
of high functional relevance of specific elements that were considered insignificant
before. In this context, tRNA processing has been studied for decades in multiple
experimental models, and the cleavage of 5" leader and 3’ trailer sequences from the
premature molecules has been a long-known fact (Deutscher 1984). However, only
recently these sequences have been shown to act as independent small non-coding
RNAs. A fragment representing the 3’ trailer sequence of the Serine tRNA precursor
transcript, referred to as trf-1001, was found to promote cellular survival and cell
cycle progression (Lee et al. 2009). Correspondingly, transcripts including the 5’
leader sequences of the Tyrosine tRNA precursor may rescue motor neurons from
death induced by oxidative stress (Hanada et al. 2013). Taken together, these findings
show that type II tRFs, previously considered as byproducts of tRNA processing, can
play critical roles in cellular survival.

6 Internal tRFs (i-tRFs)

At the cancer front, internal tRNA fragments (i-tRFs) mapping to the anticodon loop
of the precursor tRNA molecules (Kim et al. 2020) and derived from glutamate,
glycine and asparagine tRNAs prevent the oncogenic action of the RNA-binding
protein YBX1 by competitive binding to its targets, thus inhibiting tumour growth
(Goodarzi et al. 2015; Kim et al. 2020). Compared to other tRF types, i-tRFs are
expressed at higher levels in both human CSF and blood of healthy subjects (Paldor
et al. 2022). Furthermore, human tRF profiles in both blood and cerebrospinal fluids
vary with age and sex (Paldor et al. 2022).
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7 Mitochondrial Genome-Originated tRF's

Apart from nuclear-originated tRFs, accumulating evidence shows biological rele-
vance of eukaryotic mitochondrial-encoded tRNA genes. Those differ in sequence
from the tRNAs encoded by the nuclear genome and feature a separate pathway
of tRNA processing (Jochl et al. 2008). Mutations in mitochondrial tRNA genes
are responsible for various neuromuscular diseases (Lauber et al. 1991) interfering
with protein synthesis. Given the anticodon specificity of the studied mutations, it is
unlikely that the effect is caused by the lack of a specific tRNA. Rather, the real cause
of the observed disease may lie in reducing the levels of the corresponding mitochon-
drial (RF fragments, but further research is required to test this hypothesis. Changes
in mitochondrial tRF levels further occur following several treatments, such that
mitochondrial tRF levels decline in cells cultured in iron-deficient medium, consis-
tent with the observation that mitochondria use most of the cellular iron resources
(Jochl et al. 2008). However, it is not entirely clear if the reduction of mitochondrial
tRFs is a direct result of the decrease in general mitochondrial activity, or if declined
tRF levels lead to mitochondrial dysfunction. Lastly, the levels of mitochondrial tRFs
change across various cancer types, with mitochondrial and nuclear tRFs targeting
mRNAs from distinct biological pathways (Telonis et al. 2019).

Another intriguing possibility supporting the functional relevance of mitochon-
drial tRFs is their involvement in mitochondrial inheritance (Yaffe 1999). On one
hand, tRFs were shown to affect epigenetic inheritance from the paternal side, being
transferred to the embryo through sperm (Chen et al. 2016; Sharma et al. 2016).
On the other hand, tRFs encoded by mitochondrial tRNA genes might be inherited
from the mother, representing a novel epigenetic pathway. This phenomenon is not
yet established and requires further study. In summary, although showing potential
roles in regulating prominent disease-related pathways, mitochondrial tRNA frag-
ments are currently understudied and further exploration is needed to establish their
concrete functions and relation to nuclear tRFs.

8 Involvement of tRF's in Brain Disorders

Ever since tRNA fragments were first identified in the urine of oncological patients
(Borek et al. 1977), their diagnostic potential and functional roles are extensively
studied in cancer. The involvement of tRNA fragments in brain disorders, however,
is still understudied, although multiple findings suggest that tRNA fragments are
potential regulators in ageing-associated stress and related neurological disorders
(Dhahbi et al. 2013). Loss-of-function mutations in the angiogenin gene were found
in patients suffering from amyotrophic lateral sclerosis (ALS) several years before the
discovery of angiogenin’s role in tiRNA generation (Wu et al. 2007). The researchers
mostly attributed this phenomenon to the role of angiogenesis in ALS progres-
sion, briefly mentioning an alternative possibility that angiogenin’s loss of function
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may cause aberrant ribosomal RNA (rRNA) processing, eventually affecting disease
progression. Consequent studies on mouse models of ALS showed that angiogenin
delivery is neuroprotective and significantly increases the lifespan of the treated mice,
promoting motor neuron survival (Kieran et al. 2008). Furthermore, exogenous 5’
alanine tiRNAs, generated by Angiogenin cleavage rescued the angiogenin-depleted
motor neurons (Ivanov et al. 2014), but 5’ tiRNA-induced cell survival was interfered
with by mutations in the COORF72 gene, the most common genetic cause of ALS,
through the impaired construction of G-quadruplex structures (Ivanov et al. 2014).

Parkinson’s Disease (PD) mouse models also exhibit reduced levels of angiogenin
(Steidinger et al. 2011). Moreover, angiogenin treatment of a human neuronal cell
line confers protection from toxin-induced death, probably via inhibiting apoptosis
(Steidinger et al. 2011). A more recent study demonstrates modulated profiles of
various tRFs in PD patients’ CSF, proposing tRFs as novel potential diagnostic
markers (Magee et al. 2019). Unlike other tissues, where 5’ tiRNAs appeared as
prominent regulators, 3’ tiRNAs seem to be especially relevant in the brain. Neurons
carrying mutations in the cleavage and polyadenylation factor 1 subunit (CLP1)
were protected from stress-induced death by the 5’ phosphorylated tyrosine-derived
3’ tiRNA (Schaffer et al. 2014). CLP1 is involved in tRNA splicing, phosphorylating
the 5" end of the 3’ tiRNA following intron excision (Schaffer et al. 2014). The loss of
function mutation in CLP1 exacerbated oxidative stress in patient-derived induced
neurons. The toxicity was enhanced by overexpressing unphosphorylated 3’ tyrosine
tiRNAs, and, in contrast, moderated by phosphorylated 3’ fragments (Schaffer et al.
2014). Notably, the corresponding 5’ tyrosine tiRNAs did not have any effect on the
cells. On the other hand, 5’ primed short tRFs were reported as potential biomarkers
of epilepsy. Specifically, three glycine, glutamate and alanine tRNA-derived 5’ short
tRFs, all cleaved in close proximity to the 3’-end of the D-loop, are upregulated in
the plasma of epileptic patients shortly before seizures, compared to healthy controls
(Hogg et al. 2019).

Patients with psychogenic non-epileptic seizures failed to present such tRFs,
making the identified tRFs powerful potential predictors of seizure onset. Also,
ischaemic stroke patients presented massive increases in nucleated blood cells’ tRFs,
likely regulating post-stroke immune reactions via their microRNA-like capacity to
block the cholinergic anti-inflammatory response (Winek et al. 2020, 2021). A range
of post-stroke elevated tRFs were further shown to be induced by inflammatory
response in both murine RAW 265.7 cells and human CD14+ monocytes, demon-
strating their immune functionality. Moreover, overexpression of a mimic molecule
of the short glycine tRNA-derived 3’ tRF modulated in post-stroke patients’ blood
reduced the levels of a known inflammatory agent, Zbp1 which carries a comple-
mentary sequence motif to the mimicked tRF (Winek et al. 2020). Supporting the
hypothesis of high relevance of tRFs in the immune response regulation (Dhahbi
2015), this study demonstrates the involvement of tRFs in post-stroke immunity
control. Taken together, all of these observations raise the possibility that tRFs repre-
sent a vastly important family of non-coding RNA, modulating crucial pathways of
neuronal regulation and brain homeostasis.
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9 Methodology Used to Study tRFs

Ever since the re-discovery of tRFs as biologically active entities, various experi-
mental and computational methodologies have been adjusted or specifically devel-
oped for studying these molecules (Fig. 2). Several tRF features, such as their
chemical modifications or the highly repetitive sequence of their parental tRNAs,
make tRFs particularly challenging molecules for biological validations. Hence, tRF
studies inspire the establishment of novel approaches, overcoming such obstacles in
different ways, as briefly described below. The first study focused on tRFs employed
polyacrylamide gel electrophoresis that exposed a specific band of 30-35 nucleotides
in RNA extracted from starved T. thermophila (Lee and Collins 2005). To identify the
exact sequences of the discovered fragments, these and subsequent authors sequenced
the corresponding RNA clones (Haiser et al. 2008; Jochl et al. 2008). A major limi-
tation of this approach is that many tRFs are not amenable to cloning, possibly due to
the chemical modifications or their secondary structure (Lee and Collins 2005). The
next major approach quantifying the amount of specific tRFs is RNA Northern Blot
(Chen et al. 2016; Haiser et al. 2008; Jochl et al. 2008; Lee and Collins 2005; Sharma
et al. 2016; Yamasaki et al. 2009) (Fig. 2), where electrophoresis separated small
fragments from parental tRNAs by size. However, this procedure is complex and
time-consuming, with its efficiency depending on many factors (Yang et al. 2022).
Lastly, it might lack the sensitivity which is essential for detecting lowly expressed
fragments.

Quantitative PCR (qPCR), unlike gel electrophoresis, can detect RNA with an
extremely low expression baseline, as it involves massive amplification. Yet, qPCR
by itself is insufficient for detecting the tRFs since their sequence is derived from
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their corresponding tRNAs of origin and because simple qPCR might also detect
the paternal tRNA. To solve this difficulty, one may first perform size selection
based on gel electrophoresis, then use qPCR detection of the relevant tRFs extracted
from the gel among fragments smaller than 50 nucleotides in length (Winek et al.
2020) (Fig. 2). Unlike northern blot analysis, qPCR allows efficient quantification of
multiple genes per experiment, providing an opportunity to detect lowly expressed
fragments as well. However, a major limitation of qPCR-based tRF identification
is its inability to detect and quantify chemical modifications, which represent an
additional level of tRF regulation (Cozen et al. 2015).

Another efficient approach for selective tRF detection is based on amperometric
quantification, using platinum nanoparticles (McArdle et al. 2020) (Fig. 2). Plat-
inum nanoparticles are attached to probe nucleic acid sequences that are comple-
mentary to the target tRFs. Association by sequence complementarity allows for the
specific marking of the tRFs of interest with the nanoparticles. Further injection of
hydrogen peroxide leads to its reduction by nanoparticles, generating electrochemical
current, which is proportional to the number of nanoparticles present. The number
of nanoparticles hence indicates the concentration of the target tRFs. Unlike qPCR,
amperometric quantification does not imply polymerase-based amplification, which
makes it unbiased to chemical modifications interfering with polymerase activity.
However, amperometry is more sensitive to the baseline level of expression of the
target molecules, since it is less efficient in detecting lowly expressed transcripts
(McArdle et al. 2020).

Lastly, next-generation sequencing revolutionized the field of tRF studies,
allowing parallel quantification of thousands of fragments simultaneously and
providing an unprecedented level of novel fragments detection and quantification
(Cole et al. 2009; Haussecker et al. 2010; Lee et al. 2009) (Fig. 2). However, many
tRFs are likely to be omitted by sequencing-based quantification due to the chemical
modifications on their nucleosides, such as methylations. One way of overcoming
this obstacle is eliminating such modifications and sequencing the pure RNA frag-
ments (Zheng et al. 2015). Although efficient and relatively simple, this approach is
problematic, since tRNA and tRF chemical modifications represent another layer of
the induced molecular regulation, affecting the tRF generation, stability and function
(Cozen et al. 2015). Alternatively, several methods have been developed to identify
and measure RNA modifications (Cozen et al. 2015). Moreover, a novel computa-
tional pipeline has been introduced to deduce the chemical modifications from the
standard RNA sequencing data (Yan et al. 2013).

Understanding the role of specific chemical modifications in tRF-induced biolog-
ical regulation will take the RNA biology field to the next level, revealing the major
principles of molecular organization.

Single-cell small RNA sequencing (scRNA-seq) is another anticipated tech-
nique for tRF research, that is yet to be developed. Single cell-based technology
brought an unprecedented resolution to RNA biology, allowing to quantify RNA
levels in single cells (Zheng et al. 2017). However, the most common scRNA-seq
pipelines are designed for mRNA enrichment, amplifying the polyadenylated tran-
scripts exclusively, thus omitting the quantification of small RNAs (Zheng et al.
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2017). Existing protocols for single-cell small RNA detection are still limited by low-
throughput, high-initial RNA concentration and the highly time-consuming proce-
dure (Hiicker et al. 2021). Hence, development of an efficient high-throughput single-
cell small RNA-seq method will greatly contribute to tRF research, for revealing
the cell type enrichment of specific fragments and possibly for exposing previously
unknown cellular populations and developmental trajectories, characterized by small
non-coding transcriptomes.

This graph, generated by PubMed, shows the number of publications per year
featuring “tRNA fragments” (1957-2021). The trend shows that tRF research is
becoming increasingly relevant with time. Vertical dash lines link various methods
for tRF quantification to the approximate time points of the first studies implementing
them. While the first papers mostly relied on the RNA northern blots (Lee and Collins
2005), nowadays, the majority of studies perform RNA-seq (Lee et al. 2009) with
further validation using qPCR-based (Winek et al. 2020) or amperometric approaches
(McArdle et al. 2020).

10 Conclusions

By summarizing the current knowledge about the recently rediscovered small non-
coding RNA family of tRNA fragments (tRFs), we wished to share the currently
available know-how regarding these intriguing molecules and their diverse activi-
ties. As written above, tRFs are potent regulators of multiple cellular processes and
potential biomarkers for a range of diseases, including nervous system ailments such
as stroke, epilepsy, ALS, PD and others (Anderson and Ivanov 2014; Kim et al.
2020; Su et al. 2020). Moreover, their involvement in promoting cellular survival
and avoiding apoptosis introduces a prospect of using tRFs as efficient therapeutic
agents (Li and Hu 2012; Saikia et al. 2014).

RNA therapeutics has recently become a very promising field, due to the interna-
tional success of COVID-19 mRNA vaccines. In this context, tRFs present particu-
larly advantageous molecules for clinical use due to their small size and low toxicity.
In summary, tRF research is a new and exciting topic in RNA biology, and further
scientific effort will undoubtedly reveal a great biological importance and clinical
potential of this novel family of small non-coding RNAs.
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Abstract RNA molecules are highly versatile and dynamic components within cells
that orchestrate fundamental molecular biological processes, including information
transfer and decoding, splicing, transcriptional regulation and translation. These vital
processes are in large part determined by the complex structures and modular folding
adopted by RNA. Nanopore technology has emerged as a powerful technique to
interrogate native RNA directly at the single molecule level. In this chapter we will
highlight and discuss applications of nanopore technology to investigate the confor-
mation of RNA and its interaction partners. First, we will feature RNA translocation
experiments which can extract key signatures of RNA size and global secondary
or tertiary structure using nanopore electrical and temporal measurements. Second,
we will focus on applications of nanopore technology to decipher RNA-ligand and
RNA-protein interactions. Finally, we will summarize recent approaches using direct
RNA nanopore sequencing in conjunction with chemical probing to obtain RNA
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structural profiles at high-throughput. Nanopore technology is well positioned to
address the needs for single-molecule, high-throughput RNA detection and structural
characterization.

Keywords RNA structure + Nanopore - Single molecule + RNA folding - RNA
interactions + Chemical probing + Nanopore sequencing

Abbreviations

SiN Silicon nitride

i.d. Inner diameter

MspA Mycobacterium smegmatis porin A
a-HL a-Hemolysin

ZIKV Zika Virus

MD Molecular dynamics

NCp7 Nucleocapsid protein 7

UTRs Untranslated regions

PM Paromycin

HCV Hepatitis C virus

IRES Internal ribosome entry site
rRNA Ribosomal RNA

mRNA Messenger RNA

ONT Oxford Nanopore Technologies
DMS Dimethylsulfate

DMS-seq/MaP Dimethylsulfate sequencing/mutational profiling
SHAPE-seq/MaP  Selective 2'-hydroxyl acylation analyzed by primer extension
sequencing/mutational profiling

RT Reverse transcription

SAFA Semi-automated footprinting analysis
SVM Support vector machine

Aclm Acetylimidazole

1 Introduction

Nanopore technology is a promising approach to investigate the physical and chem-
ical characteristics of biomolecules. Nanopores can be assembled from biologically
derived sources (protein nanopores), fabricated de novo (synthetic or solid state
nanopores) or constructed to contain both biological and solid-state components
(hybrid nanopores) (Fig. 1). Despite the construction of a nanopore, the fundamental
working principle of a nanopore sensor is largely the same across all nanopore types.
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Fig.1 Common nanopore technology variations. Solid state nanopore devices are typically
made using micro- and nanofabrication techniques. Nanopipettes are generated by pulling heated
quartz capillaries. Biological nanopores comprise a protein nanopore embedded in a lipid bilayer
membrane. Hybrid nanopores consist of a protein nanopore situated within a solid support substrate

Nanopores measure fluctuations in ionic current across a nanoscale constriction.
Electrical bias is typically applied across the nanopore which spans a membrane
or support structure. Ion transport through the nanopore constriction is dictated
by the applied voltage, solution properties and the nanopore dimensions. A base-
line current (typically in the picoampere range) through the nanopore is established
upon the application of a constant voltage (typically ~100’s millivolts) across the cis
and trans side of the nanopore. As a molecule translocates through the pore lumen
it temporarily interrupts the baseline current flow through the nanopore constric-
tion leading to complex ionic current blockage signatures reflecting the chemical
and physical properties of the molecule. Nanopores, by virtue of their dimensions,
are single-molecule sensors and thus are uniquely suited to interrogate molecular
heterogeneity, a hallmark of their dynamic biological assemblies. Within the last
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decade, nanopore sensing has seen significant technological advancements particu-
larly in the realm of nucleic acid sequencing. This technology, now commercial-
ized, has achieved broad adoption and has been integral to performing genome
assembly, deciphering structural variation in disease states and measuring epigenetic
and epitranscriptomic modifications.

In this chapter we highlight approaches to extract information about the char-
acteristics of RNA such as size, folding, structure, and interactions from single-
molecule nanopore experiments. RNA is a dynamic molecule capable of orches-
trating fundamental cellular functions acting in enzymatic, scaffolding and infor-
mation transfer capacities. Through self-complementarity, RNA can form intricate
secondary and tertiary structures which are critical to effectuating its role in diverse
biological processes. Direct RNA detection and sequencing using nanopore tech-
nology is advantageous in that reverse transcription (RT) and amplification, which
can be subject to distinct biases, are not required. This facilitates a rapid one-step
detection in nanopore sensing applications and access to epitranscriptomic informa-
tion (which is often lost due to RT) in direct RNA sequencing experiments which
can have distinct consequences for RNA structure and dynamics. Here we focus on
seminal approaches to decipher RNA folding, structure and interactions using both
solid-state and biological/hybrid nanopores. We describe various efforts aimed at
sensing RNA conformation or folding pathways using a variety of nanopore config-
urations. Additionally, we highlight methodologies and analyses which leverage the
single molecule nature of nanopore sensing data to gain unique insight into RNA
identity, dynamics and heterogeneity.

2 Extracting Global Features of RNA Molecules
from Nanopore Translocation Experiments

2.1 RNA Detection and Sensing

Nanopore based platforms afford various means to measure and characterize nucleic
acid translocation events. For example, ion blockage amplitudes can be used as
a readout of nucleic acid characteristics such as size and topology or conforma-
tion (e.g., structure). Temporal analysis of individual translocation measurements
can be used to infer unfolding energetics and kinetics. An early demonstration of
nucleic acid characterization was shown to distinguish between a mixture of double-
stranded (ds)DNA, dsRNA and a folded phenylalanine tRNA using silicon nitride
(SiN) solid-state nanopore sensors (Wanunu et al. 2010). Ton blockage amplitudes
varied depending on whether an A-form helix (RNA) or a B-form helix (DNA) was
translocated through the nanopore. Further, the folded tRNA displayed larger ion
blockage amplitudes and mean transport time, consistent with its more complex
secondary structure relative to the dsDNA and dsRNA. The authors extended their
approach to develop a platform for microRNA (miRNA) detection using p19 protein
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conjugated magnetic beads which permitted miRNA enrichment after hybridiza-
tion with a capture probe. miRNA:probe duplexes were detected using the solid-
state nanopore as a molecular counter. By analyzing the frequency of translocation
events or counts compared against a calibration curve, the miRNA concentration was
obtained.

An analogous approach was recently employed using the Mycobacterium smeg-
matis porin A (MspA) biological nanopore (Wang et al. 2021). The MspA nanopore
has a large vestibule and a narrow constriction which allowed for a sensing mode
called nanopore trapping/translocation which operates in conjunction with an asym-
metric buffer configuration (cis: 1.5 M KCl, trans: 1 M CaCl,) to slow the transloca-
tion time of nucleic acids thorough the pore (Wang et al. 2020). By investigating the
unique current blockage amplitudes and mean dwell times (including oscillations
within the nanopore lumen) of various RNA constructs, the authors were able to
characterize distinct translocation signatures of RNAs ranging from a 22 nucleotide
(nt) miRNA to the 120 nt 5S rRNA. Assisted by a random forest machine learning
approach trained on current event features from experiments involving the individual
RNAs, the authors were able to demonstrate classification accuracies in excess of 0.90
indicating the potential for reliable identification of small RNAs in simple mixtures.

2.2 Investigation of RNA Folding

Nanopore sensing has been greatly supplemented with the integration of optical
tweezers which allow for the application and measurement of piconewton forces
at nanometer length scales. Optical tweezers utilize focused laser light to trap and
manipulate micron scale particles or beads. Multiple studies have demonstrated the
utility of the nanopore-optical tweezers combination to investigate DNA dynamics
(Keyser et al. 2006; Knust et al. 2017; Craig et al. 2019), but relatively few have
employed this experimental configuration to examine RNA conformation. Van Den
Hout and colleagues coated microparticles with RNA and using optical tweezers
positioned them into close proximity with solid-state nanopore sensors to achieve
piconewton force control of translocation events (Van Den Hout et al. 2010). Mechan-
ical force based unfolding or force spectroscopy of RNA is a powerful method to
probe the energetics and kinetics of secondary and tertiary structures (Tinoco et al.
2006; Bizarro et al. 2012; Stephenson et al. 2014), but the combination of nanopore
manipulation with optical tweezers enables repeated measurements controlling both
electrophoretic and mechanical forces which can be exploited to study nucleic acid-
protein interactions including processing of DNA by molecular motors (Craig et al.
2019).

An alternative approach to controlled translocation of RNA to assess folding was
demonstrated using a blocking scheme to prevent full translocation of the RNA
through the nanopore (Zhang et al. 2017). Blocking was achieved by flanking the
RNA between two DNA handles with the 3’ handle containing a biotin complexed
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with streptavidin protein which acts as a steric roadblock for complete transloca-
tion (Fig. 2). To demonstrate the advantage of this strategy, the authors profiled the
folding of a pseudoknot from the gene 32 messenger RNA of bacteriophage T2 using
an a-hemolysin (¢HL) nanopore. The starting configuration of the nanopore/RNA
complex (with the RNA unfolded on the trans side of the nanopore) ensured that the
folding studies were initiated from the same single-stranded conformation. Folding
proceeded on the trans side of the nanopore, but could be interrogated at different
time points by switching the voltage bias across the nanopore to unfold the RNA.
This allowed the authors to generate snapshots of RNA intermediates on the folding
pathway of the T2 pseudoknot which were consistent with coarse grained molecular
dynamics (MD) simulations.

RNA translocation through a nanopore can also be manipulated through direct
changes to the molecular construct under study. For example, Niu and colleagues
demonstrated the extreme anisotropy associated with unfolding the pseudoknot-
containing exoribonuclease resistant xrRNA1 from Zika Virus (ZIKV) (Niu et al.
2020) (Fig. 3). In this approach, the leader sequence (which is used to initiate the
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Fig.2 a Nanopore current trace for T2 RNA pseudoknot formation. b Cartoon represen-
tation of trapping-folding-unfolding procedure utilizing biotin-streptavidin roadblock. Nature
Communications (Zhang et al. 2017) Copyright 2017. (https://creativecommons.org/licenses/by/
4.0/
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Fig. 3 Secondary (a) and tertiary (b) structures of the ZIKV xrRNAI. ¢ Cartoon showing exonu-
clease resistance from Xrnl (5" — 3’) and traversal by RARP (3’ — 5'). d Illustration showing the
experimental configuration and directional unfolding of ZIKV xrRNA1 through the a-HL nanopore.
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translocation of the RNA through the nanopore) was either attached at the 5'- or
3’-end of the RNA construct, thus biasing unfolding unidirectionally in the 5’ —
3’ direction (5'-leader) or the 3’ — 5’ (3’-leader) direction. The authors determined
that xrRNA1 has extreme mechanical anisotropy as unfolding with the 5'-leader
configuration resulted in a surprising mean dwell time in excess of 300 s whereas
unfolding with the 3’-leader configuration led to a comparatively low mean dwell
time of about 2 s. The dependence of the xrRNA1 structure on salt conditions was
explored by generating a weakened construct amenable to translocation (xrRNA1-
X) that retained the overall structure but displayed experimentally favorable dwell
times. Mg?*-dependent tertiary interactions and the overall ring-like structure of
xrRNA1 were shown to be critical regulators of the overall stability of the RNA
fold which is a common feature in the 3’-untranslated regions of mosquito-borne
flaviviruses. These studies demonstrate that nanopore sensors have a key role to play
in deciphering RNA conformations, empowering the dissection of folding intermedi-
ates and enabling directional unfolding providing unique insight into complex RNA
structures.

3 Deciphering RNA Interactions with Nanopore Sensing

3.1 RNA-Small Molecule Interaction

RNA function is intimately coupled to its interaction with other biomolecules
including DNA, protein and other RNA molecules. For example, riboswitches, often
found within untranslated regions (UTRs), can bind with small molecule metabo-
lites to regulate translation of genes associated with the metabolite (Lotz and Suess
2018). Additionally, many small molecule antibiotics target the functional centers of
the ribosome inhibiting protein synthesis in bacteria. To explore these types of RNA—
small molecule interactions, Wanunu and colleagues used a SiN solid-state nanopore
to characterize binding of an aminoglycoside drug to a prokaryotic 16S rRNA A-site
RNA molecule (Wanunu et al. 2011). By plotting the fractional change in current
amplitude for translocation events the authors were able to quantify the fraction of
bound and unbound molecules in the population as a function of paromycin (PM)
concentration. This quantitative affinity curve was used to determine dissociation
constant (K ;) values of the A-site RNA:PM complex at different ionic strengths by
fitting the data to a simple 1:1 binding model. The K, values were in good agreement
with an orthogonal FRET-based assay, indicating the ability of sub-10 nm solid-state
nanopores to characterize nucleic acid/drug binding.

RNA structure can also be heavily influenced by small-molecule binding. Shasha
et al. explored the effects of drug compounds binding to the hepatitis C virus (HCV)
internal ribosome entry site (IRES) IIla RNA domain (Shasha et al. 2014). Previous
efforts using a FRET assay have shown that the HCV IRES Ila domain adopts a bent
conformation, whereas addition of particular compounds increased the interhelical
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angle forcing the domain into a straight conformation. The authors examined translo-
cation times through a 3 nm diameter pore in a SiN membrane observing shorter life-
times in the IRES Ila drug-bound straight conformation versus the “apo” or drug-free
bent conformation. Larger diameter nanopores led to fast pulses that were indistin-
guishable from drug bound complexes. Another group used an aHL-based biological
nanopore system to explore the binding of adenine to the adenine-sensing riboswitch
aptamer domain (ARS) (Lee et al. 2021). The ARS folds into a tuning fork structure
upon adenine binding and regulates the production of adenosine deaminase (add)
which is essential for bacterial metabolism, making it a prime antibacterial target. In
this application the authors developed a nanopore-based screening approach of 40
natural compounds (split into 10 groups of 4) against ARS and selected groups which
exhibited an increased frequency of translocation events associated with compound
binding which were distinguished via elevated dwell times. Ultimately, the screen
identified three novel ARS targeting compounds which were subsequently confirmed
with nuclear magnetic resonance (NMR). These results suggest that nanopore based
time-domain analysis in conjunction with appropriately sized nanopores can be a
powerful approach to decipher RNA conformational changes resulting from drug or
metabolite binding.

3.2 RNA-Protein Interaction

Beyond small molecule interactions, the interaction between RNA and protein has
also been studied using nanopore based sensing. Niedzwiecki et al. demonstrated the
detection and characterization of nucleocapsid protein 7 (NCp7) interaction with a
stem-loop 3 (SL3) RNA aptamer derived from the packaging domain of the HIV-1
retroviral genome (Niedzwiecki et al. 2013). This approach utilized a solid-state SiN
nanopore system with small (inner diameter, i.d. < 6 nm) and large (i.d. = 7-15 nm)
pore diameters. In examining SL3:NCp7 complexes with the smaller i.d. nanopores,
rather than seeing changes in dwell time or blockage current amplitude in compar-
ison to the RNA only, the authors observed changes in the frequency of events. The
inter-event times (7,,) were used to construct a titration curve from which the K,
was derived and used to determine the binding affinity between various SL3 aptamer
variants and NCp7. Alternatively, using the large i.d. nanopores the authors did
observe changes in the dwell time and current amplitude of blockages. These obser-
vations suggested that in the experiment with small nanopores, translocation events
were likely reflective of sampling unbound SL3 RNA, whereas the large nanopores
likely permitted translocation of the SL3:NCp7 complex in addition to unbound SL.3
RNA. These results show how nanopore sensing can be used to determine proper-
ties of biophysical interactions in a label-free manner and how these measurements
are sensitive to the physical configuration of the nanopore used. Further, probing
RNA-protein interactions may be adapted for sensitive quantification of disease
biomarkers.
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To date, nucleic acid-protein interactions studied with nanopores have relied on
interpreting the energetics and kinetics of dissociation between the protein from
the nucleic acid prior to translocation of the nucleic acid through the nanopore. An
alternative strategy to investigate RNA—protein interactions might involve chem-
ical crosslinking or fixation between RNA and protein followed by partial or near
complete digestion of the protein. This could be facilitated with UV specific heter-
obifunctional linkers (Weidmann et al. 2021) and or UV crosslinking of RNA incor-
porated with metabolic labels such as 4-thiouridine (4sU) (Hafner et al. 2010). The
presence of the resulting peptide adducts might be detected as complex current signa-
tures in nanopore translocation experiments. In nanopore sequencing approaches
(See Sect. 4), protein adducts on RNA may manifest as basecalling errors and/
or exogenously detected modifications provided that the adducts are compatible
with nanopore translocation. Mapping contact sites between the protein and RNA at
the single molecule level would be transformative for elucidating ribonucleoprotein
assembly and dynamics. The successful execution of this proposed approach however
will ultimately rely on the efficiency and frequency of the chemical crosslinking
reaction and throughput of the nanopore sensor or sequencer.

3.3 RNA-Ribosome Interaction

RNA-RNA interactions are crucial mediators of fundamental biological processes
such as translation. During protein synthesis, engagement of ribosomal RNA (rRNA)
with messenger RNA (mRNA) often occurs in a multiplicative fashion in which
multiple ribosomes can translate a single mRNA molecule simultaneously. Readouts
of rRNA loading on individual mRNAs can then be used to assess translational
output. Raveendran et al. employed a nanopipette (a quartz pipette with a 60 nm
diameter pore opening) to fingerprint 80S ribosomes and polysomes from a human
neuronal cell line and Drosophila cells (Raveendran et al. 2020) (Fig. 4). A larger
diameter pore was used in order to investigate the ribosomal complexes which are
approximately 25-30 nm in diameter. The authors began by establishing a baseline
dwell time and peak amplitude for monosome translocation events aided by sucrose
gradient sedimentation profile separation. The authors showed discrimination of at
least 4 polysomes compared with mRNA loaded with 1, 2 or 3 ribosomes from
small sample volumes (3—5 p1). The authors note that further improvement might be
achieved by additional tuning of the nanopore dimensions and performing chemical
functionalization of the nanopore surfaces.
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Fig. 4 a Illustration of nanopipette current measurement of 80S monosomes and polysomes.
b Sucrose gradient fractionation profile showing ribosomal complexes separate based on sedi-
mentation rate. ¢ Mean peak current measurements of selected mono- and polysomal fractions.
d Peak amplitude versus dwell time for samples from fractions 12, r4, and r12+. Adapted from ACS
Sensors (Raveendran et al. 2020) Copyright 2020. (https://pubs.acs.org/page/policy/authorchoice_
ccby_termsofuse.html)

3.4 Engineering RNA-Interaction and Structure
Jor Molecular Identification

In contrast to measurements of endogenous RNA structure or interactions, RNA
structure and interactions can be manipulated for detection and identification
purposes in nanopore sensing experiments. Boskovi¢ and Keyser elegantly demon-
strated this approach using a series of RNA-DNA nanostructures and/or protein
labels termed ‘structural colors’ which were inspired by DNA origami technology
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Fig. 5 ARTEMIS a Generation of RNA isoform identifiers (IDs). RNA IDs consist of an integer
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showing translocation of an RNA complexed with 10 structural colors. ¢ Ionic current trace of 10
structural colors on a single RNA molecule. e Error rates for assigning 10 structural colors, sample
size (N) is 60 events. (Boskovi¢ and Keyser 2022) Reprinted/adapted by permission from Springer
Nature Copyright 2022

(Boskovi¢ and Keyser 2022). The method, called Amplification-free RNA TargEt
Multiplex Isoform Sensing or ARTEMIS, targets structural colors via sequence
specific hybridization to long RNAs to form RNA identifiers or IDs. Structural colors
consisted of a docking strand which partially anneals to the RNA target in addition to
an imaging strand which contains a terminal monovalent streptavidin or DNA cuboid
nanostructure. Structural colors (which consisted of an integer number of RNA-DNA
nanostructures) were used along with standard complementary oligos to reform the
RNA target structure to enable decoding with a solid-state glass capillary nanopore
(Fig. 5). Ionic current signatures of translocation events correlated well with the
molecular weight of the structural colors and were accurately assigned (first 4 struc-
tural colors: 97%, remaining 6: >85%). The authors demonstrated multiplexed RNA
identification in a complex mixture in addition to classification of isoforms based
on exon order, overall length and circularity. Finally, the authors used ARTEMIS
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to identify and quantify enolase mRNA and Xist IncRNA isoforms from total RNA
using a combination of endogenous RNA structure and structural colors. ARTEMIS
demonstrates promise to scale to ~10'" unique RNA IDs for transcriptome wide
isoform detection and mapping of RNA motifs. While ARTEMIS sidesteps the need
for RT and amplification, it does require RNA or genomic sequence information for
the design of structural colors, thus additional development would be needed for
detection of novel isoforms.

4 RNA Structure Probing with Nanopore Sequencing

4.1 Chemical Probing and Direct RNA Sequencing for RNA
Structural Probing

Single-molecule nanopore sequencing of nucleic acids has seen vast improvements in
accuracy and throughput over the last decade. Led by Oxford Nanopore Technologies
(ONT), the commercial availability of nanopore instrumentation has significantly
broadened access to long-read sequencing technology. Favored for its low-cost and
small footprint, the flagship MinlON device from ONT is a handheld nanopore
sequencing instrument that can sequence DNA or RNA directly. Specifically, for
direct RNA sequencing, a motor protein and series of DNA adapters are ligated to
the RNA of interest, typically via a poly(dT) splint adapter (Fig. 6) (Garalde et al.
2018). The motor protein facilitates RNA translocation through the pore and acts as

a b
By,

o 5 10 15 20 25

Time (s)

Fig. 6 Direct RNA sequencing library preparation from Oxford Nanopore Technologies. a A
poly(dT) splint adapter is ligated to poly(A) RNA. Next, a sequencing splint adapter containing the
motor protein is ligated before loading on the nanopore flow cell. Optionally, RT can be performed
after the first adapter ligation and before the second sequencing adapter ligation. b Nanopore ionic
current trace detailing the 3'- to 5'-translocation of a single 1.5 kb RNA molecule. The adapter
sequences and poly(A) are visible at the start of the read. (Garalde et al. 2018) Reprinted/adapted
by permission from Springer Nature Copyright 2018
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a speed brake to slow translocation such that individual current events corresponding
to roughly 5 ribonucleotides (i.e., a k-mer) situated at the nanopore constriction are
observed. These current events called ‘squiggles’ can be processed according to a
trained neural network k-mer model to produce a basecalled sequence. Importantly,
the RNA molecule is sequenced directly (e.g., not through an intermediate cDNA)
and theoretically the squiggle can report on any chemical modification present on
the RNA. This feature has been successful in detecting native RNA modifications
such as N6-methyladenine (m6A) and pseudouridine (V) across diverse organisms
(Workman et al. 2019; Parker et al. 2020).

Exogenous modifications introduced as nucleotide analogs or as a result of chem-
ical probing can also be detected (Miiller et al. 2019; Drexler et al. 2020; Stephenson
et al. 2022). Chemical probing approaches such as DMS-seq/MaP (Dimethylsul-
fate sequencing/mutational profiling) and SHAPE-seq/MaP (Selective 2'-hydroxyl
acylation analyzed by primer extension sequencing/mutational profiling) have been
employed to dissect RNA structure at single nucleotide resolution using short-read
sequencing (Merino et al. 2005; Ding et al. 2014). Chemical probes such as dimethyl-
sulfate (DMS) or 2-methylnicotinic acid imidazolide (NAI) can be applied to cells
or RNA to chemically modify the nucleobase (DMS) or the ribose sugar (SHAPE
reagents) of unpaired or flexible sites within the RNA. Reverse transcription (RT)
truncation or mutational profiling (MaP) events due to the presence of chemical
adducts on the RNA can be identified and quantified via next-generation sequencing.
This information is then used to constrain secondary structure predictions for RNA
folding. MaP approaches, while powerful, are hindered by low adduct conversion
rates using RT on chemically modified RNAs and additionally limited by short read
lengths using Illumina sequencing platforms. Finally, MaP approaches are gener-
ally bulk averages of RNA structural ensembles, requiring much higher read depths
and additional bioinformatic processing to attempt deconvolution of RNA structural
states at the single-molecule level (Morandi et al. 2021; Olson et al. 2022).

To investigate RNA structural ensembles directly, researchers have used RNA
chemical probing approaches in conjunction with single molecule direct RNA
nanopore sequencing. Aw et al. performed chemical probing of various RNAs with
the SHAPE reagent NAI-N3 (Aw et al. 2020) (Fig. 7). Sequencing of structure-
directed chemically modified RNAs on the ONT platform revealed distinct current
signatures compared to unmodified controls. Regions of reactivity were consistent
with RT stops on similarly chemically modified RNAs assessed via semi-automated
footprinting analysis (SAFA) gel readout. Modified bases in nanopore experiments
were identified using a support vector machine (SVM) classification scheme called
PORE-cupine. The authors first validated the method in vitro on the Tetrahymena
RNA and further demonstrated with PORE-cupine that shared sequences in highly
expressed RPS8 and RPL17 transcript isoforms could display structural differences
highlighting the advantages of using the long-read approach for structural phasing.
Notably the authors did identify limitations of the approach in that higher chem-
ical modification rates led to higher errors during basecalling which ultimately led
to poor mapping rates. Indeed, this is expected as the presence of multiple, large
chemical adducts on the RNA molecule that will shift the current signal away from
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the canonical event level model values. Additionally, read throughput on chemically
modified RNA sequencing runs were drastically compromised, signifying potential
unfavorable interactions of bulky adducts with the motor protein.

To partially address motor protein processing during direct RNA sequencing of
SHAPE modified RNAs, our group has employed the use of a SHAPE reagent
with a more compact adduct. It was recently shown that acetylimidazole (Aclm)
was an efficient SHAPE-seq reagent able to characterize the structure of the FMN
riboswitch (Habibian et al. 2019). We have demonstrated, by benchmarking against
other SHAPE reagents on extracted ribosomes, that Aclm is a veritable SHAPE-
MaP reagent. We additionally showed that AcIm is useful for structural probing in
direct RNA nanopore sequencing experiments exploring the multi-hairpin structure
of an in vitro transcribed primary transcript of the 951 nt pri-miR 17~92 cluster
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Fig. 7 PORE-cupine. a Schematic of chemical probing approach used with direct RNA nanopore
sequencing followed by signal processing to determine RNA structure. b Normalized current and
standard deviation distributions for single-stranded bases on Tetrahymena RNA modified with
the NAI-N3 SHAPE probe. ¢ Secondary structure of Tetrahymena RNA showing representative
single- and double-stranded bases and their respective current and standard deviation of current
plots before and after SVM classification. (Aw et al. 2020) Reprinted/adapted by permission from
Springer Nature Copyright 2020
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(Fig. 8). The smaller adduct afforded by AcIm was more favorable for motor protein
processing compared to the bulkier NAI SHAPE reagent (Stephenson et al. 2022).
Structure induced base modification and detection via direct RNA nanopore
sequencing has also been demonstrated in a technique termed single molecule
structure sequencing or SMS-seq (Bizuayehu et al. 2022). In contrast to the previ-
ously described approaches which utilized SHAPE reagents targeting the ribose of
RNA, SMS-seq uses diethyl pyrocarbonate (DEPC) which modifies unconstrained
adenine bases by imidazole ring opening. Using this approach, the authors profiled
the thiamine pyrophosphate (TPP) riboswitch in the ligand-bound and unbound
state in vitro. The authors developed an analytic framework which used a distance-
normalized adjusted mutual information (dAMI) metric revealing which RNA bases
in the riboswitch are contained within the same structural unit. A drawback of using
DEPC for RNA structural probing is that it is only reactive towards adenine and is
not suitable for in vivo assays. Despite the challenges and shortcomings of chem-
ical probing on the direct RNA nanopore sequencing platform, these methods have
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demonstrated the ability to detect multiple structure-directed adducts at the single
molecule level which will be crucial for interpreting molecular structural ensembles.

5 Conclusion

Nanopore technology has greatly advanced our understanding of RNA structure,
folding, dynamics and interactions. As we have reviewed, nanopore characterization
of RNA spans detection of simple RNA duplex formation to translocation of entire
polysome complexes. In particular, nanopore sensing enables fine control over the
solution conditions and nanopore dimensions which can be tuned towards the biolog-
ical system under study. Addition of small molecules or proteins is straightforward in
the nanopore-based label-free sensing approach. Nanopore methods are amenable to
enzymatic, biochemical and or physical manipulation strategies which have revealed
critical aspects of RNA secondary and tertiary structure and dynamics at the single
molecule level. We further anticipate that solid-state and biological nanopore systems
will eventually scale, enabling parallel measurement of RNA translocation events at
much higher-throughput than currently achieved with single-channel devices.

Direct RNA sequencing has emerged as a strong candidate for high-throughput
nanopore-based single molecule RNA analysis. Direct RNA nanopore sequencing
is unrivaled in that the RNA molecule is measured directly in contrast to other
sequencing technologies that rely on a sequencing-by-synthesis approach. Direct
RNA sequencing permits the detection of endogenous and exogenous modifica-
tions, the latter of which, through chemical probing approaches, have been exploited
to measure RNA secondary structure. Continued efforts are required to realize
single molecule direct RNA structural probing using nanopore sequencing. Char-
acterization of SHAPE reagents such as NAI, 2A3 (Marinus et al. 2021) and
Aclm along with base-reactive reagents should be more thoroughly assessed, along
with novel reagents, for compatibility with rapidly evolving direct RNA nanopore
sequencing chemistries. Efforts to train neural-network basecalling algorithms to
identify SHAPE adducts on RNA directly are currently hindered by the inability
to generate or synthesize RNA molecules with adducts at defined positions (e.g.,
ground-truth sets). Thus, comparative raw signal analysis (unmodified vs. modi-
fied) is the primary strategy for detecting the presence of adducts as a result of
nanopore based RNA structural probing. Continued efforts should be dedicated for
further improving and optimizing nanopore raw signal analysis programs for RNA
structural analysis.

Aided by developments in fabrication technology, innovative biochemical strate-
gies and commercial availability, RNA analysis with nanopore technology is begin-
ning to demonstrate significant promise. The nanopore platform is uniquely config-
urable and offers attractive characteristics in a variety of formats and experimental
configurations. As single molecule nanopore sensing and sequencing technologies
mature we can expect continued advancements towards deciphering RNA structure,



38 A. Byrne and W. Stephenson

folding and interactions which will have far reaching implications for understanding
RNA function in healthy and disease states.
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Abstract Mammalian genomes encode large amounts of noncoding RNAs
(ncRNAs), which tend to form intricate structures and interact with their target RNA
molecules through complementary base pairing with the help of proteins. Mapping of
intra- and inter-molecular RNA-RNA interactions (RRIs) is required to unravel the
structure and targets of ncRNAs which are two essential aspects for understanding the
molecular mechanisms of ncRNAs in various biological processes. At this frontiers,
we recently invented RNA in situ conformation sequencing (RIC-seq) technology to
profile protein-mediated RNA—RNA spatial interactions at single-nucleotide resolu-
tion in an unbiased manner. We have demonstrated that RIC-seq-identified RRIs are
helpful for simultaneously deducing ncRNA structures and targets. Here, we summa-
rize methods for probing RRIs and describe a step-by-step protocol for generating a
successful RIC-seq library.
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rRNA Ribosomal RNA
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piRNA Piwi-interacting RNA
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AMT 4’- Aminomethyltrioxsalen
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1 Introduction

The human genome is pervasively transcribed to generate vast noncoding RNAs
(ncRNAs) (Djebali et al. 2012; Hangauer et al. 2013). Many ncRNAs, such
as miRNAs (microRNAs), piRNAs (Piwi-interacting RNAs), IncRNAs (long
noncoding RNAs), circular RNAs (circRNAs), and eRNAs (enhancer RNAs), have
been demonstrated to regulate gene expression at transcriptional or posttranscrip-
tional levels (Chen and Xue 2016; Xue et al. 2020; Rinn and Chang 2012). Recon-
ciling their crucial roles in gene regulation during various physiological processes,
the aberrant expression of ncRNAs can lead to tumorigenesis as well as neurolog-
ical, cardiovascular, and autoimmune diseases (Wapinski and Chang 2011; Esteller
2011). Due to lacking protein-coding potential, n.cRNAs usually achieve their regula-
tory functions by forming sophisticated tertiary structures and interacting with other
RNA molecules through base pairing with the help of diverse RNA-binding proteins
(RBPs) (Hentze et al. 2018).

RNA-RNA interactions (RRIs) can be divided into intra-molecular and inter-
molecular (Xue 2022). The intra-molecular RRIs happen within the same RNA
molecules and can be used to infer RNA structures by combing them with various
structure prediction algorithms (Cao et al. 2021; Ziv et al. 2018, 2020; Li et al. 2018;
Sun et al. 2021; Siegfried et al. 2014; Watts et al. 2009), while inter-molecular RRIs
happen between two proximally interacting RNA molecules and have been demon-
strated to be valuable for deducing ncRNAs’ targets in many studies (Cai et al. 2020;
Nguyen et al. 2016; Lu et al. 2016; Sharma et al. 2016; Helwak et al. 2013; Engreitz
etal. 2014). Both intra- and inter-molecular RRIs can be mediated by complementary
base pairing and RBPs, which help place two RNA fragments into proximity. The
most classic examples may be the miRNA-Ago2-target mRNA ternary complex and
the piRNA-PIWI-target mRNA ternary complexes (Wang et al. 2022; Bartel 2004).
The miRNAs and piRNAs in the complex can provide target recognition specificity
through partial or complete base pairing. In contrast, RBPs can further wrap small
RNAs and their targets to stabilize RRIs.

RRIs seem amazingly accurate in controlling many essential molecular processes,
such as Ul small nuclear RNA (snRNA) can base pair with the 5" splice site of
precursor messenger RNAs (pre-mRNAs) to regulate splicing fidelity (Moore and
Proudfoot 2009; Salzman et al. 2012). Similar to miRNAs and U1l snRNA, IncRNAs
and eRNAs also use complementary base pairing to bind their cognate target RNAs.
For example, TINCR, a IncRNA that regulates epidermal differentiation, contains
several 25-nucleotide motifs that can reverse complementary to differentiation-
related mRNAs. The potential RNA duplexes between TINCR and targets can further
recruit STAU1 to stabilize those differentiation mRNASs (Kretz et al. 2013). In another
example, a class of half-STAU1-binding site RNAs (1/2-sbsRNAs) contains an Alu
element that can form imperfect base pairing with the reverse Alu element in target
mRNAs in the 3'UTR regions to regulate their stability (Gong and Maquat 2011). In
addition to RRIs-mediated RNA stability control, inter-molecular RRIs also function
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directly in transcription activation. For example, CCATI-5L, a super-enhancer tran-
scribed IncRNA, directly interacts with MYC promoter-associated RNAs with the
help of hnRNPK to modulate long-range chromatin looping and MYC transcription
(Cai et al. 2020).

Considering the crucial roles of ncRNAs in various biological processes, iden-
tifying their intra- and inter-molecular RRIs may enable investigators to infer their
higher-order structures and targets globally, thus facilitating the dissection of the
molecular mechanisms of ncRNAs in the development, differentiation, and disease.
In this chapter, we will summarize the currently available methods for mapping
RRIs. In addition, we will describe the RIC-seq technology in detail and discuss
future perspectives of its applications.

2 Methods for Probing RNA-RNA Interactions

Many state-of-the-art methods have been developed to profile RRIs over the past
decades, including biophysical, computational, and biochemical methods (Xu et al.
2022). These efforts have significantly expanded our understanding of RRIs in
various physiological and pathological processes. RRIs are initially studied one by
one in vitro but now can be globally profiled on a transcriptome-wide scale.

2.1 Low-Throughput Methods

Some simple but elegant biochemical or biophysical methods have been invented
to validate RRIs (Table 1 and Fig. 1). For example, in electrophoretic mobility shift
assay (EMSA), the interested RNA is first radiolabeled and incubated with the poten-
tial interacting RNA (Bak et al. 2015). Suppose these two RNA molecules can form
a duplex in vitro. The investigators will observe a shifted band in non-denaturing
polyacrylamide gel electrophoresis (PAGE) after autoradiograph (Fig. 1a). Further-
more, EMSA can evaluate the binding specificity and affinity of RRIs by introducing
a second non-radiolabeled competitor oligonucleotide (Bak et al. 2015). Single-
molecule Forster Resonance Energy Transfer (smFRET) method is another biophys-
ical method to characterize RRIs (Zhao and Rueda 2009; Hardin et al. 2015). In
smFRET, two RNA molecules under investigation are labeled with a donor fluo-
rophore and an acceptor fluorophore, respectively (Fig. 1b). Because the emission
spectra of the excited donor fluorophore overlap with the absorbance spectra of the
acceptor fluorophore, energy transfer will occur through a dipole—dipole interac-
tion if the two RNAs interact with each other in close proximity, which induces the
fluorescence of the acceptor fluorophore (Stephenson et al. 2016).

In addition to in vitro methods, RRIs can be validated in vivo under various cellular
conditions. Inspired by the yeast three-hybrid system, an RNA-hybrid system in
Saccharomyces cerevisiae was developed for such purpose (Piganeau et al. 2006). In
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Fig. 1 Schematic diagram of low-throughput methods for detecting RRIs. a Electrophoretic
mobility shift assay (EMSA). b Single-molecule fluorescence resonance energy transfer (smFRET).
¢ Yeast RNA-hybrid system

this system, the activation of a reporter gene is controlled by an MS2 coat protein-
fused operator (Fig. 1c). If bait RNA fused with the MS2 stem-loop could interact
with the prey RNA fused with m26 (an RNA-based transcriptional activator), the
m?26 transcriptional activator will be tethered to the promoter region of the reporter
gene, thus inducing reporter gene expression. These methods allow the investigation
of specific RRIs in vivo. However, this RNA-hybrid method is limited to known
RNAs and cannot determine the exact interacting mode.

2.2 High-Throughput Methods

To profile direct RRIs in a high-throughput way, many enzyme- and chemical-based
methods have been developed in the past decade (Table 1). The first experimental
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approach for this purpose is the parallel analysis of RNA structure (PARS) (Kertesz
et al. 2010), which uses RNase S1 and V1 to distinguish single- or double-stranded
regions of in vitro refolded RNA and measure the conformation states of nucleotides
through deep sequencing (Fig. 2a). To globally map RNA duplexes in living cells,
three experimental methods, namely, PARIS (Psoralen analysis of RNA interactions
and structures), SPLASH (Sequencing of psoralen crosslinked, ligated, and selected
hybrids), and LIGR-seq (Ligation of interacting RNA followed by high-throughput
sequencing) were developed in 2016 (Aw et al. 2016; Lu et al. 2016; Sharma et al.
2016).

For the PARIS method, cells are first treated with a psoralen derivative 4'-
aminomethyltrioxsalen (AMT) and irradiated with UV 365 nm to crosslink RNA
duplexes. After RNA fragmentation by S1 nuclease, the crosslinked RNA duplexes
are purified using two-dimensional (2D) gel electrophoresis followed by prox-
imity ligation with T4 RNA ligase (Lu et al. 2016). Finally, the resulting RNAs

a PARS
RNase 51
RMNase fragmaentation
RNase digestion and reverse transcription
o RNase Vi et Library
—_— -_—— :
—_— and sequencing
v cDNA
b c d
PARIS CLASH MARIO
UV 254nm
p—r.
L S T
_ UV crosslinking FAand EGS crosslinking
AMT crosslinking
Protein-RNA ———
Proteinase and purifcation { Protein biotinylation }
RMase digestion | Crosslinked =
RNA ﬂ .'D’-.q
20 gel \ '}?__' = -: &r'
separation
Proximity Linker ligation
ligation and proximity lgation

Proximity ligation l

% RMA purification, RMNA purification,
| |

Reverse crosslinking linker ligation, reverse transcription,
I+
and reverse transcription and reverse ranscnption and biotin pull-gown
.
—_—
—_— . —_—
{ Library construction and sequencing { Library construction and sequencing j
Fragment 1 Fragment 2 Fragment 1 Fragment 2 Fragment 1 Fragment 2

Fig. 2 Schematic diagram of high-throughput methods. a Parallel analysis of RNA structure
(PARS). b Psoralen analysis of RNA interactions and structures (PARIS). ¢ Crosslinking, ligation,
and sequencing of hybrids (CLASH). d Mapping RNA interactome in vivo (MARIO)
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are de-crosslinked by UV 254 nm irradiation and converted into libraries for deep
sequencing (Fig. 2b). The other two methods, SPLASH and LIGR-seq, own similar
workflows as PARIS and either adopt psoralen or AMT for crosslinking (Aw et al.
2016; Sharma et al. 2016). Unlike these methods, the spatial 2'-hydroxyl acylation
reversible crosslinking (SHARC) method used bifunctional and reversible acyla-
tion reagents with flexible linkers to capture transcriptome-wide spatial RRIs for
sequencing (Van Damme et al. 2022). All the above-mentioned methods can profile
RRIs globally but with low detection capability for specific RNA molecule-organized
RRIs. To address this limitation, the COMRADES method is first developed to
capture specific RNA-associated RRIs from the whole RRI pools by using biotiny-
lated reverse complementary oligos. The COMRADES have been demonstrated to
be robust for uncovering the architecture of the Zika and SARS-CoV-2 virus RNA
genome (Ziv et al. 2018, 2020).

Since intra- and inter-molecular RRIs are generally organized and stabilized by
RBPs, which can hinder the accessibility of enzymes and chemicals, leading to the
structural information deduced from the chemical-based methods mentioned above
is incomplete. To determine RNA duplexes mediated by a defined RBP, CLASH,
hiCLIP, and irCLASH were developed (Helwak and Tollervey 2016; Song et al.
2020; Sugimoto et al. 2015). CLASH is the first high-throughput method for studying
RBP-mediated RRIs (Fig. 2c). The general workflow includes UV crosslinking
of inter-molecular interacting RNAs to AGOI, ligation of two proximally inter-
acting RNAs, and isolation of chimeric RNAs for deep sequencing. CLASH has
been applied to detect different types of RRIs, such as small RNA interactions in
bacteria (Waters et al. 2017), snoRNA-rRNA interactions in S. cerevisiae (Kudla
etal. 2011), miRNA-mRNA interactions in humans (Helwak et al. 2013), and inter-
actions between piRNAs and their targets in C. elegans (Shen et al. 2018). Later,
hiCLIP and irCLASH methods introduced an additional adapter to improve the low
efficiency of direct ligation of interacting RNAs and the chimeric reads assigning
ambiguity in CLASH. However, all these methods are limited to a single “bait”
protein.

In mammalian cells, at least 1,500 RBPs have been identified to be tightly associ-
ated with a vast repertoire of RNA molecules (Gerstberger et al. 2014). The panoramic
view of the whole complement of RBPs in organizing cellular RRIs is still unclear.
Seeking to address this limitation, an RNA proximity ligation (RPL) method was
first developed (Ramani et al. 2015). However, RPL-detected RRIs appear limited
to intramolecular RRIs due to lacking formaldehyde fixation. As a step forward,
MARIO (Mapping RNA interactome in vivo) used formaldehyde and EGS (ethy-
lene glycol bis (succinimidyl succinate)) to crosslink all the RBPs-mediated intra-
and inter-molecular RRIs (Nguyen et al. 2016). After double crosslinking and RNA
fragmentation (Fig. 2d), the proximally interacting RNA fragments are ligated in a
dilute solution using a biotinylated RNA linker. The resulting linker-containing RNA
chimeras are subsequently enriched with streptavidin magnetic beads and converted
into libraries for deep sequencing. However, MARIO also suffered several limita-
tions due to over-crosslinking, inefficient chimeric enrichment, and spurious ligation
in a dilute solution.
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3 Global Profiling In Situ RNA—-RNA Interactions
with RIC-seq

As IncRNAs tend to function around their transcription sites, simultaneously profiling
their in situ intra- and inter-molecular RRIs becomes crucial for understanding the
underlying functional mechanisms. For this purpose and trying to address the limita-
tions of other high-throughput methods, we have developed RNA in situ confor-
mation sequencing technology to map the whole complement of RBP-mediated
RNA-RNA spatial interactions unbiasedly (Cai et al. 2020). As illustrated in Fig. 3,
cells are first crosslinked with formaldehyde for 10 min at room temperature to fix
RBPs-mediated RRIs. The fixed cells are subsequently permeabilized with a buffer
containing several detergents, including Triton X-100, NP-40, and Tween-20. This
step aims to maintain the cell “intact” and “punch holes” into cellular membranes
to ensure all the subsequent enzyme treatment, pCp-biotin labeling, and proximity
ligation happen in situ. Next, the single- and double-stranded RNAs protruding from
the RBP complexes are randomly digested with micrococcal nuclease (MNase) to
leave 3’ overhangs as phosphate groups and 5’ overhangs as hydroxyl groups. After
quenching the MNase digestion with the buffer containing EGTA, the exposed 3
overhangs are first dephosphorylated with alkaline phosphatase and further labeled
with pCp-biotin. After removing the 3’ phosphate group from “Cp-biotin” by alka-
line phosphatase, the 5’ overhangs are phosphorylated with T4 polynucleotide kinase
(PNK). The resulting RNA fragments in proximity are ligated using T4 RNA ligase,
while “C-biotin” is left to mark the junction position.

These steps mentioned above are performed in situ under native conditions. For
the in vitro part of RIC-seq, cells are first digested with proteinase K for efficient
RNA extraction. The total RNAs are subsequently fragmented into about 90 nt,
and biotin-C-containing RNAs are captured with streptavidin magnetic beads. The
enriched chimeric RNAs are converted into a DNA library for paired-end sequencing
by sequentially performing the following steps: first-strand synthesis, second-strand
synthesis, end-repairing, dA-tailing, adapter ligation, and PCR amplification. During
the second strand synthesis, 20% of the dTTP is substituted by dUTP. The USER
enzyme will digest the deoxyuridine-containing strand before PCR amplification
to achieve strand specificity. Finally, the sequencing data can be processed and
computationally analyzed as previously described (Cai et al. 2020).

3.1 Materials

3.1.1 Reagents

10 x PBS, pH 7.4, RNase-free
2-Propanol
3 M sodium acetate, pH 5.5



52 R. Ye et al.

| in situ ‘
FastAP treatment .
G et o . e
9 pCp-bictin labeling P 9
[} RMA " L3
o \JQ 2o . N e R 7 .
U _) < biotin \ {-
& S RePRed % N
.-f:; ; mr ) X P . < )
Q P ~ sOf et ~
1 beotn
Jc? ‘:*Q,QD RNA purification
(/\) and
DMNase | treatment
i RNA probes /
- - - 2 .
N3 — —r . s =
PCR amplification = - ~¢— — i ST s G e sl —_—t
and —-— - ) -— ! -— - -
ABOP SBOUBNGCING e e .u—'--u-%:_"_l_‘—_,"_ —_—G— % =
- — - —C
Adapter ligation RMNA elution .
andl Second-strand and RMNA fragmentation; {RNA depletion

synthesis with dUTP pull-down biotin

USER digestion first-strand synthesis

in vitro

Fig. 3 Schematic diagram of RIC-seq technology. RIC-seq in situ part includes formaldehyde
crosslinking, permeabilization, micrococcal nuclease (MNase) digestion, pCp-biotin labeling, and
proximity ligation. The in vitro steps include rRNA depletion, RNA fragmentation, chimeric
RNA enrichment, and strand-specific library construction. RBP: RNA-binding protein; pCp-biotin:
biotinylated 3’,5'-bisphosphate cytidine

Acid phenol: chloroform, pH 4.5

Adenosine 5'-triphosphate (ATP, 10 mM)

Agencourt AMPure XP

Agilent high-sensitivity DNA kit

Agilent RNA 6000 nano kit

Biowest agarose

DNA polymerase I (10 U/pl)

dNTP set (dATP, dGTP, dCTP, dTTP, 100 mM, 4 x 0.25 ml)

dNTP solution mix (10 mM)

dNTP solution mix (25 mM)

dUTP (100 mM)

Dynabeads MyOne streptavidin C1

Ethylene glycol-bis(2-aminoethylether)-N,N,N’,N'-tetraacetic acid (EGTA)
Ethylenediaminetetraacetic acid disodium salt dehydrate (Na,EDTA-2H,0)
FastAP alkaline phosphatase (1 U/ul)

Formaldehyde solution (37%, wt/vol)

GelRed

IGEPAL CA-630 (also known as NP-40)

Invitrogen second-strand buffer

Klenow (3’ to 5" exo-) (5 U/l)
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Klenow fragment (5 U/pl)

Micrococcal nuclease (300 U/ul)

Pierce™ RNA 3’ end biotinylation kit
Platinum Pfx DNA polymerase kit
Protease inhibitor cocktail (for mammalian cell and tissue extracts, DMSO solution)
Proteinase K (=600 mAnson-U/ml)
Qiagen MinElute gel extraction kit

Qubit dsDNA HS assay kit

Qubit RNA HS assay kit

RNA clean and concentrator-5 kit

RNA from yeast

RNase H (5 U/l)

RNaseZap RNase decontamination solution
RQ1 RNase-free DNase (1 U/pl)

Sodium dodecyl sulfate (SDS)
SUPERaseeIn™ RNase inhibitor (20 U/l)
SuperScript II reverse transcriptase

T4 DNA ligase (Rapid) (600 U/pl)

T4 DNA polymerase (3 U/ul)

T4 polynucleotide kinase (10 U/pl1)

T4 RNA ligase (10 U/pl)

TRIzol LS reagent

TURBO DNase (2 U/l)

UltraPure DEPC-treated water

USER enzyme (1 U/ul)

3.1.2 Buffers (See Note 1)

1.

2.

1 x PNK buffer: 50 mM Tris-Cl pH 7.4, 10 mM MgCl,, and 0.2% NP-40 in
DEPC-treated water. Store at 4 °C for up to 12 months.

1 x PNK + EGTA buffer: 50 mM Tris-Cl pH 7.4, 20 mM EGTA, and 0.5%
NP-40 in DEPC-treated water. Store at 4 °C for up to 12 months.

High-salt wash buffer: 5 x PBS and 0.5% NP-40 in DEPC-treated water. Store
at 4 °C for up to 12 months.

Permeabilization buffer: 10 mM Tris-HCI pH 7.5, 10 mM NaCl, 0.5% NP-
40, 0.3% Triton X-100, and 0.1% TWEEN 20 in DEPC-treated water. Store
at 4 °C for up to 6 months. Add SUPERase*In™ RNase Inhibitor to a final
concentration of 2 U/ml and dilute the protease inhibitor cocktail 1:100 to the
buffer before use.

1 x Micrococcal nuclease reaction buffer (1 x MN buffer): 50 mM Tris-HC] pH
8.0 and 5 mM CaCl, in DEPC-treated water. Store at 4 °C for up to 6 months.
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Proteinase K buffer:10 mM Tris-HC1 pH 7.5, 10 mM EDTA, and 0.5% SDS in
DEPC-treated water. Store at 4 °C for up to 6 months.

5 x Hybridization buffer: 500 mM Tris-HCI pH 7.4, and 1 M NaCl in DEPC-
treated water. Store at 4 °C for up to 12 months.

Solution A: 0.1 M NaOH and 0.05 M NaCl in DEPC-treated water. Store at
4 °C for up to 6 months.

Solution B: 0.1 M NaCl in DEPC-treated water. Store at 4 °C for up to 6 months.
2 x TWB buffer: 10 mM Tris-HCI pH 7.5, 1 mM EDTA, 2 M NaCl, and 0.02%
TWEEN 20 in DEPC-treated water. Store at 4 °C for up to 6 months.

PK buffer: 100 mM NaCl, 10 mM Tris-HCI pH 7.0, 1 mM EDTA, and 0.5%
SDS in DEPC-treated water. Store at 4 °C for up to 6 months.

1 x TBE: 890 mM Tris, 890 mM boric acid, and 20 mM EDTA in DEPC-treated
water. Store at room temperature for up to 6 months.

3.1.3 Oligos and Primers

—_

PEI adaptor A: /SPhos/GATCGGAAGAGCACACGTCT

PEI adapter B: ACACTCTTTCCCTACACGACGCTCTTCCGATCT

Illumina PE 1.0 primer: AATGATACGGCGACCACCGAGATCTACACTCTTT
CCCTACACGACGCTCTTCCGATCT

Index primer: CAAGCAGAAGACGGCATACGAGATNNNNNNGT-
GACTGGA GTTCAGACGTGTGCTCTTCCGATCT (“NNNNNN” denotes
the 6 bp randomized barcode)

3.14 Equipment

0.22 pm filter unit

1.5 ml LoBind microcentrifuge tubes
5 and 10 ml Serological pipette
15 and 50 ml Centrifuge tubes
200 p1 PCR tubes

Agarose gel electrophoresis
Agilent 2100 bioanalyzer

Cell scrapers

DynaMag™-2 Magnet

Gel tray

NanoDrop 2000c

pH meter

Qubit® 3.0 fluorometer

Razor blade

Refrigerated centrifuge and microcentrifuge
Safe Imager™ 2.0 blue-light transilluminator
Single-channel manual pipettes (0.1-2 1, 2-20 1, 20200 w1, 100-1,000 1)
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Thermal cycler
ThermoMixer C

Tube revolver/rotator
Universal power supply
Vortex mixer

3.2 Methods

3.2.1 Adaptor Preparation

1.

2.

Mix 10 pl of PEI adaptor oligo A (100 pM) and 10 pl of PEI adaptor oligo B
(100 wM) in a 200 w1 PCR tube.

Incubate the oligo mixture at 70 °C for 10 min in a thermal cycler. Then, place
the PCR tube on the benchtop to let the mixture cool to room temperature. The
final concentration of the annealed adaptors should be 50 WM. Aliquot and store
the mixture at —20 °C for up to several years.

Dilute 50 uM annealed adaptor to 2 uM for the RIC-seq experiment and store
at —20 °C for up to a year.

3.2.2 Cell Crosslinking and Harvesting

1.

2.

Pour off the culture medium from the dish and wash the cells three times with
10-15 ml of ice-cold PBS (see Notes 2 and 3).

Add 10-15 ml of 1% (wt/vol) formaldehyde (freshly prepared with 1 x PBS) to
the dish and crosslink the cells for 10 min at room temperature.

Add 2.5 M glycine to a final concentration of 0.125 M (1/20 volume) to terminate
the crosslinking reaction and mix gently on a rocking platform for 10 min.
Wash the cells with 10—15 ml of ice-cold PBS three times.

Scrape the cells off the dish and transfer them to a 50 ml tube. Collect the cell
pellets by centrifugation at 1,200 g for 10 min at 4 °C (see Notes 4 and 5).
Resuspend the cell pellets in 1 ml of ice-cold PBS and transfer the cells to a clean
1.5 ml Eppendorf tube.

Centrifuge at 600 g for 10 min at 4 °C to collect cell pellets.

Discard the supernatant and directly proceed with the next step or store the pellets
at —80 °C.

3.2.3 Cell Permeabilization

1.

2.

For each sample, resuspend the cell pellets in 1 ml of cell permeabilization buffer
and gently pipette up and down 15 times.
Incubate the cell suspension on ice for 15 min and invert the tube every 2 min.
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Pellet the cells by centrifugation at 1,200 g for 5 min at 4 °C and discard the
supernatant.

Wash the cell pellets three times with 600 pl of 1 x PNK buffer by rotating on a
tube rotator at 4 °C for 5 min at 20 rpm. After every washing step, collect the cells
by centrifugation at 1,200 g for 5 min at 4 °C. Note that in the following steps,
wash the cell pellets in the same way as that described in this step by rotation
and centrifugation.

Discard the supernatant thoroughly after the last centrifugation step.

3.2.4 RNA Fragmentation with MNase

1.

2.

First dilute MNase to 1:1000 with 1 x MN reaction buffer and then further dilute
the solution to 1:10 with 1 x MN reaction buffer (see Note 6).

Add 200 pl of the final diluted MNase to the cell pellets and mix gently by
pipetting up and down 15 times.

Incubate the reaction mixture at 37 °C in a ThermoMixer C for 10 min (mix for
15 s at 1000 rpm every 3 min).

Collect the cells by centrifugation at 1,200 g for 5 min at 4 °C.

Wash the cell pellets twice with 600 l of 1 x PNK 4 EGTA buffer and twice
with 600 pl of 1 x PNK buffer. Discard the supernatant thoroughly after the last
wash.

3.2.5 pCp-Biotin Labeling (See Notes 7 and 8)

1.

Prepare the following FastAP reaction mixture:

10 x FastAP buffer 10 wl
Fast alkaline phosphatase (1 U/nl) 10 pl
DEPC-treated water 80 nl
Total 100 pl

Add the reaction mixture to the cell pellets, mix gently by pipetting up and
down 20 times, and incubate at 37 °C in a ThermoMixer C for 15 min (mixing
for 15 s at 1000 rpm every 3 min).

Pellet the cells by centrifugation at 1,200 g for 5 min at 4 °C.

Wash the cell pellets twice with 600 1 of 1 x PNK + EGTA buffer, twice with
600 .1 of high-salt wash buffer, and three times with 600 1 of 1 x PNK buffer
(0.05% NP-40). Discard the supernatant after the last wash.

Prepare the pCp-biotin ligation mixture without 30% PEG 20,000 (see Note 9):

10 x RNA ligase reaction buffer 10 pl
RNase inhibitor (40 U/pl) 6 pl
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10.

11.

Biotinylated cytidine (bis) phosphate (1 mM) 4 pl

T4 RNA ligase (10 U/ul) 10 pl
DEPC-treated water 20 ul
Total 50 pl

Add the mixture to the cell pellets and mix gently by pipetting up and down 20
times.

Add 50 pl of 30% PEG 20,000 to the cell suspension with a cut-off 200 w1
pipette tip and mix gently by pipetting up and down 20 times.

Incubate the reaction mixture at 16 °C in a ThermoMixer C overnight (mixing
for 15 s at 1000 rpm every 3 min).

On the following day, add 2 1 of T4 RNA ligase and 4 pl of 10 mM ATP to
the Eppendorf tube and mix gently by pipetting up and down 20 times.
Incubate at 16 °C for an additional 3 h (mixing for 15 s at 1000 rpm every
3 min).

Wash the cell pellets with 600 1 of 1 x PNK buffer three times. Discard the
supernatant completely after the last wash.

3.2.6 Proximity Ligation

1.

Prepare the following FastAP mixture:

10 x FastAP buffer 10 pl
Fast alkaline phosphatase (1 U/nl) 10 pl
DEPC-treated water 80 pl
Total 100 1

Add the reaction mixture to the cell pellets, mix gently by pipetting up and
down 20 times, and incubate at 37 °C in a ThermoMixer C for 15 min (mixing
for 15 s at 1000 rpm every 3 min).

Collect the cells by centrifugation at 1,200 g for 5 min at 4 °C.

Wash the cell pellets twice with 600 1 of 1 x PNK + EGTA buffer, twice with
600 1 of high-salt wash buffer, and three times with 600 1 of 1 x PNK buffer.
Discard the supernatant thoroughly after the last wash.

Prepare the following PNK mixture and mix thoroughly:

10 x reaction buffer A 10 pl
10 mM ATP 15 ul
T4 PNK enzyme (10 U/pl) 10 pl
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DEPC-treated water 65 nl
Total 100 pl

Add the reaction mixture to the cell pellets, mix gently by pipetting up and
down 20 times, and incubate at 37 °C in a ThermoMixer C for 45 min (mixing
for 15 s at 1000 rpm every 3 min).

Wash the cell pellets twice with 600 nl of 1 x PNK 4 EGTA buffer and
twice with 600 pl of 1 x PNK buffer (0.05% NP-40). Discard the supernatant
thoroughly after the last wash.

Prepare the following ligation mixture and mix thoroughly:

10 x RNA ligase reaction buffer 20 ul

RNase inhibitor (40 U/pl) 8l
T4 RNA ligase (10 U/pl) 10 pl
BSA (1 mg/ml) 20 pl
DEPC-treated water 142 ul
Total 200 pl

Add the mixture to the cell pellets and mix gently by pipetting up and down 20
times.

Incubate the reaction mixture at 16 °C in a ThermoMixer C overnight (mixing
for 15 s at 1000 rpm every 3 min).

The next day, add 2 pl of T4 RNA ligase and 4 1 of 10 mM ATP to the reaction
mixture and mix gently by pipetting up and down 20 times.

Incubate at 16 °C for an additional 3 h (mixing for 15 s at 1000 rpm every
3 min).

Wash the cell pellets with 1 x PNK buffer three times and discard the supernatant
thoroughly after the last wash.

3.2.7 RNA Purification

Mix 200 pl of proteinase K buffer and 50 1 of proteinase K together, add the
mixture to the cell pellets, and mix gently by pipetting up and down 20 times.
Incubate the reaction mixture in a ThermoMixer C at 37 °C for 60 min, 56 °C
for 15 min, and then 22 °C for 1 min (mixing for 15 s at 1000 rpm every 3 min).
Add 750 pl of TRIzol LS to the mixture and homogenize by pipetting up and
down 20 times. Incubate the mixture for 5 min at room temperature.

Add 220 1 of chloroform to the mixture and shake vigorously for 15 s. Incubate
the sample at room temperature for 3 min.

Centrifuge the sample at 16,000 g for 15 min at 4 °C and transfer the aqueous
phase to a new 1.5 ml Eppendorf tube.



Mapping In Situ RNA-RNA Interactions with RIC-seq 59

6.

11.

© 0 N

Precipitate RNA by adding 1 wl of GlycoBlue and 500 w1 of isopropanol and
mix thoroughly by pipetting up and down 20 times. Place the sample at —20 °C
overnight.

The next day, centrifuge the sample at 16,000 g for 15 min at 4 °C.

Discard the supernatant and wash the RNA pellet twice with 75% ethanol.
Centrifuge the sample at 16,000 g for 5 min at 4 °C.

Discard the supernatant thoroughly, air-dry the RNA pellet at room temperature
for 2 min, and then dissolve the RNA in 20 1 of DEPC-treated water.
Determine the concentration of RNA with a NanoDrop 2000c. The expected
yield of RNA is 50-80 pg. Take 20 g of RNA to proceed with the following
steps and store the remaining sample at —80 °C.

3.2.8 DNase I Treatment

O XN

10.

Prepare the following DNase I reaction mixture in a 1.5 ml Eppendorf tube.
Adjust the water volume based on the total RNA input.

Total RNA (20 ng) x ul

10 x RQI DNase buffer 10 pl
RNase inhibitor (40 U/pl) 3l
RQ1 RNase-free DNase (1 U/ul) 5 pl
DEPC-treated water 82-x nl
Total 100

Mix thoroughly and incubate in a ThermoMixer C at 37 °C for 20 min (mixing
for 15 s at 300 rpm every 3 min).

Add 100 w1 of DEPC-treated water to the sample.

Add 200 1 of acid phenol:chloroform to the mixture for RNA extraction, mix
thoroughly by shaking, and centrifuge the sample at 16,000 g for 15 min at4 °C.
Carefully transfer the aqueous phase to a clean 1.5 ml tube. Precipitate the RNA
by adding 20 p1 of 3 M NaOAc, 1 il of GlycoBlue, and 500 1 of 100% ethanol.
Mix well and place the Eppendorf tube at —20 °C overnight.

The next day, centrifuge the sample at 16,000 g for 15 min at 4 °C.

Discard the supernatant and wash the RNA pellet twice with 75% ethanol.
Centrifuge the sample at 16,000 g for 5 min at 4 °C.

Discard the supernatant completely, air-dry the RNA pellet for 2 min, and then
dissolve the RNA in 6 .l of DEPC-treated water.

Take 0.25 .1 of RNA and dilute it to 1:20 with DEPC-treated water to determine
the length distribution of the RNA fragments with an Agilent 2100 Bioanalyzer.
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3.2.9 Ribosomal RNA (rRNA) Depletion (See Note 10)

1. Prepare the following reaction mixture for rRNA depletion in a 200 11 PCR tube:

Total RNA 5.75 nl
Probe mix (2 pg/pl total) 10 pl
5 x hybridization buffer 4l
DEPC-treated water 0.25 nl
Total 20 pl

2. Mix thoroughly by pipetting up and down 20 times, and put the sample in a
thermal cycler. Incubate at 95 °C for 2 min, then gradually cooldown to 22 °C at
arate of —0.1 °C/s, hold at 22 °C for 5 min, and immediately put on ice.

3. Prepare the following reaction mixture in a 200 w1 PCR tube containing:

Probe/RNA mixture 20 ul
10 x RNase H buffer 3 pl

RNase H (5 U/ul) Sl
DEPC-treated water 2l
Total 30 pl

4. Mix thoroughly by pipetting up and down 20 times, incubate the sample at 37 °C
for 30 min, and immediately put on ice.

5. The remaining rRNA probes in the sample should be removed by DNase
digestion. Prepare the following DNase reaction mixture in a 200 1 PCR tube:

Sample from the last step 30 pl

10 x TURBO buffer 4l
TURBO DNase (2 U/ul) Spl
DEPC-treated water 1l
Total 40 pl

6. Mix thoroughly by pipetting up and down 20 times and incubate the sample at
37 °C for 30 min.

7. Purify the RNA with RNA Clean and Concentrator-5 kit following the manu-
facturer’s instructions. Use 18.5 il of DEPC-treated water to elute the RNA and
collect rRNA-depleted RNA. The expected yield is about 17 wl. Save 1 wl for
quantification with an Agilent 2100 Bioanalyzer. The expected concentration is
100-200 ng/p1 (see Note 11).



Mapping In Situ RNA-RNA Interactions with RIC-seq 61

3.2.10 RNA Fragmentation and pCp-Biotin Selection

1.

Y

10.

11.

12.

13.

14.

15.

16.
17.

18.
19.

20.

21.

Prepare the following reaction mixture in a 200 1 PCR tube:

RNA 16 pl
5 x first-strand buffer 4 nl
Total 20 pl

Mix thoroughly by pipetting up and down 15 times, incubating at 94 °C for
5 min in a thermal cycler, and putting on ice immediately.

For each sample, prepare 20 1 of C1 beads. Suspend the C1 beads in a vial by
vortexing for at least 30 s and transfer the required amount of beads to a clean
1.5 ml Eppendorf tube (see Note 12).

Place the tube on the magnetic rack for 1 min and carefully discard the
supernatant.

Add a volume of Solution A equal to the volume of the beads to the same tube
and mix thoroughly by pipetting up and down 10 times.

Incubate the beads for 2 min at room temperature.

Place the tube on the magnetic rack for 1 min and discard the supernatant.
Repeat steps 5—7 once more.

Add an equal volume of Solution B to the tube and mix thoroughly by pipetting
up and down 10 times.

Place the tube on the magnetic rack for 1 min and carefully discard the
supernatant.

Prepare the 200 1 of mixture containing 50 pg of yeast RNA and 100 w1 of 2
x TWB buffer. Add the mixture to the tube and mix gently by pipetting up and
down 20 times.

Incubate on the tube rotator at 20 rpm for 60 min at room temperature.

Place the tube on the magnetic rack for 1 min and carefully discard the super-
natant. Wash the beads with 600 pl of 1 x TWB buffer three times. Store the
beads in 1 x TWB buffer until use.

Place the Eppendorf tube containing the C1 beads on the magnetic rack for
1 min and discard the supernatant.

Add 20 p1 of fragmented RNA, 30 1 of DEPC-treated water, and 50 pl of 2 x
TWB buffer to the C1 beads and mix gently by pipetting up and down 10 times.
Incubate on a tube rotator at 20 rpm for 30 min at room temperature.

Place the tube on the magnetic rack for 1 min and carefully discard the
supernatant.

Wash beads with 600 w1 of 1 x TWB buffer four times.

Place the tube on the magnetic rack for 1 min and carefully discard the
supernatant.

Add 100 w1 of PK buffer to the beads and mix gently by pipetting up and down
10 times.

Incubate at 95 °C in a ThermoMixer C at 1000 rpm for 10 min.
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Place the tube on the magnetic rack for 1 min and then transfer the supernatant
to a clean 1.5 ml Eppendorf tube.

Repeat steps 20-22 once more.

Briefly rinse the beads with 100 1 of PK buffer, place the tube on the magnetic
rack for 1 min until the supernatant is clear, and transfer the supernatant to a
clean 1.5 ml Eppendorf tube. The total volume of eluted RNA should be 300 1.
Add 300 1 of acid phenol: chloroform to the RNA and mix by shaking.
Centrifuge at 16,000 g for 10 min at 4 °C and transfer the aqueous phase to a
clean 1.5 ml Eppendorf tube.

Precipitate the RNA by adding 18 pl of 5 M NaCl, 1 pl of GlycoBlue, and
900 w1 of 100% ethanol, mix by pipetting up and down 20 times, and place the
tube at —20 °C overnight.

On the next day, centrifuge the sample at 16,000 g for 20 min at 4 °C.

Discard the supernatant and wash the RNA pellet with 75% ethanol twice.
Centrifuge the sample at 16,000 g for 5 min at 4 °C.

Discard the supernatant completely, air-dry the RNA pellet for 2 min at room
temperature, dissolve the pellet in 10 pl of DEPC-treated water, and transfer
the dissolved RNA to a clean 200 w1 PCR tube.

3.2.11 First-Strand cDNA Synthesis

1.

2.

Add 0.5 pl of N6 primer (100 ng/pl) to the RNA and mix by pipetting up and
down 10 times.

Incubate the 200 pl PCR tube at 65 °C in a thermal cycler for 5 min, and
immediately put it on ice for at least 2 min.

Prepare the following master mix in a clean 200 il PCR tube, multiplying by X
based on your sample numbers:

5 x first-strand buffer 3l
dNTP mix (10 mM) 1l
100 mM DTT 0.5l

RNase inhibitor (40 U/ul) 0.5 pl
Superscript II (200 U/ul) 0.5 nl
Total 5.5 pl

Add the mixture to the sample from the last step and mix well by pipetting up
and down 20 times. Place the PCR tube in a thermal cycler and incubate at 25 °C
for 10 min, at 42 °C for 40 min, and at 70 °C for 15 min.
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3.2.12 Second-Strand cDNA Synthesis

1.

Prepare the following master mix in a 1.5 ml Eppendorf tube:

5 x second-strand buffer 10 pl
25 mM dNTP (dUTP/dTTP = 4:1, see Note 13) 0.8 pl
RNaseH (5 U/nl) 0.2 ul
DNA polymerase I (10 U/pl) 2.5 pul
DEPC-treated water 20.5 pl
Total 34 1l

Add the mixture to the sample from the last step, mix well by pipetting up and
down 20 times, and incubate at 16 °C in Thermomixer C for 2 h (mixing for 15 s
at 300 rpm every 3 min). During this step, equilibrate the AMPure beads at room
temperature for 30 min.

Add 90 1 of AMPure beads to the sample, mix by pipetting up and down 10
times, and incubate at room temperature for 5 min.

Place the tube on the magnetic rack until the solution is clear.

Discard the supernatant and add 200 w1 of freshly prepared 80% ethanol to the
tube while in the magnetic rack. Rinse the beads briefly for 20 s and carefully
discard the supernatant. Repeat once more with an additional 200 pl of 80%
ethanol.

Elute the cDNA with 44 pl of Buffer EB from Qiagen by incubating at room
temperature for 5 min.

Take 1 pnl of the eluted cDNA to determine its concentration using a Qubit
dsDNA HS Assay Kit according to the manufacturer’s instructions. The expected
concentration is 0.2-0.6 ng/p.L

3.2.13 End Repair

1.

Prepare the following master mix in a 200 1 PCR tube:

10 x PNK buffer Spl

dNTPs (25 mM) 0.4 nl
T4 DNA polymerase (3 U/nl) 1.2 pl
Klenow fragment (5 U/pl) 0.2 ul
T4 PNK (10 U/l) 1.2 ul

Total 8l
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Add the mixture to the sample from the last step to bring the total volume to
50 w1, mix thoroughly by pipetting up and down 20 times, and incubate at 20 °C
in a Thermomixer C for 30 min.

Purify the repaired cDNAs with 90 pul of AMPure beads as described in
Sect. 3.2.12, and finally elute the cDNA with 20.5 pl of Buffer EB. Transfer
19.7 w1 of the repaired cDNA to a clean 1.5 ml Eppendorf tube.

3.2.14 dA-Tailing

1.

Prepare the following master mix in a 200 w1 PCR tube:

10 x Blue buffer 2.3l
5 mM dATP 0.5l
Klenow (3’ to 5 exo-) (5 U/ul) 0.5 pl
Total 33l

Add the mixture to the sample from the last step, mix thoroughly by pipetting up
and down 20 times, and incubate at 37 °C in a Thermomixer C for 30 min.

3.2.15 Adaptor Ligation

L.

»

Prepare the following master mix in a 200 1 PCR tube:

2 x rapid ligation buffer 1.4 pnl
10 mM ATP 0.1l
Adapter (2 uM, see Note 14) 1l
T4 DNA ligase (Rapid, 600 U/nl) 1 pl
Total 35l

Add the mixture to the sample from the last step and mix well by pipetting up
and down 20 times (see Note 15).

Incubate at 20 °C in Thermomixer C for 15 min.

Purify the product with 47.7 1 of AMPure beads as described in Sect. 3.2.12
twice, and finally elute the cDNA with 16 .l of Buffer EB.



Mapping In Situ RNA-RNA Interactions with RIC-seq 65

3.2.16 PCR Amplification (See Note 16)

1. Prepare the following PCR mixture in a 200 1 PCR tube:
DNA 13.7 pl
Index primer (10 uM) 1l
[lumina PE 1.0 (10 pM) 1 pl
MgS0O4 (50 mM) 1l
10 x Pfx buffer 2.5 pl
dNTPs (25 mM) 0.4 ul
DEPC-treated water 2l
Platinum Pfx DNA polymerase (2.5 U/nl) 0.4 pl
USER enzyme (1 U/ul) 3l
Total 25 ul
2. Run the following program in a thermal cycler:
37 °C for 15 min;
94 °C for 2 min;
11-13 cycles at
94 °C for 15 s,
62 °C for 30 s,
72 °C for 30 s; and
72 °C for 10 min.
3. Run 2% agarose gel in 1 x TBE buffer at 120 V for ~1 h.
4. Cut the smear band from 200 to 450 bp and purify the product with a Qiagen
MinElute Gel Extraction Kit according to the manufacturer’s instructions.
5. Determine the product concentration with a Qubit dsDNA HS Assay Kit
according to the manufacturer’s instructions. The expected yield is 20-100 ng.
3.3 Notes

Maintaining an RNase-free environment in the lab for handling RNAs is crucial.
All glassware can be thoroughly washed and autoclaved before preparing RNA-
related buffers. Users can also filter all buffers using a 0.22-pm filter to remove
trace amounts of RNase. To avoid RNase contamination, spraying surface
decontamination solutions such as RNAseZAP® onto the bench, pipettes, and
other equipment before performing the RIC-seq experiment is also helpful.
Wearing a mask and gloves is an efficient way to avoid RNase contamination.
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For a standard RIC-seq experiment, we used approximately 1 x 107 cells (e.g.,
for the HeLa cell line) to yield a cell pellet of approximately 50-70 1. Users
should adjust the input cell numbers for different cell types or tissue samples
according to the cell size and the RNA content. We strongly recommend that
users prepare at least two biological replicates for each treatment condition.
During the analysis, users can combine two highly correlated replicates to
enlarge the detection power of low-expression RNAs.

Ensure that Mycoplasma does not contaminate the cells used for the RIC-seq
experiment.

Scraping is only suitable for adherent cells. Suspension cells can be directly
transferred to a 50 ml tube and washed by centrifugation at 1,200 g for 10 min
at 4 °C. After pouring out the supernatant, the cell pellets can be resuspended
in 10 ml of 1 x PBS containing 1% formaldehyde.

Users may note that many scraped cells float on the surface of the dish or PBS
when harvesting adherent cells. This phenomenon is caused by cell surface
tension and is the primary reason for cell loss at the cell harvesting step. Users
could add 0.01% (vol/vol) NP-40 to the cell suspension to reduce the surface
tension.

Diluting MNase at 1:10,000 is suitable for most human and mouse cell lines.
We recommend titrating the dilution factor for other cell lines or tissues based
on the RNA fragment distribution quantified by an Agilent 2100 Bioanalyzer
after the proximity ligation step. Most of the RNA fragments should range from
200 to 2000 nt.

Users can set up a negative control without pCp-biotin labeling at this step to
evaluate the specificity of the chimeric enrichment.

pCp-biotin should contain a 3’, 5" phosphate on the ribose ring to accommodate
ligation and a biotin linker on cytidine for downstream selection.

PEG 20,000 (30%) is very sticky during pipetting. Use a cut-off 200 1 tip to
aliquot this reagent into the cell suspension. Homogenize the cell suspension
containing 30% PEG 20,000 by gently pipetting and avoiding vortexing.
Ribosomal RNA (rRNA) should be removed using the RNase H-based rRNA
depletion kit rather than the biotinylated hybridization probe-based kit. We
recommend using the Ribo-off rRNA depletion kit or NEBNext® rRNA Deple-
tion Kit (Human/Mouse/Rat). As the rRNA depletion kit is costly, we have
followed a published protocol (Adiconis et al. 2013) and prepared homemade
probes for rRNA removal. To this end, users need first to synthesize DNA oligos
that are reverse complementary to rRNA and then mix them at an equal molar
ratio.

Ribosomal RNA usually comprises approximately 90% of the total RNA mass.
Users should quantify the depletion efficiency by comparing the concentration
of total RNA before and after rRNA depletion. If an excessive yield of RNA is
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obtained, users can either use a double amount of the rRNA probes and RNase
H for rRNA depletion or repeat the rRNA depletion step once more.

12.  Aspreparation of C1 beads will take at least 1.5 h, users can prepare it during the
rRNA depletion step. Estimate how long rRNA depletion will take according
to how many samples you will handle. Ensure that the samples will not stand
on ice too long before selection by C1 beads.

13. To prepare the dUTP-containing ANTP mixture (dUTP/dTTP = 4:1), we typi-
cally dilute 100 mM dATP, dGTP, and dCTP to 25 mM and dilute dTTP and
dUTP to 5 mM and 20 mM, respectively, in the same tube.

14. Theyield of cDNA after the second-strand synthesis step determines the amount
of adapter used. Users may calculate the concentration of cDNA based on the
total mass and the mean size of fragments.

15. Ensure that T4 DNA ligase is the final reagent added to the reaction mixture.
This small tip can prevent the self-ligation of the adaptors.

16. Testing the cycle number to prevent excessive PCR duplications in the final
sequencing data is critical. We usually take 1 .l of the DNA template to titrate
the optimal PCR cycle numbers by amplifying at least two different cycles
(e.g., 10 and 14 cycles). After examining the strength of the smear bands on
an agarose gel, users may choose an optimal cycle number that allows them to
obtain enough product for sequencing.

4 Conclusion

In this chapter, we described a step-by-step protocol for constructing the RIC-seq
library to facilitate its usage in mapping in situ RRIs. Considering intra- and inter-
molecular RRIs are the building blocks of ncRNA-mediated transcriptional and post-
transcriptional regulations in almost all species of life, including viruses, bacteria,
plants, and animals (Xu et al. 2022). Identifying in situ RRIs with RIC-seq can
provide a panoramic view of the hidden layer of RNA regulations.

More than 90% of the human genome could be transcribed, which generates tens
of thousands of ncRNAs. Although ncRNAs have been demonstrated to function
directly in cell differentiation, cell proliferation, dosage compensation, and many
other cellular processes (Xue et al. 2020), their functional mechanisms remain largely
unknown because of their mysterious structures and interacting targets. The advance-
ment of RIC-seq technology in unbiased profiling of all the RBPs-mediated RNA—
RNA spatial interactions could deepen our understanding of the functionality of
various types of ncRNAs, including IncRNAs, circRNAs, eRNAs, and so on.

Under normal conditions, RNAs often fold into higher-order structures and
form complicated ribonucleoprotein complexes by associating with various RBPs
to execute their biological functions. However, highly structured RNA molecules
tend to undergo structural changes in response to environmental stimuli or stresses
to keep cell and life homeostasis (Van Treeck et al. 2018; Kortmann and Narberhaus
2012). Mutations that disrupt RNA structures or prevent dynamic changes can cause
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dysregulation of gene expression and lead to diseases (Halvorsen et al. 2010; Haas
et al. 2012). Profiling RRIs by RIC-seq in disease-related cell models or tissues from
patients may help decipher the casual mutations that impair RNA structures and
eventually provide candidate structure targets for developing small-molecule drugs.

5 Future Perspectives

RNA-RNA spatial interactions could provide new perspectives for understanding
the regulatory mechanisms of ncRNAs in various biological processes. In addi-
tion to eukaryotic cells, we have devised a VRIC-seq (virion RIC-seq) technology
by combining the principle of RIC-seq with the virions captured by Concanavalin
A (ConA) beads. We have demonstrated that vRIC-seq is powerful for studying
genomic RNA structures of SARS-CoV-2 and also seems applicable to other RNA
viruses (Cao et al. 2021). Using vRIC-seq, we have successfully reconstructed the
3D architecture of the SARS-CoV-2 genome RNA inside the virion, which has a
diameter of only ~80 nm. In the future, there is still plenty of room for improvement
in RIC-seq and variant technologies to expand their capability in detecting RRIs.

First, the current RIC-seq method identifies RNA-RNA proximal interactions
without knowing the exact involved RBP. Inspired by a protein-centric chromatin
conformation capture method HiChIP (Mumbach et al. 2016), we recently developed
a capture RIC-seq (CRIC-seq) method by simply integrating immunoprecipitation
into the present RIC-seq protocol, enabling the global profiling of a single RBP-
mediated RNA interactome (Ye et al. 2022). Using the capture RIC-seq strategy,
researchers can obtain the RRIs mediated by a specific RBP and the profile of the
RBP footprints on RNA molecules. Notably, using antibodies specific to subcellular
compartment markers, the CRIC-seq method can be expanded to map the RRIs in
the corresponding compartments in future studies. These efforts will bring novel
insights into the RNA regulatory networks in a specific cellular compartment.

Second, the applicability of RIC-seq technology is limited for RNAs with rela-
tively low abundance owing to its “all-to-all” nature. This limitation may restrict the
utility of RIC-seq for studying ncRNAs since they are generally expressed at lower
levels than messenger RNAs. If the RNA of interest expresses at a relatively lower
level, the number of RIC-seq-detected RRIs may be insufficient for downstream anal-
ysis. Although deepening the sequencing depth could help, it is costly and requires
more computing resources. Introducing pull-down steps using DNA probes reverse
complementary to specific RNAs in RIC-seq can potentially overcome this limitation
theoretically. This strategy will be beneficial for investigating lowly expressed RNAs
such as circRNAs.

Third, a standard RIC-seq library requires 1 x 107 cells (e.g., for the HeLa cell
line), thus restricting RIC-seq application to precious biological samples, such as
embryos or tissues from patients. In addition, emerging studies at the single-cell level
have revealed cellular heterogeneity in gene expression, which could raise differences
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in RNA conformation from cell to cell. Therefore, exploring the application of RIC-
seq to low-cell input, even at the single-cell level, is another emergency.

With the improvements mentioned above, we hope RIC-seq and its variant tech-
nologies could become powerful tools for researchers interested in studying RNA
structures and targets.
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Abstract We review the basic concepts and tools for mechanically unzipping RNA
hairpins using force spectroscopy. By pulling apart the ends of an RNA molecule
using optical tweezers, it is possible to measure the folding free energy at varying
experimental conditions. Energy measurements permit us to characterize the ther-
modynamics of RNA hybridization (base pairing and stacking), the dynamics of the
formation of native and kinetic (intermediates and misfolded) molecular states, and
interactions with metallic ions. This paper introduces basic concepts and reviews
recent developments related to RNA force thermodynamics, native and barrier RNA
energy landscapes, and RNA folding dynamics. We emphasize the implications of
mechanical unzipping experiments to understand non-coding RNAs and RNAs in
extreme environments.
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1 Introduction

RNA, the genome’s dark matter, directly impacts biological diversity and life (Dar-
nell 2011; Filipowicz 2022). RNAs can fold into multiple configurations stabilized
by secondary and tertiary structures (Butcher and Pyle 2011; Herschlag et al. 2018),
multivalent cations, and ligands (Pyle 2002; Woodson 2005; Draper et al. 2005; Bow-
man et al. 2012). The promiscuity of base pairing and stacking interactions makes
RNA a unique biopolymer with many functions, from information carrier to regula-
tory and enzymatic activity. RNA exhibits a significant degree of heterogeneity at the
sequence level and the conformational level (Treiber and Williamson 2001; Russell
et al. 2002; Brion and Westhof 1997; Cruz and Westhof 2009). Upon folding, RNA
can form native and non-native structures (such as misfolded and intermediates)
(Woodson 2010), with critical roles at the level of genomic maintenance and the cel-
lular function (Mattick and Makunin 2006; Aalto and Pasquinelli 2012), therapeutics
(Esteller 2011; Matsui and Corey 2017) and diseases (Jain and Vale 2017; Blaszczyk
et al. 2017; Zhao and Usdin 2021). Although the molecular forces operating in RNA
are known, the role played by disorder at the structural and functional levels poses
severe challenges to the life scientist who must cope with unprecedented complexity.

In recent years, a knowledge gap has appeared not only at the level of RNA tran-
scriptomics but also at the level of non-coding RNAs (ncRNAs) and their remarkable
variety of functions in concert with ligands and proteins (Stefani and Slack 2008;
Aalto and Pasquinelli 2012; Mercer et al. 2009; Ma et al. 2013; Fatica and Bozzoni
2014; Statello et al. 2021).

Although the role of many RNAs remains unknown, new RNAs with new function-
alities and structures are being discovered. Besides the much-studied tRNA, rRNA,
microRNA, riboswitches, ribozymes, and artificially evolved RNAs, novel behaviors
have been observed in response to environmental cues such as temperature (e.g., RNA
cold denaturation (Mikulecky and Feig 2002, RNA thermometers (Loh et al. 2013),
and in concerted action with proteins (catalytic complexes, chaperones, packaging,
condensation, etc.).

Despite the enormous progress in next-generation sequencing and big data analy-
sis, our current knowledge of RNA diversity is compromised by the limited accuracy,
sensitivity, and specificity of available methods to detect different RNA conforma-
tions across RNA populations. Moreover, determining the folding pathways and the
energetics of the various RNA structures is essential to understanding RNA function.
Single-molecule techniques have represented a big step in addressing RNA complex-
ity Ritort 2006; Seidel and Dekker 2007). Their great sensitivity and accuracy permit
us to detect and measure the folding energies of rarely occurring conformations that
escape detection by the standard bulk methods. Powerful techniques such as single-
molecule FRET (Zhuang 2005; Aleman et al. 2008) and force spectroscopy (Ritchie
and Woodside 2015; Bustamante et al. 2021) can monitor RNA conformational tran-
sitions in real-time More recently, solid-state nanopore microscopy for RNA target
detection can analyze thousands of single RNAs without amplification offering excit-
ing prospects (Henley et al. 2016; Boskovi¢ and Keyser 2022).
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Compared to DNA, RNA exhibits more complex behavior. The replacement of
deoxyribose for ribose and thymine for uracil makes RNA catalytic due to the reactive
polarizable 2’-OH group of ribose. Ribose also induces large changes at the level of
base stacking interactions between contiguous bases. In their double-stranded forms,
nucleic acids (NA) form distinct right-handed double helices, B-form and A-form.
Although DNA can adopt both A-form and B-form, RNA is mainly found in A-form
with only a few rare exceptions (Shi et al. 2003). In DNA, bases are mainly parallel
to the helical plane with an interphosphate distance of 3.4A. In contrast, RNA bases
are tilted by approximately 19 °C relative to the helical plane and the interphosphate
distance is smaller (~2.8A); these structural differences generate stacking between
inter-strand bases and tighter water molecular bridges between phosphates and bases
in RNA. Overall, base stacking tends to be stronger in RNA than in DNA. Base
stacking is due to the Van der Waals attractive forces of the fluctuating dipole-dipole
interactions between contiguous bases. Much weaker than the covalent nature of
hydrogen bonding, the effect of the latter is minimized upon secondary structure
formation due to the compensation effect of hydrogen bonding with water. Overall,
base stacking and hydrogen bonding contribute equally to RNA helix stabilization,
albeit the 1/r° dependence of Van der Waals forces makes stacking strongly sensitive
to the inter-base distance, r. Therefore, RNA structure strongly depends on RNA
stacking between intra-strand and inter-strand bases, making RNA folding prediction
a difficult problem.

Here we briefly review recent discoveries in the thermodynamics of RNA fold-
ing using force spectroscopy studies with laser optical tweezers (LOT). The paper
is organized as follows. Section2 describes three main experimental techniques to
investigate RNA kinetics and thermodynamics at the single-molecule level. In Sect. 3
we focus on RNA force spectroscopy, the main experimental protocols, and a few
selected examples. In Sect.4 we discuss how RNA unzipping experiments make it
possible to derive RNA thermodynamics at 0.1kcal/mol accuracy. Section5 intro-
duces the concept of the barrier energy landscape and the importance of stem-loops
to stabilize a multiplicity of RNA kinetic structures. Finally, in Sect.6 we digress
about future perspectives in single-RNA manipulation.

2 The Power of Single RNA Manipulation

Single-molecule (SM) experiments permit us to study individual molecules’ behav-
ior and characterize the molecular properties’ heterogeneity. On the contrary, in con-
ventional bulk experiments, any observation is an average over a large population of
molecules, making it impossible to observe ephemeral or transient events. During the
last decades, the development of single-molecule techniques opened a new window
to the rich phenomenology of RNA molecules. In particular, three useful single-
molecule techniques are single-molecule fluorescence (Forster) resonance energy
transfer (smFRET) (Aleman et al. 2008; Zhuang 2005; Ray et al. 2018; Chauvier
et al. 2019; Ha et al. 1999; Zhao and Rueda 2009), solid-state nanopore microscopy
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(Seidel and Dekker 2007; Cui et al. 2021; Bandarkar et al. 2020; Lee et al. 2021,
Boskovi¢ and Keyser 2022) and force spectroscopy using optical tweezers (Wood-
side et al. 2006; Bustamante et al. 1991; Ritchie and Woodside 2015; Manosas and
Ritort 2005; Wen et al. 2007; Zhuang 2005). First, we overview these techniques,
focusing next on the optical tweezers experiments.

2.1 SmFRET Experiments

smFRET measurements measure conformational changes with a high temporal reso-
lution (ms) (Joo et al. 2008; Ha 2001). This technique measures the distance between
two fluorophores (donor and acceptor) at different positions along the biomolecule.
The donor is located in the vicinity of the acceptor (distance less than 10nm) and
excited with an appropriate light wavelength. Part of the energy emitted by the
donor is transferred to the acceptor through a non-radiative dipole-dipole interac-
tion, causing the acceptor’s emission. Donor-acceptor energy transfer is a quantum-
mechanical effect due to the overlap between the donor emission spectrum and the
acceptor absorption spectrum. The energy transfer efficiency, defined as the ratio
I4/(Ip + nly) between light intensity emitted by the donor I, and the acceptor /4
(n being a quantum yield correction factor), depends on the distance between the
two fluorophores according to the equation: E = 1/(1 4+ (R/Ry)®), where R is the
distance between both fluorophores and Ry is the characteristic distance (Forster
distance) where the efficiency is one-half (Lakowicz 2006).

The experiments can be carried out either on-surface-immobilized (Fig. 1a) or
freely diffusing molecules. The former permits parallelized measurements during a
long time (until photobleaching, typically up to tens of seconds) allowing the detec-
tion of slow conformational changes. smFRET requires biochemical modifications
by attaching fluorophores to the molecule under study, which may interfere with the
(unmodified) molecular behavior (Ha et al. 1999; Zhao and Rueda 2009). In addition,
in the case of on-surface-immobilized SmFRET experiments, the perturbations that
the surface may exert on the molecule must be taken into account (Schmitz et al.
2015). There are several works where smFRET has been key to determining interme-
diate or misfolded states in RNA folding (Bartley et al. 2003; Bokinsky et al. 2003;
Xie et al. 2004; Aleman et al. 2008; Bokinsky et al. 2003).

2.2 Nanopore Microscopy

In recent years, nanopore microscopy has shown to be a promising tool to address
RNA complexity. Nanopores, either solid-state or biological ones, are extremely sen-
sitive to the sequence and structure of biomolecules. This technique is based on the
current established between two electrodes placed in different pools connected by a
nanometric hole. The pools are filled with a salt solution and a charged biomolecule
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Fig.1 Single-molecule techniques. a On-surface-immobilized smFRET experiment. b Nanopore
microscopy uses a biological pore (top panel) and a solid-state pore (bottom panel). ¢ Optical
tweezers experiments in a double-trap geometry (left panel and in a single-trap geometry with a
micropipette (right panel)

is placed in one of them. When a voltage difference is applied, the flow of ions
through the nanopore results in an electric current. The flow of ions and the elec-
tric field between the electrodes makes the molecules flow through the nanopore.
As molecular translation proceeds, the flow of ions is partially (or fully) obstructed,
resulting in a reduction of the net current. These ion fluctuations depend on the
biomolecule’s properties. Usually, the biomolecule needs to rearrange to translo-
cate, making nanopore translocation an important tool to screen different molecular
conformations.

Traditionally, RNA translocation experiments use biological pores such as ion
channel proteins (Fig. 1b, top). A widely used model is alpha-hemolysin (Butler
et al. 2007; Sultan and Kanavarioti 2019; Meller et al. 2006) due to its large sta-
bility and small pore diameter that confers much sensitivity to detect individual
nucleotides. Biological pores generally exhibit lower noise. However, solid-state
nanopores (Fig. 1b, bottom) can operate at higher voltages and bandwidths, mak-
ing it possible to achieve a better signal-to-noise ratio, key to detecting translocation
events. Moreover, solid-state nanopores are pore-size and geometry-tunable and more
robust than biological ones.

A key advantage of solid-state nanopore microscopy is that it does not require
chemically modifying the biomolecule. However, there are some disadvantages such
as the limited nanopores reproducibility and the high translocation speed.

2.3 Optical Tweezers

Among all single-molecule force spectroscopy techniques, optical tweezers have
proved to be one of the most powerful for studying the complexity of nucleic acids,
especially in the case of RNA. Laser optical tweezers (LOT) use a focused laser beam
to optically trap a transparent microbead attached to one end of an RNA molecule.
By attaching the other end to a surface, the RNA can be pulled by displacing the
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optically trapped bead by moving the laser. LOT can exert forces in the range of
tenths to hundreds of piconewtons measuring energies with 0.1kcal/mol accuracy.
LOT can monitor force and bead position, detecting conformational transitions with
sub-millisecond temporal resolution.

There are different setups to carry out LOT experiments, such as dual-trap (Fig. lc,
left) and single-trap configurations (Fig. 1c, right). In the dual-trap configuration, the
molecule is tethered between two trapped beads, while in the single-trap configura-
tion, the molecule is tethered between two beads: one is optically trapped and the
other is held by air suction at the tip of a micropipette. Usually, the dual-trap setup
is more sensitive because the traps are formed from the same laser and have less
drift. The single-trap micropipette configuration is used in many experiments, such
as those presented in this review.

Independently on the setup, to avoid bead-bead interactions, the RNA molecule
under study is inserted between two molecular linkers or spacers usually DNA-RNA
hybrid handles (Wen et al. 2007; Manosas et al. 2007; White and Visscher 2011; Collin
etal.2005; Liphardtetal.2001; Onoaetal.2003; Martinez-Monge etal. 2022; Wuetal.
2014). As compared with other single-molecule techniques, the mechanical manipula-
tion of RNAs allows monitoring the unfolding/folding of individual structural domains
of large RNAs and their folding pathways. Moreover, RNAs can be pulled to detect
short-lived intermediates and misfolded states, which can be modified by the ion con-
centration (Na™, Mg”, etc.) or the temperature. In addition, RNA manipulation with
optical tweezers permits measuringenergies with 0.1 kcal/mol accuracy (Severinoetal.
2019; Rissone et al. 2022; Martinez-Monge et al. 2022).

3 RNA Pulling in a Nutshell

Several pulling protocols can be implemented to study RNAs with optical tweezers.
The most common are force-ramp, hopping, and force-jump experiments. In the
following, we show examples of RNA pulling experiments with LOT.

In force-ramp protocols, the optical trap is repeatedly moved back and forth from
the micropipette (Fig.2a, top) with the force steadily increasing and decreasing,
respectively. Upon increasing the force the RNA hairpin switches from its folded
(native) state to the totally unfolded state and vice-versa upon releasing the force. A
plot of the applied force versus the distance between the trap and the micropipette
gives the force-distance curve (FDC) (Fig. 2a, bottom). In small RNA hairpins (typ-
ically a few tens of bases) that cooperatively fold and unfold, the rips in the FDC
indicate unfolding or folding transitions between the native folded hairpin and the
stretched sSRNA conformation. For longer RNA hairpins (a few hundred bases) the
unfolding into ssRNA is a sequential process in which groups of base-pairs open. In
this case, the FDC exhibits a sawtooth pattern depending on the molecular sequence
(Fig.5). Pulling experiments allows for the characterization of the unfolding/folding
forces as well as the thermodynamics and kinetics of RNA molecules (see Sects.4
and 5).
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Fig.2 Optical tweezers experiments. a Force-ramp protocol. The trap-pipette distance is changed
at a constant velocity. The typical FDC obtained in force-ramp experiments is shown in the bottom
panel. b Hopping protocols. Top: PM experiments. The optically trapped bead moves toward or
away from the trap center as the molecule unfolds or folds, respectively. The right panels show force
and extension variation with time (top and bottom, respectively). Bottom: CFM experiments. The
force is kept constant by a feedback protocol compensating for extension changes of the molecule.
The right panels show force and position variation with time (top and bottom, respectively). ¢ Force
jumps protocol. The force or the distance is quickly changed to a different value. The typical distance
versus time signal is reported in the bottom panel

In hopping experiments, either the trap position or the force is kept constant, and
the jumps of the molecule from the unfolded (folded) to folded (unfolded) state are
monitored over time. There are two kinds of hopping assays: passive mode (PM)
and constant force mode (CFM) experiments. In PM hopping experiments, the trap
position is clamped (Fig.2b, top), and the RNA hairpin hops between the unfolded
and the folded state with a force jump at every transition. In PM both the force
and the molecular extension change over time because the trapped bead relaxes to a
new position at every RNA hop, and the force changes accordingly. The PM allows
direct monitoring of the molecular transitions in a narrow range of forces close to
the coexistence force where the RNA equally populates the native and unfolded
states. PM is not suitable for long-time measurements in LOT in the single-trap
configuration due to the uncontrolled movements of the pipette (drift effects). In
contrast, in CFM hopping experiments, the force is kept constant with a feedback
loop (Fig. 2b bottom), and the RNA extension is recorded as a function of the time.
Here, the force is fixed at a value near the RNA coexistence force, allowing for
measuring the transition between its folded/unfolded states and the lifetime of each
state at the studied force.

The force-jump protocol is helpful in characterizing RNA irreversible processes.
In this case (Fig.2c), the force or the trap position is quickly changed to a new pre-
set value and kept constant. The RNA lifetime is measured until a conformational
transition is observed. Force-jump is an irreversible pulling protocol, requiring mul-
tiple experiments at different present force values to derive the unfolding and folding
kinetics.
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3.1 Brief History of RNA Pulling Experiments

Since the beginning of the 21st century, LOT experiments have been used in many
works studying the structure and energetics of RNAs and their native, misfolded, and
short-lived intermediate states, and the salt dependency of the RNA conformation.
In Liphardt et al. (2001), it has been shown for the first time that by mechanically
unzipping RNA hairpins, it is possible to derive its folding free energy (Fig. 3a). They
studied three RNAs: a small hairpin (P5ab), a molecule with a three-helix junction
(P5abcAA), and a more complex molecule (P5abc), which in presence of Mg*? ions
folded into a stable tertiary structure. In particular, they found that P5abc folded into
a stable tertiary structure through a short-lifetime intermediate.

Mechanical pulling experiments have also been carried out on longer RNAs: in
Harlepp et al. (2003), it has been studied the 1540 nucleotides 16S ribosomal RNA
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Fig.3 Different results obtained in pulling experiments. a P5Sab RNA force-extension curves in 10
mM Mg? (adapted from Liphardt et al. (2001)). Structure of P5ab and P5abc RNAs (inset). b 16S
ribosomal FDCs, the colors represent successive pulling for the same molecule. Figure adapted from
Harlepp et al. 2003. ¢ Unfolding (black) and folding (pink) FDCs of the T. thermophila ribozyme
(left panel). The letters indicate different kinetics barriers. The right panel shows the secondary
structure. Figure adapted from Onoa et al. 2003
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from E. coli (Fig.3b). This large RNA exhibits a surprisingly well-structured and
reproducible unfolding pathway under mechanical stretching. Similar results have
been found in Onoa et al. (2003) by pulling the L-21 derivative of the Tetrahymena
thermophila ribozyme (a 390 nucleotides RNA). This molecule featured a complex
secondary structure with multiple unfolding intermediate states (Fig.3c). To iden-
tify the different RNA structures, they measured the number of released base pairs
along the FDCs of progressively large fragments of the RNA molecule. At the same
time, they used mutants and anti-sense oligonucleotides to characterize these RNA
structures further and measure their free energy of formation.

Another example of a biologically relevant RNA is the study of the operator rpsO
of the RNA gene coding for the S15 subunit of 30S ribosomal protein from E. coli
(Wu et al. 2014). This mRNA can fold into two spontaneously interchangeable struc-
tures: a double hairpin and a pseudoknot (Fig. 4a, left). Their work showed that the
conversion from the double hairpin to the pseudoknot is stabilized by the interac-
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Fig. 4 Different results obtained in pulling experiments. a Left: the two structures proposed for
rpsO RNA: double hairpin (top) and pseudoknot (bottom). Right: FDCs of the double hairpin (HR),
pseudoknot (BR), and mixed transitions (2R). Figure adapted from Wu et al. (2014). b Left: The
highly conserved crystal structure of the RNA three-way junction molecule from 7. thermophilus
Serganov et al. (2001). Right: FDCs for the native and misfolded structures in 10 mM Mg*2. Figure
adapted from Martinez-Monge et al. (2022)
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tion between the two hairpins (Fig. 4a, right). Sequence mutations can modulate the
interaction between the two hairpins.

Finally, in a more recent work (Martinez-Monge et al. 2022) RNA pulling experi-
ments have been carried out to measure the non-specific and specific binding energies
of magnesium to RNA. The RNA three-way junction (3WJ) containing the minimal
binding site to protein S15 of the ribosomal RNA from E. coli was studied in mono-
valent and divalent salt conditions. This molecule can fold into a native structure that
contains the 3WJ motif with specific Mg*? binding sites or into a misfolded struc-
ture with a double hairpin structure where the 3WJ and the binding sites have been
disrupted (Fig.4b). By comparing the free energy of formation of these two struc-
tures with and without magnesium, it has been possible to determine the specific and
non-specific energy contributions of Mg*? binding to the RNA.

4 RNA Energetics at 0.1 kcal/mol Accuracy

The characterization of RNA thermodynamics is fundamental to understanding the
promiscuity of behaviors observed in RNA, from the multiplicity of native structures
(Gralla and Delisi 1974) to misfolding (Alemany et al. 2012). Only RNA exhibits such
behavior despite DNA and RNA forming double-stranded helices. DNA unzipping is
a fully reversible process (Fig. 5a) over a broad range of salt conditions and loading
rates (Huguetetal. 2010; Bizarro et al. 2012). Instead, RNA unzipping presents strong
irreversibility between the unfolding and refolding FDCs in the same experimental
conditions (Fig.5b). In this case, transient off-pathway misfolded structures appear
during the unzipping-rezipping process, slowing down the hybridization reaction
(Liphardt et al. 2001; Chen and Dill 2000; Woodson 2010). Characterizing these off-
pathway structures competing with the native stem is a challenging problem (Rissone
et al. 2022).

4.1 The RNA Free Energy of Formation

The hybridization of the double-stranded helix of nucleic acids (NA) is governed
by the Watson-Crick pairing rules between nucleotides (adenine, guanine, cytosine,
thymine or uracil) from opposite NA strands (Saenger 1984). These relations account
for purine-pyrimidine bonding so that adenine can only bond to thymine (or uracil
in the RNA case) and guanine to cytosine. As discussed before, the double helix
is not only stabilized by base pairing but also by the stacking interactions between
adjacent nucleotides. To account for these effects, the energetics of NA formation
is usually described using the nearest-neighbor (NN) model (DeVoe and Tinoco
1962; Breslauer et al. 1986). According to this model, the base-pairing energy of
two complementary bases depends on the base itself and the first neighbor located
in the same strand along the 5 — 3’ direction. This gives 16 different possible
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Fig. 5 Unzipping (red) and rezipping (blue) FDCs measured by pulling a 6.8 kbp DNA (a) and a
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combinations of nearest-neighbor base pairs (NNBPs): out of these, 6 are degen-
erate, and 2 can be expressed as a linear combination of the others (circular sym-
metry) (Huguet et al. 2017), leaving with only 8 independent parameters. The ten
RNA NNBP are denoted as XY/X? (x-label in Fig.7a) where X, Y = A,C, G, U,
and X(Y) is the complementary base of X(Y) and XY/X? is the NNBP result-
ing from hybridizing dinucleotides 5 — XY — 3’ and 5’ — Y X — 3'. The energies of
XY /XY and Y X/YX are equal due to complementary strand symmetry. For exam-
ple, the RNA sequence 5 — CUUAGC — 3’ forms a duplex with its complementary
strand, 5’ — GCUAAG — 3. According to the NN model the energy of hybridization
of such a sequence equals Agcyga + Aguuaa + Aguaau + Agacuc + Aaerca
with Agryiga = Agacuc due to complementary strand symmetry. The derivation
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of the 10 (8 if circular symmetry is applied) NNBPs free-energies has been carried
out by unzipping a 2.2kbp and 6.8 kbp DNA and a 2kbp RNA hairpins at different
salt conditions (Huguet et al. 2010, 2017; Rissone et al. 2022).

In thermodynamics, the free-energy difference equals the mechanical work in a
reversible process that requires the system to evolve along a sequence of equilibrium
states. This is only applicable to the DNA case where the unzipping and rezipping
FDCs do not show hysteresis (Fig.5a). On the contrary, RNA unzipping is an out-
of-equilibrium process in our experimental timescales: a large hysteresis is observed
between unzipping and rezipping FDCs due to the formation of multiple long-lived
(off-pathway) states (Fig. 5b). An equilibrium FDC (black line) had to be computed
from the RNA unzipping/rezipping experimental data. This has been achieved by
developing a statistical method based on the (extended) fluctuation relations (Bennett
1976; Jarzynski 1997; Shirts et al. 2003; Junier et al. 2009) that allowed for the
computation of the equilibrium free energy during the isothermal unzipping process
(see Supp. Info in Rissone et al. 2022). Finally, a Monte Carlo optimization algorithm
has been tailored to relate the experimental data with the numerical FDC prediction,
ultimately permitting measuring the NNBP energies in DNA and RNA (Huguet
et al. 2010, 2017; Rissone and Ritort 2022). The experimentally derived values for
RNA in sodium and magnesium are shown in Fig. 6a along with values reported in
the literature (the Mfold set) (Freier et al. 1986; Mathews et al. 1999; Walter et al.
1994; Xia et al. 1998; Zuker 2003). As the latter are only available at 1M NacCl, the
comparison required applying a correction to the measured NNBP energies.

4.2 Salt Dependency of the Hybridization Free Energy

The effect of a monovalent salt concentration, [Mon+-] in molar units, on the hairpin
free energy of formation is described by the relation

Ago.i[Mon+] = Ago,;[IM] — m log [Mon+], (D

where Ago;[1M] is the free energy of formation of motif i at 1M of monovalent
salt at zero force and m = 0.10 &£ 0.01 kcal/mol is the RNA NNBP-homogeneous
monovalent salt correction (Bizarro et al. 2012). However, Eq. (1) only holds for
monovalent ions and its extension to divalent ions requires to account for the effect
of the divalent salt on the stabilization of the double helix.

RNAs are highly charged polyanions whose stability strongly depends on sol-
vent ionic conditions. The ability of divalent ions, such as Mg”, to stabilize RNA
structures at much lower concentrations than monovalent ions is known since the
70s (Cole et al. 1972). This effect is usually quantified by the so-called 100:1 rule
of thumb which states that the concentration of divalent salt equals 100-fold that
of monovalent salt. This phenomenological rule has been experimentally tested by
unzipping the 2kbp RNA hairpin at 500 mM NaCl and 10 mM MgClI, (Rissone
etal. 2022). By plotting the RNA NNBP energy values in Na™ versus those in Mg?*
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Fig. 6 RNA energetics. a NNBPs free-energies measured by unzipping a 2kbp RNA hairpin at
500 mM NaCl (triangles) and 10 mM MgCl; (circles) (Rissone et al. 2022). Notice that the values
are scaled to 1M of equivalent sodium concentration in order to compare with the literature (gray
squares). b Experimental validation of the 100:1 rule of thumb. A fit to data (solid black line)
gives 77(£49):1 (Rissone et al. 2022). ¢ Hairpin (total) free energy of formation measured in RNA
unzipping experiments of a 20 bp hairpin (Bizarro et al. 2012) in sodium (blue squares) at 50 mM,
150 mM, 550 mM, 1050 mM and magnesium (orange circles) at 0.01 mM, 0.10 mM, 0.50 mM,
1 mM, 4 mM, 10 mM. A fit to data (dashed line) shows the logarithmic dependence of the salt
correction. All results in magnesium are reported in sodium equivalents according to the 100:1 rule

(Fig. 6b), we demonstrate that the divalent salt concentration is equal to 77 & 49 the
one of monovalent salt, which is compatible with the phenomenological rule.

This result has also been validated by measuring the free energy of the forma-
tion of short RNA duplexes unzipped in a broad range of monovalent and divalent
salt concentrations (Bizarro et al. 2012). By plotting these results versus the salt
concentration, the data can be collapsed into a single master curve by multiplying
the [Div 2+] by a factor ~80 (Fig. 6c). The agreement between the results proves
that the RNA hybridization free energy of the hairpin, i.e., the energy of the hairpin
native conformation, satisfies (within errors) the 100:1 rule of thumb. Finally, a fit to
data (dashed gray line) proved the validity of the logarithmic salt correction to the
formation energy in Eq. (1).

5 RNA Folding Kinetics

The typical unzipping patterns of DNA and RNA hairpins are very different, as
shown in Fig. 5a and b. To characterize the strong irreversibility observed in RNA,
it has been hypothesized that stem-loop structures form along the two unpaired
RNA strands during the unzipping (rezipping) process. As the unzipping reaction
progresses, forming such structures close to the junction (that separates the native
stem from the unpaired ssRNA) slows down hairpin hybridization. Consequently,
the system gets trapped into off-pathway metastable conformations generating the
observed hysteresis (Fig. 7a, top-left).

This scenario can be modeled by introducing the barrier energy landscape (BEL)
(Rissone et al. 2022; Rissone and Ritort 2022) that includes all combinations of a
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Fig. 7 RNA unzipping and rezipping kinetics. a Stem-loops BEL of a 2kbp RNA hairpin. The
stem-loops formation along the ssSRNA drives the folding process by stabilizing off-pathway states
that slow down the stem hybridization (top-left). The BEL correlates with the hysteresis measured
along the FDC (bottom and top-right inset). Panel adapted from Rissone and Ritort (2022). b
Correlation of the forming stem-loops with the UR, ER, and UE hysteresis (see text) as a function
of stem-loops length, L. ¢ Unzipping of a short (52 bases) RNA hairpin at 10 mM MgCl,. The
presence of divalent ions causes the molecule to misfold (inset)

number k of stem-loops (k = 1, 2, ... K, with K a maximum total number) that can
form in the two unpaired RNA strands. Let n be the number of hybridized base pairs
in a hairpin with a total number of N base pairs (Fig.7a, top-left). Each unpaired
strand contains N-n bases, and the two unpaired strands taken together contain 2(N-
n) bases. Therefore, we can consider that stem-loops can form in a single unpaired
strand of length 2(N-n). For a given number k of stem-loops of size L, we will
consider them as randomly distributed along the 2(N-n) bases strand (Fig. A). For a
given applied force f, the BEL is defined as

a Agy(k,
AGL(f) = —ksTlog ) exp (—%ﬁ) ; 2
k=0

where Agy (k, f) is the total free-energy contribution of k > 0 stem-loops along
the unpaired strand and K = |2(N — n)/L] is the maximum number of stem-loops
(Rissone and Ritort 2022). Notice that for k = 0 no stem-loops are formed. In prin-
ciple, stem-loops cannot overlap because only one structure can be formed with the
same bases. For sake of simplicity, we will consider the approximated case where
stem-loops can overlap.
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The loop-BEL computed in Eq.(2) correlates with the amount of observed hys-
teresis (Fig. 7a, bottom and top-right inset), measured as the area between unzipping-
rezipping (UR), unzipping-equilibrium (UE) and equilibrium-rezipping (ER) curves
(Rissone et al. 2022). In particular, the study of this correlation as a function of the
stem-loops size, L, shows that the stability of stem-loops increases with L reaching
a maximum for L ~ 20 bases and gently decaying for larger sizes (Fig.7b).

Stem-loops formation is a kinetic process that competes with native hybridization
explaining the different behaviors observed in DNA and RNA unzipping. A main
source of irreversibility in RNA is the higher stability of RNA stacking. In fact,
the average NNBP RNA free-energy is (Ago)RV* &~ —2.2 kcal/mol while for DNA
(Ago)PN* ~ —1.7 kcal/mol. This ~0.5 kcal/mol difference could be sufficient for the
RNA hairpin to slow down hybridization without the need for stem-loops forming
along the unpaired strands making the loop-BEL unnecessary. However, there is
mounting evidence that RNAs can form a multiplicity of structures as compared
to DNA. In particular, in Rissone et al. (2022) it was found that a 52 bases native
hairpin can also form alternative misfolded structures not predicted by secondary
structure RNA numerical models. By competing with the native pathway of the
2.2kb RNA hairpin, the stem-loops slow down the hybridization reaction stabilizing
the on-pathway intermediates in the FDC leading to the observed hysteresis.

Moreover, the observed irreversibility is enhanced in the presence of magnesium
(Rissone et al. 2022). The metal ions induce higher flexibility to the RNA chain and
higher stability to the RNA helices due to the coordination effect of the two positive
charges and a reduction in the backbone’s charge repulsion. An essential consequence
of the reduced charge repulsion is that it allows more frequent close encounters
between the different RNA segments, facilitating the formation of tertiary contacts
(Tan and Chen 2009). Several studies pointed out that Mg>" ions are more efficient
than Na% in stabilizing RNA tertiary folds (Chu et al. 2007; Chen 2008; Draper
2008; Walter et al. 2008). The same phenomenon is not observed for DNA, where
salt concentrations as high as 10 mM Mg?* and 1 M Na™ (equivalent concentrations
as per the salt rule) induce similar foldings (Tan and Chen 2007). On the contrary,
unzipping experiments at 10 mM Mg>* on the previously mentioned 52 bases RNA
hairpin showed that magnesium induces misfolding (Fig. 7c), whereas only the native
conformation is present at the equivalent concentration of 1 M Na™ (Rissone et al.
2022). In general, it has been observed that in mixed conditions of monovalent and
divalent salt, low concentrations of the latter are sufficient to stabilize RNA tertiary
structures in the presence of specific binding sites (Heilman-Miller et al. 2001).

6 Future Perspectives

Force spectroscopy is an exquisite tool to probe chemical interactions in biomolecules.
The finely tuned balance between hydrogen bonding and stacking energies in nucleic
acids makes them extremely sensitive to environmental changes, sequence mutations,
and chemical modifications (Song and Yi 2017). Single-molecule fluorescence and
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nanopore microscopy are complementary tools that permit the detection and monitor
conformational transitions at zero force. In contrast, force spectroscopy cannot probe
molecular states at zero force because the end-to-end molecular extension cannot be
detected. Therefore the combination of force with fluorescence (optical tweezers)
(Whitley et al. 2017) and nanopores (optical trap nanopore) (Keyser et al. 2006;
Trepagnier et al. 2007; Yuan et al. 2020) offers exciting prospects for the future.

Force spectroscopy permits the direct estimation of free-energy differences at
room temperature by direct work measurements, W = AG. A new direction of
expansion is now possible using temperature-controlled optical tweezers (Mao et al.
2005; Mahamdeh and Schiffer 2009; De Lorenzo et al. 2015). Controlling tem-
perature is often tricky, especially when the heating region is large compared to
the typical micrometer-sized dimensions of the experimental trapping area. In this
case, thermal expansion and convection effects lead to uncontrolled drift effects.
In a recent setup (De Lorenzo et al. 2015), a heating laser can be switched on and
off to controllably heat up the experimental trapping region without convection and
drift effects. The instrument also operates at low temperatures by using an icebox
kept at water-freezing temperatures (1-4 °C). This temperature-jump optical trap has
been recently used to derive folding enthalpies, and entropies of DNA (De Lorenzo
et al. 2015) and proteins (Rico-Pasto et al. 2022). The instrument permits measuring
heat capacity changes, cold denaturation, and other previously inaccessible phe-
nomena. Fascinating is the study of RNA at very low temperatures where thermal
fluctuations are reduced, folding kinetics slowed down, and details of the molecular
interactions intensified. By lowering the temperature, monitoring kinetics provides
a natural microscope to amplify the finest energetic features driving RNA folding.

While DNA is often referred to as life’s molecule (Frank-Kamenetskii 1993), RNA
is the dark matter of the genome (Darnell 2011; Mattick and Amaral 2022), under-
lining how much we still do not know about this fascinating molecule. RNA presents
such remarkable features that biophysical models must be refined to understand its
many behaviors. We need physical models based on molecular energy landscapes to
unravel the folding kinetics for RNA folding. Concepts borrowed from physics such
as rugged free-energy landscapes (Kirkpatrick and Thirumalai 2015), and molecu-
lar replica symmetry breaking (Ritort 2022). Ideas from soft and condensed matter
physics may come into play shortly to explain why RNA is so unique, in stark differ-
ence from the stable DNA counterpart. The critical question is understanding under
which conditions DNA might behave as RNA. DNA lacks the reactive 2’—~OH from
ribose in RNA, impairing its catalytic activity. Yet, DNA might fold in some condi-
tions as RNA does. Foreseeable experiments in the future are the study of folding
kinetics of ssRNAs and differences with ssSDNA (Viader-Godoy et al. 2021; Rissone
and Ritort 2022). Other unexplored areas are awaiting discovery, such as RNAs with
chemical modifications, RNAs at low temperatures, RNAs in crowded environments,
etc. From custom-designed RNAs to biological RNAs (coding and non-coding), our
knowledge of this fantastic molecule has never stopped growing and will be so for
decades.
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Abstract RNAs can form complex 3D structures to influence biology and disease.
Small self-cleaving ribozymes and riboswitches are some well-characterized exam-
ples of structured RNAs, functional RNA sequences with 3D structures. In this
chapter, we will discuss the structural features of hammerhead, hairpin, g/mS, and
twister small self-cleaving ribozymes that are relevant for their biological func-
tion, and specific biochemical studies that help elucidate the mechanisms of their
self-cleavage reactions. We will also discuss the structural elements of the bacte-
rial purine and thiamine pyrophosphate riboswitches responsible for recognizing
specific ligands. Binding to their cognate ligands is an essential step in the regulation
of gene expression by the riboswitches. Structured RNAs have also been targeted
for developing drugs such as Ribocil and Risdiplam/Branaplam. These drugs are
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notable examples of approved therapies for bacterial infections and spinal muscular
atrophy, respectively, that target the RNA structures. In this chapter, we will discuss
the targeting potential of riboswitches for developing antibacterial therapy and the
mechanism of Ribocil recognition by the FMN riboswitch.

Keywords Ribozymes - Riboswitches + RNA structure * Pyrithiamine - Ribocil -
RNA therapeutics

1 Introduction

RNA sequences can adopt complex 3D structures, despite the limited chemical reper-
toire of four nucleic acid bases, ribose sugar, and a phosphodiester backbone. Struc-
tured RNAs regulate a wide array of biological processes such as replication of
RNA genomes, RNA splicing, protein synthesis, and regulation of gene expres-
sion in response to metabolic sensing. Small self-cleaving ribozymes and bacte-
rial riboswitches are well-characterized examples of structured RNAs. Self-cleaving
ribozymes, found in the sub-plant viruses, form structures that resemble proteins
in their complexity, and can accelerate their cleavage and ligation reactions at rates
that are comparable to protein enzymes. Bacterial riboswitches are another class of
structured non-coding RNAs that can influence gene expression in response to ligand
binding. For example, the thiamine pyrophosphate (TPP) riboswitch regulates the
expression of genes involved in the thiamine metabolism in response to binding to the
thiamine pyrophosphate ligand. The purine riboswitch regulates genes involved in
the purine biosynthesis in response to binding to purines such as guanine and adenine.
In this chapter, we will discuss structural biology and mechanisms of the autolytic
reactions catalyzed by self-cleaving ribozymes and ligand recognition by the purine
and the TPP riboswitches. Structured RNA has been targeted for developing ther-
apeutics. For example, small-molecule drug candidates Risdiplam and Branaplam
have been developed to bind the RNA-protein complex of the splicing machinery
and induce alternative pre-mRNA splicing. Another promising direction has been
the development of new antibiotics that target essential bacterial riboswitches. This
chapter summarizes the challenges of this field and the importance of structural data
that informs drug design. Ribocil, an approved antibacterial drug that targets the
FMN riboswitch is discussed in more detail as a case study.
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2 Structure and Catalytic Function of Small Self-Cleaving
Ribozymes

Small autolytic ribozymes catalyze nucleolytic intramolecular self-cleavage reac-
tions. The well-studied examples of small self-cleaving ribozymes are hammerhead,
hairpin, glmS, Varkud Satellite (VS), and the twister ribozymes. These ribozymes
have sizes typically in the range of 50—-150 nucleotides and reside in genomes from
sub-viral plant pathogens to eukaryotes. Small autolytic ribozymes catalyze cleavage
of their own phosphodiester backbone. The self-cleavage reaction in most small
ribozymes is initiated by a basic residue, typically the N1 of a catalytic guanosine,
which activates a key 2’-hydroxyl nucleophile adjacent to the scissile phosphate
(Fig. 1a). Twister ribozyme is an exception to this step; instead, it is proposed to
utilize structural changes for the activation and positioning of the 2’-hydroxyl nucle-
ophile in the in-line conformation to attack the phosphodiester backbone (Fig. 1d).
The activation is followed by an internal transesterification reaction, in which the
nucleophilic 2’-oxygen attacks the adjacent scissile 3’-phosphate to form two pieces
of RNA, one containing the 2’, 3’-cyclic phosphate and the other the 5'-OH func-
tional group (Fig. 1a). Except for the glmS ribozyme, small autolytic ribozymes do
not require the participation of an external coenzyme to catalyze the self-cleavage
reaction (Fig. 1b). Their reaction mechanism is similar to ribonucleoprotein RNase A,
and it involves stabilization of bipyramidal oxyphosphorane transition state through
different catalytic strategies, such as in-line atomic orientation, electrostatic neutral-
ization, general base, and general acid catalysis (Singh et al. 2015). In the subse-
quent sections, we will discuss catalytic strategies employed by small self-cleaving
ribozymes in the context of their active site structures.

2.1 Hammerhead Ribozyme

The Hammerhead ribozyme (HHR) was originally discovered in the satellite RNA of
tobacco ringspot viruses. These viruses have a single stranded circular RNA genome
(Prody et al. 1986). They replicate via a rolling-circular mechanism to generate linear
concatemeric copies of the satellite RNA genome, which are subsequently cleaved
into monomeric fragments. The cleavage points are highly specific at regular inter-
vals and are embedded within the hammerhead RNA motifs. The autolytic reaction
catalyzed by the HHR at the cleavage points resolves the monomeric fragments.
Since its discovery in the above-mentioned viruses, HHR has been found in several
other plant viruses or virus-like genomes involved in the rolling-circle replication
(Symons 1997; Hutchins et al. 1986). Recent bioinformatics searches have revealed
that the HHR sequences are present in the satellite DNA of newts and salamanders
(Epstein and Gall 1987; Zhang and Epstein 1996), eukaryotic genomes of plants
species like carnation (Daros and Flores 1995), and Arabidopsis thaliana (Przy-
bilski et al. 2005), and invertebrates like S. mansoni (Ferbeyre et al. 1998) and cave
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Fig. 1 Mechanism of the nucleolytic reaction catalyzed by small self-cleaving ribozymes (Singh
et al. 2015). a Acid-base catalytic mechanism of small self-cleaving ribozymes and the positions
of participating catalytic guanosines in the active sites of the respective ribozymes. b Catalytic
guanosine (G33) in the active site of the glmS ribozyme is in close proximity to the 2’-hydroxyl of
the A-1 nucleotide adjacent to the scissile phosphodiester bond. ¢ The N1 of catalytic guanosine
(G8) in the hairpin ribozyme is in close proximity to the 2'-hydroxyl of the A-1 nucleotide. d The N1
of catalytic guanosine (G12) in the hammerhead ribozyme is in close proximity to the 2’-hydroxyl
of the A-1 nucleotide. e The N1 of the catalytic guanosine (G698) in the Varkud Satellite ribozyme
isin close proximity to the 2'-hydroxyl of A-1 nucleotide. e was shared by Joe Piccirilli’s laboratory
at the University of Chicago (Suslov et al. 2015). a—e is adapted from reference (Singh et al. 2014)
(CC BY 4.0), with permission from the RNA Society of Cold Spring Harbor Laboratory Press.
f Displays the in-line alignment of the U5-A6 in the crystal structure of the env22 twister ribozyme.
f is adapted from (Ren et al. 2014) (CC BY 4.0)
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crickets (Rojas et al. 2000). Deeper analysis of the genomic HHRs in plants showed
that they are part of a new family of mobile genetic elements named retrozymes,
non-autonomous retroelements with HHRs (Cervera et al. 2016). Variants of HHR
are also found in the ancient family of Penelope-like elements (PLEs), a group of
eukaryotic retrotransposons regarded as exceptional for encoding telomerase-like
retrotranscriptases and spliceosomal introns (Cervera and De la Pefia 2014).

Crystal structure of the full-length HHR from S. mansoni revealed that tertiary
interaction in the outer regions of the RNA primes the ribozyme for catalysis (Figs. 1d
and 2a) (Martick and Scott 2006). The full-length ribozyme has a y-shaped fold,
formed from stem II that aligns coaxially with stem III (Fig. 2a). The remaining
portion is composed of the extended stem I and II which rejoins in an inverted
lowercase vy, creating a helical bubble-like structure (Fig. 2a). The full-length struc-
ture also showed that the tertiary contacts between stem I and stem II organize the
catalytic core (Fig. 2a) of the ribozyme. The organization of the catalytic core allows
better alignment of the 2’-O nucleophile with the scissile phosphate to facilitate the
self-cleavage reaction (Martick and Scott 2006).
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Fig. 2 Secondary and ternary structures of the hammerhead ribozyme (HHR) from S. mansoni
and the env22 twister ribozyme. a Left; Secondary structure of the hammerhead ribozyme from
S. mansoni. a Right, Ternary structure of the HHR in the same orientation as the denoted in the
secondary structure on the left. (a) was adapted from a reference (Martick and Scott 2006) and
recreated using PyMol. b Left, Secondary structure of the Twister ribozyme env22. b Right, Ternary
structure of the Twister env22 ribozyme. The figure adapted from the reference (Ren et al. 2014)

The structural and the biochemical mechanism of HHR catalyzed self-cleavage
reaction is well studied (Fig. 1d) (Chi et al. 2008; McKay 1996; Thomas and Perrin
2009). In the self-cleavage reaction, the N1 of the catalytic G12 residue acts as
a general base to activate the 2’-OH of the residue at position 17 to generate the
attacking nucleophile (McKay 1996; Thomas and Perrin 2008; Han and Burke 2005).
Significant biochemical data support the role of G12 as a general base in the autolytic
reaction. The G12 base shows a log-linear relationship of its activity with pH that
does not plateau even at the highest pH, consistent with general base catalysis (Han
and Burke 2005). Substitution of G12 with any other canonical nucleobase reduces
the rate of the reaction by a factor of 107 to 10° (Chi et al. 2008; Ruffner et al. 1990).
Adenine substitution results in a maximum reduction by a factor of 10° (Ruffner et al.
1990; Chi et al. 2008). The reduction in the rate of reaction, from G12A substitution,
occurs despite better alignment between the N1 of A with the 2’-OH nucleophile
(Singh et al. 2015). The distance between the N1 of G and the nucleophilic 2’-OH
is 3.5 A for G compared to 2.5 A for A (Chi et al. 2008). A shorter distance for A,
which contains the unprotonated N1, suggests that the deprotonated N1 is likely a
preferred general base. However, the faster rate for G, relative to A, indicates that
the electronic properties, namely, the pK, of the N1 of G, drives the observed rate
enhancement. The G12A substitution shifts the pK, from ~9.5 to ~3.5 (Chi et al.
2008). In addition, substituting G12 with purine analogs, such as inosine, diaminop-
urine, or 2-aminopurine, that specifically change the pK, of the N1 of G which
alters the overall rate of the self-cleavage reaction. A maximum reduction of 10> was
observed for 2-aminopurine (Han and Burke 2005; Singh et al. 2015). These data
are consistent with the direct role of the N1 of G in the activation of the nucle-
ophilic 2’-OH group. Additionally, the replacement of 2'-hydroxyl nucleophile with
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the electrophilic 2’-bromoacetamide group results in alkylation of the N1 position of
G12 in a pH and Mg?*-dependent manner suggesting that the N1 of G12 is the most
basic functional group in the vicinity of the nucleophilic 2’-hydroxyl group (Thomas
and Perrin 2008). The second half of the reaction involves protonation of leaving
group oxygen by a general acid. Structural and biochemical data suggest that the
2'-OH of G8 is the general acid in the reaction (Han and Burke 2005). Altogether,
these structural interactions in the catalytic core of the HHR ribozyme facilitate the
self-cleavage reaction.

The unprotonated N1 of G12 is physiochemically better suited to participate in
the reaction as a general base, which can be an anionic G form, generated through
deprotonation at N1, or a minor tautomer of G, generated by the subsequent protona-
tion of the anionic G at another site (Singh et al. 2015). It remains to be determined
the extent to which the anionic or the minor tautomeric form of the catalytic guano-
sine participates in the catalytic step of the cleavage reaction (Singh et al. 2015).
Taken together, the biochemical and structural data are consistent with a mechanism
in which the N1 of the G12 residue directly participates in the self-cleavage reaction
as a general base. The chemical mechanism of HHR catalyzed self-cleavage reaction
is very similar to the mechanisms of other small self-cleaving ribozymes discussed
below.

2.2 Hairpin Ribozyme

Hairpin ribozyme is another example of small self-cleaving ribozyme discovered
in satellite RNAs of plant viruses such as Arabis mosaic virus (SArMV), tobacco
ringspot virus (STRSV), and chicory yellow mottle virus type 1 (sSCYMV 1) (Haseloff
and Gerlach 1989; DeYoung et al. 1995). The single stranded viral genomes of these
viruses replicate through a rolling-circle mechanism that creates a concatemer of
linear genome sequences (Feldstein et al. 1989). The hairpin ribozyme utilizes its
self-cleavage activity to resolve the product of rolling-circle replication and generate
individual linear genomes. The subsequent ligation reaction produces the single
stranded circular RNA genomes. The self-cleavage reaction is sequence specific and
generates RNA products with 2/, 3’-cyclic phosphate and a 5'-OH terminus (Buzayan
et al. 1986).

The mechanism of the hairpin ribozyme-catalyzed self-cleavage reaction is well
studied. The cleavage reaction is initiated by the activation of a 2’-OH nucleophile
by a catalytic guanosine. The G8 in the hairpin ribozyme is important for catalysis
and acts as a general base (Fig. 1A and Fig. 1C) (Rupert and Ferré-D’ Amaré 2001).
The N1 of G8 is within the hydrogen binding distance from the 2’-OH (Rupert and
Ferré-D’ Amaré 2001). Substitution of G8 with an abasic site results in 1000-fold
reduction in the rate of self-cleavage reaction, without altering the pH dependence of
the reaction (Kuzmin et al. 2004). Its substitution with inosine or 2, 6-diaminopurine,
which alters the pKa of its N1, changes the pH profile of the self-cleavage reaction
(Pinard et al. 2001). The G8 residue participates in the reaction as a general base
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either in its canonical form or in the alternative form in which its N1 is not protonated.
As mentioned above, the alternative ionized or minor tautomeric form of G, with
unprotonated N1, can be achieved by realignment of hydrogen bonding or proton
transfer, respectively (Singh et al. 2015; Kuzmin et al. 2004; Pinard et al. 2001).
Structural and biochemical studies have shown that the hairpin ribozyme utilizes
a variety of catalytic strategies for its cleavage and ligation reactions (Cochrane and
Strobel 2008a; Fedor 2000). These include precise substrate orientation, preferen-
tial transition state binding (Rupert and Ferré-D’ Amaré 2001; Rupert et al. 2002),
electrostatic catalysis, and general acid-base catalysis. The hairpin ribozyme can
also function in frans in which a truncated 50 nucleotides, a minimal ribozyme,
can catalyze the cleavage of the 14 nucleotides substrate (Hampel and Tritz 1989).
Structurally, the hairpin ribozyme is formed from two helical stacks. The active site
is in the cleft formed with contribution of nucleotides from both the helices (Fedor
2000). The nucleotide 3'- of the cleavage site, which is G + 1, is flipped out of its
helix and is stacked between A26 and A30 in a pocket of the other helix (Cochrane
and Strobel 2008a; Fedor 2000) (Fig. 1c). The G + 1 nucleotide is stabilized through
the formation of a tertiary interaction with W-C base pair with C25 and additional
hydrogen bonding to G36 and A38. These interactions are specific for G at the G +
1 position. Mutation of G + 1 with any of the other nucleotides results in a loss of
catalytic activity, which can be partially restored by a compensatory mutation of C25
(Fedor 2000). The nucleotide 5 of the cleavage site, A-1 stacks on top of G8. It forms
a hydrogen bond with the exocyclic amine of A9. Structural studies have also shown
that G8 allows the formation of an in-line conformation of the reactive groups for the
self-cleavage reaction to occur. Its substitution perturbs this in-line alignment and
alters the sugar pucker of A-1. G8 plays an essential role in organizing the active site
for catalysis alongside A9, C25, A26, and A38 nucleotides (Cochrane and Strobel
2008a; Fedor 2000). The overall catalytic mechanism of the hairpin ribozyme is
similar to the mechanisms of other self-cleaving ribozymes discussed in this chapter.

2.3 Varkud Ribozyme

The Varkud Satellite (VS) ribozyme is the largest among the small nucle-
olytic ribozymes. It was originally found in the mitochondrial satellite plasmid
of Neurospora species. Its function is to process and resolve replication inter-
mediates of the rolling-circle replication (Griffiths 1995). In mitochondria of the
Neurospora species, transcription of 881 nucleotides long VS plasmid produces a
multimeric RNA containing self-cleaving motifs or sites which are embedded in the
ribozyme. The processing of intermediates at the self-cleavage motifs during rolling-
circle replication, and their subsequent ligation generate circular monomeric RNAs
from a multimeric transcript (Saville and Collins 1990).

The VS ribozyme catalyzes reversible site-specific cleavage and ligation reac-
tions (Saville and Collins 1990). The ribozyme is folded into seven helical segments
organized by a three-way helical junction (Suslov et al. 2015). The ribozyme core
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consists of helices 2—6 plus the substrate helix, the helix 1. Within each active site,
the catalytic adenine and guanine nucleobases are positioned around the scissile
phosphate to participate in acid-base catalysis (Fig. le). Crystal structure of the full-
length VS ribozyme was solved at 3.1-3.3 A resolution (Suslov et al. 2015). The
structure revealed that the ribozyme is an intertwined dimer formed by an exchange
of substrate helices. The exchange allows the substrate helix of one protomer to be
docked into the catalytic helix of the second protomer (Suslov et al. 2015).

The VS ribozyme is trans acting and behaves much like an enzyme-substrate
complex formed by protein enzymes. Biochemical data suggests that the site-specific
adenosine (A756) and guanosine (G638) participate in acid-base catalysis (Fig. le).
Site-directed mutagenesis of A756 with any other base results in a 300-fold or more
reduction of its catalytic activity, whereas G638 to A substitution results in a 10*
lower rate (Lafontaine et al. 2001; Sood and Collins 2002). Deletion of A756 results in
900-fold reduction in its activity, without affecting the ribozyme folding, suggesting
that the A756 participates in the ribozyme catalysis (Lafontaine et al. 2001, 2002). A
direct interaction between the A756 and the cleavage site was also established by the
cross-linking studies using 4-thiouridine (Hiley et al. 2002). Nucleotide analog inter-
ference mapping (NAIM) studies also revealed that the ionization of A756 directly
influences the VS ribozyme-catalyzed ligation reaction (Jones and Strobel 2003).
Biochemical studies also suggest that Mg?* ion is not needed in the autolytic reac-
tion; instead, it plays a structural role in the VS catalysis (Maguire and Collins 2001;
Lilley 2019; Murray et al. 1998). Strong ionic environments in the form of molar
concentrations of monovalent cations Li* and NH4* are shown to be sufficient for
the ribozyme function (Lilley 2019; Murray et al. 1998). Furthermore, it was shown
that addition of positively charged polyamines such as can significantly enhance the
rate of VS catalyzed reaction (Olive and Collins 1998). Mutation complementation
studies identified this spermine-enhanced cleavage as a trans reaction resulting from
a symmetric association between two complete ribozymes (Olive and Collins 1998).
Biochemical and structural studies have significantly enhanced our understanding of
the VS ribozyme-catalyzed cleavage reaction.

2.4 Twister Ribozyme

Twister along with Twister-sister, Pistol, and Hatchet self-cleaving ribozymes were
identified by bioinformatic searches of non-coding RNA databases using compar-
ative genomic approaches (Roth et al. 2014; Weinberg et al. 2015). The sequences
of twister ribozymes are widely distributed in bacteria, fungi, plants, and animals
(Weinberg et al. 2015). These RNA sequences display self-cleavage activities both
in vivo and in vitro that are comparable to the nucleolytic rates of other self-cleaving
ribozymes (Liu et al. 2014; Ren et al. 2014). Although the biological function of
Twister ribozymes is not understood, given their distribution in the non-coding
regions of the genomes, they likely play a role in genetic regulation (Liu et al. 2014;
Ren et al. 2014).
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Comparison of nearly 2,700 twister ribozymes identified common secondary
structure elements (Fig. 2b) (Ren et al. 2014). The core of the ribozyme is made
up of a stem-loop interrupted by two internal loops, with a cleavage site located
within loop L1 (Roth et al. 2014). Two ternary interactions, T1 and T2, fold into a
double pseudoknot forming contacts that are critical for its catalytic activity. Loops
1 and 4 contain many conserved residues including the strongly conserved (>97%)
ten residues (Roth et al. 2014). Two additional stem loops, P3 and PS5, are observed
in most but not all twister ribozymes. The P3 is present between T2 and P4, and P5
connects to the L2 internal loop. In general, the secondary structure of the twister
ribozyme is highly conserved (Roth et al. 2014).

Crystal structures of the twister ribozyme from Oryza sativa and the env22 twister
ribozyme have been solved and they reveal common structural elements (Eiler et al.
2014;Liuetal. 2014; Renetal. 2014). Both O. sativa and the env22 twister ribozymes
adopt a novel ternary fold generated through colinear stacking of helical stems. The
novel ternary fold includes a pair of pseudoknots, two minor and two major grooves
base triples, and two long-range non-canonical interactions (Fig. 2b) (Liu et al. 2014;
Ren et al. 2014). Although the global architecture is similar, their active site does
display differences that have implications for catalysis (Gebetsberger and Micura
2017). All base pairs in the conserved P1 segment in O. sativa form Watson—Crick
base-pairing interactions (Liu et al. 2014). In contrast, in the env22 ribozyme, this
interaction is restricted to two central base pairs (Fig. 2b) (Ren et al. 2014), the other
two nucleotides fold back and form base triples (Ren et al. 2014). The alignment of
cleavage site nucleotides is also different between the O. sativa and env22 twister
ribozymes (Gebetsberger and Micura 2017; Ren et al. 2014). In the env22 ribozyme,
the cleavage site nucleotides, U5-A6, are in a near in-line conformation, poised for
the catalytic activity (Ren et al. 2014). The modeled distance between the 02’ of U5
and P-O5’ in env22 is 2.8 A, and an in-line angle of 148°, consistent with the active
conformation. In the O. sativa ribozyme, the alignment is different, the distance
between the 02’ of U5 and P-O5” is 2.9 A, and an in-line angle is 81°, suggesting an
inactive conformation. The third major difference is the presence/absence of Mg>*
ion (Gebetsberger and Micura 2017; Liu et al. 2014; Ren et al. 2014). The env22
ribozyme has an inner-sphere Mg?* that is directly coordinated to the pro-S non-
bridging oxygen of the scissile phosphate, and an additional one coordinated to
pro-R of the successive downstream phosphate groups. No Mg?* was found in the O.
sativa ribozyme. These observations suggest that the crystal structure of the env22
ribozyme captures the active state of the ribozyme, whereas the O. sativa structure
is in the inactive conformation (Ren et al. 2014; Eiler et al. 2014; Gebetsberger and
Micura 2017; Liu et al. 2014).

The crystal structure of env22 twister reflects the active state of the ribozyme
(Ren et al. 2014). Therefore, the structural and biochemical studies of the env22
twister ribozymes provide insights into its catalytic mechanism (Eiler et al. 2014;
Gebetsberger and Micura 2017; Liu et al. 2014; Ren et al. 2014). The mechanism
appears consistent with acid-base catalysis. The cleavage reaction rates exhibit a bell-
shaped profile relative to pH, with a plateau around the pH of 6.5 (Liu et al. 2014). The
reaction rate is dependent on the Mg?* concentration (Roth et al. 2014). Despite the
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dependence, the biochemical data are not in favor of the direct participation of Mg?*
in the cleavage reaction (Roth et al. 2014). Instead, Mg?* appears to contribute to the
structural integrity of the cleavage site through its interaction with the non-bridging
reaction (Ren et al. 2014; Roth et al. 2014).

The self-cleavage reaction in the env22 ribozyme occurs at the U5-A6 site. The
A6 is highly conserved and adopts a syn glycosidic alignment stabilized by stacking
interactions, while not conserved U5, appears to adopt a flexible alignment to posi-
tion these nucleotides in the in-line conformation for catalysis. The A6G mutation
completely abolishes the catalytic activity whereas mutations at the US site are toler-
ated (Ren et al. 2014). Structural and mutational data also show that a conserved
guanine, G48, participates in the env22 twister ribozyme catalysis (Ren et al. 2014).
The G48A mutation strongly reduces the cleavage activity of the ribozyme (Ren et al.
2014). The N1H of G48 forms a strong hydrogen bond with the non-bridging pro-
Rp phosphate oxygen, suggesting its role in stabilizing a negative charge at the
transition state (TS). The inner-sphere Mg2+ ion, which interacts with pro-Ry, could
also stabilize the TS, but other biochemical data suggest that it largely plays a struc-
tural role in maintaining the integrity of the active site (Ren et al. 2014; Roth et al.
2014). These data collectively suggest that the twister ribozyme appears to follow
Sn2-type mechanism for phosphodiester cleavage, which is facilitated by the in-line
conformation of the participating nucleotide stabilized by the overall architecture of
the ribozyme.

3 Riboswitches

Riboswitches are structured RNA elements that regulate gene expression in response
to binding to a ligand. They are mostly found in the untranslated region (UTRs)
of many bacterial mRNAs, where they regulate a variety of metabolic processes.
Although found mostly in bacteria, they are present in all three domains of life
including the eukaryotic genomes. Functionally, they act as molecular switches
regulating gene expression via conformational changes in their three-dimensional
structure. The conformation change is induced by the direct binding to a specific
ligand. In general, riboswitches consist of two domains. The domain that binds to
a ligand is called the aptamer domain, and the domain that regulates gene expres-
sion is called the expression platform. The aptamer domain selectively recognizes its
small-molecule ligand. Binding of a ligand to the aptamer domain induces structural
changes in the associated expression platform domain, which alters the expression of
the downstream mRNA. The changes in gene expression typically include transcrip-
tion termination or translation initiation, or more rarely, ribozyme-mediated mRNA
degradation or the control of splicing. Riboswitches are a good target for the design
of antibacterial drugs because they often regulate essential metabolic pathways in
bacteria. While more than 40 riboswitches have been discovered, in this chapter
we will only cover some of the best-characterized riboswitches such as the purine,
thiamine pyrophosphate, and glmS riboswitches.
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3.1 Purine Riboswitch

The purine riboswitch was found in the UTR sequences of mRNAs as a conserved
regulatory feature associated with expression of genes involved in the purine
metabolism (Christiansen et al. 1997). The aptamer domain of the purine riboswitch
has emerged as a useful model system for studying various aspects of RNA struc-
ture and function (Porter et al. 2014). It has a multi-helix structure with side-by-side
helical packing, allowing the formation of a three-way junction supported by a distal
tertiary interaction through interloop interactions (Fig. 4a). These structural features
are a highly recurrent theme in RNA biology (De La Pefa et al. 2009; Porter et al.
2014).

The structures of four members of the purine riboswitch family have been solved
(Porter et al. 2014). These riboswitches include xp#-pbuX guanine-responsive from B.
subtilis (Batey et al. 2004), add adenine-responsive from Vibrio vulnificus (Serganov
et al. 2004), pbuE adenine-responsive from B. subtilis (Delfosse et al. 2010) and 2’-
deoxyguanosine-responsive from M. florum (Pikovskaya et al. 2011). Their aptamer
domains share a common structural motif and ligand binding pocket (Fig. 4a). The
binding pocket is located within the center of the three-way junction made up of
J1/2, J2/3, and J3/1 (Fig. 4). The aptamer domain consists of three Watson-Crick
paired regions called P1, P2, and P3, organized around the central three-way junction
(Fig. 4). The two terminal loops L2 and L3 at the end of P2 and P3 stems, respectively,
form a pseudoknot interaction between the GG invariant bases in L2 and CC in the
L3 loop. The binding pocket located in the central three-way junction has conserved
residues U47, U51, and C74 (Fig. 3a). These bases, along with the 2'-hydroxyl group
of U22, create the network of hydrogen bonds that fully recognize the purine, adenine,
or guanine ligands. The C74 is critical for purine ligand specificity (Fig. 3a) (Gilbert
et al. 2006, 2009). The purine riboswitch discriminates between the adenine and
guanine through a single base change in the pocket enabling Watson-Crick pairing
to this nucleobase (Fig. 3a). The C74 base is present in the guanine and the U74 is
present in the adenine riboswitch. Binding of the purine ligand induces structural
changes to regulate expression of genes involved in the metabolism of purines.

The purine riboswitch also binds to a variety of non-natural purines such as hypox-
anthine and xanthine, and synthetic analogs such as 2, 6-diaminopurine (Gilbert et al.
2009). Structural and biochemical studies of these ligands point to a chemical flexi-
bility in the recognition of the alternative ligands. For example, it has been proposed
that xanthine can bind to the purine riboswitch as a 2-enol minor tautomer (Gilbert
et al. 2009). Crystal structures of the riboswitch with various ligands show that the
pyrimidine at the 74-position (Y74) is critical for determining ligand specificity
(Figs. 3a and 4a) (Batey et al. 2004; Serganov et al. 2004; Gilbert et al. 2006; Singh
et al. 2015). The xanthine ligand forms a Watson—Crick base pair with C74 (Gilbert
et al. 2009). Conserved residues at the U51, U47, and U22 positions contribute
to ligand recognition (Fig. 3a). The carbonyl oxygens (0O2) of C74 and U51 form
hydrogen bonds with the 2-amino functional group of the native ligand guanine
(Serganov et al. 2004). Hypoxanthine does not have the 2-amino group, thus binds
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3a. Purine Riboswitch 3b. TPP riboswitch
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Fig. 3 Conformation of ligands in the binding pocket of the purine and the TPP riboswitches.
a Top left, crystal structure of the purine riboswitch with xanthine in its binding pocket interacting
with carbonyl oxygens of C74, U47, and U51, and a water molecule. 3c. all possible tautomeric
forms of xanthosine. b Crystal structures of the TPP riboswitch showing interactions of its binding
site G28 (guanosine at the 28th position) with the thiamine pyrophosphate (TPP) and oxythiamine
pyrophosphate (OxyTPP) ligands. d Tautomeric forms of oxythiamine identified by NMR and
vibrational spectroscopy (Singh et al. 2014; Fedeles et al. 2021). a—d is adapted from reference
(Singh et al. 2015) (CC BY 4.0), with permission to use from the RNA Society of Cold Spring
Harbor Laboratory Press

4a. Purine riboswitch 4b. Thiamine pyrophosphate riboswitch

Fig.4 Secondary and ternary structures of the purine and thiamine pyrophosphate (TPP)
riboswitches. a Secondary and ternary structures of the aptamer domain of the B. subtilis xpt-
pbuX guanine riboswitch. Three paired regions are labeled as P1, P2, and P3, terminal loops as L2
and L3, and junctions as J2/3. a is adapted from the reference (Stoddard et al. 2008), with permission
to use from the RNA Society of the Cold Spring Harbor Laboratory Press. b Left, Secondary struc-
ture of the thiamine pyrophosphate riboswitch. 4B Right, Ternary structure of the TPP riboswitch
bound to the thiamine pyrophosphate ligand. b is adapted from the reference (Serganov et al. 2006)
(CC-BY-SA)
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to the purine riboswitch with almost 200-fold less affinity compared with guanine
(Batey et al. 2004). Besides the 2-amino functional group, the 6-keto, and N1 groups
are also recognized by the riboswitch to form a Watson—Crick type of base-pairing
(Batey et al. 2004; Gilbert et al. 2006; Serganov et al. 2004). These data suggest
that the Watson-Crick interaction between the Y74 base and the ligand is critical for
determining ligand specificity and the biological activity of the purine riboswitches.

3.2 GImS Riboswitch/Ribozyme

The glmS ribozyme is the first known naturally occurring ribozyme that is also a
riboswitch (Winkler et al. 2004). It binds to a small-molecule cofactor, glucosamine-
6-phosphate (GIcN6P), to promote the self-cleavage reaction. It is found in the 5’-
UTR region of glutamine-fructose-6-phosphate amidotransferase mRNA, encoded
by the glmS gene (Cochrane et al. 2009; Winkler et al. 2004). It utilizes the self-
cleavage reaction to regulate the expression of the glmS gene. A site-specific cleavage
upon GIcN6P binding to the glmS ribozyme is correlated with the expression levels
of the glmS gene. The GIcN6P ligand directly participates in the cleavage reaction
as a general acid (Cochrane et al. 2009). Like other autolytic small self-cleaving
ribozymes, glmS reaction mechanism involves an attack of the vicinal 2’-OH on the
scissile phosphate to generate two fragments of RNA, one containing the 2/, 3’ cyclic
phosphate and the other having a free 5'-OH group (Fig. 1a).

Multiple structural and biochemical studies of the glmS ribozymes suggest that
its active site is poised for the self-cleavage reaction (Lim et al. 2006). The ribozyme
undergoes a very little structural rearrangement during the self-cleavage reaction
(Winkler et al. 2004; Cochrane et al. 2009; Hampel and Tinsley 2006; Klein and Ferré-
D’Amaré 2006). The nucleotides flanking the scissile phosphate are in a splayed
conformation that is stabilized mostly by hydrogen bonding and stacking interactions
(Klein and Ferré-D’ Amaré 2006). The A-1 nucleotide is oriented through hydrogen
bonding with G33 and G57, where the G + 1 makes a tertiary hydrogen bond to
G20 and stacks underneath A28 (Fig. 1B). These interactions allow A-1 and G +
1 to adopt an in-line conformation to facilitate the cleavage reaction in response to
GIcN6P binding (Fig. 1B) (Klein and Ferré-D’ Amaré 2006).

The active site of g/mS is pre-organized for the self-cleavage reaction (Cochrane
et al. 2009, 2007; Klein and Ferré-D’ Amaré 2006). The structures of the pre- and
post-cleaved stages of the self-cleavage reaction and bound to various effectors
and competitive inhibitors show a very similar active site (Cochrane et al. 2009,
2007; Klein and Ferré-D’ Amaré 2006). For example, it binds specifically to GIcN6P
without undergoing any confirmation change (Cochrane et al. 2009; Klein and Ferré-
D’Amaré 2006). A comparison of the pre-cleaved, containing the G33 mutation,
and post-cleaved ribozymes show that their structures are very similar, the average
RMSD value that is less than 2 A (Cochrane et al. 2009). The structure of glmS
with a competitive inhibitor is essentially identical to its structure with GIcN6A
(Cochrane et al. 2009). Its structure with a non-natural competitive inhibitor like
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mannosamine-6-phosphate (MaN6P), with inverted C2-amine, is also identical to
its structure with GIcN6P (Cochrane et al. 2009). While the stereochemistry of the
C2-amine is inverted in MaNG6P, the overall position of the sugar in the active site is
similar to GIcN6A. These data suggest that the conformation of the g/mS ribozyme
is mostly unchanged during the self-cleavage reaction.

Structural and biochemical studies have also identified conserved guanosine, G33
in glmS from B. anthracis and G40 in glmS from T. tengcongensis, participating in
the self-cleavage reaction as a general base to activate the 2’-hydroxyl nucleophile
(Fig. 1B) (Cochrane et al. 2009, 2007; Klein and Ferré-D’ Amaré 2006). G33 to A
mutation leads to a significant reduction in its activity, by as much as 10°, without
much change in its structure (Cochrane et al. 2007; Klein et al. 2007). The N1 of
G33 is within the hydrogen bond distance of the 2’-OH of A-1. Mutation of G33
with any other nucleobase results in a 10°~10° fold reduction in the rate of cleavage
in the presence of GIcN6P (Cochrane et al. 2009). Considering G33 to A mutation
results in an almost identical active site, this indicates that the G33 role is to not just
orient the 2’-OH but it directly participates in the self-cleavage reaction. Given the
functional importance of G33 in the cleavage reaction and the structural proximity
to the 2’-hydroxyl group, it was proposed that the N1 of G33 directly activates the 2’-
OH nucleophile (Cochrane et al. 2007). However, the N1 of guanine has a pK, ~10,
making it a poor base to abstract a proton from the 2'-OH, with a pK , of 13 (Cochrane
et al. 2009; Singh et al. 2015). It’s been suggested that deprotonation of the N1 of
G33 through the formation of either the minor tautomer (6-enol) or an anion could
generate an activated state of G33 that is more suitable as a general base (Cochrane
et al. 2007; Cochrane and Strobel 2008a; Singh et al. 2015). However, the existence
of tautomeric or ionic state of G33 has not been experimentally established (Singh
et al. 2015).

The GIcN6P cofactor is essential for the self-cleavage activity of the glmS
ribozyme (Winkler et al. 2004). In its absence, the ribozyme is ~10* less active
(Winkler et al. 2004). The phosphate group of GIcN6P is critical for its binding.
Whereas its amine group participates in the reaction as a general acid (Cochrane et al.
2009; Klein and Ferré-D’ Amaré 20006). Its substitution with a closely related glucose-
6-phosphate (GIc6P), in which the C2-amine is replaced by a hydroxyl group, also
reduces the rate of reaction by ~10* (McCarthy et al. 2005; Winkler et al. 2004).
The pKa of the C2-amine of GIcN6P is 7.8, a value very similar to the observed pKa
value of the self-cleavage reaction (McCarthy et al. 2005). In the crystal structure,
the C2-amine of GIcN6P is hydrogen bonded to the 5-O leaving group (Cochrane
et al. 2007; Klein et al. 2007). The structural location, the pKa, and the mutational
studies suggest that the amine group of GIcN6P is responsible for the protonation of
the leaving group (Cochrane et al. 2007; Klein et al. 2007).

Taken together structural and biochemical data support a mechanism in which
the self-cleavage reaction is initiated by the base-catalyzed activation of the vicinal
2/-hydroxyl nucleophile by a catalytic guanine, G33 in B. anthracis (Fig. 1a). The
activated 2'-oxygen attacks the scissile backbone phosphodiester bond to initiate the
transesterification reaction. The amine group of GIcN6P through fine tuning of its
pKa participates in the transesterification reaction as a general acid by donating a
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proton to the 5’-oxygen of the leaving RNA fragment. Bronsted coefficient 0.7 for the
5’-oxygen at the reaction site suggests a late transition state, in which the rate limiting
step is the protonation of the 5'-oxygen by the amine group of GIcN6P (Viladoms
and Fedor 2012).

3.3 Thiamine Pyrophosphate (TPP) Riboswitch

The TPP riboswitch negatively regulates the expression of genes involved in thiamine
biosynthesis, phosphorylation, and transport (Sudarsan et al. 2003; Cheah et al. 2007,
Winkler et al. 2002). The phosphorylated thiamin, TPP, is an essential cofactor for
multiple enzymes in the Krebs cycle and the pentose-phosphate pathways, where it
participates in making and breaking bonds between carbon and carbon, sulfur, and
nitrogen (Frank et al. 2007; Cochrane and Strobel 2008b). The TPP riboswitch is one
of the most abundant riboswitches. It is found in all three domains of life suggesting
that it arose early in evolution (Cheah et al. 2007; Winkler et al. 2002). It is also found
in as many as 49 human pathogens, making it a good target for developing antibiotics
(Bocobza and Aharoni 2014; Panchal and Brenk 2021). It can be found upstream,
downstream, or at splice-site junctions of these genes, indicating that it uses a diverse
set of mechanisms for regulating gene expression (Barrick and Breaker 2007; Welz
and Breaker 2007; Wachter 2010). These mechanisms can include mRNA decay,
Rho-dependent transcription termination, alternative splicing, transcription termi-
nation through the formation of an intrinsic terminator, and translational inhibition
through sequestration of ribosomal binding sites (RBS) (Winkler et al. 2002; Li and
Breaker 2013; Barrick and Breaker 2007; Wachter 2010; Welz and Breaker 2007).

The biochemical and structural basis of ligand recognition is well studied for the
TPP riboswitch (Fig. 4b) (Thore et al. 2006, 2008). The highly conserved secondary
structure of the TPP-binding riboswitches consists of five helices, termed P1 to P5
(Fig. 4b) (Thore et al. 2008; Haller et al. 2013). The helix P1 is formed by the 5’
and 3’ end of the riboswitch RNA and is expected to be disrupted in the absence of
TPP. Helices P1, P2, and P4 together with junctions J1/4 and J2/4 form the central
three-way junction. Bulges J2/3 and J4/5 connect helices P2 with P3 and P4 with P5,
respectively. Terminal loops L3 and L5 close helices P3 and P5.

Crystal structure of the aptamer domain of the TPP riboswitch has been solved
with various ligands (Thore et al. 2008; Haller et al. 2013). These structures revealed
that a conserved guanine, G28 in the TPP riboswitch from Arabidopsis thaliana,
is critical for determining ligand specificity. The TPP ligand, commonly referred
to as vitamin B1, is composed of three parts. These include the aminopyrimidine
ring, a central thiazole ring, and a pyrophosphate group (Serganov et al. 2004). The
Arabidopsis thaliana riboswitch binds to TPP in an extended conformation in which
its aminopyrimidine ring is inserted into the pyrimidine sensor helix at the J2/3 bulge
region by stacking between the bases G30 and A31, and it forms hydrogen bonding
with the polar groups of G28 and G11 (Serganov et al. 2004, 2006; Thore et al.
2006). The guanine base of G28 adopts a “flipped out” conformation to facilitate
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hydrogen bonding with the aminopyrimidine ring of the TPP ligand (Thore et al.
2006; Serganov et al. 2006). The pyrophosphate group of TPP is coordinated with
two Mg*? ions and forms direct hydrogen bonds with G64, C65, and G66. The
residues G66 and G48 coordinate to a putative bridging Mg?* ion. The reactive part
of the carbon in TPP is the C2 carbon of the thiazolium ring, which becomes a potent
nucleophile through the formation of ylide in TPP-dependent enzymes. Interestingly,
in the TPP riboswitch the central thiazole group is less constrained and only forms
hydrophobic contacts with G72. The nucleotides that form close contact with TPP
are highly conserved across various TPP riboswitch sequences.

A comparison of crystal structures of the TPP riboswitch from Arabidopsis
thaliana with TPP and its oxidized form OxyTPP revealed that their hydrogen
bonding interactions with G28 are largely identical (Thore et al. 2008). It was antic-
ipated that the 4’-keto in OxyTPP, instead of 4’-amino as in TPP, would disrupt its
hydrogen bonding interaction with G28. In the structure the amino group at the 4'-
position of TPP acts as a hydrogen bond donor to the N3 atom of G28. However,
OxyTPP and TPP form identical hydrogen bonding interactions with G28. To ratio-
nalize these data, it was proposed that the OxyTPP binds to the TPP riboswitch as
a 4’-enol tautomer (Thore et al. 2008; Singh et al. 2014). Biochemical data showing
tighter binding of OxyTPP at lower pH was consistent with this observation, enol
tautomer would be more stabilized at lower pH (Thore et al. 2008). Furthermore,
NMR and 2D-IR (2D infrared spectroscopy) also revealed that unlike the TPP ligand,
OxyTPP exists in three different tautomeric forms including the 4'-enol tautomer that
was proposed to bind to the TPP riboswitch (Singh et al. 2014). However, the 4'-
enol tautomer of OxyTPP bound to the TPP riboswitch could be unambiguously
established (Singh et al. 2015, 2014).

4 Targeting Riboswitches as an Antibacterial Strategy

The increasing threat from multi-drug resistant bacteria has been motivating efforts
to develop new generations of antibiotics that, mechanistically, are different than the
current antibacterial arsenal. Given their key role in regulating gene expression for
various metabolic pathways, bacterial riboswitches are very attractive targets for new
antibacterial agents (Blount and Breaker 2006; Serganov and Nudler 2013; Liinse
et al. 2014; Giarimoglou et al. 2022). Detailed knowledge of the molecular mecha-
nisms of riboswitches has been one of the key advances that enable the development
of mechanism-based riboswitch inhibitors.

Riboswitches are widespread regulatory elements in bacterial mRNA, located
mostly in the 5’UTR region. Their complex tertiary structures often harbor a binding
site for their cognate ligand, which is often a key metabolic intermediate, such
as an aminoacid (e.g., lysine), a vitamin cofactor (e.g., TPP, FMN), a nucleoside
(e.g., guanine), etc. The binding of the ligand “locks” the riboswitch into a stable
conformation, stabilizing one or more stem loops that directly impact the function
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of the mRNA. By their mode of action, the riboswitches can be categorized as on-
switches and off-switches. The on-riboswitches naturally fold into a conformation
that blocks transcription via a terminator loop, or translation via sequestration of
the Shine-Dalgarno ribosome binding site. When the ligand binds, a new conforma-
tion develops which unfolds the terminator loop and allows full-length transcription,
and/or exposes the ribosome binding site and allows translation to occur. These
riboswitches are primarily used to respond rapidly to changes in the levels of select
nutrients and/or stress factors. For example, one of the most recently discovered
riboswitches is an on-switch that detects mM concentrations of sodium (White et al.
2022). By contrast, in the off-riboswitches, the inactive conformation is stabilized
by ligand binding, which subsequently turns off gene expression. Off-switches often
use as a ligand the end-product of a metabolic pathway, which upon binding, turns
off the gene expression of an entire collection of genes involved in that pathway.
This is the case for FMN, TPP, and lysine riboswitches.

While riboswitches are prevalent as regulatory elements of essential metabolic
pathways in bacteria, many do not constitute viable antibacterial targets. Three types
of considerations are important for selecting the most promising ones. First, the
riboswitch needs to control an essential pathway, which, when blocked, inhibits
the growth of the bacteria. Often, however, bacteria possess redundant enzymes,
not all of which are regulated by the riboswitch. For example, targeting the lysine
riboswitch in an effort to deplete cells of lysine is not bacteriostatic because many
pathogens express isozymes in the lysine biosynthetic pathway that are not controlled
by the lysine riboswitch. Moreover, lysine is an abundant metabolite that can be
obtained directly from the host, making the inhibition of the lysine riboswitch an
ineffective antibacterial strategy. The second consideration is the abundance of the
riboswitch target. When the riboswitch is present on only a single gene transcript, a
very high potency inhibitor is required, because partial inhibition potentially allows
enough gene expression to maintain viability. By contrast, bacterial strains with the
riboswitch at multiple loci are expected to be significantly more sensitive, because the
inhibitory effect is compounded. Related to this, the third consideration concerns the
development of resistance that renders riboswitch-targeting antibacterial ineffective.
Most common mechanism of resistance appears to be the acquisition of mutations
in the RNA sequence that changes the affinity of the riboswitch for the targeting
ligand (Howe et al. 2015; Motika et al. 2020). Here, too, the abundance of the
riboswitch is expected to play a key role. If several essential genes are regulated by
the riboswitch, the acquisition of resistance mutations at all of them is an unlikely
event. Not surprisingly, even for the same class of riboswitches, some sequences are
more mutable than others, and therefore, some bacterial species develop resistant
mutants faster than others. For example, when evaluating the inhibition of the FMN
riboswitch with the synthetic ligand ribocil (see below), E.coli develop resistance
at a frequency 1-2 orders of magnitude higher than other Gram-negative pathogens
Pseudomonas aeruginosa and Acinetobacter baumannii.

Structural knowledge is also essential for the development of riboswitch inhibitors.
Similar to the development of protein inhibitors based on the structure and proper-
ties of their ligand binding sites, riboswitches can be targeted with small molecules
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that are structural analogs of their cognate ligands (Warner et al. 2018; Hewitt et al.
2019). Moreover, just like some proteins are considered “druggable” compared to
others, some riboswitch ligand binding pockets may offer more flexibility for medic-
inal chemistry than others (Hewitt et al. 2019). For example, the purine and lysine
riboswitches form tight and almost completely closed pockets around their ligands,
which limits the chemical and structural space that an inhibitor can utilize. By
contrast, the FMN, TPP, and SAM riboswitches feature more open binding pockets
that enclose only partially their ligands. This allows, in principle, the exploration of
a wider range of potential molecules and scaffolds that diverge structurally from the
cognate ligand. A great example for this phenomenon is Ribocil—a small-molecule
FMN riboswitch inhibitor that does not immediately resemble the natural ligand of
the riboswitch.

4.1 Ribocil

In bacteria, the concentrations of riboflavin (RF, vitamin B2) are maintained through
regulation of the biosynthetic pathway and transport. This regulation relies primarily
on the FMN riboswitches present at the 5’ ends on the majority of relevant mRNA
transcripts (Winkler et al. 2002). FMN is a negative regulator of the riboswitch:
when abundant, it binds to the aptamer freeing a sequester loop, which causes early
transcription termination and hides the ribosome binding site on the mRNA (Pedrolli
et al. 2015). If FMN levels are low, then the aptamer adopts a different conformation
that traps the sequester loop, allows the synthesis of the full-lengths transcripts,
and exposes the ribosome binding site on the mRNA (Pedrolli et al. 2015). Genes
involved in the FMN biosynthesis can now be expressed and translated.

The discovery of Ribocil came from a study investigating the targeting of the
riboflavin biosynthetic pathway as a promising antibacterial strategy (Howe et al.
2015). It was observed that E. coli defective in the synthesis of RF are markedly less
virulent, yield diminished bacterial titers, and cause limited morbidity in a mouse
septicemia model. A screen of 57,000 small molecules with antibacterial activity
identified one compound—Iater named Ribocil—whose antibiotic activity is inhib-
ited by excess RF. The mechanism of this compound was suggested by the discovery
of mutants resistant to Ribocil. Sequencing revealed that all mutants mapped to the
FMN riboswitch located on the mRNA of key RF biosynthetic gene ribB (Howe
et al. 2015, 2016). This observation suggested that Ribocil may be a mechanism-
based inhibitor of the FMN riboswitch. The original compound was an enantiomeric
mixture; only the S-enantiomer (known as Ribocil B) has the antibacterial activity,
and indeed, it binds tightly the FMN riboswitch (K4 = 13 nM). Structure activity
relationship studies further improved the binding of the molecule to the riboswitch,
yielding Ribocil C with K4 ~ 1.5 nM (Fig. 5a, b).

Structural studies on the FMN riboswitch from the Fusobacterium nucleatum
impX RF transporter, one of the best-characterized FMN riboswitches, revealed the
stereochemistry of binding of Ribocil, and its key molecular interactions with the
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Fig. 5 Structure and mechanism of Ribocil—a mechanism-based inhibitor of the FMN riboswitch.
a Structures of Ribocil A (R enantiomer) and Ribocil B (S-enantiomer of Ribocil). Only Ribocil B
has inhibitory properties. b Structure of Ribocil C, an improved FMN riboswitch binder, based on the
original molecular scaffold. ¢ Structure of Ribocil-C-PA, a recently described (Motika et al, 2020)
variant of Ribocil C, with superior antibacterial properties. d Co-crystal structure of Ribocil bound
in the FMN riboswitch of Fusobacterium nucleatum impX. Figure drawn with PDB 3D View from
PDB coordinates 5C45 and annotated based on reference (Howe et al. 2015). The Ribocil ligand is
in dark magenta; the riboswitch chains are shown in green and orange. e Location of key residues
that are mutated in FMN riboswitches resistant to Ribocil binding. Figure adapted from reference
(Howe et al. 2016), with permission to use from Taylor and Francis Group (© 2016 Howe et al.
Published with license by Taylor & Francis Group, LLC © 2016 Merck Sharp @Dohme)

RNA (Fig. 5d). Ribocil binds in the FMN binding site, but due to the structural differ-
ences between Ribocil and FMN, its structure is bent into a U-shaped conformation.
Nevertheless, Ribocil does interact with the same key nucleotides as FMN, and a
number of favorable H-bonding and pi-stacking interactions can be readily observed
(Fig. 5d).

The identification of riboswitch mutants that confer resistance to Ribocil binding
provided additional insight into its mechanism. Several mutants, namely, C111U,
C100U, G93U, G37U, C33U, and D94-102 were characterized in terms of binding
affinity to FMN and Ribocil (Fig. 5e). Generally, the mutants disrupted the binding
of Ribocil much more than the FMN binding. The mutants in residues close to the
active site disrupt the binding of the Ribocil and, to a lesser extent FMN, which
can explain the Ribocil-resistant phenotype. More puzzling are mutants like C111U,
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C100U and G93U, which are very far from the binding site. The binding of both FMN
and Ribocil to these mutant riboswitches is unaffected. And yet, the mutants fail to
inhibit translation and transcription in the presence of Ribocil. The best explanation
here is that, in these mutants, the formation of the sequester loop is disrupted and the
riboswitch is trapped into the ON state (Howe et al. 2015).

Further improvement on the Ribocil scaffold was demonstrated recently. By incor-
porating charged functional groups that enhance the ability of the molecule to accu-
mulate inside bacteria, an even more potent version of Ribocil, named Ribocil C-PA
was obtained (Fig. 5¢) (Motika et al. 2020). The new molecule is even more potent
against E. coli and other Gram-negative pathogens, as demonstrated in experiments
on clinical isolates and mouse models of infection.

4.2 Pyrithiamine

The TPPriboswitch is another attractive target of antibacterial drug discovery because
it is found in many pathogenic bacteria (Rupert et al. 2002). As mentioned above,
the TPP riboswitch negatively regulates the biosynthesis of thiamin pyrophosphate
(TPP), an essential vitamin cofactor involved in central metabolism. Given the high
levels of expression of the TPP riboswitch, and its prevalence in all domains of life,
small molecules that target this riboswitch could constitute potent, broad-spectrum
antibiotics. Even before the structure and function of the TPP riboswitch were known,
a compound named pyrithiamine (PT) was shown to have antibacterial and antifungal
activity (Woolley and White 1943). Originally, PT was synthesized as a structural
analog of thiamine (Robbins 1941) to aid in the study of thiamine binding and
metabolism; these studies, however, eventually helped uncover the existence of the
TPP riboswitch and its negative regulation by TPP. PT features a pyridine ring in
the place of the central thiazole ring of thiamine (Fig. 5f). Just like thiamine, inside
the cells, PT is phosphorylated to form pyrithiamine pyrophosphate (PTPP), which
binds to the TPP riboswitch with a binding affinity that is similar to that of TPP; Ky’s
are 160 nM for PTPP and 50 nM for TPP for the TPP riboswitch from B. subtilis
(Symons 1997, Thomas and Perrin 2008). Crystal structures of PTTP with the TPP
riboswitch also revealed that its hydrogen binding interactions are identical to TPP
and OxyTPP (Symons 1997, Thomas and Perrin 2008).

While PT provided the proof of concept that the TPP riboswitch can be targeted
as an antibacterial strategy, a clinical candidate for a small-molecule targeting TPP
riboswitch has yet to emerge. The biggest challenge here is that PT and other similar
derivatives (amprolium, 3-deazathiamine) are also TPP antivitamins; they bind and
inhibit TPP-dependent enzymes, not only in the target pathogens, but also in the host,
thus causing toxicity (Tylicki et al. 2018). Nevertheless, multiple fragment-based and
structure-based screens have identified promising hits for the TPP riboswitch (Thore
et al. 2008; Warner et al. 2014). These hits show good binding affinity for the TPP
riboswitch, which approaches that of PT, and correspondingly, antibacterial activity.
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Therefore, the work toward a viable clinical candidate for a TPP riboswitch inhibitor
is poised to succeed in the near future.

5 Conclusion

Structured RNAs play an important role in biology and disease. Structural and mech-
anistic understanding of RNA elements, such as riboswitches and ribozymes, helped
us elucidate the rules RNA use to adopt complex three-dimensional structures. These
RNAs resemble proteins in their complexity and are capable of catalytic rate enhance-
ments and ligand specificity that is comparable to proteins. It was also recognized
that many riboswitches are enriched in bacterial genomes, and therefore can be used
for the therapeutic development of antibiotics. Ribocil is an approved antibiotic that
binds to the FMN riboswitch to execute its antibacterial effect. Structured RNAs are
also present in higher organisms and more recently have been targeted for a variety
of indications in oncology and rare diseases.
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Abstract Unlike other large biomolecules, RNA carries two main tasks: an informa-
tional coding potential governed by its sequence and a catalytic/regulatory role, deter-
mined by its secondary and tertiary structure. During the last decade, a significant
improvement in biophysical and biochemical techniques has enabled researchers to
initiate exploratory studies on the relationship between RNA structure and its func-
tion. Among other technological improvements, the explosion of next generation
sequencing (NGS) tools has allowed the transcriptome-wide investigation of RNA
folding in cells. Deeper knowledge of 2D and 3D structures is extremely impor-
tant for understanding the mechanisms of RNA function as well as for designing
synthetic RNAs and the development of RNA-targeted drugs. RNA molecules can
adopt specific 3D motifs that are now considered druggable and offer untapped
potential to therapeutically modulate numerous cellular processes, including those
linked to ‘undruggable’ protein targets. In parallel to the growing interest for the
RNA targetome in the pharmaceutical sector, the in-silico modelling of RNA folds is
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developing complementary methods. Currently, RNA structure probing methods can
only capture partial structure information. The ability to directly measure intact RNA
structures could facilitate investigations of the functions and regulation mechanisms
as well as druggability. In this chapter, we will summarize biophysical and biochem-
ical strategies for determining RNA structures/motifs, including latest approaches
that combine molecular biology strategies with NGS readouts.

Keywords RNA secondary structure + RNA tertiary structure + RNA biophysics *
Next generation sequencing

1 Introduction to RNA Structures

DNA and RNA molecules possess very different functional roles. DNA molecules
mainly contain the genetic code, whereas RNA molecules are involved in almost
all life mechanisms: RNA translates the genetic code into proteins, can regulate
gene expression or even catalyze biochemical reactions. It has been reported that
about 85% of the human genome is transcribed into RNA, of which most has been
estimated to be biologically functional, but only 2% is ultimately translated into
proteins (Hendrix et al. 2005; Djebali et al. 2012). The structure of an RNA molecule
mediates its activity, stability, and biological function. For example, the 3D structure
of RNAzymes mediate their catalytic effects. It is therefore evident that studies on
RNA structures can help understand biological processes.

From a chemical point of view, RNA differs from DNA in only two aspects:
the presence of a 2’-hydroxyl group in the ribose and the lack of a methyl group
in the uridine in most cases (thymine has been found in tRNA). These chemical
changes impact the sugar puckering conformation (relative orientation of the base/
phosphate/sugar), leading to changes in the physical and structural properties of
the two polynucleotides. The 2'-hydroxyl group also plays a major role in nucleic
acid interactions with water molecules and therefore conformation (Fingerhut 2021).
Interestingly, RNA folds in a variety of tridimensional structures resembling protein
folding. Figure 1 displays some examples of such RNA secondary structures. We
will explore in the next section how RNA folds.

While the sequence defines the primary structure of RNA, the secondary struc-
ture of RNA is defined as any chain where the nucleotides are associated through
base pairing. These interactions can be mediated through canonical Watson—Crick
base pairing (A-U, G-C) with its complementary chain, in antiparallel orientation.
Additional non-canonical base pairs have been reported, such as G-U base pairing
(Wobble base pairing) or G-A pairs within internal RNA loops (Olson et al. 2019).
More generally, each nucleotide within an RNA sequence contains charged, polar,
aromatic groups, which can interact with almost every other nucleotide, or with their
environment (Vicens and Kieft 2022).

The large variety of RNA’s base-pairing interactions can be classified into 12
geometric base-pairing families, which can be divided based on Watson—Crick and
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larger order structures (Jasinski et al. 2017)

Hoogsteen base pairing, sugar, and glycosidic bonds’ orientation (Fig. 2A) (Leontis
and Westhof 2001). In all cases, the major driving force for base—base interactions is
base stacking (Yakovchuk et al. 2006). The comparison with proteins is quite inter-
esting: certain amino acids tend to interact preferentially with others aminoacids
(e.g., hydrophilic residues on exterior, hydrophobic residues together) while RNA
nucleotides do not exhibit the same selectivity (Stombaugh et al. 2009), and inter-
actions are stabilized through H-bonding. Finally, it is worth noting that RNA can
be post-transcriptionally modified. These modifications, such as base methylation,
influence RNA'’s structure and function (Helm 2006; Fu et al. 2014; Incarnato and
Oliviero 2017).

Just as proteins have helices and sheets, several distinct structural motifs have
been described for RNA. Base—base interactions (paired or unpaired) mediate the
formation of notable elements such as loops, mismatches, and bulges (Fig. 1), which
then structurally define the thermodynamic stability of the secondary structure. Stem-
loop structures, also called hairpins, can be external or internal and are the major
building blocks for structured RNA. The stem-loop structure is composed of base—
base interactions (Watson—Crick) ending with an unpaired loop. Non-canonical base
pairs might play a more important role in the stem-loop structure, as more distantly



122 A. Bonetti et al.

d. Base pair families w b. RNA loops
cis w "

H W H . *
wn wH ws . w w w

CWW WH (cHW) W5 (c5W) eHH cHS (c5H) W™ 8§ -l
-2 o RO " <49 - - 48 -4 ¥ 3
trans . \ - P #
¥ N
W £ Gl - M w " W i w W o " % e
] * w * ¥ w . s * s
.
w )
WW TWH (tHW) WS (15W) tHH tHS (15H) " 58
- o ulins] o <0 2" o <0 <t

C. RNA pseudoknots structures t! Pseudoknotss
A

HOV

SARS-CoV ~

Fig. 2 RNA secondary structures. a 12 base-pair families have been described (Abu Almakarem
etal.2012). H stands for Hoogsten edges (squares), S for sugar edges (triangle), W for Watson—Crick
edges (circles). Filled in symbols correspond to cis base pairs, while open ones are for trans base
pairs. b Examples of sequences and structures (predicted in color, experimental in red) of RNA loops
(Li et al. 2016). ¢ Pseudoknot formation in the context of SARS-CoV. Dashed lines indicates base
pairing. A Linear base-pairs elements. B Formation of the pseudoknots. C Pseudoknot fold. D SARS-
CoV RNA pseudoknot is composed of three stems. D. RNA Pseudoknot structures and sequences in
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located nucleotides may be brought in proximity and form less favorable base—base
interactions. Stem-loop structures, also called hairpins, can be external or internal and
are the major building blocks for structured RNA (Fig. 2b). Stem-loops are typically
found in tRNA or in ribozymes. For example, the hammerhead ribozyme contains
three stem-loop motifs (Scott et al. 2013). Pseudoknots, containing at least two
stem-loop structures partially intercalated, are another important motif within RNA
secondary structures (Fig. 2c). Several pseudoknots exist, but the H-type (hairpin
type, involving bases in the loop of a hairpin, and often also referred as simple
pseudoknots) is prevalent, yielding very complex yet stable structures. The H-type
contains two stem regions connected by single-stranded loops, and often the stems
are stacked which then give a quasi-continuous helix (Fig. 2d) (Brierley et al. 2007).
Databases, such as Pseudobase++ (Taufer et al. 2009), have been created to group
pseudoknots and understand the different types and structures existing (Legendre
et al. 2018). Pseudoknots were first discovered in the turnip yellow mosaic virus
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(Rietveld et al. 1982), and can be found in other viruses such as coronaviruses. Pseu-
doknots play arole in gene expression and can form the catalytic core of ribozyme or
telomerases (Staple and Butcher 2005), highlighting the link between RNA structure
and function.

Similarly to the protein data bank, nucleic acid structures have been grouped in
various databases, with their number growing over years. Collection and publica-
tion of RNA structures (secondary and tertiary) within public databases, such as
RNA CoSSMos 2.0 or RNA Frabase 2.0 (Popenda et al. 2010; Richardson et al.
2020), will also help scientists gaining more understanding of the characteristics of
secondary motifs for the formation of tertiary structures, and collect data to improve
computational predictions.

Several softwares have been developed to help predict RNA secondary struc-
ture, often calculating lower-free energy conformations. They are quite efficient and
accurate for predicting highly constraining Watson—Crick base pairs (Bonnet et al.
2020; Vicens and Kieft 2022), but still lack resolution for less canonical structures,
or structure changes in varying conditions (the effect of salts for example). As more
and more RNA structures are being collected and published, along with the help of
machine-learning tools, we expect RNA secondary structures prediction to greatly
improve in the coming years (Zhao et al. 2021).

2 RNA Higher Order Structures

The next level of organization is defined as the tertiary structure. This is the asso-
ciation of secondary structure elements through various intramolecular interactions
such as Van der Waals interactions or hydrogen bond formation.

For nucleic acids, the double helix structure is the predominant three-dimensional
arrangement found in nature (Fig. 3a). Helical RNA (double-stranded) is mainly
found in A-form and driven by canonical base pairing (while DNA adopts more
predominantly a B-form helix). The backbone of dsRNA has six torsion angles plus
one angle between the base and the sugar (compared to two for protein backbone
structures), which allows RNA to adopt its helical form in almost any condition
(Fig. 3b) (Murray et al. 2003). The configuration of each base contributes to the helical
curve for a given structure. Other helical conformations have been described (B—, Z—,
C—, L-...), including RNA triplexes (Ghosh and Bansal 2003). Tertiary RNA-RNA
interactions can be categorized into relatively few structural motifs: pseudoknots
(described previously), A-minor motifs, tetraloops, ribose zippers, kissing loops and
coaxial stacking (Fiore and Nesbitt 2013). We shortly describe the relevance of all
of them in the next section.

Within tertiary structures, new interactions between bases are of notice, such as
the A-minor motif, which involves a canonical base pair and an adenine binding the
minor groove (Fig. 3¢). This motif was found in the large ribosomal subunit.

Tetraloops are four-base hairpin loop motifs, such as GNRA (N, any nucleotide
and R, purine) (Fiore and Nesbitt 2013). Tetraloops are involved in tetraloop—receptor
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interactions, where the loop motif meets a so-called receptor motif within an RNA
duplex creating tertiary contact, stabilizing the entire structure (Fig. 3d). The ribose
zipper is formed by consecutive hydrogen-bonding interactions between ribose 2’'-
hydroxyls within different positions of one strand or between RNA strands (Fig. 3e).
Ribose zippers can link stem with loop chain segments (Tamura and Holbrook 2002).
Kissing-loops are another major motif in RNA—RNA interactions (Carr and Marky
2019). Kissing loops are a tertiary structure defined by the interaction between the
unhybridized nucleotides of two stem loops (Fig. 3F). The HIV-1 virus has two copies
of genomic RNA that are brought together via kissing-loops interactions (Butcher
and Pyle 2011; Mundigala et al. 2014).

Additionally, helix-helix interactions can happen. The interactions between
elements of two separated helices can be categorized into two classes, one where
the two contiguous helices stack on each other, or one where the two distant helices
accommodate each other’s grooves (Fig. 3d—f). The described structural flexibility
allows RNA molecules to not only function as intermediates in genomic informa-
tion transfer from DNA to proteins but also as a regulation and catalytic units.
Helices can interact with one another through coaxial stacking in which terminal
bases can stack resulting in an assembly of two macromolecules (Fig. 3f). Motifs
such as kissing loops, three-way junctions (Tyagi and Mathews 2007) or quaternary
structure formation (such as tRNA) are stabilized through helix-helix interactions
(Fig. 3f). Considering coaxial stacking allows for the improvement of RNA structure
predictions (Walter et al. 1994).

The conformation of any type of RNA structure is dependent on its environment
including the concentration of ions in the media, the temperature, or the pH. It
is also important to consider the presence of specific molecules or proteins in the
environment, such as in the macromolecular crowded space of a cell. In particular, the
presence and concentration of metal ions plays a major role in RNA folding (Draper
2004; Kolev et al. 2018). RNA molecules are highly negatively charged. Therefore,
their folding into their tertiary structures involves close interaction of negative charges
and a consequent significant charge—charge repulsion which is minimized by metal
ions. Magnesium ions are critical to stabilize 3D structures (Kolev et al. 2018; Schauss
etal. 2021). Such interactions with cations have remained hard to model and predict,
though we are witnessing the emergence of more precise computational tools.

The energy involved in the RNA folding process includes several components
(Draper 2004; Sun and Chen 2019). To understand how ions facilitate the formation
of RNA tertiary structures, we need to quantify the different energetic components of
this process, including the conformational entropy, the base-pairing/stacking inter-
action energy, the ion-mediated global electrostatic energy, and the free energy for
specific tertiary contacts.

Finally, it is worth mentioning that RNA molecules can adopt different dynamic
conformations, some conformations forming more rapidly than others, some being
more stable, and therefore making up for the majority in the so-called RNA ensemble
(Ganser et al. 2019; Vicens and Kieft 2022). These conformations can arise because
of the presence of multiple energetic minima. RNA is not a static molecule and a
lot of structures forming and unforming can occur overtime, mediated by transiting
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binding. Considering conformational dynamics when characterizing RNA secondary
and tertiary structures is crucial in understanding biological processes better.

The elucidation of structural motifs has helped the development of computational
tools to predict the formation of 3D structures. Different approaches have been used
over the years. When a similar structure/sequence is available on a database, predic-
tion from the sequence (de novo, force-field simulation such as simRNA), from a
template (also called comparative modeling, and based on sequence alignment such
as ModeRNA) or using fragment libraries (fragment assembly of different motifs
founds, such as VfoldLA) have been developed (Rother et al. 2011; Li et al. 2020).
When homology cannot be found, the 3D structure can be predicted according to the
prediction of the 2D structure. For example, RNAfold (Vienna) can be used for 2D,
followed by RNAComposer to assemble the structure (Lorenz et al. 2011). Other
multidimensional models have been recently developed to improve computational
predictions. As such, EvoClustRNA takes advantage of both de novo and compar-
ative modeling for RNA 3D structure predictions (Magnus et al. 2019). In general,
users tend to verify predictions using different tools available (comparing different
structures). The accessibility of databases, the increasing number of data gathered
around RNA structures, and the development of multi-dimensional computational
tools should keep helping the development of robust softwares predicting structural
conformations of RNA.

3 Biophysical Techniques to Measure and Characterize
RNA Secondary Structures

Predicting and measuring tertiary RNA structures directly from the primary structure
remains challenging, hence the interest to first characterize secondary structures.
Physical, spectroscopy and chemical-based methods have been used, and we will
describe herein the main tools currently available.

3.1 Physical Methods

Physical methods such as non-denaturing polyacrylamide gel electrophoresis
(PAGE) are an easy and economical first-approach method to investigate secondary
structures formation. Differences in molecule migration in the gel indicates forma-
tion of different structures (Fig. 4a) (Lilley 2004). Mutations within the structure
and subsequent PAGE analysis can be used to gain structural insights (Jacques and
Susskind 1991).

As one of the first spectroscopy methods established, thermal denaturation has
been widely used to study duplex formation of RNA and DNA structures. These
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Fig. 4 Physical methods to study structures. a Native PAGE as a method to investigate secondary
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(reproduced with permission from (Baranovskaya et al. 2019). b Thermal denaturation. Typical
melting curve for a double helix to random coil transition, which can be used to determine the melting
temperature (7,,) (figure was created with Biorender.com). ¢ Differential Scanning Fluorimetry.
Use of a fluorescent reporter dye to track RNA structures melting and stability with high throughput
(reproduced with permission from Silvers et al. (2015))

experiments are performed using the hyperchromicity associated with the folded-to-
single stranded transition of nucleic acids. Practically, absorbance at 260 nm increases
as temperature increases and RNA is melted from its helical form to single-stranded
form (Fig. 4b) (Mergny and Lacroix 2003). This allows for the determination of the
melting temperature Ty, (i.e., the temperature at which 50% of the RNA remains
structured) through simple UV-V is spectroscopy systems. Urea is an alternative to
obtain denaturation parameters (Shelton et al. 1999). Other non-canonical structures,
such a G-quadruplexes can be studied at other wavelength than the RNA maximum
absorption peak (e.g 295 nm for G4s) (Mergny and Lacroix 2009). Thermal denatu-
ration is commonly measured to confirm the formation of secondary structures, and
to measure thermodynamics parameters such as the enthalpy/entropy contribution
in duplex formation using Van’t Hoff plots, or even to look at folding transitions
(Mergny and Lacroix 2003). The hysteresis, i.e., the differences in melting tempera-
ture between folding and unfolding, can also provide information regarding thermo-
dynamics and assembly pathways of duplexes (Harkness et al. 2018). Finally, and
more recently, these experiments have been developed using fluorescent probes to
perform Differential Scanning Fluorimetry (DSF) measurements (Fig. 4c) (Silvers
et al. 2015). Indeed, intercalating dyes, such as SYBR Green or Ribogreen, can
discriminate between single strands, unstructured regions and helical RNA, and
fluorescence is observed only upon binding to 2D structures (Silvers et al. 2015).
Circular dichroism (CD) spectroscopy has also been widely adopted to monitor
RNA secondary structures and has historically been one of the pioneering methods to
discover new secondary structures (quadruplexes in particular). Indeed, just like UV—
vis, CD is relatively inexpensive, uses low amounts of sample, and allows structural
mapping of RNA. CD uses the differences between interaction of chiral molecules
with circular polarized light (Berova et al. 2000). Nucleic acids bases are planar,
but the asymmetry is given by the sugar of each nucleotide. Base interactions give
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rises to intense CD bands, making CD extremely sensitive to secondary structures
(Fasman 2013). This method allows for the distinction between different conforma-
tions (each having a specific signature) or even look at folding transitions of discrete
conformations (Kypr et al. 2009). Like UV-vis measurements, denaturation experi-
ments or salt-dependency experiments, can be easily performed to unfold structures
and confirm their formation (Fig. 5a). Recently, synchrotron radiation CD was used
to extend the possibilities (le Brun et al. 2020). CD methods can also be applied to
chemically modified oligonucleotides, for example, in the case of phosphornothioate
strands (Clark et al. 1997). Interestingly, for proteins, online tools exist to predict
structures from a CD spectrum (Sathyaseelan et al. 2020), while for nucleic acids the
tool has been used primarily for qualitative structural assessment. Recently, Chaires
et al., described the use of singular value decomposition method (SVD) to derive
G-quadruplexes structures from their CD spectra (del Villar-Guerra et al. 2018). In
another example, machine learning was used to develop webserver tools for RNA
structural prediction from CD, called CD-NuSS (CD to nucleic acids secondary
structure) with 85-87% accuracy (Sathyaseelan et al. 2021).

Besides CD and UV-Vis, new alternative spectroscopy methods have recently
started to emerge. For example, RNA folding can be studied using optical tweezers
(Bustamante et al. 2021) Typically, the RNA of interest is attached to two micron-
sized beads, one being held in an optical trap (Fig. 5b). By monitoring the distance
between the beads upon application of a mechanical force, one can study conforma-
tional change. The RNA molecule can also be forced to refold into certain conforma-
tions (Li et al. 2007). This single-molecule approach allows for the differentiation of
various conformations and improvement of study of structural polymorphism. With
tweezers, each molecule can be handled individually. Single-molecule methods based
on fluorescence (such as smFRET) have also been used (WozZniak et al. 2008). By
measuring FRET efficiency, one can retrace the geometry of the RNA structures.

Fig. 5 Spectroscopy methods. a Circular dichroism. The blue panel reflects changes within double-
helical structure and the red panel shows a helix—coil transition at different temperatures (adapted
with permission from Kypr et al. (2009)). b Optical tweezers. Mechanical unfolding of structures
formed in the G-core (reproduced with permission from Shrestha et al. (2014))
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3.2 Enzymatic-Based and Chemical-Based Methods

Enzymatic-based method are an alterative to confirm or elucidate secondary struc-
tures of RNA, allowing scientists to scrutinize the effect of the surrounding envi-
ronment (e.g., magnesium concentration, temperature) (Knapp 1989). The need
to investigate secondary structures in physiologically relevant conditions strength-
ened the use of enzymatic reactions as complementary methods to spectroscopy
methods. Furthermore, enzymatic-based techniques are relatively inexpensive and
easily accessible. As an example, nucleases can be used to probe double-stranded
regions, by analysing degradation products (Ziehler and Engelke 2000).

The most used agents for endonucleolytic cleavage are single-stranded specific
RNases, such as RNase T1, RNase T2, RNase U2, RNase CL3, or RNase A, or the
ds-specific RNase V1, each of them with their own specificity in terms of sequences/
nucleotides (Fig. 6a) (Gilmer et al. 2021). RNase CL3 cleaves primarily 3’ to C-
residues, while RNase V1 cleaves stacked residues with no nucleotide’s specificity
(Daou-Chabo and Condon 2009). Nuclease S1 is an endonuclease primarily cutting
single-stranded oligonucleotides into mononucleotides. To illustrate this, we can cite
Condon and Daou-Chabo who showed that RNase J1 could be used to confirm the
structure of a tRNA (Fig. 6b) and subsequently probe an unknown mRNA struc-
ture (Daou-Chabo and Condon 2009). These methods have also been successfully
applied for mapping protein—RNA interactions (Nilsen 2014). Although enzymatic-
based methods are relevant tool in RNA structure exploration, have limitations in
terms of their use in cells and in more relevant in vivo contexts.

Besides enzymatic footprinting, chemical degradation can also be used for tech-
niques such as DMS (Dimethylsulphate) footprinting Tijerina et al. (2007). DMS
causes methylation of adenosine, cytosine, and guanosine (Fig. 6¢), which facili-
tates subsequent cleavage with chemical agents (Tijerina et al. 2007). The advantage
of chemical footprinting is the compatibility with most buffer and in vivo systems,
as well as the small size of the reagents compared to enzymes. The relative reac-
tivity caused by folding states can be used to map structured sites. Chemical probe
can target the base (for example DMS, acylation with SHAPE reagents such as N-
methylisatoic anhydride, NAz nicotinoyl-azide), the sugar (e.g., radical formation)
or the phosphate (e.g. ENU ethyl-nitrosourea) (Gilmer et al. 2021). Upon digestion
by enzymes or chemical agents, fragments were originally studied using denaturing
PAGE (in general involving 32P labeling). Methods such as capillary electrophoresis
(CE) have then been used and accelerated the throughput and made the analysis more
quantitative. As such, many structures have been validated using such methods: as
an example, the entire HIV-1 RNA genome could be profiled with CE (Watts et al.
2009). Next generation deep sequencing and mutational profiling have recently been
developed, and we will review those approaches in a dedicated section in this chapter
(next-generation sequencing to identify RNA structures). Finally, it is worth noting
that both chemical and enzymatic based methods can be used together to probe RNA
folding (Maurin et al. 2015).
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Fig. 6 Footprinting methods to probe structure. a Enzymatic-based methods to probe RNA struc-
tures (Gilmer et al. 2021). b Example of enzyme-based footprinting of RNA 3D structures: RNase
J1 was used to probe the structure of B. subtilis tRNA (adapted with permission from Daou-Chabo
and Condon (2009)). ¢ Chemical footprinting methods illustrated with the use of DMS (adapted
with permission from Tijerina et al. (2007))

4 Biophysical Techniques to Measure and Characterize
RNA Tertiary and Higher Order Structures

4.1 X-ray Crystallography and Small-Angle X-ray Scattering
(SAXS)

Two of the techniques which have been initially reported for the investigation of
RNA 3D structures are X-ray diffraction and NMR.

X-ray crystallography has been by far the most used technique, initially devel-
oped for 3D DNA structures and hammerhead enzymes. The major drawback of the
method is the low resolution, and it remains challenging to get an adequate level of
structural information compared to similar techniques in proteins (Turnbull and Wu
2021). Accurate RNA 3D structure modelling at the typical diffraction limit of 2.5 A
resolution can be difficult since some features, such as the sugar atoms, are not easily
positioned compared to more rigid groups like the phosphate backbone. The field
has currently made great advancements, but the flexibility of RNA still represents the
major hurdle. Currently RNA X-ray crystallography utilizes a variety of molecular
engineering approaches such as the use of chaperone proteins (e.g. U1A and L7Ae)
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to bind to specific RNA motifs to stabilize the RNA crystal (Ferré-D’ Amaré et al.
1998; Huang and Lilley 2013) or grafting of stable and intermolecular contact-prone
RNA motifs (tetraloops and kissing loops) with their receptors or again introducing
heavy or anomalously scattering atoms useful for de novo structure (Zhang and
Ferré-D’ Amaré 2014).

Flexibility of long RNAs is frequently the main reason for the failure of several
structural study attempts. For this same reason, little is known about RNA native
structure since high resolution characterization is, until now, mostly restricted to short
RNA. Instead, long RNAs are unlikely to crystallize unless complexed with proteins
or antibiotics, therefore an unperturbed structure cannot be elucidated through this
technique (Gopal et al. 2012; Ma et al. 2022).

Small-angle X-ray scattering (SAXS) is a technique that allows for the study of
macromolecule structure (Fig. 7a). The biggest advantages of SAXS are the sample
preparation in solution, and the fast analysis, provided access to a synchrotron.
SAXS data allows for the quantifications of interparticle interactions and most
importantly to characterize ensembles of flexible structures such as RNA (Pollack
2011; Chen and Pollack 2016). It provides a diverse set of parameters that describe
biomolecules, including global information about size and shape, intermolecular
association, domain motion and flexibility.

Knowledge of sample conditions is essential for structural data generation since
the resulting structural output is highly affected by salts, RNA concentrations and
buffers. The large, negative charge of the RNA backbone can lead to strong repulsive
forces between different molecules (Chen and Pollack 2016). These intermolecular
interactions are easily detected by SAXS. The counterion atmosphere around RNA
strongly affects interactions between RNAs, and the resulting SAXS profiles. Coun-
terions also scatter and the ions those localized around the RNA contribute to the
SAXS signal, primarily at the lowest scattering angles. Strong variations in scattering
resulting from changes in electrostatic screening, such as when MgCl, are present.
The effect of repulsive and attractive interactions is to modify the overall scattering
profiles of the isolated molecules by introducing a structure factor.

The sample concentration dependencies of SAXS can hide monomer structure
motifs therefore titration measurements are essential to characterize or eliminate
intermolecular association. The conditions chosen for the experiment are dependent
on the structural information of interest. High sample concentrations favor strong
repulsion at low salts, whereas high salt concentrations increase the probability
of interparticle attractions or oligomer formation. Frequently, SEC (size exclusion
chromatography) gives complementary information to SAXS and is used to identify
unplanned associations that can occur at the relatively high RNA concentrations used
for SAXS.

A combinative approach including SAXS and NMR has successfully allowed
the structural determination of the large RNAs of a trans-cleaving Neurospora
Varkud Satellite ribozyme (Dagenais et al. 2021), through the structural determi-
nation of subensembles of the various subdomains (Fig. 7b). Currently most of the
reported low-resolution 3D reconstructions of RNAs obtained by SAXS, have been
a maximum of ~200 nt long. For larger RNAs, it is technically challenging since the
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profile of tRNA is plotted in the lower right
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scattered intensity for overall molecule determination lies at very small angles, and
close to the incident beam (Gopal et al. 2012).

4.2 Nuclear Magnetic Resonance (NMR)

The very same limitation, the RNA length, has also been haunting the NMR (Nuclear
Magnetic Resonance) field. In the past 10 years only a relatively small number of
large RNA structures have been determined through NMR (Barnwal et al. 2017).

Due to RNA limited chemical shift dispersion, NMR spectra of large and unla-
belled RNAs are crowded and make ambiguous the resonance assignment process.
One of the most common techniques to solve this issue is to incorporate isotopically
enriched '3C and N rNTPs in the RNA allowing an NMR-based study of RNA
structure, dynamics, and in some cases ligand binding (Zhang and Keane 2019).

Two major strategies that have helped technique advancement are segmental
labeling and divide and conquer (Barnwal et al. 2017). The first allows for a simpli-
fication of the method minimizing external interference and is of particular interest
when studying interaction of far apart regions of an RNA molecule. Segmental
labeling helps reducing the number of resonances in NMR spectra, so that specific
domains can be studied. The main challenge is the amount of segmental labeled
RNA needed for the experiments. One of the simplest approaches is to transcribe
segments of the full RNA with T7 RNA polymerase separately and subsequently
ligate the segments (Nelissen et al. 2008; Duss et al. 2012). It is important to under-
line that this technique does not solve the NMR relaxation problem, but together with
specific labeling such as 13C/15N/2H allows for heteronuclear triple resonance scalar
correlated experiments reducing signal ambiguity. The second strategy, divide and
conquer (Dagenais et al. 2021; Moudgal et al. 2022) is based on the determination of
high-resolution structure of singular domains of a larger biomolecule. The technique
has been widely used for proteins, allowing for reconstruction of large complexes.
This technique is particularly suitable for RNAs that have no interactions between
the stem-loops.

Another recent development has been reported for the use of magic angle spinning
(MAS) solid-state NMR (ssNMR) in RNA structure resolution. MAS can be applied
to non-soluble or non-crystalline biomolecules with a higher degree of complexity
(Aguion and Marchanka 2021), making RNA an obvious candidate for the technique.

NMR chemical shifts have also been employed to study conformational changes
in RNA ensemble by using previously published NMR residual dipolar coupling
(RDC) data to guide the selection of conformers (Shi et al. 2020). The FARFAR-
NMR approach described by Shi et al. can immediately be applied to previous RNA
NMR structures, determined using conventional approaches, and generate dynamic
ensembles information, where accuracies can be tested using the known chemical
shift.
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4.3 Cryogenic Electron Microscopy (Cryo-EM)

Due to the large number of intramolecular base-pairing, large RNA molecules have
several structural combinations with the same energetic stability, hence ensembles
of structures serve as a better representation, governed by statistical properties.
Single-particle cryogenic electron microscopy (Cryo-EM) involves flash-freezing
solutions of biomolecules followed by the electrons bombardment to produce micro-
scope images at single molecule resolution. Single particles analysis cryo-EM has
provided accessibility to challenging biological systems such as RNA, but unfor-
tunately protein-free RNA structures accumulate in the Electron Microscopy Data
Bank (EMDB) at a much slower rate compared to protein-nucleic acid complexes
due to complex methodology development. To date, there are only three protein-free
RNA cryo-EM structures determined at 4 A or better resolution (Fig. 8b) (Zhang
et al. 2019; Su et al. 2021).

A new strategy called ROCK (RNA oligomerization-enabled cryo-EM via
installing kissing loops) has been recently shown by Liu et al. (Liu et al. 2022).
Kissing-loop sequences are inserted into stem stretches (non-functional ones),
resolving structural flexibility. Through ROCK, Tetrahymena group I intron sequence
has been recently resolved at 2.98-A, allowing for a de novo model of a complete
RNA sequence.

5 Next Generation Sequencing Methods to Identify RNA
Structures

RNAs have the intrinsic capacity to fold into secondary and tertiary structures to
enable interactions with other molecules ranging from cations and complex metabo-
lites to macromolecules such as nucleic acids and proteins. Although we have discov-
ered the structure of transcripts like transfer RNAs and ribosomal RNAs some
decades ago, systematic identification of the structure of RNAs has been challenging
due to the lack of high-throughput experimental approaches necessary to deter-
mine their folding. However, novel methodologies have the potential to systemati-
cally assess secondary and tertiary structures of transcripts leveraging large datasets
produced by next generation sequencing technology.

One of the most challenging aspects in designing drugs that target RNAs is the
lack of a clear understanding about the relationship between primary sequence, struc-
ture, and function. A better understanding of the folding of primary sequences into
functional motifs and their specificity will also help to identify molecules that inter-
fere with either the processing of mature transcripts or the interaction with other
macromolecules. Current in silico predictions for RNA folding are far from perfect
and experimental validation of predicted motifs is still a necessary step. Further-
more, generation of large experimental datasets of RNA structural information with
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«Fig. 8 A Cryo-EM images of RNAs in films of freely suspended vitrified solution (reproduced with
permission from (Gopal et al. 2012)). A, C Fourier band-pass filtered cryo-EM images of 1523-
nt (A) and 975-nt. Individual RNA molecules with different configurations, suspended in random
orientations, are seen as dark branched objects. B, D Traced skeletons of the molecules in panels
A and C. For each RNA, the inset (E, F) depicts a hundred traced projections superimposed with
their centres of mass in the registry. Scale bars, 60 nm. B Single-particle cryo-EM analysis of the
apo SAM-IV riboswitch (reproduced with permission from Zhang et al. (2019)) a Representative
motion-corrected cryo-EM micrograph. Scale bar represents 100 A. b Reference-free 2D class
averages. ¢ Final 3D reconstruction in two different views

massive parallel sequencing is instrumental to developing more faithful model predic-
tion. Ideally, machine learning algorithms have the potential to discover patterns in
the data with minimal human intervention.

It is important to consider that RNAs do not fold into a single energy favorable
secondary structure. Rather, the structure of a specific transcript can be described as
an ensemble of several conformations, each with its own free energy. Conformations
with low free energy are generally preferred as they have higher thermodynamic
stability. Therefore, the RNA landscape in the ensemble is dominated only by a few
conformations with adequate energetic stability.

Currently, there are two probing strategies that can be employed to study RNA
structure and the possible link to functional relevance (Fig. 9). These strategies can be
divided into enzymatic and chemical probing approaches, and both have the potential
to be combined with high-throughput sequencing to gather a transcriptome-wide
knowledge of RNA folding.

As discussed in the sections above, chemical, and enzyme-based approached can
be used to gain insights on RNA structural conformations. Enzymatic footprinting is
an in vitro approach employing specific ribonucleases (RNases) that cleave single-
or double-stranded (ds) RNA nucleotides. Parallel analysis of RNA structure (PARS)
uses enzymatic footprinting to map single- versus double-stranded regions of any
RNA (Fig. 9a) (Kertesz et al. 2010). PARS uses two different enzymes, RNase V1 to
digest dsRNA regions by cutting base-paired nucleotides and nuclease S1 to digest
single-stranded regions of RNA. Fragments generated by the two different RNases
are then used as inputs for the generation of high-throughput sequencing libraries to
gather transcriptome-wide information of RNA folding. One limitation of the PARS
approach s thatitidentifies RNA secondary structures in vitro that might significantly
differ from how transcripts fold in vivo when interacting with other macromolecules
and in the presence of different cations. Nevertheless, using this methodology in
the budding yeast, Kertesz and colleagues retrieved structural information regarding
thousands of messengers RNAs. Computational analyses revealed higher degrees
of folding in coding regions of transcripts compared to untranslated regions, such
as a three-nucleotide-cycle periodic structure signature found across coding regions
(Kertesz et al. 2010).

Chemical probing utilizes chemicals that covalently modify residues of ribonu-
cleotides present in specific configurations. One of the most common techniques
used for chemical probing is Selective 2'-hydroxyl acylation by primer extension
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Fig. 9 Strategies to study RNA structure. a PARS uses enzymatic footprinting by cutting double
stranded (RNase VI) and single stranded (Nuclease S1) regions of an RNA transcript and the frag-
ments are sequenced to determine which regions are likely to be paired or unpaired. b SHAPE selec-
tively acylates residues (red circle) in single stranded regions of an RNA molecule. When performing
reverse transcription (here represented by the dotted red line) the acylation terminates the reaction
and the resulting cDNA fragment is sequenced to determine which regions are single stranded.
¢ PARIS first crosslinks paired RNA bases using psoralen-derivative 4'-aminomethyltrioxsalen
(AMT) and photoactivation. The single-stranded RNA is then digested, and the fixed fragments are
proximity ligated (here indicated by green line). After reversal of crosslink, fragments are sequenced
to identify the base pairings of the duplexed RNA
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(SHAPE) (Fig. 9b). SHAPE is a strategy that measures nucleotide reactivity by selec-
tively acylating residues located in flexible and unpaired RNA regions (Wilkinson
et al. 2000). Acylated residues cause the premature termination of reverse tran-
scription reaction, resulting in truncated cDNA fragments that can be detected and
analyzed with sequencing approaches. A significant improvement for the SHAPE
technique has been the development of in vivo click-selective 2’-hydroxyl acylation
and profiling experiment (icSHAPE) (Spitale et al. 2015). icSHAPE uses a chem-
ical compound that is able to efficiently cross the cell membrane of living cells, then
acylates residues located in unpaired regions and enables subsequent biotinylation of
modified nucleotides for downstream enrichment. Captured transcripts are then used
to generate libraries for high-throughput sequencing to interrogate RNA secondary
structure at a transcriptome-wide level in living cells. Comparative analyses of the
icSHAPE data obtained in mouse embryonic stem cells with purified RNA folded
in vitro revealed different classes of structural elements controlling gene expression.
Signatures encompassing translational start sites have conserved icSHAPE profiles
both in vitro and in vivo conditions, suggesting that the folding of these elements is
dictated by their primary RNA sequence. In contrast, transcript regions involved in
binding to proteins or harbouring post-transcriptional modifications exhibit dynamic
structural footprints (Spitale et al. 2015).

Approaches based on small-molecules-modification-induced probing generate
rather limited information regarding RNA structure for each nucleotide base but
do not directly identify specific base-pairing partners. Recently, several different
methodologies that can capture intra- and intermolecular transcriptome-wide RNA—
RNA interactions have emerged. Psoralen Analysis of RNA Interactions and Struc-
tures (PARIS) (Lu et al. 2016), psoralen crosslinked, ligated, and selected hybrids
(SPLASH) (Aw et al. 2016) and LIGR-seq [ligation of interacting RNA followed
by high-throughput sequencing (LIGR-seq) (Sharma et al. 2016), share a similar
design that involves crosslinking in cells and proximity ligation. These methods
employ a psoralen-derived crosslinking agent that traps RNA duplexes in living cells
and enables the direct mapping of RNA regions engaging in intramolecular base-
pairing (Fig. 9c). After crosslinking RNA is extracted and fragmented, it is followed
by ligation of the two interacting strands in RNA duplexes. The resulting chimeric
RNAs are sequenced, allowing the parallel identification of RNA regions engaging
in intramolecular base-pairing. Apart from assessing double-stranded regions in
multiple transcripts, these approaches can detect long-range duplexes and high
order structures through the identification of intermolecular RNA—RNA interac-
tions. Application of LIGR-seq technology to human cells revealed thousands of
RNA-RNA interactions with the majority being mRNA-rRNA contacts that most
likely originate from the process of translation (Aw et al. 2016). Similarly, LIGR-seq
identified a complex intracellular RNA interactome, including the unexpected finding
of a large number of contacts between mRNAs and small nucleolar RNAs (Sharma
et al. 2016).

More recentlyy, COMRADES (crosslinking of matched RNAs and deep
sequencing) technology has introduced key improvements to study the dynamic struc-
ture of RNAs in cells (Ziv et al. 2018). Introduction of an affinity purification step
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using biotinylated oligonucleotides against the RNA of interest greatly enriches for
interactions mediated by specific transcripts. Furthermore, a subsequent click reac-
tion enables a second affinity purification of crosslinked regions, thus increasing the
accuracy for structure probing. This dual enrichment enables deep structural assess-
ment of RNAs of interest and therefore allows the identification of coexisting confor-
mations (Ziv et al. 2018). COMRADES technology has been utilized to assess the
structural complexity of viral RNA genomes during their intracellular cycle. Ziv and
colleagues have identified the highly dynamic structure of Zika virus inside human
cells (Ziv et al. 2018). The intraviral RNA-RNA interaction map revealed areas of
compaction of the RNA genome and confirmed the presence of previously defined
functional pseudoknots. Furthermore, downstream analyses identified the base—pair
interaction of multiple host regulatory transcripts with the viral RNA genome (Ziv
et al. 2018). Subsequently, the authors employed COMRADES workflow to study
the folding dynamics of SARS-CoV-2 virus inside cells (Ziv et al. 2020). The identi-
fied RNA-RNA interactome highlighted long range contacts across the viral genome
resulting in multiple coexisting conformations and the presence of site-specific inter-
actions between SARS-CoV-2 genome and small nuclear RNAs encoded by the host
(Ziv et al. 2020).

6 Conclusions

A striking lack of RNA structural knowledge compared to proteins, and the poor
correlation between in vitro and in vivo structures, has channeled the focus of several
research groups towards development of labeling chemical techniques associated
with high-throughput sequencing technology (HTS). A particularly important topic
and challenge for the study of RNA structures is to be able to obtain most of this
information in in vivo conditions, until we can eventually reach the level obtained for
protein predictions. With the in vivo adaptation of these technologies, it is currently
possible to gain genome-scale structural information, which ultimately will lead to
a deeper understanding of RNA intermolecular interactions with proteins and other
RNAs (Solayman et al. 2022).

A deeper understanding and a more extensive data collection of RNA secondary
and tertiary structures, with a specific attention to non-canonical interactions, is still
in great demand.

Generation of high volumes of NGS datasets to enable Al-driven analyses for
machine learning approaches to identify relevant structural conformations could
slowly allow the field to gain information faster compared to the past years. Devel-
opment of high throughput, high resolution and robust, standardized methods for
experimental determination will help improving computational predictions.
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Abstract RNAs form complex structures in vivo to perform diverse functions.
These RNA structures dynamically change in response to internal cellular regulatory
factors. Latest technological innovations have allowed us to detect RNA structures
on a large scale with recent analyses of RNA structure revealing how dynamic RNA
structures mediate RNA regulatory functions. In this chapter, we review the latest
technological advances in RNA structure probing and analysis. We also outline the
technical challenges of RNA structure probing methods and discuss future directions.
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Abbreviations

ADARI Adenosine deaminase acting on RNA1

CDS Coding sequence

Dance-MAP  Deconvolution and annotation of ribonucleic conformational ensem-
bles

DMS Dimethyl sulfate

FragSeq Fragmentation sequencing

hnRNPs Heterogeneous nuclear ribonucleoproteins

MaP Mutational profiling

NAI 2-Methylnicotinic acid imidazolide

PARS Parallel analysis of RNA structures

RBP RNA binding protein

RNP Ribonucleoprotein

SHAPE Selective 2'-hydroxyl acylation analyzed by primer extension

UTR Untranslated regions

1 Introduction

In cells, both coding RNAs (messenger RNAs, mRNAs) and non-coding RNAs
(small RNAs and long non-coding RNAs, IncRNAs) are fundamental to biological
function. Due to intramolecular base pairing, RNA molecules form complex struc-
tures, such as bulges, loops, hairpins, and junctions (Bevilacqua et al. 2016), which
have been found to associate with their unique biological functions. Moreover, inter-
molecular base pairing occurs as well, binding RNAs such as microRNAs and target
mRNAs together, a mechanism that is essential for the subsequent regulation of target
mRNA expression. Growing evidence reveals the essential role of RNA structure in
downstream RNA expression and function, especially for long RNAs like mRNAs
and IncRNAs. The regulation of RNA structures facilitates their interactions with
other molecules such as RNAs and proteins, maintaining cellular homeostasis. Yet,
despite this critical correlation, there is much to be discovered regarding the rela-
tionship between RNA structure and function as technology continues to advance to
improve the detection and quantification of these features.

Due to the progress in RNA structure probing technologies, structure-dependent
RNA functions have been heavily explored in recent years (Underwood et al. 2010;
Kertesz et al. 2010; Lucks et al. 2011; Ding et al. 2014; Rouskin et al. 2014; Siegfried
etal. 2014; Spitale et al. 2015). Although the initial RNA structure probing techniques
were restricted to in vitro detections (Wan et al. 2011), recent technological advances
enable transcriptome-wide RNA structure probing in vivo (Ding et al. 2014). In
this chapter, we review the brief history and advances of RNA structure probing
technologies. We also focus on the links between RNA structures and their biological
functions. Finally, we discuss the parameters that affect the RNA structures.
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2 RNA Structure-Probing Methods

Transfer RNA (tRNA) was the first biological RNA with a delineated primary,
secondary and tertiary structure. The sequence of tRNAA® was discovered in 1965
(Holley et al. 1965) with other tRNA sequences determined soon after. Upon compar-
ison across sequences, only one common fold was found, familiarly known as the
cloverleaf structure. With the advancement of computing, comparative analyses of
RNA structures have also been explored with respect to phylogeny, providing a
powerful avenue for defining RNA structural evolution (Gesell and Schuster 2014).
Due to the stable structure and multiple modifications on tRNA, which inhibit reverse
transcription (RT), further development of the methods improved quantification of
tRNA. In 2015, the development of tRNA sequencing technology, termed as AlkB-
facilitated RNA methylation sequencing (ARM-seq) and DM-tRNA-seq (Cozen et al.
2015; Zheng et al. 2015), made it possible to quantify tRNA in a high-throughput
manner. To overcome the challenges presented by tRNA modifications, base methy-
lations were removed via demethylase treatment. While these methods increased
tRNA readout in sequencing libraries, information on the modified sites of interest
were removed as well. To solve this problem, modification-induced misincorporation
tRNA sequencing (mim-tRNAseq) was developed (Behrens et al. 2021). This method
enables RT read through of modified sites and retains the modification information
on tRNAs.

RNA structure has also been probed by methods such as fiber X-ray diffraction,
optical rotary dispersion, and nuclear magnetic resonance (Bevilacqua et al. 2016).
Shortly after tRNA sequences were defined, the structure of tRNA was determined
using crystal X-ray diffraction, greatly enriching the understanding of the tRNA
landscape (Kim et al. 1974). However, these methods were not suitable for high
throughput study of RNA, driving the development of technologies that can directly
identify the structure of RNA on a large scale. Currently, two types of reagents can
be used to directly identify RNA structure: RNases and chemical probes.

Certain RNases recognize and cut RNA at certain structural regions and there-
fore can be used for RNA sequence detection. For example, RNase V1 recognizes
and cuts RNA in double-stranded regions, while RNases A, T1, S1 and P1 recog-
nize and cut RNA in single-stranded regions. RNase cleavage-based methods, such
as parallel analysis of RNA structures (PARS) (Kertesz et al. 2010) and fragmen-
tation sequencing (FragSeq) (Underwood et al. 2010), have pioneered large scale
RNA structure probing. However, above mentioned technologies are not amenable
for RNA structure probing in vivo as these RNases are not membrane permeable.
Another strategy uses small molecules to identify and modify structured RNA regions
to replace RNases. Since small molecules are capable of passing through the cell
membrane, these methods have been adopted to probe RNA structure in vivo and
have successfully identified up to tertiary and quaternary RNA structures (Zafferani
and Hargrove 2021).

Two types of chemical probes (base-specific and ribose-specific) have been widely
used for RNA structure detection in vivo. These chemical probes act by blocking
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reverse transcription, resulting in truncated cDNA, or causing cDNA mismatches,
which can be subsequently mapped by RNA-seq reads. Base-specific probes target
base-pairing interactions, exemplified by adenosine and cytidine reactions with
dimethyl sulfate (DMS), (Ding et al. 2014). Base-specific probing followed by
sequencing, such as DMS-seq (Rouskin et al. 2014) and Structure-seq (Ding et al.
2014), mark adenine and cytosine residues with DMS and facilitate residue-specific
detection. In contrast, ribose-specific probes, as used in selective 2'-hydroxyl acyla-
tion analyzed by primer extension (SHAPE) technique, mark the four common
nucleotides (Spitale et al. 2013), improving throughput and potential for downstream
applications. Given its specificity towards the sugar-phosphate backbone, SHAPE
followed by RNA sequencing (SHAPE-seq) thereby interrogates conformational
changes across all RNAs, allowing for precise mapping of RNA structures (Lucks
etal. 2011).

To enhance the structure-probing accuracy, optimization strategies have been
pursued in different probing methods. For example, in vivo click SHAPE (icSHAPE)
enriches for modified RNAs to decrease unwanted RT stop signals through selective
biotin-streptavidin RNA segment isolation and has refined SHAPE reagents (Fig. 1)
to include 2-methylnicotinic acid imidazolide with the addition of an azide to the
nicotinicacid ring (NAI-N3) acylation (Spitale et al. 2015). In further development,
icSHAPE combined with mutation profiling (icSHAPE-MaP) increases quantifica-
tion by identification of RT mutations (Luo et al. 2021). Despite its utility, icSHAPE
and other mutation-recognizing RNA structure detection strategies remain limited
by sequencing depth to identify precise mutation sites. Recently, a new technique has
been developed for RNA structure analysis based on Nanopore sequencing, naming
the consequent RNA structure analysis “pore-cupine” (Aw et al. 2021). This method
labels unpaired bases with chemical probes to generate specific electrical signals
as they pass through the biological nanopore. Following comparison with a control
group, the positions of these specific electrical signals can be appreciated, thereby
identifying the unstructured regions, and delineating the structure of RNA.

While there have been many advances in in vivo RNA structure probing, these
technologies are hindered by limitations, preventing the complete study of the
RNA structure. Thus far, chemical probing has been constrained to single stranded
templates, necessitating further work to modify double-stranded RNA regions for
evaluation. Furthermore, signal quantification has not exceeded binary assessment,
preventing absolute interpretation of a lack of probing signal. Current studies are
bounded by speculation, attributing lost signal to a variety of causes including double-
stranded RNA structure or protein-binding (Bevilacqua et al. 2016). As such, further
development is needed to expand the capacity of in vivo RNA structure probing.
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Fig. 1 Examples of in vivo RNA structure probing methods. icSHAPE: in vivo click SHAPE,
icSHAPE-MaP: icSHAPE combined with mutation profiling, NAI: 2-methylnicotinic acid imida-
zolide, NAI-N3: NAI with the addition of an azide to the nicotinicacid ring (at position 2),
PORE-cupine: RNA structure analysis using nanopore sequencing

3 Relationship Between RNA Structures and RNA
Function

As revealed by RNA structure studies, RNA structure modulates its interactions
with other RNAs or protein partners, subsequently affecting RNA processes such as
RNA degradation, mRNA splicing, RNA polyadenylation, and translation (Fig. 2).
Thus, studying its structure and interactions with other RNAs and proteins within the
cell becomes essential to understanding the molecular mechanism of RNA function.
mRNA structures have been shown to affect translation efficiency and, as a result,
gene expression. For example, RNA G-quadruplex structures in the 5’ untranslated
regions (5" UTR) modulate translation by inhibiting cap-dependent translation and
promoting cap-independent translation (Arora et al. 2008; Lammich et al. 2011;
Morris et al. 2010). Interestingly, the RNA G-quadruplex is found to inhibit cap-
dependent translation only when it is located within 50-100 nt of the cap (Kumari
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Fig. 2 Relationship between RNA structures and their functions

et al. 2008), suggesting the importance of its position within the 5UTR for trans-
lation regulation. In contrast, the RNA G-quadruplex is necessary for internal ribo-
some entry site (IRES) activity in cap-independent translation initiation (Morris
et al. 2010). As such, mutations disrupting this structure can abolish IRES mediated
translation initiation.

The folding free energies of the 5" UTR have also been shown to influence post-
transcriptional regulation and translation (Ringner and Krogh 2005). These studies,
conducted in yeast models, showed that 5’UTRs have higher free energy of struc-
tural folding as compared to other sequences in yeast with these regions demon-
strating a bias for weak folding or low folding complexity. This evidence further
substantiates that mRNAs with less structure in the 5UTR have higher transla-
tion efficiency. RNA translation is also affected by other regions on the mRNA,
as regulated by the sequence and resulting structures. A recent study on zebrafish
embryos further supports the correlation between the mRNA structure of 3'UTR
and translation efficiency (Shi et al. 2020). In detail, mRNA 3’UTRs contain regions
with variable structures, and these structures facilitate RNA binding proteins (RBPs)
binding which stabilized the mRNA. The ribosomal binding site (RBS) also demon-
strates this phenomenon, with changes in structural stability regulating translation
efficiency (Mustoe et al. 2018). To begin with, the free energy of the RBS structure
as it unfolds is negatively correlated with translation efficiency. During translation,
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the RBS structure is further affected by the loading of mRNA on the ribosome 30S
subunit.

RNA-protein interactions have also gained clarity as technology has advanced,
enabling mapping of the RNA binding proteome (Wheeler et al. 2018). RBPs are
critical for mRNA and IncRNA genetic expression. Not only do their interactions with
RNA form a complex network that regulates cellular homeostasis, RBPs have also
been found to regulate miRNA and mRNA binding, affecting RNA-RNA interactions
and downstream activity such as disease development (Gebauer et al. 2021; Ciafre
and Galardi 2013). Recent studies of RNA structure with regards to the RNA-binding
proteome confirmed RBP binding to specific regions in the 5" and 3" UTRs and the
presence of RBP binding motifs on coding sequences (CDS) (Casas-Vila et al. 2020;
Mukherjee et al. 2019). These studies have elucidated the RNA structure-regulated
RBP interaction and the role of RNA structure on its biological function, showing
that RBPs interact preferentially with double-stranded RNAs (Sanchez de Groot et al.
2019).

Alternative splicing occurs on approximately all mammalian mRNAs. The
spliceosome assembles on splice sites to catalyze intron removal on pre-mRNAs.
The presence of RNA folding, and therefore structures, at these sites have been
shown to affect splicing. Through this avenue, RNA structure can influence splicing
through regulation of spliceosome assembly and as a binding motif for splicing
factors (Buratti and Baralle 2004; McManus and Graveley 2011). Many proteins
participate in the regulation of RNA splicing. These regulators include serine/arginine
(SR) factors (promoting) and heterogeneous nuclear ribonucleoproteins (hnRNPs)
(inhibiting). The assembly of the spliceosome relies on the binding of protein factors
on single-stranded regions of pre-mRNAs. Therefore, RNA folding inhibits spliceo-
some assembly by hiding the binding sites of splicing enhancers. In contrast, RNA
structure, which hides the binding sites of splicing repressors, can also enhance
splicing. Studies have revealed that the N6-methyladenosine (m®A) modification
weakens the hairpin secondary structure of RNA to promote heterogeneous nuclear
ribonucleoprotein C (HNRNPC) binding and splicing regulation (Liu et al. 2015).
Recent evidence suggests that 5-methylcytosine (m’>C) is a prevalent modification
on HIV-1 RNAs and that the methyltransferase NSUN2 is the major writer of m>C
(Courtney et al. 2019). Inactivation of NSUN2 represses m>C modification on viral
RNAs, leading to inhibition of viral replication. Removal of m>C disrupts the alter-
native splicing, suggesting the pivotal role of m°>C in viral RNA processing. Another
study has identified pseudouridines on splice sites and RBP binding sites of human
mRNA (Martinez et al. 2022). This study showed that pseudouridine synthases
regulate pre-mRNA alternative splicing, indicating the role of pseudouridylation
in pre-mRNA processing.

The structures of RNA domains influence the RNA function as well. The 5’ cap and
the 3’ poly(A) tail play pivotal roles in maintaining stability of mRNA and regulating
translation (Geisberg et al. 2014; Mogqtaderi et al. 2018). Eukaryotic mRNAs are
modified by a 5’ cap structure composed of a N7-methylated guanosine (m’G). The
cap structure protects mRNA from 5’ to 3’ exonuclease cleavage. Moreover, the cap
structure also enables the binding of the ribosome with mRNAs and the recruitment
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of translation initiation factors. The 3’ poly(A) tail can bind with poly(A)-binding
protein C (PABPC), which protects mRNA from degradation by exonuclease. The
3’ poly(A) tail structure also facilitates translation via cooperation with the 5" cap
(Gallie 1991). It is interesting to note that RNAs with higher structured sequences
in the 3' UTR tend to decay faster. For example, the RBP ELAV like RNA binding
protein 1a (Elavlla) is found to stabilize maternal mRNAs via binding to the 3’ UTR,
while RNA structures in this region inhibits Elavlla binding and leads to the decay
of the mRNA (Shi et al. 2020).

4 Cellular Internal Environment Elements That Affect
RNA Structures

Cellular environment elements, such as RBPs, translation machinery, and RNA modi-
fications, can significantly influence the RNA structure and function (Fig. 3). For
example, the RBP Staufen homolog I (STAU1) binds to structured mRNA regions
containing multiple short helices in the 3'UTR and CDS (Ricci et al. 2014). Upregu-
lation of STAUI in the CDS increases ribosome densities, suggesting the regulatory
role of STAU1 on translation via binding to structured sites in CDS. In contrast to
STAUI, the inhibitory splicing factor HNRNPC preferentially targets unstructured
uridine tracts. HNRNPC binding sites highly overlap with structural variation sites,
suggesting that HNRNPC binding causes RNA structural change (Sun et al. 2019).
There is also evidence of gene regulation via RBP-induced RNA structural modifi-
cations. For example, RBPs affect the binding of miRNA through alteration of the
template RNA structure (Wang et al. 2021). In detail, structural alterations on 1lin-28
homolog A (LIN28A), as caused by pumilio RNA binding family member 2 (PUM2),
enables miR-30 binding and subsequently inhibits the expression of LIN28A.
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Fig. 3 Cellular environment elements that affect RNA structures
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Within the cellular internal environment, the translation machinery guides RNA
structure as well (Fig. 3). The ribosome, a ribonucleoprotein (RNP), possesses heli-
case activity to initiate translation and serves as an important regulator of mRNA
structure (Beaudoin et al. 2018; Mustoe et al. 2018). Previously, the relationship
between translation efficiency and RNA structure was observed in the developmental
process of zebrafish embryos (Beaudoin et al. 2018). Translation efficiency and CDS
accessibility is decreased after pateamine A treatment (inhibition of translation initi-
ation), suggesting that translation initiation and ribosomal binding are essential to
remodel mRNA for increased binding accessibility.

Post-transcriptional mRNA modifications, particularly methylation, is also shown
to influence RNA structure (Bevilacqua et al. 2016). One of the most prevalent modi-
fications on mRNAs is the m® A modification, with over 12,000 m°A sites currently
identified (Dominissini et al. 2012). Investigation of m®A modification has identi-
fied its regulation of structural switches and its effect on RNA—protein interactions
(Liu et al. 2017) through exposure of protein binding sites (Lewis et al. 2017). It
has been found that m A affects RNA structure via destabilization of RNA duplexes
(Roost et al. 2015). Indeed, the regions containing the m® A-modified sites tend to be
single-stranded, yielding low structural thermodynamic stability (Spitale et al. 2015).
It is important to note that covalent modification of mRNA also impacts structure-
influenced RNA function, a relationship similarly found in mRNA composed of the
four common nucleotides. Another post-transcriptional modifier, adenosine deami-
nase acting on RNA1 (ADAR1), also influences the fate of RNA structures. ADARI
is an enzyme that is involved in adenosine-to-inosine editing (A-to-I editing) in
double-stranded RNA. Recent evidence suggests that A-to-I editing catalyzed by
ADARI stabilizes a large amount of double-stranded RNA (Solomon et al. 2017).
As such, loss of ADARI1 is found to decrease the ratio of double-stranded RNA to
single-stranded RNA, further supporting the regulatory role of ADARI on global
RNA secondary structure through A-to-I editing.

5 Challenges and Future Directions

In recent decades, RNA structure-probing technologies have achieved substantial
progress and have transformed the landscape of understanding. Information gener-
ated with these technologies have uncovered complex processes driven by RNA struc-
tural dynamics in vitro and in vivo. Nonetheless, challenges still exist to be solved
by further innovations. Despite extensive biological study, the RNA structural land-
scape is not fully characterized, limited by current experimental technology. With
the refinement of current methods and development of new tools for RNA structure
probing, complex structural properties, up to quaternary structures, can be elucidated
(Solayman et al. 2022). However, commonly practiced RNA structure validations
are still based on functional rescue experiments, in which nucleotide mutations are
constructed to disrupt RNA structures (Zubradt et al. 2017). Such methods can only
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provide an indirect avenue to obtain information on the RNA structure—function rela-
tionship and require introduction of synthesized RNA. Other validation approaches
currently employ biophysical imaging modalities to monitor RNA structural change.
Generating 3D structural information through two dimensional quantification, these
methods include atomic force microscopy (Schon 2016), x-ray crystallography (Shi
2014), cryogenic electron microscopy (Zhang et al. 2019), single molecule fluores-
cence resonance energy transfer (Sung and Nesbitt 2020; Stephenson et al. 2016),
and nuclear magnetic resonance spectroscopy (solid and liquid state) (Orlovsky et al.
2020; Yang and Wang 2018). While they allow for visualization and manipulation
of RNA molecules in vivo without marking (Uroda et al. 2020), biophysical imaging
is constrained to low throughput quantification. Therefore, development of high-
throughput RNA structure visualization approaches under physiological conditions
will largely accelerate the progress of RNA structurome study.

One of the major challenges in mapping RNA structure and function includes
improving the accuracy, sensitivity, and capacity of high throughput study, performed
via sequencing. Current sequencing studies remain limited to template reactivity
and the complexity of RNA structural constructs as well as sequencing depth,
requiring refinement of analysis to achieve true-positive signal detection. While
some advances have been made by integrating the results of standard quantitative
approaches (Mitchell et al. 2019), the study of the RNA structurome has begun to
shift towards the collaboration of wet lab and computational modeling (Yu et al.
2022) and will benefit immensely from further development. Building on traditional
computational methods (Han and Kim 1993; Tahi et al. 2002; Engelen and Tahi 2010;
Bellaousov and Mathews 2010; Legendre et al. 2018) to utilize the rigor of machine
learning (ML) for predictive modeling of RNA structure (Andronescu et al. 2014;
Xia et al. 1998; Turner and Mathews 2010; Zakov et al. 2011) and incorporation of
thermodynamic study into new ML models (Andronescu et al. 2007, 2010; Tang et al.
2008; Akiyama et al. 2018), the combination of lab-based study and computation
have vastly improved the predictive modeling of RNA structures. Further innovation
to include newly discovered structural phenomena within the modeling parame-
ters will greatly expand and enrich our understanding of RNA structure-dependent
function. RNA structural analysis has already provided vital insight into the funda-
mental biological processes that govern cellular function, homeostasis, and disease
development. Through development of our analytical capacity, further elucidation
of RNA structure and its complex interactions with the inter-cellular environment
can contribute to a broad spectrum of applications, ranging from basic science to
translational investigation such as candidate drug screening.
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Abstract Like proteins, an RNA is only functional when it is folded into its native
conformation and adopts a specific secondary and tertiary structure. Hence, the
analysis of RNA structure is essential to understand the cellular roles of distinct
RNA molecules. Technical approaches used to study RNA structure comprise bioin-
formatics tools, structural probing, and biophysical methods to integrate sequence
and 3D structure information. In this review, I focus on structural probing tech-
niques of RNA secondary structure. I discuss basic enzymatic and chemical probing
techniques, and present novel approaches in combination with high-throughput
sequencing. A focus is laid on SHAPE techniques and its various developments and
applications. Finally, at the example of RNA G-quadruplexes, it is highlighted how
an array of probing techniques can be combined to study a specific RNA structural
motif in vitro and in vivo.
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Abbreviations

mRNA Messenger RNA

rRNA Ribosomal RNA

tRNA Transfer RNA

ncRNA Noncoding RNA

snRNA Small nuclear RNA

snoRNA Small nucleolar RNA

miRNA MicroRNA

IncRNA Long noncoding RNA

nt Nucleotide

G4 G-quadruplex

ATP Adenosine triphosphate

RBP RNA-binding protein

bp Base-pairs

ssRNA Single-stranded RNA

dsRNA Double-stranded RNA

DMS Dimethyl sulfate

CMCT 1-Cyclohexyl-(2-morpholinoethyl) carbodiimide metho-p-toluene
sulfonate

kethoxal 2-Keto-3-ethoxy-butyraldehyde

NMIA N-Methylisatoic anhydride

1M7 1-Methyl-7-nitroisatoic anhydride

1M6 1-Methyl-6-nitroisatoic anhydride

NAI 2-Methylnicotinic acid imidazolide

BzCN Benzoyl chloride

*OH Hydroxyl radical

$*U 2-Thio-uridine

2-deaza-A 2-Deaza-adenosine

UTR Untranslated region

CDS Coding sequence

RT Reverse transcription

cDNA Complementary DNA

EDTA Ethylenediaminetetraacetic acid

DBCO Dibenzocyclooctyne

NGS Next generation sequencing

mSA N®-Methyladenosine

hnRNP Heterologous nuclear ribonucleoprotein

carboxyPDS  Carboxypyridostatin

PDS Pyridostatin
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PCR Polymerase chain reaction

SAXS Single-angle X-ray scattering
AFM Atomic force microscopy

NMR Nuclear magnetic resonance spectroscopy
cryo-EM Cryogenic electron microscopy
ASO Antisense oligonucleotide

LNA Locked nucleic acid

ALS Amyotrophic lateral sclerosis

3D 3-Dimensional

FRET Forster resonance energy transfer
smFRET Single-molecule FRET

1 Introduction

RNA as a central molecule in biology covers functions from posttrancriptional
processing over regulation of gene expression to metabolite sensing. Apart from
mRNAs, most RNAs are not translated into protein (noncoding RNAs, ncRNAs),
including the abundant rRNAs and tRNAs for ribosomal function. In addition, small
nuclear and nucleolar RNAs (snRNAs, snoRNAs) mediate RNA processing steps,
microRNAs (miRNAs) control RNA turnover, and long noncoding RNAs (IncRNAs)
are regulators of RNA function and biogenesis. To perform their diverse functions,
RNAs must fold into their native structures in a cellular environment. Hydrogen
bonds from base-pairing and m-stacking of the aromatic ring bases define the RNA
secondary structure elements. Long-range interactions to the sugar-phosphate back-
bone and between distant bases are crucial for tertiary structure. Determining RNA
structure is challenging: an RNA of a given nucleotide sequence can adopt multiple
low-energy states, with the preferred conformation being dependent on protein
binding, ionic environment, nucleobase modifications, and other cellular conditions.
Thus, the analysis of RNA structure and mechanisms of RNA folding are crucial to
understand the fascinating cellular functions and regulation of RNAs.

2 Secondary and Tertiary RNA Structure

2.1 Hierarchical Folding of RNA

Merely four nucleotides and a highly charged negative phosphate backbone make
it challenging for RNA to fold into energetically favourable conformations. RNA
folding in 3-dimensional space follows a hierarchical order (Brion and Westhof
1997; Westhof et al. 1996). First, short independently stable helices form rapidly
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by Watson/Crick base-pairing. Second, these secondary structure elements undergo
tertiary interactions and higher order structures.

Secondary structure elements are uniform: typically, an RNA is composed of a set
of short A-form helices of max. 10 bp length, in which the majority of nucleotides
are comprised (Russell 2008). The stability of each base-pair is dictated only by
Watson/Crick hydrogen-bonding and stacking with the directly adjacent bases.

The primary interaction level of an RNA helix is coaxial stacking: two adja-
cent helices separated by a phosphodiester bridge stack end-to-end on each other
to a colinear arrangement (Butcher and Pyle 2011; Walter et al. 1994). In tRNA,
for example, the D-stem coaxially stacks with the anticodon stem, and the T-stem
chooses the acceptor arm as the stacking partner, forming the cloverleaf structure
(Fig. 1a) (Quigley and Rich 1976). The choice of stacking partners is determined by
sequence since the two helix end-standing base-pairs stack via their aromatic bases.
Stacking partners can be altered by mutations and non-canonical base-pairs (Sutton
and Pollack 2015; Walter and Turner 1994; Yesselman et al. 2019).
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Fig.1 Common secondary and tertiary structures of RNA. a Secondary structure of tRNA. The
D-stem/T-stem and the acceptor arm/anticodon loop coaxially stack to form the 3D cloverleaf
structure. Shown is the tertiary structure of yeast tRNAP", PDB: 1EHZ (Shi and Moore 2000).
b Long-range tertiary interactions between separate helices. ¢ Pseudoknot structure by interaction
of a hairpin loop with a ss region. d Coaxial stacking of helices, here in the form of two pseudoknot
helices. Adapted from (Butcher and Pyle 2011). e G-quadruplex. Four guanines from a G-rich strand
assemble through Hoogsteen base-pairing. Here, three of these planar G-tetrads stack upon each
other to form a G-quadruplex. Shown here is a unimolecular G4 with parallel strand direction. G4s
can also form intermolecularly from separate RNA strands or DNA/RNA hybrids. G4s can have
antiparallel strand direction, comprise 2-5 stacked G-tetrads, and repeats of G4s can stack with
each other to higher order structures
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Tertiary interactions form between rigid secondary structures and flexible single-
stranded regions (Fig. 1b). Long-range interactions are governed by non-canonical
base-pairs such as Hoogsteen, C:A or A:G, electrostatic interactions to the sugar-
phosphate backbone, and m-stacking of bases. 29 non-Watson/Crick interactions
have been described. In a few cases, tertiary elements can form through Watson/
Crick base-pairing and are thermodynamically as stable as secondary structures.

The free energy released to form a short RNA helix can reach 10 kcal/mol, and
a GC-rich 10mer duplex can reach a dissociation half-life of 100 years (Turner
1989). Thus, RNA has the problem to become kinetically trapped in stable, but
misfolded secondary structure intermediates. Their free energy can vary by only
0.5 kcal/mol from the native structure, as exemplified for tRNAFPhe (Jaeger et al.
1989). Due to the multiple loose, transient tertiary interactions, native structures are
often not thermodynamically favoured over competing tertiary structures. The RNA
folding problem is more serious for long RNAs, which can result in slow folding
times up to the minute scale (Weeks 1997).

In vivo, there are two regulatory mechanisms thought to prevent RNAs from
misfolding and kinetic traps (Incarnato and Oliviero 2017; Shcherbakova et al. 2008).
First, RNA polymerase kinetics, i.e., directionality, velocity, and pausing, guide the
order and speed of folding events during transcription (Heilman-Miller and Woodson
2003; Lai et al. 2013; Schroeder et al. 2002). Second, many RNA-binding proteins
may act as chaperones to stabilize folding intermediates. They can bind either in a
passive way, e.g., hnRNPs like the Ul protein and ribosomal proteins, or actively
through ATP hydrolysis, as seen for DEAD-box helicases (Herschlag 1995; Russell
2008; Weeks 1997).

2.2 Examples of Tertiary Structure Motifs

Coaxial stacking is the basis of several tertiary motifs, e.g., kissing loops and pseu-
doknots. Kissing loops form when the loops of two helices base-pair with each other.
The L-shape of tRNA results from a kissing loop between the D-stem and the T-stem
(Fig. 1a) (Quigley and Rich 1976). In pseudoknots, a loop region of an RNA helix
forms Watson/Crick interactions with a single-stranded region outside of this helix
(Fig. 1c) (Russell 2008). The A-minor motif is a triple helical structure in which
an A interacts via Hoogsteen base-pairing with both nucleotides of a GC base-pair
(Butcher and Pyle 2011). It is a building block for tetraloop interactions and kink
turns (Keating et al. 2008; Klein et al. 2001). Ribose zippers glue together other
motifs by 2 OH hydrogen-bonding between backbone RNA strands (Tamura and
Holbrook 2002).

G-quadruplexes (G4s) are stable tertiary structures that assemble from stretches
of guanine repeats (Fig. le). Four Gs in a four-stranded arrangement assemble to a
tetrad through Hoogsteen base-pairing. Two or more of these planar G-tetrads then
stack upon each other to a G-quadruplex, which is stabilized in the centre by a K*
ion. RNA G4s (G4s) are found in the UTRs of mRNA, in 5’ introns of pre-mRNA, in
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ncRNAs such as the telomer-associated IncRNA TERRA, and in expansion segments
of rRNA (Collie et al. 2010; Kharel et al. 2020; Mestre-Fos et al. 2019, 2020). G4s
are most commonly known to act as transcriptional roadblocks in R-loops. However,
they cover diverse functions such as the modulation of translation and splicing and
the involvement in liquid-liquid phase separation.

3 Techniques to Study RNA Secondary Structure

3.1 RNA Structure Prediction in Silico

The nearest-neighbour model finds those base-pairings in an RNA sequence that
undergo minimal free energy change (AG®) upon folding (Mathews 2004; Xia
et al. 1998). The thermodynamically most stable structure is determined based on
hydrogen bonding energies of the base-pair and stacking with the adjacent bases. A
second method of structure prediction relies on phylogenetic alignment of orthol-
ogous sequences and analysis of covariation sites (Russell 2013). A further devel-
opment, the maximum expected accuracy, relies only on highly probable (>99%)
single— and double-stranded regions and these high-confidence base-pairs are used
to assemble the most accurate structure (Lu et al. 2009).

3.2 Enzymatic Probing Techniques

Early mapping techniques exploited endoribonucleases for sequence-specific
cleavage of RNAs. The enzymes cut at a specific nucleotide (e.g., RNase T1, RNase
A) or are nonselective (RNase I, nuclease S1) (Fig. 1d). While most enzymes prefer
single-stranded RNA (ssRNA), RNase V1 targets double-stranded RNA (dsRNA)
(Fig. 1d) (Ziehler and Engelke 2001). A drawback is the low resolution: some sites
cannot be accessed by the sterically demanding enzymes. Therefore, a combination
e.g. of RNase T1 (G), RNase A (C, U), and RNase V1 (dsRNA) gives a detailed
secondary structure footprint. Due to the nature of enzyme catalysis, enzymatic
probing is not suitable for quantifying the extent of cleavage and thus cannot quan-
tify probed sites. Enzymatic probing coupled to high-throughput sequencing relies
on the same principles as those for chemical probing (see 0) (Table 1).
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Table 1 Probing reagents and associated high-throughput sequencing techniques for chemical and
enzymatic probing of RNAs

Method Reagent Application Specificities Reference
Chemical probing reagents
Chemical DMS In vitro Unpaired A (N'), C (N%), G Waduge et al.
probing (N7) (2019)
Chemical CMCT In vitro/in vivo | Unpaired G (N h, U N3 Harris et al.
probing (1995)
Chemical kethoxal In vitro/In vivo | Unpaired G (N, 2—NH») Harris et al.
probing (1995)
SHAPE NMIA In vitro Ribose 2’ OH (flexible nt) Merino et al.
(2005)
SHAPE M7 In vitro/In vivo | Ribose 2" OH (flexible nt) Mortimer and
Weeks (2007)
SHAPE NAI In vivo Ribose 2’ OH (flexible nt) Spitale et al.
(2013)
SHAPE BzCN In vitro Ribose 2’ OH (flexible nt) Mortimer and
Weeks (2008)
Chemical * OH In vivo Solvent-exposed nt Costa and
probing Monachello
(2014)
Sequencing-based chemical probing techniques
SHAPE-Seq M7 In vitro/In vivo | IVT RNA with barcode seq Lucks et al.
(2011)
ChemModSeq | IM7, NAI, | Ex vivo Probability of RT drop-off rate | Hector et al.
DMS for each nt (2014)
Assembly of complexes
SHAPE-MaP 1M7 Ex vivo Introduction of Siegfried
noncomplementary nucleotides | et al. (2014)
by RT at 2’ O-adduct sites
De novo RNA motif discovery
MAP-Seq DMS, In vitro IVT RNA with barcode seq Seetin et al.
CMCT, (2014)
M7
RING-MaP DMS In vitro IVT RNA Homan et al.
Mutation frequencies in single | (2014)
transcript to calculate
correlation coefficients
Through-space interactions
Multiple conformations for
single RNA
Structure-Seq | DMS In vivo RNA structure ensembles Ding et al.
related to protein function (2014)

3nt periodicity in highly
translated CDS

(continued)
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Table 1 (continued)
Method Reagent Application Specificities Reference
DMS-Seq DMS In vivo Higher number of mRNAs Rouskin et al.
unfolded in vivo than in vitro (2014)
CIRS-Seq DMS, Ex vivo/ mRNA 5'/3' UTRs and Incarnato
CMCT deproteinized | IncRNAs highly structured etal. (2014)
RBP binding site prediction
icSHAPE NAI-N3 In vivo Biotin-clickable handle for Spitale et al.
affinity purification (2015)
mOA site prediction
HRF-Seq « OH Ex vivo Determines ribose accessible Kielpinski
surface area and Vinther
(2014)
MOHCA-Seq |+ OH In vitro IVT RNA Cheng et al.
Mutate-and-map structural (2015)

modeling

Sequencing-based enzymatic probing techniques

PARS RNase V1, | In vitro, Prediction of ss or ds Kertesz et al.
nuclease ex vivo conformation of base (2010)
S1 Structured CDS in mRNAs
Structured AUG sites correlate
with low translation
PARTE RNase V1 | In vitro RNA folding stability based on | Wan et al.
melting temp of dsRNA regions | (2012)
ncRNAs have distinct folding
energy
Frag-Seq Nuclease | In vitro Novel structures in ncRNAs Underwood
P1 Cutting score for each site et al. (2010)

3.3 Chemical Probing Techniques

3.3.1 Base-Specific Chemical Probing

Chemical probing can assess any RNA region (Incarnato and Oliviero 2017).
Nucleotides not engaged in base-pairing or tertiary interactions react with small
electrophilic probes and are probed proportional to their accessibility (Chillén and
Marcia 2020). It allows quantitative analysis because the number of modification
products is directly proportional to the reactivity of the nucleotide. Dimethyl sulfate
(DMS) methylates adenosine in N' and cytidine in N* position as well as guanosine
in N7 (Fig. 2a) (Wells et al. 2000). As the Watson/Crick interface is altered by methy-
lation in A and C, but not in G, DMS probing identifies unpaired A and C in primer
extension assays. Complementary, 1-cyclohexyl-(2-morpholinoethyl) carbodiimide
metho-p-toluene sulfonate (CMCT) acylates guanosine in N'! and uridine in N3 posi-
tion (Fig. 2b). A combination of DMS and CMCT is often used to assess the flexibility
of all nucleotides in an RNA.



Probing Techniques of Secondary and Tertiary RNA Structure ... 167

a ¢ I L“j NMIA
Mg MHy \KI\'.” ~o (CO,) o
L M. 'i% CHy b CHy 2 |
{.;, A)N -:f.j[ A ::;‘ ? . ’11
o Ot® W im0 A~ B
o | J ;e P Base
RNA Sy’ g~ RNA L P c_n-J\f['-u-' o (CO; s
L PR R NHg CIHJ
= T 2
" DMS /L»,,-' ¥ SHAPE il .
<l c|? g o B
R - 1 O—Pmm0 |
W o w" o o T o r"‘%,- "N, R=H: NAI )
RNA RNA Q \NJ-\] /" R=N,: NAIN, |
b e aveone f (-imidazalide)
. R o
N 1 . N -/u\'u.-" " A ey BzCN
7 o (g VR ¢ l G’J\: 1 {-cyanide)
\N re’)\ g i J \T N e d
| RNase T1
RNA Q_so RNA RNase U2 RNase A
—— Q) W 4
(&I cMcT W” L\ 1, 5 pApNpGpNpNPGRCRUPNPPYENPNPNpN.3*
N o ."\'_'/ "o "1 3.pl pl\LplI\Ipl‘!lepNnN.s'
RMNA RNA Nuclease 51/P1

RNase UT2
RNase V1

Fig. 2 Structural probing reagents. a-¢c Chemical probing. All reagents probe for non-base-paired
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selectivity either at 3’ or 5" of the phosphodiester bond, respectively. With the exception of RNase
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Chemical probes are used on in vitro-transcribed (IVT) RNA or on selected cell-
extracted and purified targets. The cell-permeable DMS allows treatment in vivo in
numerous organisms including bacteria, yeast, and mammalian cells (Wells et al.
2000). A structural map of the mouse IncRNA Xist was obtained by treating cells
with DMS (Fang et al. 2015a). The in vivo use of CMCT and 2-keto-3-ethoxy-
butyraldehyde (kethoxal) usually requires prior cell permeabilization (Harris et al.
1995). Kethoxal probes for G by ring formation between the N!' and the 2-amino
group. Of note, novel glyoxal and kethoxal derivatives can enter cells without
permeabilization (see 0).

3.3.2 High-Throughput Readout of Chemical Probing

During reverse transcription (RT) of the probed RNA, the introduced modification
blocks DNA polymerase from read-through and extension of the cDNA strand, and
the enzyme drops off one nucleotide before the reacted site. For enzymatic probing,
the cleaved RNA fragments directly result in cDNAs truncated at the site of cleavage
due to polymerase run-off. To rule out background termination of RT that can occur
on untreated RNA due to secondary structure or natural base modifications (Ziehler
and Engelke 2001), controls omitting the probe are compulsory.

In its traditional form, RT was performed with 5'-32P-labelled primers, cDNA
fragments were separated on sequencing gels and compared to ddNTP-sequencing
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standards, and band intensities were quantified by autoradiography (Das et al. 2005).
The use of capillary electrophoresis immensely accelerated automation. Fluorescent
peaks of the probed substrates are quantified by priming the cDNAs with a fluorescent
marker (Mitra et al. 2008; Vasa et al. 2008). Today, next-generation sequencing (NGS)
technology allows genome-wide analysis of any RNA as opposed to a handful of
in vitro targets for traditional readouts.

DMS Probing Coupled to Sequencing

After the pioneering work by Lucks et al. for NGS-based chemical probing (SHAPE-
Seq, see 0) (Lucks et al. 2011), the MAP-Seq approach (multiplexed accessibility
probing) implemented high-throughput sequencing for DMS probing (Seetin et al.
2014). Alternatively, RING-MaP (mutational profiling) relies on the incorporation
of noncomplementary nucleotides during RT. The RT conditions and polymerase are
chosen in a way that DNA polymerase reads through the DMS-adducts instead of
stopping (see SHAPE-MaP 0). Mutations inserted at the sites of adduct formation are
recorded simultaneously on one transcript and are used to analyse interdependencies
of DMS-reactive sites and to calculate correlation coefficients (Homan et al. 2014).
Thus, transient nucleotide interactions through space can be determined as well as
RNA interaction groups (RINGs), which make up the multiple conformations a single
RNA can adopt in solution (Table 1).

While the above techniques are limited to [IVT RNA or a few purified single targets,
Structure-Seq was the first application for genome-wide DMS probing in vivo (Ding
et al. 2014). Applied to total RNA, it is used to identify RNA structural ensem-
bles that can be associated with general protein functions. Structural characteristics
of mRNAs were determined such as a 3 nt-periodicity in codons of highly trans-
lated mRNAs, and alternative polyadenylation sites based on high or low structured
regions were discerned. The method DMS-Seq probes native RNA structure directly
in DMS-treated yeast cells (Rouskin et al. 2014). It revealed a lower number of struc-
tured mRNAs in dividing cells. DMS-Seq data from ATP-depleted cells implied that
mRNA structuring is restricted by ATP-dependent helicase unwinding steps. To keep
mRNAs predominantly unfolded in vivo might be advantageous for the cell to provide
a uniform structure to mRNAs for ribosome accession and translation. Nevertheless,
hundreds of structured domains were also found in mRNAs.

A method that combines DMS and CMCT treatment of isolated RNA depro-
teinized with Proteinase K (ex vivo) has proven useful to infer an unexpected high
structuring for IncRNAs. Equally, the 5 and 3’ UTRs of mRNAs were found to
be highly structured, while low structuring and thus good accessibility was found at
ribosome binding sites and stop codons. CIRS-Seq (chemical inference of RNA struc-
ture) could also verify the 3 nt-periodicity of mRNA codons and the binding site of
the RNA-binding protein Lin28a (Incarnato et al. 2014). Structure-seq2 provides an
improved library preparation protocol to improve overall sequencing read coverage
and quality using hairpin adapters for decreased ligation bias. Biotinylated dCTPs
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during RT are used to replace gel purification steps and remove unwanted ligation
by-products (Ritchey et al. 2017).

Glyoxal derivatives have been developed for in vivo probing of RNA targets as
alternative to DMS. The molecules successfully entered rice, Bacillus subtilis, and
Escherichia coli cells to modify solvent-exposed G, C, and A residues (Mitchell et al.
2018). Keth-seq employs an azide-modified kethoxal, N3-kethoxal, to probe G bases
on a transcriptome-wide scale (Weng et al. 2020). It entered mouse embryonic stem
cells in 1 min and successfully probed their RNA secondary structures.

3.3.3 Non-Base-Specific Chemical Probing
Principles of SHAPE

The reactivity of the ribose backbone can be exploited if it is not engaged in secondary
or tertiary interactions, e.g., duplexes, Hoogsteen base-pairing or RNA triple helices.
The 2" OH group is reacted with an electrophilic probe, N-methylisatoic anhy-
dride (NMIA), to form a SHAPE adduct (Fig. 2c). SHAPE, or selective 2’-hydroxyl
acylation analysed by primer extension, probes any nucleotide of an RNA. During
primer extension, the 2’ O-acylation induces the polymerase to fall off one nucleotide
before the modified one (Fig. 3a). SHAPE readout is quantitative: the reactivity score
(usually 0-1) of each site is directly proportional to local flexibility, i.e., the more
SHAPE adducts are formed, the less constrained and more flexible is the nucleotide.
Importantly, the reactivity map only corresponds to nucleotide flexibility but not to
solvent accessibility (Gherghe et al. 2008; Merino et al. 2005).

Mechanistically, SHAPE reactivity of the 2’ OH group is increased by rare ribose
C3’ or C2’ endo conformations and by electronegative and proximal substituents that
serve as base catalysts for 2’ OH deprotonation and stabilise the tetrahedral transition
state (McGinnis et al. 2012). Hence, reactivity is also strongly influenced by RNA
modifications. For instance, the substituents in 2-thio-uridine (s*U) and 2-deaza-
adenosine (2-deaza-A) decrease nucleophilicity because of electronegativity effects
and increased distance to the 2’ OH.

SHAPE probing data including folding constraints can be implemented into algo-
rithms to predict RNA secondary structure, e.g., in RNAstructure (Mathews et al.
2004; Rice et al. 2014). Even pseudoknots whose stability factors are poorly under-
stood due to transient tertiary and protein interactions can be predicted (Hajdin et al.
2013).

SHAPE Reagents for in Vitro and in Vivo Use

The most common SHAPE reagent, 1-methyl-7-nitroisatoic anhydride (1M7)
(Fig. 2c¢), is a more electrophilic derivative of NMIA with shorter reaction times (70 s
versus 20 min for NMIA) (Mortimer and Weeks 2007). 1M7 can be combined with
derivatives of slightly different SHAPE reactivity. For instance, the human IncRNA
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MEG3 was probed with NMIA, 1M7 and its regioisomer 1-methyl-6-nitroisatoic
anhydride (1M6), and its secondary structure map was confirmed by DMS probing
(Uroda et al. 2019). Combinatorial incorporation of SHAPE data from NMIA and
1M6—which detect noncanonical (NMIA) and tertiary (1M6) interactions based on
differential kinetics and stacking interactions, respectively—can accurately predict
secondary structures of RNAs that are difficult to model (Rice et al. 2014). The



Probing Techniques of Secondary and Tertiary RNA Structure ... 171

«Fig. 3 Structural mapping techniques coupled to massively parallel sequencing analysis. a SHAPE:
The target RNA is in vitro transcribed from a PCR template. 2’ OH acylation with NMIA causes
reverse transcriptase to stop at the modified site. The radiolabelled cDNA fragments are quantified
and sequenced by gel electrophoresis, or, if a fluorophore-labelled RT primer is used, by capillary
electrophoresis. Finally, SHAPE reactivities are plotted back onto the RNA sequence. b SHAPE-
MaP: 1M7-modified RNA induces mutations that are inserted by a DNA polymerase at sites of
2" O-adducts during RT. Mutation frequencies from sequencing reads are converted to SHAPE
reactivities, plotted on an RNA secondary structure map or used for prediction of tertiary structure
elements. Adapted from (Siegfried et al. 2014). ¢ icSHAPE: RNA is modified in vivo with cell-
permeable NAI-N3. Isolated RNA is then treated in vitro with DBCO-Biotin in a copper-free
azide-alkyne click reaction. Biotinylated transcripts are enriched on streptavidin beads for RT and
NGS analysis

shotgun (3S) approach has been used for mouse RepA, a repeat element of the
IncRNA Xist responsible for X chromosome-silencing in females. Herein, the gener-
ated fragments are probed individually by 1M7 SHAPE and their reactivity profiles
are compared to that of the full-length transcript (Liu et al. 2017b; Novikova et al.
2013).

IM7 is commonly used for in vivo application in bacteria and eukaryotes, e.g.
for 16S rRNA in E. coli and MEG?3 in human fibroblast cells (McGinnis and Weeks
2014; Tyrrell et al. 2013; Uroda et al. 2019). However, the first SHAPE reagent that
was developed exclusively for in vivo use was 2-methylnicotinic acid imidazolide
(NAI) (Fig. 2c). NAI circumvents the pitfalls of NMIA of low solubility, cross-
reactivity, and short half-life (Spitale et al. 2013). Comparison of in vitro and in vivo
SHAPE profiles of 5S rRNA revealed functionally important nucleotides that differ
in reactivity due to tertiary or protein interactions in cellular ribosomes.

Another SHAPE reagent, benzoyl cyanide (BzCN), was developed to probe RNA
folding dynamics on a timescale of 1-2 s (Fig. 2c). As an example, RNase P forms
several tertiary motifs including a tetraloop-receptor motif and a T-loop from A-
minor interactions. When RNase P was probed with BZCN in 5 s-intervals during
in vitro folding, the kinetics of the folding intermediates and a hierarchical folding
pathway could be derived (Mortimer and Weeks 2008, 2009).

In Vivo SHAPE Probing Coupled to Sequencing

Shape-Seq. SHAPE-Seq combines 1M7 probing of an IVT RNA with deep
sequencing of the aborted cDNA fragments (Lucks et al. 2011). During RT, a 4
nt-barcode unique for each RNA species is introduced. For a mixture of mutant
transcripts, here of RNase P, subtle conformational variations can be analysed. The
method is limited as each RNA species of interest has to be generated from a 3’-
extended PCR template to contain an RT primer binding site and the barcode template
sequence. ChemModSeq combines NGS of random hexamer-primed cDNAs and a
novel algorithm for calculating RT drop-off rates and their probabilities to be caused
by SHAPE adducts for each nucleotide position (Hector et al. 2014). It is suited
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to study RNA conformational dynamics during assembly of complexes and could
elucidate structural intermediates of yeast 40S and 80S ribosome biogenesis. Thus, it
overcomes obstacles typically encountered in cryo-EM of heterogeneous and instable
particle purification.

SHAPE-MaP. The widely used method SHAPE-MaP is based on the incorpora-
tion of noncomplementary nucleotides at the sites of 2’ O-modification (Siegfried
et al. 2014). In this mutational mapping (MaP), the rate of SHAPE adduct forma-
tion is directly converted to mutation frequencies by read counting (Fig. 3b). To
obtain a SHAPE-MaP profile with relative SHAPE reactivity for each position, data
from the untreated (—1M7) sample is subtracted from data from the treated (+1M7)
sample after normalisation to a 1M7-treated denatured RNA control. If the RNA
was probed e.g. in presence and absence of a ligand, the conformational changes
during ligand coordination can be profiled by calculating the SHAPE difference
of + ligand versus—ligand conditions. In addition, calculation of pairing probabil-
ities and Shannon entropies can refine alternatively structured domains or regions
with multiple conformations in equilibrium, and even discover RNA motifs de novo.
Based on high Shannon entropies, three pseudoknots were predicted in the HIV-1
genome in regions hitherto unknown to contain defined RNA motifs (Siegfried et al.
2014).

Alternative SHAPE protocols. The in vivo click SHAPE method (icSHAPE) uses
an azide-containing NAI reagent (NAI—Nj3) (Fig. 3c) to click a biotin moiety to the
modified nucleotides. The biotin handle is used for affinity capture and enrichment,
followed by RT and NGS (Fig. 3¢c) (Spitale et al. 2015). icSHAPE sequencing data can
be used to predict N°-methyladenosine (m® A) modification sites more accurately than
based on the DRACH sequence motif only. In icSHAPE data from cells expressing
mSA methyltransferase METTL3, the methylated m°A sites show higher SHAPE
reactivity compared to cells depleted for METTL3. This is because m®A disrupts
base-pairing in duplex helices and leads to more unstructured regions.

Recently, SmartSHAPE was developed to probe low abundant RNA specimen
from primary or immune cells to decrease the input amount of RNA from 1 pg
to 1 ng (10° cells) (Piao et al. 2022). As improvements to the original icSHAPE
protocol, RNasel digestion of artifact truncated RNAs improved true positive RT stop
signals and on-bead library preparation further increased RNA yield. By profiling
the RNA structure landscape of two intestinal macrophage cell lines in mice, it was
demonstrated that RNA structural changes directly regulate immune responses.

SHAPE coupled to direct RNA sequencing. Nanopore sequencing has advanced
the detection of natural RNA modifications including ribose 2" O-methyl (Nm) and
pseudouridine () by measuring differences in current signal and dwell time between
modified RNA and unmodified control of the same sequence. Methods combining
SHAPE and long-read direct RNA sequencing have demonstrated the applicability of
Nanopore sequencing to detect chemical modifications introduced exogenously. This
was demonstrated for modification by the SHAPE reagent 1-acetylimidazole (AcIm)
which forms small 2" O-acetyl adducts (NanoSHAPE) (Stephenson et al. 2022), and
in NAI-Nj3-probed human RNA to phase combinations of structures between isoforms
(Aw et al. 2021). Novel model-free algorithms further allow the identification of
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similar and conserved RNA structures in different organisms by direct comparison
of their SHAPE reactivity profiles (Morandi et al. 2022). This can be helpful in the
context of finding druggable and unique RNA targets.

Hydroxyl Radical Probing

RNA is treated with an amount of hydroxyl radicals (*OH) that is equivalent to
provoke one cleavage event per molecule on average. The extent of backbone
cleavage is then proportional to the solvent-accessible surface of each nucleotide
(Mitra et al. 2008; Vasa et al. 2008). *OH radicals are generated in situ with Fenton
reagents such as H,O, and Fe(II)-EDTA or by synchrotron X-ray beams (Gotte et al.
1996; Sclavi et al. 1997). In combination with NGS, HRF-Seq (hydroxyl radical
footprinting) and MOHCA-Seq (multiplexed *OH cleavage analysis with paired-end
sequencing) allow high-throughput analysis of RNA on a genome-wide scale (Table
1) (Cheng et al. 2015; Kielpinski and Vinther 2014). HRF-Seq of tumour suppressor
MEG3 in combination with SHAPE revealed two pseudoknot regions that interact
to form a kissing loop motif. This conformational change results in activation of the
pS3 pathway and cell cycle arrest (Uroda et al. 2019).

4 Probing Techniques to Study the RNA G-Quadruplex
Motif

Probing reagents can also be designed to recognize a specific structural motif.
Small molecule ligands, antisense oligonucleotides, and antibodies can be applied
to modify, isolate, or visualize the structural motif and in certain cases to stabilize or
disrupt the secondary structure. In the following, the RNA G-quadruplex structure
serves as a model to present how different approaches and probing techniques can
be combined to comprehensively study a distinct motif and its biology in cells.

4.1 In Silico Prediction of G4s

Prediction of DNA G4 structures from G-rich consensus sequences
(G34N_7G3,N_7G3,N;_7G3,) has been performed computationally (Puig Lombardi
and Londofio-Vallejo 2020). The presence of 700,000 DNA G4s that were found
in the human genome by G4 probing coupled to high-throughput sequencing
(Chambers et al. 2015) as compared to only 375,000 predicted loci (Huppert and
Balasubramanian 2005) has yet again demonstrated the limitations of in silico
prediction. The high false-negative rate is mainly due to non-G sequence varia-
tions in the consensus sequence and to regulatory factors in vivo that govern the
equilibrium between folded and unfolded states.
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4.2 Visualisation of RNA G4s by Immunolabelling

While G4s are well-known secondary structures in DNA, the first evidence for G4s
formation in RNA was given by visualization with a G4-specific antibody, BG4 (Biffi
et al. 2014). In fixed human cells, incubation with a FLAG-tagged BG4 revealed
fluorescent BG4 foci in the cytoplasm, which were indicative of RNA G4 structures.
By an increase in cytoplasmic foci, but not in nuclear signal, it was also shown that the
RNA G4-specific probe carboxypyridostatin (carboxyPDS, see 0) could exclusively
detect cytoplasmic RNA G4s when it was applied to living cells prior to fixation.

4.3 Chemical Probing of RNA G4s Coupled to Sequencing

G4-seq. Shortly after, G4-seq was the first method to map RNA G4s on a
transcriptome-wide scale. The method makes use of reverse transcriptase stalling
induced by fully folded G4 structures (Fig. 4a). To identify RT read drops, isolated
RNA is treated under G4-favourable conditions (K* or stabilising ligand, e.g., pyri-
dostatin (PDS), BRACO-19) to allow for G4 folding. This sample is compared to a
normalization control obtained under G4-unfavourable conditions (Li*) (Kwok et al.
2016; Yang et al. 2018). 3300 to 11,000 G4 sites were detected in human mRNAs
under physiological K* conditions or with PDS, respectively. The majority were
found in the 5’ and 3’ UTRs and were enriched in polyadenylation signals. This
is consistent with a role in transcriptional and translational regulation and mRNA
processing. Since the technique requires total or polyA-enriched RNA, the binding
of proteins or other endogenous ligands is not taken into account. This opens the
debate as to whether the identified G4 sites are actually formed physiologically.

G4-DMS-seq. To overcome this problem, G4-DMS-seq adds a DMS treatment
step prior to the G4-seq protocol. Since the N7 positions of the guanines are hidden
when constrained in a G-tetrad, stable G4 structures are protected from DMS methy-
lation, and will produce RT stops (Fig. 4c). A reduction in RT stops upon DMS treat-
ment in vivo (+DMS) and a similarity to the in vitro/~K* conditions led the authors
to conclude that G4s are mainly present in their unfolded state in mammalian cells
(Guo and Bartel 2016).

G4-SHAPE. For the same purpose of capturing G4s in their physiologically folded
state, the authors developed G4-SHAPE. Herein, NAI was shown to preferentially
react with the exposed 2’ OH group of a loop-adjacent G in a stable G4 structure
(Fig.4d). From low SHAPE reactivity profiles, the authors concluded that G4s adopt a
globally unfolded state in vivo (Guo and Bartel 2016). However, multiple fluorescent
imaging studies have now verified the dynamic folding and unfolding of RNA G4
structures in cells (see 0). Of note, SHAPE probing of G4 candidates and RNAfold
analysis have proven that alternative stable secondary structures compete with G4
folding. In the same work it was suggested that G4 formation also affects long-range
tertiary folding (Kwok et al. 2016).
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Fig. 4 Probing and visualization techniques for RNA G-quadruplex structures. a In G4-seq, total
RNA is treated in vitro under G4-inducing conditions or with a stabilizing ligand. G4 sites are
identified by a drop-off in RT reads at the site of G4 folding when compared to the untreated control
under G4-disfavorable conditions. b G4RP-seq applies cross-linking in cells to freeze transiently
folded G4s. Incubation in vitro with a biotinylated BioTASQ ligand and affinity capture with strep-
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4.4 Immunoprecipitation of RNA G4s

G4RP-seq. Techniques involving antibodies such as BG4 are equivalent to ChIP-
seq experiments, which are commonly used to capture DNA G4 structures in the
native chromatin state. iCLIP protocols coupled to RNA sequencing can be used to
elucidate binding regions of G4-binding proteins, and thus indirectly assess potential
G4 sites (Kharel et al. 2020). More directly, the method G4RP-seq similarly works
with crosslinking and affinity purification and with a novel G4-specific probe. The
group synthesized a biotinylated probe, BioTASQ, that selectively binds, pulls down,
and enriches G4-containing transcripts on streptavidin beads. but transient forma-
tion of G4 structures (Error! Reference source not found.B) (Yang et al. 2018).
Formaldehyde was used to covalently freeze transient G4s in vivo and to minimize
ligand-induced stabilization of G4s in the in vitro probing steps with BioTASQ.

In an alternative approach, the intrinsic peroxidase activity of a G4-hemin complex
can be exploited in a reaction with H,O, and a biotin substrate to self-biotinylate the
G4. Here, the biotinylated DNA G4 was then used for affinity pulldown, purification,
and PCR (Einarson and Sen 2017). The self-biotinylation of G4-hemin might also
be applied to RNA G4s for RT stop analysis and NGS protocols.

4.5 Visualisation of RNA G4s with Fluorescent Probes

Small molecules that are used for G4 probing can also be applied for G4 visualisation
in living cells. RNA G4s can be detected in vivo with turn-on fluorophore probes
such as QUMA-1 and Naphtho-TASQ (N-TASQ) (Chen et al. 2018; Laguerre et al.
2015). Treatment with both QUMA-1 and N-TASQ does not require cell fixation
and permeabilization as compared to antibody-based fluorescent detection (see 0).
QUMA-1 is used for real-time imaging of dynamic folding and unfolding of G4s
by tracking the mobility, appearance/disappearance, and merging of fluorescent foci
over time. In this way, even the assembly to higher-order G4 structures and the
dynamic unfolding of G4s by the helicase DHX36 could be visualized.

To screen for new ligands that are selective for endogenous RNA G4s as opposed
to DNA G4s, a click-chemistry approach was developed by Di Antonio et al. (Di
Antonio et al. 2012). An alkynylated pyridostatin was incubated with a library of
azides containing variable functional groups. In the presence of the G4-forming
telomeric-repeat RNA TERRA, adducts between PDS and azide would form only
if they were successfully interacting with and stabilized by the G4 structure. By
mass spectrometry quantification and competition assays with the DNA G4-forming
telomere H-Telo, a carboxy-terminal PDS derivative, carboxyPDS, was validated as
a novel RNA-selective small molecule probe.
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4.6 Disruption of G4 Structures with Antisense
Oligonucleotides

G4s are a unique example of a structural motif as individual G4s can be distinguished
by sequence identity. Antisense oligonucleotide (ASO) probes have the advantage
that they selectively target individual G4s due to sequence-specific base-pairing. In
a recent study, DNA probes that disrupt genomic G4s were designed and applied
to G4-forming DNA promoters to relieve the secondary structure. The precise posi-
tioning of chemically locked nucleosides (LNAs) improved the G4 sequence-binding
affinities of the ASOs. The LNA probes led to disruption of DNA G4 structures in a
reporter gene promoter. By this, gene expression was activated by facilitating RNA
polymerase read-through (Chowdhury et al. 2022).

This example shows that in parallel to examining the sites, quantity, and dynamics
of secondary structures, the interference with motif-specific probes is equally impor-
tant to expand the data on G4s on their biological functions. Here, disruption of
individual G4s alleviates polymerase stalling at promoters and allows to study the
effect on gene expression. In general, stabilising or destabilising probes can be used
as chemical biology tools for switching on or off a motif selectively and to explore
its function in cells.

5 Conclusion

The development of next-generation sequencing techniques has paved the way to
a high-throughput readout of chemical probing data. Since a decade, SHAPE-seq
and DMS-seq have served as models for several variations of probing techniques.
Of high importance are the mutational mapping (MaP)-approaches to study several
flexible nucleotides simultaneously on one transcript.

Third-generation sequencing such as Oxford Nanopore technology is rapidly
improving. It already allows the mapping of RNA base modifications, e.g., of m°A
and {, based on current and dwell time (Leger et al. 2021). Recently, a novel
SHAPE-MaP reagent, 1-acetylimidazole, has been demonstrated to generate RNA
adducts which can be used for structural mapping in single-molecule sequencing
(Stephenson et al. 2022). It will be exciting to apply this technique to IncRNAs and to
study different mRNA isoforms. Importantly, NanoSHAPE opens an unprecedented
advance to analyse modifications and structural mapping in parallel. This is central
to RNA research because base modifications impose an immense impact on RNA
secondary structure. For instance, a single m°A in the IncRNA MALAT1 disrupts
a duplex hairpin structure, thereby exposing the single-stranded U-tract for access
to an m®A reader protein hnRNP-C, with downstream effects on mRNA processing
(Liu et al. 2015). m®A can also alter the RNA structure to facilitate the binding
of low-complexity RBPs (Liu et al. 2017a). On a transcriptome-wide level, it will
be of interest to develop deconvolution techniques for conformational ensembles of
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e.g. m® A-containing transcripts, to derive preferred conformations for m® A-modified
mRNAs from structural probing data.

A full picture of 3D RNA tertiary structure can be obtained by applying biophys-
ical low-resolution techniques. Solution structures are studied with single-angle
X-ray scattering (SAXS) and with advanced atomic force microscopy (AFM)
approaches (Ding 2023; Fang et al. 2015b; Lee et al. 2023). While traditional
structural analysis by X-ray crystallography or NMR spectroscopy provide a high-
resolution tertiary structure, those are limited to short transcripts or isolated domains,
and have only been applied successfully to a few RNA targets (Chillén and Marcia
2020). Electron microscopy, i.e., cryo-EM or negative staining EM, is of increasing
importance to study RNA structural dynamics and conformational ensembles.
Careful sample preparation of full-length transcripts can provide detailed structures
of single RNAs or in complex with their cognate RBP (Bonilla and Kieft 2022; Ma
et al. 2022).

A combination of secondary structure probing and biophysical techniques for
tertiary structure and dynamics in solution is best suited to gain a comprehensive
picture of an RNA target. Importantly, the integration of different experimental data
into bioinformatic prediction tools is constantly advancing to obtain more accurate
RNA structure models (Li et al. 2020). If no solution or crystal samples are available,
Forster resonance energy transfer (FRET) can be applied to study distances and
long-range interactions in fluorescently tagged RNA molecules. Single-molecule
FRET (smFRET) probes folding dynamics of an immobilized RNA molecule and can
deconvolute conformational changes in RNP assembly processes such as ribosome
biogenesis and transcription (Duss et al. 2018; Feng et al. 2021).

Drug development is poorly established for cellular RNA targets, mainly owing to
their conformational diversity and dynamics. In future, it will be of high biomedical
interest to screen for small molecules that target specific disease-associated RNAs,
as exemplified for the IncRNA Xist (Aguilar et al. 2022). The targeting of a stable
secondary structure motif, such as an individual G4 of specific sequence, can guide
the way to target an individual disease-related transcript. The LNA-modified DNA
probes provide an important basis to use antisense oligonucleotides as tools to inter-
fere with stable DNA structures. It will be exciting to see how LNA probes can be
designed to selectively bind G4 structures formed in RNA. Further development of
G4-disrupting molecules as opposed to G4-stabilising probes will be crucial, since
studies have reported the uncontrolled accumulation of DNA G4s associated with
diseases like ALS (Simone et al. 2018).
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Abstract G-quadruplexes (G4s) are four-stranded nucleic acid secondary structures
that are formed by the stacking of square planar guanine arrangements and stabilized
by favorable cations. Potential G4-forming sequences are distributed in the regula-
tory regions of the genome and transcriptome. G4s are proposed to modulate various
physiological and pathophysiological cellular processes. As such RNA G4s (1G4s)
have been implicated in several key processes of gene regulation such as RNA matu-
ration, mRNA translation, and RNA transport. rG4s often impact cellular biology
by associating different RNA binding proteins, both of which could act as crucial
therapeutic targets in the fight for developing novel therapeutics for the diseases
associated with rG4-containing transcripts.
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1 Introduction

Guanine (G)-rich nucleic acid sequences can fold into four-stranded secondary struc-
tures called G-quadruplexes (G4s) via the stacking of two or more square planar G
arrangements known as G-quartets (Sen and Gilbert 1988). It was first noted in
1910 that high concentrations of impure guanylic acid formed a gel in an aqueous
solution (Bang 1910). 50 years later, Khorana and co-workers found similar highly
ordered aggregation with the first synthesized deoxyguanosine oligonucleotides.
These earlier observations were structurally rationalized using X-ray diffraction
studies that could be explained by a hydrogen-bonding arrangements of four G bases,
thus proposing the G-quartet assembly (Gellert et al. 1962). More than a century after
the initial discovery of Bang, the G4 field has moved quite a remarkable distance.

G-quartets (or G-tetrads), structural units of G4s, are formed when guanines are
organized into square planar arrangements where each G base is connected to two
other bases. The G-quartet involves two edges of each of the four G bases with
Watson—Crick and Hoogsteen base pairings (Fig. 1a) (Gellert et al. 1962). Hydrogen
bonds (H-bond) between each G pair involve four donor/acceptor atoms, the N1,
N7, N2, and O6 atoms, such that a G-quartet has eight total hydrogen bonds (four
N2—H...N7 and four N1—H...O6 bonds). Importantly, four carbonyl oxygen (O6)
atoms form a negatively charged core in the center of the G-quartet (Fig. 1b). Under
the favorable condition, two or more G-quartets stack onto one another to form a
right-handed helical G4 structure (Fig. 1c). The central anionic core of a G-quartet
or the central space between two quartets provides a perfect space for the binding of
a cation, which in turn provides key stability to the quartets and G4s (Bhattacharyya
et al. 2016). Because of the defined geometry and size of the central channel, only
cations with an adequate charge, size, and dehydration energy can coordinate a G4. Of
particular biological importance, Na*, K*, and NH4 ™" cations are most physiologically
relevant and G4-stabilizing (Fig. 1c). Cations like K* and NH,* are too large to fit
into the plane of G-quartet, but readily accommodate into the space between two
G-quartets and coordinate with eight O atoms. On the other hand, smaller Na* is
embedded into the middle of a single G-quartet and coordinates only four O atoms,
thus contributing less to G4 stability. In contrast, cations with very small ionic radii
such as Li* do not favor G4 formation.

Generally speaking, potential intramolecular G4-assembling sequences can be
formed by repetition of a G-tract sequence motif within a single run of sequence. In
such repetitive motif Gy, X, GmXoGmX,Gm, mis the number of G bases in every short
G-track, which are connected by intervening X,, X,, X,, sequences with any combi-
nation of bases including Gs (Puig Lombardi and Londofio-Vallejo 2020). Despite
having alot of similarities in their basic building units, in fact, G4s are a diverse family
of nucleic acid structures that can fold into various topologies (Lightfoot et al. 2019;
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Fig.1 Watson—Crick and Hoogsteen base pairing interaction sites in a guanine base. b. A square
planar G-quartet arrangement stabilized by a centrally located cation. H-bonding between each pair
of guanines involves four donor/acceptor atoms (the N1, N7, N2, and O6 atoms) resulting in 8 H-
bonds per quartet. Four carbonyl oxygen (06) atoms form a negatively charged core in the center of
the G-quartet that favors the binding of monovalent cations (@). ¢. A G-rich sequence with at least
4 G-stretches with at least 2 Gs each can fold into G4 under favorable conditions (top); and Prefer-
ential binding of mostly used monovalent cations to G4s (bottom). d. syn and anti-conformation of
glycosidic bond in Gs. In RNA, this remains almost exclusively in anti-conformation resulting in
all parallel rG4 topology. e. G4s with different topologies and molecularities

Winnerdy and Phan 2020). In bona fide G4s, the G4 topologies are dictated by the
pattern of strand polarities and the orientation of interconnecting loops. The G4s can
have parallel (all backbones running in the same direction), anti-parallel (adjacent
backbones run in the opposite direction), or mixed topologies (Fig. le). While the
different topologies bring structural diversity, their influence on G4 formation and
contributions to cellular functions is largely unknown. Another aspect of G4 struc-
tural diversity arises from the difference in the number of G-quartet stacks and the
number of molecules involved. Based on the number of G-quartets, G4s can be 2-
tier, 3-tier, 4-tier, and so on. Depending upon the number of nucleic acid molecules
involved, besides unimolecular (intramolecular), G4s can also be bimolecular, or
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Fig. 2 Role of RNA G-Quadruplexes (rG4s) in the nucleus and the cytoplasm. rG4s have impli-
cations in almost every step of RNA life that ranges from the regulation of transcription, splicing,
and 3’ end maturation in the nucleus to RNA transport, and the regulation of mRNA translation,
ncRNA maturation, and RNA interference in the cytoplasm. Additionally, rG4s contribute to phase
separation and/or aggregate formation in both the nucleus and cytoplasm

tetramolecular (Fig. 1e). Moreover, the nature of the flanking sequence can have a
direct impact on the function of an rG4 (Zheng et al. 2022).

2 DNA G4s (dG4s) Versus RNA G4s (rG4s)

Both dG4s and rG4s look very similar at first glance. However, an assumption that
rG4s are DNA counterparts is oversimplified. One of the key differences between
dG4 and rG4 comes from the presence of a 2’-hydroxyl group (2’—OH) in the ribose
sugar (Zaccaria and Fonseca Guerra 2018; Zhang et al. 2010). Not only, 2’—OH
allows more intramolecular interactions within RNA G4s but also, they are favored
to bring water molecules, making rG4s often more stable compared to their DNA
counterparts. Additionally, the steric constraints posed by 2'-OH strongly favor the
anti-conformation (via restrains on the glycosidic torsion angle), and imposition of
additional constraints on sugar puckering (the ribose having a preference for C3’-
endo puckering) (Fig. 1d). Consequently, the rG4 topology is almost always parallel
where all four strands are oriented in the same direction (Fig. 1e). In contrast, dG4s
are polymorphic and can adapt parallel, antiparallel or mixed conformations (Fig. le).
rG4s also differ from dG4s in their cation interaction specificity. In a study based on
a pair of G4 oligos, it was shown that while K* dramatically stabilizes both dG4s and
rG4s, Na* only had a strong effect on dG4s. For divalent cations, only Sr** increases
the stability of the rG4s. On the other hand, biologically relevant divalent cation Mg?*
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actually can destabilize rG4s (Balaratnam and Basu 2015). These unique features
make rG4s more compact, less hydrated, and often more thermodynamically stable
than dG4s. Furthermore, their presence in the cellular context makes the folding
possibility of rG4s very different than that of dG4s; while the cellular DNA is almost
always in a double-stranded form, cellular RNA is mostly in a single-stranded form.

3 Functions of rG4s in the Nucleus

3.1 Transcriptional Regulation

Putative G4s are commonly found in the genomic DNA, thus making it possible that
corresponding rG4s are also formed upon transcription. In turn, the nascent RNA
can base pair with the complimentary template DNA strand to form an RNA:DNA
hybrid, which together with the displaced DNA strand, forms R-loop (Belotserkovskii
et al. 2018). Bioinformatic analysis identified that such hybrid putative G4s (pG4s)
are enriched downstream of the transcription start sites and are found in >97%
of human genes, with an average of 73 hybrid pG4s per gene (Xiao et al. 2013).
Indeed, the formation of R-loop G4s was confirmed using T7 RNA polymerase
in vitro transcription. Such assay suggested that R-loop G4s inhibit transcription
in vitro and represent cis-elements that are built into a gene and can be activated
co-transcriptionally. The nascent RNA and non-template DNA strand of mitochon-
drial CSBIIcan co-transcriptionally form a stable DNA-RNA hybrid G4, which was
suggested to promote transcription termination (Zheng et al. 2014). Furthermore,
hybrid G4s formed by nascent transcript with DNA are shown to be dominating in
number and thermodynamically more stable, which can help populate G4s in expense
of duplex DNA (Shrestha et al. 2014). Furthermore, post-transcriptionally formed
switch from rG4 to R-loop have been suggested to promote the class switch recom-
bination (CSR) in the mouse immunoglobulin heavy chain (IHC) locus (Almeida
et al. 2018). In mouse IHC, RNA helicase DDX1 directly binds to rG4s present in
the intronic switch region, dissolving the structure thereby leading to a structural
switch from rG4 to an R-loop form. R-loop formation results in a non-template
single-strand DNA that could be a substrate for activation-induced cytidine deami-
nase (AID), the enzyme that initiates CSR by converting cytidines to uracils. Addi-
tionally, DNA:RNA hybrid G4s could contribute to transcription termination as
potential G4s are proposed to act as terminator sequences that can stall RNA Poly-
merase II transcription. For example, R-loops formed behind elongating polymerase
IT are prevalent over G-rich sites located downstream of poly(A) signals, and are
capable of G4 formation (Skourti-Stathaki et al. 2011). The DNA damage response
protein Senataxin (SETX) is a DNA/RNA helicase which plays a key role in the
resolving of R-loops thereby allowing 5 — 3’ exonuclease Xrn2 access to the 3’
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cleavage poly(A) sites causing nascent RNA release, 3’ cleavage product degrada-
tion and RNA polymerase II termination (Skourti-Stathaki et al. 2011). The deple-
tion of SETX causes such pause-mediated transcription termination. RNA:DNA
hybrid G4s can also contribute to transcription termination via coupling with 3’-end
polyadenylation in association with heterogeneous nuclear ribonucleoprotein factors
(HNRNP H/F) (Decorsiere et al. 2011). For example, in tumor protein 53 (TP53)
mRNA, rG4s interact with the splicing/polyadenylation factor HNRNP H/F to regu-
late polyadenylation. Under normal circumstances, mRNAs lacking rG4s at poly(A)
signals are efficiently processed, whereas efficient 3’-end processing of TP53 mRNA
is inhibited presumably because of the rG4, resulting in the reduced gene expres-
sion. However, under genotoxic stress, there is global repression of mRNA 3’-end
processing resulting in decreased mRNA maturation. In contrast, 3’-end processing
of TP53 mRNA is up-regulated to increase the expression of TP53. This anoma-
lous mechanism is possible due to the recognition of rG4 in the TP53 pre-mRNA
by HNRNP H/F causing efficient recruitment 3’-end processing factors, which ulti-
mately leads to an increased p53 expression. Another study showed that a G4 helicase
DHX36 binds to TP53 rG4 under genotoxic condition and resolves the rG4 once the
stress is removed thereby making TP53 mRNA available for immediate expression
(Newman et al. 2017).

3.2 mRNA Maturation

Furthermore, rG4s also contribute to pre-mRNA splicing. Genome-wide analysis of
alternatively spliced transcripts found over 3 million rG4 capable sites mapped to
approximately 30,000 mammalian genes (Kikin et al. 2008). Alternative splicing
is regulated by the synergic action of many RBPs with RNA elements that impact
spliceosome assembly at neighboring splice sites (Wang et al. 2015), therefore rG4s
assembled in the vicinity of splice sites may directly impact the binding of regulatory
RBPs. For example, two rG4s are found within the FMRP-binding site (FBS) on its
pre-mRNA (FMR1), which give rise to different FMRP isoforms (Didiot et al. 2008).
As observed in a minigene system, the FMRI FBS can be a potent exonic splicing
enhancer and acts as a control element that regulates alternative splicing in response
to intracellular levels of FMRP isoforms. The binding of the longer FMRP isoform to
FBS results in decreased synthesis of the longer FMRP isoforms (carrying a complete
exon 15) concomitant with an increase of shorter isoforms. rG4 abrogating mutations
in the FBS resulted in decreased FMRP binding, ablate exonic splicing enhancer
activity and change the splicing pattern of FMRI pre-mRNA (Didiot et al. 2008).
On the other hand, rG4s in intron 6 of the human telomerase reverse transcriptase
(hTERT), the rate-limiting component of telomerase, can serve as an intronic splicing
silencer as observed by G4-specific ligand-mediated impairment of hTERT splicing
(Gomez et al. 2004). Additionally, an rG4 located in intron 3 of TP53 pre-mRNA
acts as an intronic splicing enhancer as it stimulates the splicing of intron 2 leading
to a differential expression of transcripts encoding distinct p5S3 isoforms (Marcel
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etal. 2011). Furthermore, using a reporter system that consists of tG4 WT 3’UTR of
FXRI mRNA, it has been shown that the presence of rG4 results in a more prominent
shorter mRNA isoform while a G4 mutated version produced a prominent longer
mRNA isoform, suggesting the role of 3'UTR mRNA rG4s in increasing alternative
polyadenylation efficiency (Beaudoin and Perreault 2013).

3.3 Non-coding RNA Maturation in the Nucleus

In addition to mRNA maturation, 1G4 structures can modulate the nuclear biology
of noncoding RNAs, including both long non-coding RNA (IncRNAs) and short
non-coding RNAs. There are relatively fewer studies in the role of 1G4s in IncRNA.
In the nucleus, nascent NEAT1 IncRNA binds to the non-POU domain-containing
octamer-binding protein (NONO) through rG4 motifs (Simko et al. 2020). NONO
plays an essential role in the initial paraspeckle formation stabilizing nascent NEAT 1
transcript and providing the foundation necessary for the recruitment of the addi-
tional protein components needed for the subsequent steps of NEAT1 assembly and
maturation (Clemson et al. 2009).

As such rG4s are also implicated in pre-miRNA maturation. Using computational
analyses, two different groups proposed that 13—16% of pre-miRNAs harbor at least
one putative rG4 motif in their sequence (Mirihana Arachchilage et al. 2015; Pandey
et al. 2015). Based on in vitro data, rG4s in some pre-miRNAs exist in equilibrium
with the canonical stem-loop structure such that their folding unwinds the stem-
loop, thus hindering Dicer-mediated cleavage of the pre-miRNA and consequently
affecting the pre-miRNA maturation process. First, it has been demonstrated that
the maturation of the clinically relevant human pre-miR92b can be regulated by
rG4 formation (Mirihana Arachchilage et al. 2015). Since the Dicer enzyme is stem-
loop structure specific, disruption of the stem-loop because of the ion-dependent rG4
formation was found to inhibit Dicer-mediated maturation of pre-miR-92b, leading to
reduction of mature miR-92b and de-repression of its targets. Similarly, it was found
that rG4s in pre-miRNAs govern the biogenesis of mature miRNAs through a ‘struc-
tural interference’ mechanism (Pandey et al., 2015). A two-tier rtG4 within pre-let7e
interferes with Dicer-mediated processing, thus leading to a reduction of mature miR-
let7e levels (Pandey et al. 2015). Furthermore, it has been proved that the formation
of an rG4 structure in pre-miR 149 inhibits Dicer processing in vitro and this can be
stabilized by the C8 acridine orange derivative and is used as a supramolecular carrier
for the cancer-selective delivery of the ligand, considering the ability of such rG4 to
bind to nucleolin (NCL) protein overexpressed on the surface of prostate cancer cells
(Kwok et al. 2016). Interestingly, several pre-miRNA rG4s, such as pre-miR-1229,
and miR-1229-3p, have been implicated in Alzheimer’s disease, and pre-miR-26a-
1 rG4 has been linked to obesity regulation (Imperatore et al. 2020). Similarly,
rG4s are implicated in Moloney leukemia virus 1 like (MOV10L1) mediated piRNA
biogenesis (Zhang et al. 2019a).
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4 RNA Transport

Subcellular RNA transport is a crucial post-transcriptional process that is key to
spatiotemporal control of gene expression. RNA export from the nucleus to the cyto-
plasm is a ubiquitous phenomenon that is essential in the transport of a wider class
of RNAs including mRNA, rRNA, tRNA, IncRNA, and miRNA. rG4s can play a
crucial role in regulating the transport of G4-containing transcripts from the nucleus
to the cytoplasm. In addition to nucleo-cytoplasmic export, the cytoplasmic mRNA
transport mechanism is especially important in asymmetric cells such as neurons
where transcribed mRNAs travel large distances to their sites of translation (Loya
et al. 2010). It has been shown that 3'UTRs rG4s of PDS-95 (post-synaptic density
protein 95; contains three G4s) and CaMKIlla (Ca2 + /calmodulin-dependent protein
kinase II; contains one G4) mRNAs can regulate their dendritic localization (Subra-
manian et al. 2011). Furthermore, mRNA 3’UTR rG4s were shown to contribute to
dendritic mRNA localization in an FMRP dependent manner (Goering et al. 2020).

5 Functions of rG4s in the Cytoplasm

5.1 Translation Regulation

Translation of mRNA to protein codes is one of the most important steps in RNA
metabolism, and its regulation is tightly controlled. Secondary structures such as
internal ribosome entry site (IRES)-like elements and rG4s in 5'UTR (untranslated
regions) can significantly impact the translation efficiency (Georgakopoulos-Soares
et al. 2022). Putative rG4s are overrepresented in the SUTRs of mRNAs implying
important regulatory functions. When present, rG4s in mRNA 5'UTRs mostly inhibit
translation (Kumari et al. 2007). However, 5'-UTR rG4s in the context of IRES-like
elements, are known to augment the translation (Morris et al. 2010). mRNA 3’UTR
rG4s also contribute to translation both negatively and positively (Arora and Suess
2011; Beaudoin and Perreault 2013; Thandapani et al. 2015).

Several cell-based reporter assays showed that rG4s in the mRNA 5’UTRs cause
reduction in the efficiency of their translation (Kumari et al. 2007; Morris and Basu
2009). It has been shown that the rG4 density and position relative to the 5’ caps along
with their stability contribute to their respective influence in translation (Kumari
et al. 2008). Depletion or pharmacological inhibition of eukaryotic initiation factor
4A (elF4A), a helicase that unwinds RNA secondary structures and facilitates the
recruitment of the 43S preinitiation complex, generally reduces the translation effi-
ciency of mRNAs. However, rG4-bearing transcripts are more sensitive to elF4A
depletion indicating that rG4s directly influence recruitment or scanning of preiniti-
ation complexes/ribosome (Bordeleau et al. 2006; Wolfe et al. 2014). Unwinded rG4s
in 5’UTRs can promote the formation of 80S ribosomes on alternative, upstream start
codons, thus inhibiting the translation of the main open reading frame. rG4s in FGF2
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(Bonnal et al. 2003), «-Syn (Koukouraki and Doxakis 2016), and VEGF (Morris et al.
2010) mRNAs are proposed to stimulate translation as a part of an internal ribosome
entry site (IRES) or IRES-like elements, potentially by helping recruit the 40S ribo-
somal subunit (Bhattacharyya et al. 2015). Of note, rG4s in the mRNA open reading
frame (ORF) have a much lower abundance than in the UTRs, and when present
may act as translational repressors/ roadblocks for the elongating ribosomes (Miri-
hana Arachchilage et al. 2019). For example, rG4 within the ORF of APP mRNA
inhibits its translation via association with FMRP, a known translational silencer
(Westmark and Malter 2007). However, some rG4s, such as in MLL1/4 mRNA OREF,
can potentially enhance their translation. MLL1/4 1G4 is recognized by the RGG-
containing factor AVEN in a complex with rG4 helicase DHX36 (Thandapani et al.
2015). The binding of DHX36 stimulates MLLI/4 mRNA translation presumably
via its rG4-resolving activity, thus removing structure mediated blockade for elon-
gating ribosomes. rG4s in the 3’ UTR of mRNA are shown to inhibit translation
(e.g., PIMI, APP) (Arora and Suess 2011; Crenshaw et al. 2015)., however the
molecular mechanism of such effects is unclear.

5.2 mRNA Stability

The stability of a given mRNA transcript is determined by the presence of sequence
motifs (Koh et al. 2019; Siegel et al. 2021) and structures (Fischer et al. 2020),
which