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Preface

This volume contains selected contributions by participants of the 13th International
ISAAC Congress, which was organized at Ghent University, Belgium, and was
held from August 2 to August 6, 2021. The ISAAC congress series is the main
bi-annual event of the International Society for Analysis, its Applications and
Computation. This edition continued the successful series of meetings previously
held in: Delaware (USA, 1997), Fukuoka (Japan, 1999), Berlin (Germany, 2001),
Toronto (Canada, 2003), Catania (Italy, 2005), Ankara (Turkey, 2007), London (UK,
2009), Moscow (Russia, 2011), Krakow (Poland 2013), Macau (China, 2015), Vixjo
(Sweden, 2017), and Aveiro (Portugal, 2019).

The 13th ISAAC Congress was an important scientific event that promoted
communication of mathematical advances in mathematical analysis, its applications,
and its interactions with computation, encouraging further research progress.
Mathematicians from different parts of the world had the opportunity to present
their results and new ideas. In total, there were 659 participants from all continents
who registered to take part in the conference. There were 374 talks, consisting
of 6 plenary lectures and 368 contributed talks, contributing to the 16 congress
sessions, some of which were organized by the special interest groups of the society.
Following a well-established tradition within society, an award is presented to one or
various outstanding young mathematicians. The ISAAC award of the 13th ISAAC
Congress was given to Guido De Philippis (New York University, USA) for his
major contributions to calculus of variations, partial differential equations, and
geometric measure theory.

The following sessions contributed to the present volume. The volume also
features an article by S. Jaffard et al., originating from Jaffard’s plenary lecture
Multivariate Multifractal Analysis delivered at the congress.

* Applications of dynamical systems theory in biology, organized by Torsten
Lindstrom.

e Challenges in STEM education, organized by Jan Guncaga and Vladimir Mityu-
shev.
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* Complex analysis and partial differential equations, organized by Sergei
Rogosin, Ahmet Okay Celebi, and Carmen Judith Vanegas.

* Complex variables and potential theory, organized by Tahir Aliyev Azeroglu,
Massimo Lanza de Cristoforis, Anatoly Golberg, and Sergiy Plaksa.

* Constructive methods in the theory of composite and porous media, organized by
Vladimir Mityushev, Natalia Rylko, and Piotr Drygas.

* Generalized functions and applications, organized by Michael Kunzinger and
Marko Nedeljkov.

* Harmonic analysis and partial differential equations, organized by Vladimir
Georgiev, Michael Ruzhansky, and Jens Wirth.

* Partial differential equations on curved spacetimes, organized by Anahit Gal-
styan, Makoto Nakamura, and Karen Yagdjian.

* Recent progress in evolution equations, organized by Marcello D’ Abbicco and
Marcelo Rempel Ebert.

o Wavelet theory and its related topics, organized by Keiko Fujita and Akira
Morimoto.

We would like to thank the organizers of all sessions of the congress for their
invaluable work and efforts. They very much supported the congress organization
by inviting participants, planning their sessions, and selecting speakers. During the
congress itself, they did an excellent job organizing the chairing of their meetings.
The session organizers were also responsible for the refereeing process of the
contributions to this proceedings volume.

The ISAAC board and the participants of the congress thank Jasson Vindas and
his group for the excellent organization of the 13th ISAAC Congress.

Aveiro, Portugal Uwe Kihler
Freiberg, Germany Michael Reissig
Milan, Italy Irene Sabadini
Ghent, Belgium Jasson Vindas

November 2022
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A Review of Univariate and Multivariate
Multifractal Analysis Illustrated by the Qe
Analysis of Marathon Runners

Physiological Data

Stéphane Jaffard, Guillaume Saés, Wejdene Ben Nasr, Florent Palacin,
and Véronique Billat

Abstract We review the central results concerning wavelet methods in multifractal
analysis, which consists in analysis of the pointwise singularities of a signal, and we
describe its recent extension to multivariate multifractal analysis, which deals with
the joint analysis of several signals; we focus on the mathematical questions that
this new techniques motivate. We illustrate these methods by an application to data
recorded on marathon runners.

1 Introduction

Everywhere irregular signals are ubiquitous in nature: Classical examples are
supplied by natural phenomena (hydrodynamic turbulence [89], geophysics, natural
textures [76]), physiological data (medical imaging [12], heartbeat intervals [2],
E.E.G [37]); they are also present in human activity and technology (finance [17],
internet traffic [5], repartition of population [46, 104], text analysis [85], art [3]).

S. Jaffard (P<)) - W. B. Nasr
Univ Paris Est Creteil, Univ Gustave Eiffel, CNRS, LAMA UMRS8050, Creteil, France
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The analysis of such phenomena requires the modelling by everywhere irregular
functions, and it is therefore natural to use mathematical regularity parameters in
order to classify such data, and to study mathematical models which would fit their
behavior. Constructing and understanding the properties of such functions has been
a major challenge in mathematical analysis for a long time: Shortly after Cauchy
gave the proper definition of a continuous function, the question of determining if
a continuous function is necessarily differentiable at some points was a major issue
for a large part of the nineteenth century; though a first counterexample was found
by Bolzano, his construction remained unknown from the mathematical community,
and it was only in 1872, with the famous Weierstrass functions

+00

Wawl) =)

n=0

sin(a" x)

awn

for a>1 and w € (0, 1), @)

that the problem was settled. However, such constructions were considered as weird
counterexamples, and not representative of what is commonly met, both in mathe-
matics and in applications. In 1893, Charles Hermite wrote to Thomas Stieltjes: [
turn my back with fright and horror to this lamentable plague: continuous functions
without derivative. The first statement that smooth or piecewise smooth functions
were not adequate for modelling natural phenomena but were rather exceptional
came from physicists, see e.g. the introduction of the famous book of Jean Perrin
“Les atomes”, published in 1913. On the mathematical side, the evolution was slow:
In 1931, Mazurkiewicz and Banach showed that most continuous functions are
nowhere differentiable (“most” meaning here that such functions form a residual set
in the sense of Baire categories). This spectacular result changed the perspective:
Functions which were considered as exceptional and rather pathological actually
were the common rule, and smooth functions turn out to be exceptional.

A first purpose of multifractal analysis is to supply mathematical notions which
allow to quantify the irregularity of functions, and therefore yield quantitative tools
that can be applied to real life data in order to determine if they fit a given model,
and, if it is the case, to determine the correct parameters of the model. One can also
be more ambitious and wonder which “types” on singularities are present in the
data, which may yield an important information of the nature of the signal; a typical
example is supplied by chirps which are singularities which behave like

g(x) = |x — xo|* cos (;) , 2
|x — xolf

displaying fast oscillations near the singularity at xo. Such singularities are e.g.
predicted by some models of turbulence and therefore determining if they can be
found in the recorded data in wind tunnels is an important issue in the understanding
of the physical nature of turbulence.

A first step in this program was performed by A. Kolmogorov in 1941 [80].
Let f : R — R. The Kolmogorov scaling function of f is the function r(p)
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implicitly defined by
¥p >0, /If(x +h) = f@lPdx ~ |a P, 3)

the symbol ~ meaning that

log </ | f(x+h)— f(x)l”dX)
log ||

ny(p) = Ibﬂn 1inf “)
Note that, if f is smooth, then one has to use differences of order 2 or more in
order to define correctly the scaling function. Kolmogorov proposed to use this
tool as a way to determine if some simple stochastic processes are fitted to model
the velocity of turbulent fluids at small scales, and a first success of this approach
was that fractional Brownian motions (see Sect.2.2) do not yield correct models
(their scaling functions are linear, whereas the one measured on turbulent flows are
significatively concave [9]).

An important interpretation of the Kolmogorov scaling function can be given
in terms of global smoothness indices in families of functions spaces: the spaces
Lip(s, LP(R?)) defined as follows. Let s € (0,1), and p € [l,00]; f €
Lip(s, LP(RY)) if f € LP(R?) and

3C >0, Vh>0, /|f(x +h) — f(x)|Pdx < C|h|*P )

(here also, larger smoothness indices s are reached by replacing the first-order
difference | f (x + h) — f(x)| by higher order differences). It follows from (3) and
(5) that,

¥p=1.  ns(p)=p-supls: f €Lip(s, L’ R)))}. ©)
An alternative formulation of the scaling function can be given in terms of global
regularity indices supplied by Sobolev spaces, the definition of which we now recall.

Definition 1 Let s € R and p > 1. A function f belongs to the Sobolev space
LPS(RY) if (Id — A)*/? f € LP, where g = (Id — A)*/?f is defined through its
Fourier transform as

&) =L+ P2 F®).

This definition amounts to state that the fractional derivative of f of order s
belongs to L?. The classical embeddings between the Sobolev and the Lip(s, L?)
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spaces imply that
Vp=1.  ng(p)=p-supls: fe Ll R} )

In other words, the scaling function tells, for each p, the order of (fractional)
derivation of f up to which £ belongs to L?.

A limitation of the use of the Kolmogorov scaling function for classification
purposes is that many models display almost identical scaling functions (a typical
example is supplied by the velocity of fully developed turbulence, see e.g. [82, 98]);
the next challenge therefore is to construct alternative scaling functions which
would allow to draw distinctions between such models. A major advance in this
direction was reached in 1985 when Uriel Frisch and Giorgio Parisi proposed
another interpretation of the scaling function in terms of pointwise singularities
of the data [99]. In order to state their assertion, we first need the recall the most
commonly used notion of pointwise regularity.

Definition 2 Let f : R? — Rbe a locally bounded function, xo € R? and let
y > 0; f belongs to C? (xp) if there exist C > 0, R > 0 and a polynomial P of
degree less than y such that

if |x —xo| <R, then | f(x) — P(x —x0)| < Clx — xol”.
The Holder exponent of f at x is

hp(xo) =sup{y: f is C"(xp)}. (8)

Some functions have a very simple Holder exponent. For instance, the Holder
exponent of the Weierstrass functions W, ,, is constant and equal to w at every
point (such functions are referred to as monohdélder functions); since w < 1 we
thus recover the fact that ‘W, , is nowhere differentiable. However, the Holder
exponent of other functions turn out to be extremely irregular, and U. Frisch and
G. Parisi introduced the multifractal spectrum Dy as a new quantity which allows
to quantify some of its properties: D y(H) denotes the fractional dimension of the
isoregularity sets, i.e. the sets

{x: hrx)=H}. 9)

Based on statistical physics arguments, they proposed the following relationship
between the scaling function and D ¢ (H):

Ds(H) = igf (d+Hp—ng(p), (10)

which is referred to as the multifractal formalism, see [99] (we will discuss in
Sect. 2.1 the “right” notion of fractional dimension needed here). Though the
remarkable intuition which lies behind this formula proved extremely fruitful, it
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needs to be improved in order to be completely effective; indeed many natural
processes used in signal or image modelling do not follow this formula if one tries
to extend it to negative values of p, see [81]; additionally, the only mathematical
result relating the spectrum of singularities and the Kolmogorov scaling function in
all generality is very partial, see [55, 60]. In Sect.2.2 we will discuss (10), and
see how it needs to be reformulated in terms of wavelet expansions in order to
reach a fairly general level of validity. In Sect.2.3 we will discuss the relevance
of the Holder exponent (8) and introduce alternative exponents which are better
fitted to the analysis of large classes of real-life data. Their characterization requires
the introduction of orthonormal wavelet bases. This tool and its relevance for
global regularity is recalled in Sect.2.4 and the characterizations of pointwise
regularity which they allow are performed in Sect. 2.5. This leads to a classification
of pointwise singularities which yields a precise description of the oscillations
of the function in the neighbourhood of its singularities which is developed in
Sect. 2.6. This implications of this classification on the different formulations of
the multifractal formalism are developed in Sect.2.7. The tools thus developed are
applied to marathon runners physiological data (heart rate, acceleration, cadence,
i.e. number of steps per minute) in Sect.2.9; thus showing that they lead to a
sharper analysis of the physiological modifications during the race. The numerical
results derived on real-life data have been obtained using the Wavelet p-Leader and
Bootstrap based MultiFractal analysis (PLBMF) toolbox available on-line at https://
www.irit.fr/~Herwig. Wendt/software.html.

The explosion of data sciences recently made available collections of signals the
singularities of which are expected to be related in some way; typical examples are
supplied by EEG collected at different areas of the brain, or by collections of stock
exchange prizes. The purpose of Sect. 3 is to address the extension of multifractal
analysis to the multivariate setting, i.e. to several functions. In such situations, a
pointwise regularity exponent h;(x) is associated with each signal f;(x) and the
challenge is to recover the joint multivariate spectrum of the f; which is defined as
the fractional dimension of the sets of points x where each of the exponents £; (x)
takes a given value: If m signals are available, we define

Eg . .. fm(Hl,...,Hm)={x: hi(x)=Hy, ..., hyu(x) = Hy}, (11
and the joint multifractal spectrum is
Dy, ... fm(H1,...,Hm) =dim(Ef| ,,,,, fm(Hl,...,Hm)). (12)

These notions were introduced by C. Meneveau et al. in the seminal paper [95]
which addressed the joint analysis of the dissipation rate of kinetic energy and
passive scalar fluctuations for fully developed turbulence, and a general abstract
setting was proposed by J. Peyriere in [100]; In Sect.3.1, we introduce the
mathematical concepts which are relevant to this study. In Sect.3.2 we give a
probabilistic interpretation of the scaling functions introduced in Sect.2, and we
show how they naturally lead to a 2-variable extension in terms of correlations.
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The initial formulation of the multifractal formalisms based on extensions of the
Kolmogorov scaling function suffers from the same drawbacks as in the univariate
case. This leads naturally to a reformulation of the multifractal formalism which is
examined in Sect. 3.3, where we also investigate the additional advantages supplied
by multivariate multifractal analysis for singularity classifications. In order to
investigate its relevance, we study a toy-example which is supplied by Brownian
motions in multifractal time in Sect. 3.4. In Sect. 3.5, we illustrate the mathematical
results thus collected by applications to the joint analysis of heartbeat, cadence and
acceleration of marathon runners.

2 Univariate Multifractal Analysis

2.1 The Multifractal Spectrum

In order to illustrate the motivations of multifractal analysis, let us come back to
the initial problem we mentioned: How badly can a continuous function behave?
We mentioned the surprising result of Mazurkiewicz and Banach stating that a
generic continuous function is nowhere differentiable, and the Weierstrass functions
yield examples of continuous functions which may have an arbitrarily small (and
constant) Holder exponent. This can actually be improved: A generic continuous
function satisfies

VxeR,  hp(x)=0, (13)

see [115]: At every point the Holder exponent of f is as bad as possible. An example
of such a continuous function is supplied by a slight variant of Weierstrass functions:

fo=> ]iz sin(2/x).

j=1

Let us now consider a different functional setting: Let f : [0, 1] —> [0, 1] be an
increasing function. At any given point x € [0, 1] f can have a discontinuity at x,
in which case & ¢ (x) = 0. Nonetheless, this worse possible behavior cannot be met
everywhere: An important theorem of Lebesgue states that f is almost everywhere
differentiable and therefore satisfies

for almost every x € [0, 1], hr(x) > 1.

The global regularity assumption (the fact that f is increasing implies that its
derivative in the sense of distributions is a bounded Radon measure) implies that,
in sharp contradistinction with generic continuous functions, the set of points such
that 1 7(x) < 11is “small” (its Lebesgue measure vanishes). On other hand, the
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set of points where it is discontinuous can be an arbitrary countable set (but one
easily checks that it cannot be larger). What can we say about the size of the sets
of points with intermediate regularity (i.e. having Holder exponents between 0 and
1), beyond the fact that they have a vanishing Lebesgue measure? Answering this
problem requires to use some appropriate notion of “size” which allows to draw
differences between sets of vanishing Lebesgue measure. The right mathematical
notion fitted to this problem can be guessed using the following argument. Let

Ef ={x: f ¢ C @),

Clearly, if x € E ‘]’ﬁ, then there exists a sequence of dyadic intervals

k k+1
kj‘kz[f’ 57 :| (14)

such that

* x belongs either to A x or to one of its two closest neighbours of the same width,
* the increment of f on A is larger than 27% = |A;|* (where |A| stands for
the diameter of the set A).

Let ¢ > 0, and consider the maximal dyadic intervals of this type of width less than
¢/3, for all possible x € E‘}‘., and denote this set by Af,. These intervals are disjoint
(indeed two dyadic intervals are either disjoint or one is included in the other); and,
since f is increasing, the increment of f on [0, 1] is bounded by the sum of the
increments on these intervals. Therefore

DT = £ = £(O).

reA

The intervals 31 (which consists in the dyadic interval A and its two closest
neighbours of the same length) for A € A% form an e-covering of E 3‘( (i.e. acovering
by intervals of length at most ¢), and this e-covering satisfies

D BAT =3 YA < 39(F () — f(0)).

AEAS AEAS

This property can be interpreted as stating that the «-dimensional Hausdorff

measure of E }" is finite; we now give a precise definition of this notion.

Definition 3 Let A be a subset of R?. If ¢ > 0 and § € [0, d], let

M; = inf (Z |Ai|5) :

1
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where R is an g-covering of A, i.e. a covering of A by bounded sets {A;};en of
diameters |A;| < e (the infimum is therefore taken on all e-coverings). For any
8 € [0, d], the 5-dimensional Hausdorff measure of A is

mess(A) = lim M?.
e—0
One can show that there exists §g € [0, d] such that

Vé < 89, mess(A) =400
V8§ > 89, mess(A) =0.

This critical g is called the Hausdorff dimension of A, and is denoted by dim(A)
(and an important convention is that, if A is empty, then dim (J) = —o0).

The example we just worked out shows that a global regularity information on
a function yields information on the Hausdorff dimensions of its sets of Holder
singularities. This indicates that the Hausdorff dimension is the natural choice in
(10), and motivates the following definition.

Definition 4 Let f : R? — R be a locally bounded function. The multifractal
Holder spectrum of f is the function

Df(H) =dim({x :  hs(x) = H}),

where dim denotes the Hausdorff dimension.

This definition justifies the denomination of multifractal functions: One typically
considers functions f that have non-empty isoregularity sets (9) for H taking all
values in an interval of positive length, and therefore one deals with an infinite
number of fractal sets E y(H). The result we obtained thus implies that, if f is an
increasing function, then

Dy(H) < H. (15)

This can be reformulated in a function space setting which puts in light the sharp
contrast with (13): Indeed, recall that any function of bounded variation is the
difference of an increasing and a decreasing function; we have thus obtained the
following result.

Proposition1 Ler f : R — R be a function of bounded variation. Then its
multifractal spectrum satisfies

VH,  Ds(H)<H.

Remark 1 This result does not extend to several variables functions of bounded
variation which, in general, are not locally bounded, in which case their Holder
exponent is not even well defined.
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2.2 Alternative Formulations of the Multifractal Formalism

We mentioned that (10) yields a poor estimate of the multifractal spectrum. A typical
example is supplied by sample paths of fractional Brownian motion (referred to
as fBm), a family of stochastic processes introduced by Kolmogorov [79], the
importance of which was put in light for modeling by Mandelbrot and Van Ness
[91]. This family is indexed by a parameter @ € (0, 1), and generalizes Brownian
motion (which corresponds to the case « = 1/2); fBm of index « is the only
centered Gaussian random process B defined on R™ which satisfies

Va,y =0 E(B*(x)— B* W) = Ix — yI*.
FBm plays an important role in signal processing because it supplies the most simple
one parameter family of stochastic processes with stationary increments. Its sample
paths are monohélder and satisfy

a.s. Vx, hpe(x) = «,

(see [77] and [41] for a recent sharp analysis of the pointwise regularity of their
sample paths) so that their multifractal spectrum is

1 ifH =«
a.s. VH,

Dpe(H)
—o0  else.
However, the right hand-side of (10) yields a different value for H € (o, @ + 1]: It
coincides almost surely with the function defined by

{Lga(H)=a+1—H ifH € [a,a+ 1]

= —00 else,

see [5, 69, 70]. This is due to the fact that the decreasing part of the spectrum is
recovered from negative values of p in (10), and the corresponding integral is not
well defined for negative ps, and may even diverge. It follows that sharper estimates
of the multifractal spectrum require a renormalization procedure which would yield
a numerically robust output for negative ps. Several methods have been proposed
to solve this deadlock. They are all based on a modification of the Kolmogorov
scaling function in order to incorporate the underlying intuition that it should include
some pointwise regularity information. A consequence will be that they provide an
extension of the scaling function to negative ps. This extra range of parameters plays
a crucial role in several applications where it is required for classifications, see e.g.
[83, 98] where the validation of turbulence models is considered, and for which the
key values of the scaling function which are needed to draw significative differences
between these models are obtained for p < 0.
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A first method is based on the continuous wavelet transform, which is defined as
follows. Let ¢ be a wavelet, i.e. a well localized, smooth function with, at least, one
vanishing moment. The continuous wavelet transform of a one-variable function f
is

1 —-b
Cap(f) = ;/Rf(t)llf (IT) dt ~ (a>0, beR) (16)

Alain Arneodo, Emmanuel Bacry and Jean-Francois Muzy proposed to replace,
in the integral (3), the increments | f(x 4+ §) — f(x)| at scale § by the continuous
wavelet transform C, 5(f) for a = § and b = x. This choice follows the heuristic
that the continuous wavelet transform satisfies |C4 ,(f)| ~ a"r® when a is small
enough and |b — x| ~ a. Note that it is not valid in all generality, but typically fails
for oscillating singularities, such as the chirps (2). Nonetheless Yves Meyer showed
that this heuristic actually characterizes another pointwise regularity exponent, the
weak scaling exponent, see [97]. Assuming that the data do not include oscillating
singularities, the integral (3) is discretized and replaced by the more meaningful
values of the continuous wavelet transform i.e. at its local maxima [8]; if we denote
by by the points where these extrema are reached at the scale a, the integral (3) is
thus replaced by the sum

D ICan (NP ~a¥ P whena — 0, (17)
by

This reformulations using the multiresolution quantities |C, p, (f)| yields better
numerical results than when using the increments |f(x + §) — f(x)|; above all,
the restriction to the local suprema is a way to bypass the small values of the
increments which were the cause of the divergence of the integral (3) when p is
negative. Numerical experiments consistently show that the multifractal formalism
based on these quantities yields the correct spectrum for the fBm, and also for large
collections of mutifractal models, see [11].

Another way to obtain a numerically robust procedure in order to perform
multifractal analysis is supplied by Detrended Fluctuation Analysis (DFA): From
the definition of the Holder exponent, Kantelhardt et al. [78] proposed the following
multiresolution quantity based on the following local L? norms

1

1 & 2
Tnfala, k) = (EZ|f(ak+i) - Pk,a,N,,(i)V) k=1,...,n/a, (18)

i=1

where n denotes the number of available samples and P; 4y, is a polynomial of
degree Np obtained by local fit to f on portions of length proportional to a. The
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integral (3) is now replaced by

nj/a

a
Smfala, q) = - Xk: Tfa(a, k)9 ~ and@,

and the multifractal spectrum is obtained as usual through a Legendre transform of
this new scaling function ¢, 74, thus yielding the multifractal detrended fluctuation
analysis (MFDFA). Note that, here again, we cannot expect the multifractal
formalism based on such a formula to be fitted to the Holder exponent: The choice
of an L? norm in (18) is rather adapted to an alternative pointwise exponent, the 2-
exponent, which is defined through local L2-norms, see Definition 5 (and [84] for an
explanation of this interpretation). The MFDFA formalism performs satisfactorily
and is commonly used in applications (cf., e.g., [50, 111]).

The methods we mentioned meet the following limitations: They cannot be
taylored to a particular pointwise exponent: We saw that the WTMM is fitted to the
weak-scaling exponent, and the MFDFA to the 2-exponent. They lack of theoretical
foundation, and therefore the estimates that they yield on the multifractal spectrum
are not backed by mathematical results. In practice, they are difficult to extend
to data in two or more variables (for MFDFA, the computation of local best fit
polynomials is an intricate issue). The obtention of an alternative formulation of
the multifractal formalism which brings an answer to these two problems requires a
detour through the notions of pointwise exponents, and their characterizations.

2.3 Pointwise Exponents

At this point we need to discuss the different notions of pointwise regularity. One of
the reasons is that, though Holder regularity is by far the one which is most used in
mathematics and in applications, it suffers a major limitation: Definition 2 requires
f to be locally bounded. In applications, this limitation makes the Holder exponent
unfitted in many settings where modelling data by locally bounded functions is
inadequate; in Sect. 2.4 we will give a numerically simple criterium which allows
to verify if this assumption is valid, and we will see that the physiological data we
analyse are typical examples for which it is not satisfied. On the mathematical side
too, this notion often is not relevant. A typical example is supplied by the Riemann
series defined as

> sin(nzx)
VieR, R0 =) —-—, (19)
n=1
which, for s > 1, are locally bounded and turn out to be multifractal (in which case
their multifractal analysis can be performed using the Holder exponent [32, 54]),
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but it is no more the case if s < 1, in which case an alternative analysis is developed
in [108] (using the p-exponent for p = 2, see Definition 5 below).

There exist two ways to deal with such situations. The first one consists
in first regularizing the data, and then analyzing the new data thus obtained.
Mathematically, this means that a fractional integral is performed on the data.
Recall that, if f is a tempered distribution defined on R, then the fractional integral
of order ¢ of f, denoted by £ is defined as follows: Let (Id — A)~"/? be the
convolution operator which amounts to multiplying the Fourier transform of f with
(1 + |&]%)~"/2. The fractional integral of order ¢ of f is the function

FED =d - A7),

If f is large enough, then £~ is a locally bounded function, and one can consider
the Holder exponent of ¢ (the exact condition under which this is true is that ¢ has
to be larger than the exponent h’;‘i" defined below by (25) or equivalently by (26).
This procedure presents the obvious disadvantage of not yielding a direct analysis
of the data but of a smoothed version of them.

The other alternative available in order to characterize the pointwise regularity
of non-locally bounded functions consists in using a weaker notion of pointwise
regularity, the p-exponent, which we now recall. We define B(xg, ) as the ball of
center xq and radius r.

Definition 5 Let p > 1 and assume that f € Lll:; C(Rd). Let @ € R; f belongs to
T, (xo) if there exists a constant C and a polynomial Py, of degree less than « such
that, for r small enough,

1 1/p
(7 / |f(x) — Px0<x)|f’dx) <cre. (20)
r B(xg,r
The p-exponent of f at xq is

h%(x0) = supler : f € T (x0)) @1

(the case p = +o0 corresponds to the Holder exponent).

This definition was introduced by Calderén and Zygmund in 1961 in order
to obtain pointwise regularity results for the solutions of elliptic PDEs, see [35].
For our concern, it has the important property of being well defined under the
assumption that f € Ll":m. For instance, in the case of the Riemann series
(19), an immediate computation yields that they belong to L? if s > 1/2 so
that, if 1/2 < s < 1, p-exponents with p < 2 are relevant to study their
regularity, in contradistinction with the Holder exponent which won’t be defined.
Another example of multifractal function which is not locally bounded is supplied
by Brjuno’s function, which plays an important role in holomorphic dynamical
systems, see [92]. Though its is nowhere locally bounded, it belongs to all L”
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spaces and its multifractal analysis using p-exponents has been performed in [66].
Note that p-exponents can take values down to —d/p, see [73]. Therefore, they
allow the use of negative regularity exponents, such as singularities of the form
f(x)=1/|x —xg|* fora < d/p.

The general framework supplied by multifractal analysis now is ubiquitous in
mathematical analysis and has been successfully used in a large variety of mathe-
matical situations, using diverse notion of pointwise exponents such as pointwise
regularity of probability measures [33], rates of convergence or divergence of series
of functions (either trigonometric [13, 25] or wavelet [13, 65]) order of magnitude
of ergodic averages [43, 44], to mention but a few.

2.4 Orthonormal Wavelet Decompositions

Methods based on the use of orthonormal wavelet bases follow the same motivations
we previously developed, namely to construct alternative scaling functions based on
multiresolution quantities which “incorporate” some pointwise regularity informa-
tion. However, we will see that they allow to turn some of the limitations met by the
previously listed methods, and they enjoy the following additional properties:

e numerical simplicity,

¢ explicit links with pointwise exponents (which, as we saw, may differ from the
Holder exponent),

* no need to construct local polynomial approximations (which is the case for DFA
methods now in use),

¢ mathematical results hold concerning either the validity of the multifractal
formalism supplied by (10) or of some appropriate extensions; such results can be
valid for all functions, or for “generic” functions, in the sense of Baire categories,
or for other notions of genericity.

Let us however mention an alternative technique which was proposed in [4] where
multiresolution quantities based on local oscillations, such as

dy = sup f(x) — inf £ (x).
3 3

or higher order differences such as

)

d = sup |f)+ f() —2f (’“ ”)

x,yE30 2

and which wouldn’t present the third problem that we mention. However, as far as
we know, they haven’t been tested numerically.

One of the reasons for these remarkable properties is that (in contradistinction
with other expansions, such as e.g. Fourier series) wavelet analysis allows to
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characterize both global and pointwise regularity by simple conditions on the
moduli of the wavelet coefficients; as already mentioned, the multifractal formalism
raises the question of how global and pointwise regularity are interconnected;
wavelet analysis therefore is a natural tool in order to investigate this question and
this explains why it was at the origin of major advances in multifractal analysis both
in theory and applications.

We now recall the definition of orthonormal wavelet bases. For the sake of
notational simplicity, we assume in all the remaining of Sect.2 that d = 1, i.e.
the functions we consider are defined on R, extensions in several variables being
straightforward. Let ¢(x) denote a smooth function with fast decay, and good joint
time-frequency localization, referred to as the scaling function, and let ¥ (x) denote
an oscillating function (with N first vanishing moments), with fast decay, and good
joint time-frequency localization, referred to as the wavelet. These functions can be
chosen such that the

po(x —k), for, keZ (22)
and
20124 (27 x — k), for, j>0, keZ (23)

form an orthonormal basis of LZ(R) [96]. The wavelet coefficients of a function f
are defined as

ck:/f(x) o(x —k)dx and c.,',k:2j/f(x) Vv(2ix—kydx (24
R R

Note the use of an L' normalization for the wavelet coefficients that better fits local
regularity analysis.

As stated above, the Holder exponent can be used as a measurement of pointwise
regularity in the locally bounded functions setting only, see [70]. Whether empirical
data can be well-modelled by locally bounded functions or not can be determined
numerically through the computation of the uniform Hélder exponent h’;?i”, which,
as for the scaling function, enjoys a function space characterization

W = supla : f € C*(R)}, (25)

where C*(R) denotes the usual Holder spaces. Assuming that ¢ and ¢ are smooth
enough and that ¥ has enough vanishing moments, then the exponent h’]’Z’” has the
following simple wavelet characterization:

log (sup |cj,k|>
h’;?’” = liminf k7

j—+o0 log(2—7) (26)
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It follows that, if h’}”" > 0, then f is a continuous function, whereas, if h;’im <0,
then f is not a locally bounded function, see [5, 71].

In numerous real world applications the restriction h’;?i" > 0 constitutes a
severe limitation; we will meet such examples in the case of physiological data
(see also [5] for other examples). From a practical point of view, the regularity of
the wavelets should be larger than h’}”" in order to compute the estimation of h;’}in,
In the applications that we will see later, we took Daubechies compactly supported
wavelets of increasing regularity and we stopped as soon as we found a threshold
beyond which there is no more modification of the results. In our case, we stopped at
order 3. In applications, the role of h’}”" is twofold: It can be used as a classification
parameter and it tells whether a multifractal analysis based on the Holder exponent is
licit. Unlike other multifractality parameters that will be introduced in the following,
its computation does not require a priori assumptions: It can be defined in the widest
possible setting of tempered distributions.

We represent these two types of data on Fig. 1 for a marathon runner. The race is
composed of several stages including a warm-up at the beginning, a recovery at the
end of the marathon, and several moments of small breaks during the marathon. The
signal was cleaned by removing the data that did not correspond to the actual race
period (warm-ups, recoveries and breaks) and by making continuous connections to
keep only the homogeneous parts. This type of connection is suitable for regularity
exponents lower than 1 as in the case of our applications.

If h’jﬁ”" < 0, then a multifractal analysis based on the Holder exponent cannot be
developed, and the question whether a multifractal analysis based on the p-exponent
can be raised see Fig. 2. Wavelet coefficients can also be used to determine whether
f locally belongs to L? or not (which is the a priori requirement needed in order to
use the corresponding p-exponent), see [4,5,71]: Indeed, a simple wavelet criterium
can be applied to check this assumption, through the computation of the wavelet
structure function. Let

Se(jrp) =27 lejl? 27)
k
wol-leartrate (beat per minute) 200".:adenn::e (steps per minute) 4 Acceleration (m.s‘2)
165 A"ﬁm! | 100
160 M ; xw VH
195 ; 180
150 f
145 170
0 5 10 0 5 10
10 x10%

Fig. 1 Representation of data: heart rate (left) in beats per minute, cadence (middle) in steps per
minute and acceleration (top) in meters per second squared. The time scale is in 0.1 s
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Fig. 2 Estimation by log-log regression of the 4,,;, of a heart rate (left) and an acceleration (right).
The points of the regression line up successfully along a close to straight line thus showing that
the values of &,,;,, are precisely estimated and are negative. It follows that a multifractal analysis
based on Holder exponent cannot be performed on these data

The wavelet scaling function is defined as

.o log (Se(j, p))
A 0, =liminf ————; 28
p> ny(p) it e 7) (28)
one can show that it coincides with the Kolmogorov scaling function if p > 1, see
[55]. The following simple criterion can be applied in order to check if data locally
belong to L? [73]:

ifng(p) >0then feL] . } (29)
if nf(p) <Othen f ¢ L) .
Remark 2 The wavelet scaling function enjoys the same property as h’}‘i”: Its
computation does not require some a priori assumptions on the data, and it can
be defined in the general setting of tempered distributions. Note that it is also
defined for p € (0, 1]; in that case the Sobolev space interpretation of the scaling
function has to be slightly modified: In Definition 1 the Lebesgue space L” has to be
replaced by the real Hardy spaces H?, see [96] for the notion of Hardy spaces and
their wavelet characterization. Note that these function space interpretations imply
that the wavelet scaling function does not depend on the specific (smooth enough)
wavelet basis which is used; it also implies that it is unaltered by the addition of a
smooth function, or by a smooth change of variables, see [4] and ref. therein (Fig. 3).
For the same reasons, these properties also hold for the exponent h’}‘i”; they are
required in order to derive intrinsic parameters for signal or image classification. In
the following, we shall refer to them as robustness properties. In applications (28)
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Fig. 3 Wavelet scaling function of heart rate (left) and cadence (right) of a marathon runner. It
allows to determine the values of p such that n¢(p) > 0. We conclude that a multifractal analysis
based on p-exponents is directly possible for heart rate data, but not for the cadence, where the
analysis will have to be carried out on a fractional integral of the data

Structure function for p= 1 of heart rate

Structure function for p=1 of heart rate

log, S(4,1)

i J

Fig. 4 Estimation by log-log regression of the wavelet scaling function of heart rate (left) and
cadence (right) for p = 1. The slope of the regression is positive for heart rate and negative for
cadence. These regressions, estimated for a sufficiently large number of values of p allow to plot
the wavelet scaling functions, as shown in Fig. 3

can be used only if 1 ¢ (p) can be determined by a log-log plot regression, i.e. when
the lim inf actually is a limit, see e.g. Fig. 4. This means that the structure functions
(27) satisfy S.(j, p) ~ 27/ (P)J in the limit of small scales, a phenomenon coined
scale invariance. The practical relevance of the wavelet scaling function (and other
multifractal parameters that we will meet later), comes from the fact that it can be
used for classification of signals and images without assuming that the data follow
an a priori model.
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2.5 Wavelet Pointwise Regularity Characterizations

One advantage of orthonormal wavelet based methods is that they allow to construct
a multifractal analysis which is taylored for a given p-exponent, which is not
the case of the alternative methods we mentioned. We shall see in Sects.2.6
and 2.9 the benefits of this extra flexibility. For this purpose, we have to construct
multiresolution quantities (i.e., in this context, a non-negative function defined
on the collection of dyadic cubes) which are fitted to p-exponents. We start by
introducing more adapted notations for wavelets and wavelet coefficients; instead of
the two indices (j, k), we will use dyadic intervals (14) and, accordingly, ¢, = ¢,
and v, = ¥ . The wavelet characterization of p-exponents requires the definition
of p-leaders. If f € L (R), the wavelet p- leaders of f are defined as

loc

1/p

R =P = Jepir 2/ : (30)
A C3A

where j’ > j is the scale associated with the sub-cube A" included in 31 (i.e. A" has
width 27/°). Note that, when p = 400 (and thus f € L;> (R)), p-leaders boil down
to wavelet leaders

£, = sup |cyl,
N3

[61, 112].

Let us indicate where such quantities come from. They are motivated by
constructing quantities based on simple conditions on wavelet coefficients and
which well approximate the local L? norm of Definition 5. For that purpose we
use the wavelet characterization of the Besov space Bg’p which is “close” to
L? (indeed the classical embeddings between Besov and L? spaces imply that
Bg’l — LP — Bg’oo); with the normalization we chose for wavelet coefficients,

the wavelet characterization of Bg’p is given by

fe Bg’p if Z lek|? < o0 and ZZ(S”_I)j|cj,k|p < 00,
k J-k

see [96] and, because of the localization of the wavelets, the restriction of the second
sum to the dyadic cubes A’ C 3 yields an approximation of the local L” norm of
f — P around the interval A (the substraction of the polynomial P comes from the
fact that the wavelets have vanishing moments so that P is reconstructed by the first
sum in (22), and the wavelet coefficients c;x of f and f — P coincide). Actually,
the uniform regularity assumption n (p) > 0 (which we will make) implies that the
quantities (30) are finite.
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Denote by A i (x) the unique dyadic interval of length 27/ which includes x; a
key result is that both the Holder exponent and the p-exponent can be recovered
from, respectively, wavelet leaders and p-leaders, according to the following
formula.

Definition 6 Let 2(x) be a pointwise exponent and (d, ) a multiresolution quantity
indexed by the dyadic cubes. The exponent % is derived from the (d,) if

Ve, h(x) =1iminfM G1)
j—>+o0  log(277)
It is proved in [64, 67, 71] that if ¢(p) > O, then the p-exponent is derived
from p-leaders, and, if #7'" > 0, then the Holder exponent is derived from wavelet
leaders. Note that the notion of p-exponent can be extended to values of p smaller
that 1, see [63]; this extension requires the use of “good” substitutes of the L? spaces
for p < 1 which are supplied by the real Hardy spaces H?”. The important practical
result is that the p-leaders associated with this notion also are given by (30).
In applications, one first computes the exponent h’,’}"” and the function n ¢ (p). If

h’}”" > 0, then one has the choice of using either p-leaders or wavelet leaders
as multiresolution quantities. Though leaders are often preferred because of the
simple interpretation that they yield in terms of the most commonly used (Holder)
exponent, it has been remarked that p-leaders constitute a quantity which displays
better statistical properties, because it is based on averages of wavelet coefficients,
instead of a supremum, i.e. a unique extremal value, see [7] and ref. therein. If
both h’}”” < 0 and ny(p) < O for all ps, then one cannot use directly these
techniques and one performs a (fractional) integration on the data first. If one wants
to use wavelet leaders, the order of integration s has to satisfy s > —h’}”” since

h’}’f’;) = h’}”” + s. Similarly, in the case of p-leaders it follows immediately from
the Sobolev interpretation (7) of the wavelet scaling function that

N (p) = ps+nr(p).

Thus, if n s (p) < 0, then an analysis based on p-leaders will be valid if the order of
fractional integration s applied to f satisfies s > —ny(p)/p. In practice, one does
not perform a fractional integration on the data, but one simply replaces the wavelet
coefficients c; x by 2-Si¢ j.k» Which leads to the same scaling functions [5], and has
the advantage of being performed at no extra computational cost.

2.6 Towards a Classification of Pointwise Singularities

In Sect.2.3 we motivated the introduction of alternative pointwise regularity
exponents by the requirement of having a tool available for non locally bounded
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functions, which allows to deal directly with the data without having recourse to
a smoothing procedure first; but this variety of exponents can also serve another
purpose: By comparing them, one can draw differences between several types
of singularities. This answers an important challenge in several areas of science;
for example, in fully developed turbulence, some models predict the existence of
extremely oscillating structures such as (2) and the key signal processing problem
for the detection of gravitational waves also involves the detection of pointwise
singularities similar to (2) in extremely noisy data [45].

Let us start with a simple example: Among the functions which satisfy & 7 (xo) =
a, the most simple pointwise singularities are supplied by cusps singularities, i.e.
by functions which “behave” like

Cq(x) = |x — x0|* (ifa > 0and a ¢ 2N). (32)

How can we “model” such a behavior? A simple answer consists in remarking that
the primitive of (32) is of the same form, and so on if we iterate integrations. Since
the mapping ¢t — h FED (0) is concave [10], it follows that (32) satisfies

vt > 0, hc(fz) (tg) =a +t.

For cusp singularities, the pointwise Holder exponent is exactly shifted by the order
of integration. This is in sharp contrast with the chirps (2), for which a simple
integration by parts yields that the Holder exponent of its n-th iterated primitive
is

Vn e N, hoen (o) = a + (1 + Bin,
B
from which it easily follows that the fractional primitives of the chirp satisfy
Vi> 0. hoolo) =at (4P,

[10]. We conclude from these two typical examples that inspecting simultaneously
the Holder exponents of f and its primitives, or its fractional integrals, allows to
put in light that oscillating behaviour of f in the neighbourhood of its singularities
which is typical of (2) (see [107] for an in-depth study of the information revealed
by the mapping ¢ — h ¢ (19)). To that end, the following definition was proposed,
which encapsulates the relevant “oscillatory” information contained in this function,
using a single parameter.

Definition 7 Let f : RY — R be such that f € L
oscillation exponent of f at xq is

If h?(xo) # 400, then the

loc*

Oy ( )=< n )) - L (33)
fxo ar f()xO ot
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Remark 3 In theory, a dependency in p should appear in the notation since f
belongs to several L? spaces. However, in practice, a given p is fixed, and this
inaccuracy does not pose problems.

The choice of taking the derivative at + = 07 is motivated by a robustness
argument: The exponent should not be perturbed when adding to f a smoother
term, i.e. a term that would be a O (|x —xo|h) foran h > hy(xp);itis a consequence
of the following lemma, which we state in the setting of Holder exponents (i.e. we
take p = +o0 in Definition 7).

Lemma 1 Let f be such that hy(xo) < 400 and O(xg) < +00; let g € C*(xo)
foran a > hy(xp). Then, for s small enough, the Holder exponents of (f + g
and of %) coincide.

Proof By the concavity of the mapping s — h £ (x0), see [6, 72], it follows that
h 5 (x0) < hy(x0) + (1 + Of(x0))s;

but one also has Ay (x0) < o + s; so that, for s small enough, ho-s (x0) >
h p-5 (x0), and it follows that I fqq)=9(X0) = h p—5) (x0). O

The oscillation exponent takes the value 8 for a chirp; it is the first of second
generation exponents that do not measure a regularity, but yield additional
information, paving the way to a richer description of singularities. In order to go
further in this direction, we consider another example: Lacunary combs, which
were first considered in [6, 72] (we actually deal here with a slight variant). Let
¢ = Tjo,11-

Definition 8 Leto € Rand y > @ > 0. The lacunary comb F? ,is

w,y’

FE () = i 2-%ig (2” (x — 2~ )) . (34)

j=1

We consider its behaviour near the singularity at xo = 0: if « > —y, then
ch‘j,y e L! (R) and it is locally bounded if and only if « > 0. In that case, one
easily checks that

oa+y

o
thYV(O):a and  hp, n(0) = (35)

and one obtains (see [6]) that OF&V ) = % — 1.

We conclude that chirps and lacunary combs are two examples of oscillating
singularities. They are, however, of different nature: In the second case, oscillation
is due to the fact that this function vanishes on larger and larger proportions of
small balls centered at the origin (this is detailed in [72], where this phenomenon is
precisely quantified through the use of accessibility exponent of a set at a point).
On the other hand, chirps are oscillating singularities for a different reason: It is
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due to very fast oscillations, and compensations of signs. This can be checked by
verifying that the oscillation exponent of [Cy, g| at O vanishes.

We will now see that this difference can be put in evidence by considering the
variations of the p-exponent. Comparing the p-exponents of chirps and lacunary
combs allows to draw a distinction between their singularities; indeed, for p > 1,
see [73],

1
W O =a+-—(L-1) (36)
w,y p \w
whereas a straightforward computation yields that
Vp, hgw 0) = a.

We conclude that the p-exponent of Fc‘;"y varies with p, whereas the one of
Ca,p does not. We will introduce another pointwise exponent which captures the

lacunarity of the combs; it requires first the following notion: If f € Ll oo N 2
neighborhood of xg for p > 1, the critical Lebesgue index of f at xq is
pr(xo) =sup{p: f € L{;C(R) in a neighborhood of xp}. 37

The p-exponent at x¢ is defined on the interval [1, ps(xo)] or [1, pr(x0)). We
denote: g ¢ (xo) = 1/p(xo). Note that p r(x) can take the value +00. An additional
pointwise exponent, which, in the case of lacunary combs, quantifies the sparsity of
the “teeth” of the comb, can be defined as follows see [72]. Its advantage is that it
quantifies the “lacunarity information” using a single parameter instead of the whole

function p — h(fp ) (x0).

Definition 9 Let f € Lﬁ) . in a neighborhood of xo for a p > 1. The lacunarity
exponent of f at xg is

9 (. (1/g)
L(xo) = — (/9 (x, ) . 38
£ (x0) aq( FO00) (38)

This quantity may have to be understood as a limit when ¢ — g (xp), since
hlf/ % (xo) is not necessarily defined for ¢ = q s (x0). This limit always exists as a
consequence of the concavity of the mapping ¢ — hj/ ?(x0), and it is nonnegative
(because this mapping is increasing).

The lacunarity exponent of Fg ,, at 0 is £ & — 1, which puts into light the fact
that this exponent allows to measure how F2  vanishes on “large sets” in the

w.y
neighborhood of 0 (see [72] for a precise statement). Furthermore the oscillation
exponent of Fj  at0is Y _ 1, so that it coincides with the lacunarity exponent.

The oscillation exponent 1s always larger than the lacunarity exponent. A way to
distinguish between the effect due to lacunarity and the one due to cancellations is
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to introduce a third exponent, the cancellation exponent
Cr(x0) = Of(xo) — L r(x0).

The lacunarity and the cancellation exponents lead to the following classification of
pointwise singularities see [6].

Definition 10 Let f be a tempered distribution on R:

* f has a canonical singularity at xo if O s (x) = 0.
* f has a balanced singularity at x¢ if L 7(xo) = 0 and C s (xp) # 0.
* f has alacunary singularity at xo if C s (xo) = 0 and L (xq) # 0.

Cusps are typical examples of canonical singularities, chirps are typical examples
of balanced singularities and lacunary combs are typical examples of lacunary
singularities.

Many probabilistic models display lacunary singularities: It is the case e.g. for
random wavelet series [6, 72], some Lévy processes, see [18] or fractal sums of
pulses [103]. Note that our comprehension of this phenomenon is very partial: For
instance, in the case of Lévy processes, the precise determination of the conditions
that a Lévy measure should satisfy in order to guarantee the existence of lacunary
singularities has not been worked out: in [18], P. Balanca proved that some self-
similar Lévy processes with even Lévy measure display oscillating singularities,
which actually turn out to be lacunary singularities and also that Lévy processes
which have only positive jumps do not display such singularities; and, even in these
cases, only a lower bound on their Hausdorff dimensions has been obtained. In
other words, for Lévy processes, a joint multifractal analysis of the Holder and the
lacunarity exponent remains to be worked out. Note also that there exists much less
examples of functions with balanced singularities: In a deterministic setting it is
the case for the Riemann function [68] at certain rational points. However, to our
knowledge, stochastic processes with balanced singularities have not been met up
to now.

Another important question is to find numerically robust ways to determine if a
signal has points where it displays balanced or lacunary singularities. This question
is important in several areas of physics; for instance, in hydrodynamic turbulence,
proving the presence of oscillating singularities would validate certain vortex
stretching mechanisms which have been proposed, see [49]. Another motivation is
methodological: if a signal only has canonical singularities, then its p-multifractal
spectrum does not depend on p and its singularity spectrum is translated by ¢ after
a fractional integral of order, so that all methods that can be used to estimate
its multifractal spectrum yield the same result (up to a known shift in the case
of a fractional integration). An important questions related with the multifractal
formalism is to determine if some of its variants allow to throw some light on these
problems. Motivated by applications to physiological data, we shall come back to
this question in Sects. 2.9 and 3.3.
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Note that the choice of three exponents to characterize the “behaviour” of a
function in the neighbourhood of one of its singularities may seem arbitrary; indeed,
one could use the very complete information supplied by the following two variables
function: If f is a tempered distribution, then the fractional exponent of f at xq is
the two variable function

Hyono (g, 1) = hid (o) =1,

see [6] where this notion is introduced and its properties are investigated. However,
storing the pointwise regularity behaviour through the use of a two-variables
function defined at every point is unrealistic, hence the choice to store only
the information supplied by the three parameters we described. This choice is
motivated by two conflicting requirements: On one hand, one wishes to introduce
mathematical tools which are sophisticated enough to describe several “natural”
behaviours that can show up in the data, such as those supplied by cusps, chirps,
and lacunary combs. On other hand, at the end, classification has to bear on as little
parameters as possible in order to be of practical use in applications; the goal here
is to introduce a multivariate multifractal analysis based on a single function f, but
applied to several pointwise exponents associated with f (say two or three among a
regularity, a lacunarity and a cancellation exponent).

Our theoretical comprehension of which functions can be pointwise exponents
is extremely partial, see [106] for a survey on this topic: It has been known for a
long time that a pointwise Holder exponent / ¢ (x) can be any nonnegative function
of x which can be written as a liminf of a sequence of continuous functions, see
[16, 39, 53], but the same question for p-exponents is open (at least in the case
where it takes negative values). Similarly, which couples of functions (4 (x), O(x))
can be the joint Holder and oscillation exponents of a function also is an open
question (see [57] for partial results), and it is the same if we just consider the
oscillation exponent, or couples including the lacunarity exponent. One meets
similar limitations for multifractal spectra: In the univariate setting supplied by
the multifractal Holder spectrum, the general form of functions which can be
multifractal spectra is still open; nonetheless a partial result is available: functions
which can be written as infima of a sequence of continuous functions are multifractal
spectra [52]; additionally, as soon as two exponents are involved, extremely few
results are available. For instance, if f is a locally bounded function, define its
bivariate oscillation spectrum as

Dy(H,p) =dim{h : hy(x) =H and Oy(x) = B}.

Which functions of two variables D(H, B) can be bivariate oscillation spectra is a
completely open problem.
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2.7 Mathematical Results Concerning the Multifractal
Formalism

We now consider a general setting where 2 : R — R is a pointwise exponent derived
from a multiresolution quantity dj (= d; ;) according to Definition 6, and defined in
space dimension d. The associated multifractal spectrum D is

D(H) =dim({x : h(x) = H}).

The support of the spectrum is the image of the mapping x — h(x), i.e. the
collection of values of H such that

(xeR:h(x)=H}#0

(note that this denomination, though commonly used, is misleading, since it may
not coincide with the mathematical notion of support of a function).

The leader scaling function associated with the multiresolution quantities (d; )
is

log (2-1 > |d,,k|q.)

k
log(2—7)

Vg € R, {f (q9) = 111’1’1 inf 39
J—> 400

Note that, in contradistinction with the wavelet scaling function, it is also defined for
p < 0. Referring to “leaders” in the name of the scaling function does not mean that
the d; ;. are necessarily obtained as wavelet leaders or wavelet p-leaders, but only to
prevent any confusion with the wavelet scaling function. The Legendre spectrum is

L(H):=inf(1+qgH —¢r(q)). (40)
geR

As soon as relationships such as (31) hold, then the following upper bound is valid
VH, D(H) = L(H) (41)

(see [61] for particular occurrences of this statement, and [4] for the general setting).
However, for a number of synthetic processes with known D(H) (and for a proper
choice of the multiresolution quantity), this inequality turns out to be an equality, in
which case, we will say that the multifractal formalism holds. The leader scaling
functions obtained using wavelet leaders or p-leaders can be shown to enjoy the
same robustness properties as listed at the end of Sect. 2.4, see [4] (it is therefore
also the case for the Legendre spectrum). It follows from their mathematical and
numerical properties that wavelet leader based techniques form the state of the art
for real-life signals multifractal analysis (Fig. 5).
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Fig. 5 Representation of scale function and the univariate Holder Legendre spectra of the
primitives of heart beat frequency (left) and cadence (right) of one marathon runner during the
entire race. The multiresolution quantities used in these derivation are the wavelet leaders of the
primitive of the data

In applications, one cannot have access to the regularity exponent at every point
in a numerically stable way, and thus D(H) is unaccessible; this explains why, in
practice, L(H) is the only computationally available spectrum, and it is used as such
in applications. However, information on the pointwise exponent may be inferred
from the Legendre spectrum. Such results are collected in the following theorem,
where they are stated in decreasing order of generality.

Theorem 1 Let h : R — R) be a pointwise exponent, and assume that it is derived
JSfrom multiresolution quantities d; x according to Definition 6. The following results
on h hold:

o Let
log (sup dj,k) log <i113fdj,k)
AM = liminf @ ——K _ Z and h™ = liminf _ 7
j—=4o00 log(2=7) j—=4o00 log(2=7)
(42)
then

VxeR  A™" < h(x) < h™X, (43)
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o [fthe Legendre spectrum has a unique maximum for H = c1, then
for almost every x, h(x) = c1; (44)

* If the leader scaling function (39) associated with the d;j . is affine, then f is a
monohdlder function, i.e.

IHy : Vx, h(x) = Hy,

where Hy is the slope of the leader scaling function.

Remark 4 The last statement asserts that, if / is a pointwise exponent associated
with a function f, then f is a monoholder function. This result has important
implications in modeling since it yields a numerically simple test, based on global
quantities associated with the signal, and which yields the pointwise exponent every-
where. This is in strong contradistinction with the standard pointwise regularity
estimators, see e.g. [19] and ref. therein, which are based on local estimates, and
therefore on few data thus showing strong statistical variabilities, and additionally
often assume that the data follow some a priori models.

Proof We first prove the upper bound in (43). Let « > h™%*; there exists a sequence
Jn — oo such that

log <ir]:fdjmk> > log(2~%n),

so that at the scales j, all d;, are larger than 2~% It follows from (31) that
Vx, h(x) <a,

and the upper bound follows. The proof of the lower bound is similar (see e.g. [70]).

O

The second statement is direct consequence of the following upper bounds for
the dimensions of the sets

Ef, ={h(x) > H} and Ej = {h(x) < H) (45)

which are a slight improvement of (41), see [70]:
Proposition 2 Let h be a pointwise exponent derived from the multiresolution
quantity (d; x). Then the following bounds hold:
dim(Ep) < ing(l +gH —¢r(q)) and dim(E?_}) < info(l +qH —¢r(q))
q> q<
(46)
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Let us check how (44) follows from this result. Note that the first (partial) Legendre
transform yields the increasing part of L(H) for H < c; and the second one yields
the decreasing part for H > c;. If £ has a unique maximum for H = cy, it follows
from (46) that

Vn, dim(E;1 )<1 and dim(E ) < 1.

—1/n c1+1/n

All of these sets therefore have a vanishing Lebesgue measure, which is also the
case of their union. But this union is {x : A(x) # c1}. It follows that almost every x
satisfies h(x) = cj.

Finally, if the leader scaling function is affine, then its Legendre transform is
supported by a point Hy and takes the value —oo elsewhere. The upper bound
(41) implies that, if H # Hy the corresponding isoregularity set is empty. In other
words, Hy is the only value taken by the pointwise exponent, and f is a monohdlder
function.

Remark 5 If k™" = Rp™a* the conclusion of the first and last statement are the
same. However, one can check that the condition /™" = K™ is slightly less
restrictive than requiring the leader scaling function to be affine (the two conditions
are equivalent if, additionally, the lim inf in (42) is a limit).

The parameter c¢; defined in Theorem 1 can be directly estimated using
log-log plot (see [5] and ref. therein), and, in practice it plays an important
role in classification as we will see in the next section. When the mul-
tiresolution quantity used is the p-leaders of a function f, the associated
exponent ¢; may depend on p, and we will mention this dependency
and denote this parameter by ci(p, f). This is in contradistinction with
the exponent h™" defined by (42), which, in the case of functions with
some uniform Holder regularity, coincides with the exponent h’}’i" defined
by (26) for leaders and p-leaders, as shown by the following lemma;
note that it is actually preferable to compute it using (26), which has
the advantages of being well defined without any a priori assumption

on f.
Lemma2 Let f : R — R be such that h’}’i" > 0. Then the h™" parameter

computed using p-leaders all coincide with the h’}”"l computed using wavelet

coefficients.

Let us sketch the poof of this result. Suppose that h’}”” > O and let « > O be
such that o < h'}'i”. Then, the wavelet coefficients of f satisfy

aC, Vi k el <C27%.
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Therefore the p-leaders of f satisfy

1/p
(ip) < Z (2*“]’)17 2]*]'/
A C3A
1/p
< Z y—apj’ j=Jj < C27Y,

J'=j
it follows that the corresponding p-leader is smaller that |c;,, | so that the A" com-
puted using p-leaders is smaller that the one computed using wavelet coefficients.
Conversely, by definition of 4"}'", there exists a sequence of dyadic intervals c;, of
width decreasing to 0, and such that

7hmin :

lea, | ~ 270,

and the corresponding p-leader is larger that |c;, | so that the 2" computed using
p-leaders is smaller that the one computed using wavelet coefficients.

The following result yields an important a priori bound on the dimensions of the
singularity sets corresponding to negative regularity exponents, see [73].

Proposition 3 Let p > 0, and let f : R — R be a function such that ny(p) > 0.
Then its p-spectrum satisfies

Vh,  D,(H) <1+ Hp

Let us elaborate on the information supplied by the exponent c;(p, f): A direct
consequence of (44) is that, if a signal f satisfies that the exponent c1(p, f) takes
the same value for p; < p», then this implies that the p-exponent satisfies that

for almost every x, h?l x) = hfcz (x),

which implies that the mapping p — h’;l (x) is constant for p € [p1, p2]; but, since

the mapping p — h}/ P(x0) is concave and increasing, see [6, 72], it follows that this
mapping is constant for p small enough; as a consequence, the lacunarity exponent
vanishes at x. Similarly, if, for a given p, c1(p, f©P) —c1(p, f) = 1, this implies
that

for almost every x, h[;(_”(x) = h?(x) + 1,
and the same argument as above, see [6, 72], yields the absence of oscillating

singularities for almost every point. In other words, the computation of ¢ (p) yields
a key information on the nature of the singularities a.e. of the signal, which we
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summarize in the following statement, which will have implications in the next
section for the analysis of marathon runners data.

Proposition 4 Let f : R — R be a function in LP.

If
Elq>p: Cl(Pvf)=Cl(f]vf),

then for almost every x, f has no lacunary singularity at x.

If f satisfies
I alp ) —ap =1,

then, for almost every x, f has a canonical singularity at x.

These two results are characteristic of signals that only contain canonical
singularities, see Sect.2.6, and they also demonstrate that cj(p, f), which, in
general, depends on the value of p is intrinsic for such data (see a contrario [72]
where the exponent c{(p, f) of lacunary wavelet series is shown to depend on the
value of p, and [103] where the same result is shown for random sums of pulses).
Note that such results are available in the discrete wavelet approach only; they would
not be possible using the WTMM or the MFDFA approaches, which do not allow
to draw differences between various pointwise regularity exponents and therefore
do not yield spectra fitted to different values of the p-exponent. To summarize, the
advantages of the p-leader based multifractal analysis framework are: the capability
to estimate negative regularity exponents, better estimation performances, and a
refined characterization of the nature of pointwise regularities.

One important argument in favor of multifractal analysis is that it supplies robust
classification parameters, in contradistinction with pointwise regularity which can
be extremely erratic. Consider for instance the example of a sample path of a
Lévy process without Brownian component (we choose this example because such
processes now play a key role in statistical modeling): Its Holder exponent is a
random, everywhere discontinuous, function which cannot be numerically estimated
or even drawn [56]: In any arbitrary small interval [a, b] it takes all possible values
H e [0, H™*]. On the opposite, the multifractal spectrum (which coincides with
the Legendre spectrum) is extremely simple and robust to estimate numerically:
It is a deterministic linear function on the interval [0, H"*] (with D(H™**) =
1). This example is by no means accidental: though one can simply construct
stochastic processes with a random multifractal spectrum (consider for instance a
Poisson process restricted to an interval of finite length), large classes of classical
processes have simple deterministic multifractal spectra (and Legendre spectra),
though no simple assumption which would guarantee this results is known. The
determination of a kind of “0-1 law” for multifractal spectra, which would guarantee
that, under fairly general assumptions, the spectrum almost surely is a deterministic
function, is a completely open problem, and its resolution would greatly improve our
understanding of the subject. Even in the case of Gaussian processes, though it is
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known that such processes can have a random Holder exponent [15], the possibility
of having a random multifractal spectrum still is a open issue.

2.8 Generic Results

Let us come back to the problem raised in Sect.2.1 of estimating the size of the
Holder singularity sets of increasing functions which led us to the key idea that the
Hausdorff dimension is the natural way to estimate this size. One can wonder if the
estimate (15) that we found for the multifractal spectrum is optimal. In 1999, Z.
Buczolich and J. Nagy answered this question in a very strong way, showing that it
is sharp for a residual set of continuous increasing functions, see [34]. What does
this statement precisely mean? Let E be the set of continuous increasing functions
f : R — R, endowed with the natural distance supplied by the sup norm. Then
equality in (15) holds (at least) on a residual set in the sense of Baire categories, i.e.
on a countable intersection of open dense sets.

This first breakthrough opened the way to genericity results in multifractal
analysis. They were the consequence of the important remark that scaling functions
for p > 0 can be interpreted as stating that f belongs to an intersection of Sobolev
spaces Ej, (in the case of the Kolmogorov scaling function) or of a variant of these
spaces, the oscillation spaces in the case of the leader scaling function [62]. One
easily checks that E), is a complete metric space, and the Baire property therefore
is valid (i.e. a countable intersection of open dense sets is dense). The question
formulated by Parisi and Frisch in [99], can be reformulated in this setting: If
equality in (41) cannot hold for every function in E,; (since e.g. because it contains
C®° functions), nonetheless it holds on a residual set [59]. This result found many
extensions: The first one consists in replacing the genericity notion supplied by
Baire’s theorem by the more natural notion supplied by prevalence, which is an
extension, in infinite dimensional function spaces of the notion of “Lebesgue almost
everywhere”, see [38, 115] for the definition of this notion and its main properties,
and [48] for its use in the setting of multifractal analysis. The conclusions drawn in
the Baire setting also hold in the prevalence setting, and raise the question of the
determination of a stronger notion of genericity, which would imply both Baire and
prevalence genericity, and which would be the “right ” setting for the validity of the
multifractal formalism. A natural candidate is supplied by the notion of porosity ,
see [87], but the very few results concerning multifractal analysis in this setting do
not allow to answer this question yet. Note also that Baire and prevalence results
have been extended to the p-exponent setting [47], which allows to deal with spaces
of functions that are not locally bounded. Another key problem concerning the
generic validity of the multifractal formalism concerns the question of taking into
account the information supplied by negative values of p in the scaling function
(39). The main difficulty here is that the scaling function does not define a function
space any longer, and the “right” notion of genericity which should be picked is
completely open: Though Baire and prevalence do not really require the setting
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supplied by a (linear) function space, nonetheless these notions are not fitted to
the setting supplied by a given scaling function which includes negative values of
p. In [22] J. Barral and S. Seuret developed an alternative point of view which is
less “data driven”: They reinterpreted the question in the following way: Given a
certain scaling function n(p), they considered the problem of constructing an ad
hoc function space which is taylored so that generically (for the Baire setting),
functions in such a space satisfy the multifractal formalism for the corresponding
scaling function, including its values for p < 0 (and Legendre spectrum). Another
limitation of the mathematical results of genericity at hand is that they are not able to
take into account selfsimilarity information: In (28), in order to introduce a quantity
which is always well-defined, and corresponds to a function space regularity index,
the scaling function is defined by a liminf. But, most of the time, what is actually
observed on the data (and what is really needed in order to obtain a numerically
robust estimate) is that this liminf actually is a true limit, which means that the L”
averages of the data display exact power-law behaviours at small scales. Up to now,
one has not been able to incorporate this type of information in the function space
modeling developed.

2.9 Implications on the Analysis of Marathon Runners Data

The increasing popularity of marathons today among all ages and levels is inherited
from the human capacity to run long distances using the aerobic metabolism [86],
which led to a rising number of amateur marathon runners who end the 42,195 km
between 2h40min and 4h40min. Therefore, even if nowadays, marathon running
becomes “commonplace”, compared with ultra-distance races, this mythic Olympic
race is considered to be the acme of duration and intensity [93]. Running a marathon
remains scary and complex due to the famous “hitting the wall” phenomenon,
which is the most iconic feature of the marathon [28]. This phenomenon was
previously evaluated in a large-scale data analysis of late-race pacing collapse in
the marathon [110]; Smyth [109] presented an analysis of 1.7 million recreational
runners, focusing on pacing at the start and end of the marathon, two particularly
important race stages. They showed how starting or finishing too quickly could
result in poorer finish-times, because fast starts tend to be very fast, leading to
endurance problems later, while fast finishes suggest overly cautious pacing earlier
in the race [109]. Hence, the definition of a single marathon pace is based on
the paradigm that a constant pace would be the ideal one. However, in [30],
a 3 years study shows that large speed and pace variations are the best way
to optimize performance. Marathon performance depends on pacing oscillations
between non symmetric extreme values [101]. Heart rate (HR) monitoring, which
reflects exercise intensity and environmental factors, is often used for running
strategies in marathons. However, it is difficult to obtain appropriate feedback for
only the HR value since, as we saw above, the cardiovascular drift occurs during
prolonged exercise. Therefore, now we have still to investigate whether this pace
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(speed) variation has a fractal behavior and if so, whether this is the case for the
runners’s heart rate which remains a pacer for the runners who aim to keep their
heart rate in a submaximal zone (60-80% of the maximal heart rate) [93]. Here,
we hypothesized that marathonians acceleration (speed variation), cadence (number
of steps per minute) and heart rate time series follow a multifractal formalism and
could be described by a self similar function. Starting in the 1990s, many authors
demonstrated the fractal behavior of physiological data such as heart rate, arterial
blood pressure, and breath frequency of human beings, see e.g. [2, 51]. In 2005,
using the Wavelet Transform Maxima Method, E. Wesfreid, V. L. Billat and Y.
Meyer [113] performed the first multifractal analysis of marathonians heartbeats.
This study was complemented in 2009 using the DFA (Detrended Fluctuation
Analysis) and wavelet leaders applied on a primitive of the signal [29]. Comparing
the outputs of these analyses is hasardous; indeed, as already mentioned, these
methods are not based on the same regularity exponents: WTMM is adapted to the
weak scaling exponent [97], DFA to the p-exponent for p = 2 [73, 84], and wavelet
leaders to the Holder exponent [61]. In the following, we will propose a method
of digital multifractal analysis of signals based on p-leaders, which, in some cases,
can avoid performing fractional integrations (or primitives) and thus transform the
signal. In [29], it was put in evidence that multifractal parameters associated with
heart beat intervals evolve during the race when the runner starts to be deprived
of glycogen (which is the major cause of the speed diminution at the end of the
race. This study also revealed that fatigue decreases the running speed and affects
the regularity properties of the signal which can be related with the feelings of the
runner measured by the Rate of Perception of Exhaustion (RPE), according to the
psychophysiological scale of Borg (mainly felt through the breathing frequency).
In addition, there is a consistent decrease in the relationship between speed, step
rate, cardiorespiratory responses (respiratory rate, heart rate, volume of oxygen
consumed), and the level of Rate of Perception of Exhaustion (RPE), as measured
by Borg’s psychophysiological scale. The runner does not feel the drift of his heart
rate, in contradistinction with his respiratory rate. These physiological data are not
widely available and only heart rate and stride rate are the measures available to
all runners for economic reasons. Moreover, these data are generated heartbeat by
heartbeat and step by step.

Our purpose in this section is to complement these studies by showing that a
direct analysis on the data is possible if using p-leaders (previous studies using
the WTMM or the standard leaders had to be applied to a primitive of the
signal), and that they lead to a sharper analysis of the physiological modifications
during the race. We complement the previous analyses in order to demonstrate the
modifications of multifractal parameters during the race, and put in evidence the
physiological impact of the intense effort after the 20th km. For that purpose, we
will perform a multifractal analysis based on p-leaders.

We analyzed the heartbeat frequency of 8 marathon runners (men in the same age
area). Figure 2 shows the determination of exponents h’;?i " for heartbeat frequency
and cadence through a log-log regression; the regression is always performed
between the scales j = 8 and j = 11 (i.e. between 26s and 3mn 25s), which have
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been identified as the pertinent scales for such physiological data, see [2]. For most
marathon runners, h””” is negative, see Table 1, which justifies the use of p-leaders.
We then compute the wavelet scaling function in order to determine a common value
of p for which all runners satisfy n(p) > 0, see Fig. 3 where examples of wavelet
scaling function are supplied for heartbeat frequency and cadence. In the case of
heartbeat frequency, the computation of the 8 wavelet scaling functions yields that
p = 1 and p = 1.4 can be picked. The corresponding p-leaders multifractal
analysis is performed for these two values of p, leading to values of c¢j(p) which
are also collected in Table 1.

In Fig. 6, the value of the couple (h””" c1(p)) is plotted (where we denote by
c1(p) the value of H for which the max1mum of the p-spectrum is reached). The
values of ¢ (p) are very close to 0.4 whereas the values of 2" notably differ, and
are clearly related with the level of practice of the runners. Thus M8 is the only trail
runner and improved his personal record on that occasion; he practices more and
developed a very uneven way of running. Table 1 shows that the values of c{(p) do
not notably differ for different values of p and, when computed on a primitive of
the signal, are shifted by 1. We are in the situation described in Proposition 4 and
we conclude in the absence of oscillating singularities at almost every point. This
result also shows that ¢ (p), which may depend on the value of p (see [72] where
it is shown that it is the case for lacunary wavelet series), is intrinsic for such data.
We will see in Sect. 3.5 that a bivariate analysis allows to investigate further in the
nature of the pointwise singularities of the data.

We now consider the evolution of the multifractality parameters during a
marathon: at about the 25th km (circa 60% of the race) runners feel an increased
penibility on the RPE Borg scale (Fig. 7). Therefore we expect to find two regimes
with different parameters before and after this moment. This is put in evidence
by Fig. 8 which shows the evolution of the multifractality parameters during the
first half and the last fourth of the marathon thus putting in evidence the different
physiological reactions at about the 28th km. From the evolution of the multifractal
parameters between the beginning and the end of the marathon race, we can
distinguish between the less experimented marathon runners, whichever their level
of fitness, and those who know how to self pace their race. Indeed, according
to the evolution of the couple (h"”" c1(p)), the less experimented (R 7) loosed
the regularity of his heart rate Varlatlon This shows that the marathon running
experience allows to feel how to modulate the speed for a conservative heart rate
variability. From the evolution of the multifractal parameters between the beginning
and the end of the marathon race, we can distinguish between the less experimented
marathon runners, whichever their level of fitness and those who know how to
self pace their race. In [101] its was shown that the best marathon performance
was achieved with a speed variation between extreme values. Furthermore, a
physiological steady state (heart rate and other cardiorespiratory variables), are
obtained with pace variation [31]. This conclusion is in opposition with the less
experimented runners beliefs that the constant pace is the best, following the
mainstream non scientific basis recommendations currently available on internet.
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Fig. 6 Representation of the
pair (Hypin, c1(p)) with

p = 1 deduced from the
1-spectrum of heart rate and
computed for the entire race;
H,,i, appears as the most
relevant classification
parameter. The isolated point
on the left corresponds to R8,
the most trained runner
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Fig. 7 Estimation of h’;”” by log-log regression for the heart rate of a marathon runner at the
beginning (50% first part of the race) on the left and the end (25% last part of the race) on the
right. The clear difference of the values obtained shows that the exponent A" is well fitted to
characterize the evolution of physiological rythms during the race. These data, together with the

evolution of the parameter ¢ (p), are collected in Fig. 8 with p = 1

In Sect. 3.5 we will investigate the additional information which is revealed by
the joint analysis of several physiological data.

3 Multivariate Multifractal Analysis

Up to now, in most applications, multifractal analysis was performed in univariate
settings, (see a contrario [88]), which was mostly due to a lack of theoretical
foundations and practical analysis tools. Our purpose in this section is to provide a
comprehensive survey of the recent works that started to provide these foundations,
and to emphasize the mathematical questions which they open. In particular,
multivariate spectra also encode on specific data construction mechanisms. Mul-
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Fig. 8 Evolution of the couple (H,,i,, c1(p)) with p = 1 deduced from the 1-spectrum of the
heart rate between the beginning (in blue) and the end (in red) of the marathon: the evolutions
are similar except for three runners: R3 and R6 who had great difficulties and R7 who is the least
experienced runner with a much longer running time

tivariate multifractal analysis deals with the joint multifractal analysis of several
functions. For notational simplicity, we assume in the following that we deal with
two functions f; and f; defined on R and that, to each function is associated a
pointwise regularity exponent &1 (x) and s, (x) (which need not be the same).

3.1 Multivariate Spectrum

On the mathematical side, the main issue is to understand how the isoregularity sets
Ep(H) ={x:hi(x) =Hi} and Ep(Hy) = {x:ha(x) = H}

of each function are “related”. A natural way to translate this loose question into

a precise mathematical problem is to ask for the determination of the multivariate

multifractal spectrum defined as the two-variables function

D(f],fZ)(H17 Hy) =dim({x : h1(x) = H; and hy(x) = H>}). A7
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this means that we want to determine the dimension of the intersection of the
two isoregularity sets E s, (H1) and E f, (H>). The determination of the dimension
of the intersection of two fractal sets usually is a difficult mathematical question,
with no general results available, and it follows that few multivariate spectra have
been determined mathematically, see e.g. [23, 24] for a joint analysis of invariant
measures of dynamical systems. One can also mention correlated and anticorrelated
binomial cascades, see Sect. 3.4 for the definition of these cascades, and [74] for
the determination of bivariate spectra when two of these cascades are considered
jointly.

On the mathematical side, two types of results often show up. A first category
follows from the intuition supplied by intersections of smooth manifolds: In general,
two surfaces in R3 intersect along a curve and, more generally, in R?, manifolds
intersect generically according to the sum of codimensions rule:

dim(A N B) = min(dim A + dim B — d, —00)

(i.e. the “codimensions” d — dim A and d — dim B add up except if the output is
negative, in which case we obtain the emptyset). This formula is actually valid for
numerous examples of fractal sets, in particular when the Hausdorff and Packing
dimensions of one of the sets A or B coincide (e.g. for general Cantor sets) [94];
in that case “generically” has to be understood in the following sense: For a subset
of positive measure among all rigid motions o, dim(A N o(B)) = min(dim A +
dim B — d, —o0). However the coincidence of Hausdorff and Packing dimensions
needs not be satisfied by isoregularity sets, so that such results cannot be directly
applied for many mathematical models. The only result that holds in all generality
is the following: if A and B are two Borel subsets of Rd, then, for a generic set of
rigid motions o, dim(A N o(B)) > dim A + dim B — d. This leads to a first rule
of thumb for multivariate multifractal spectra: When two functions are randomly
shifted, then their singularity sets will be in “generic” position with respect to each
other, yielding

Dy, ) (Hy, Hy) > Dy (Hy) + Dy, (Ha) — d.

In practice, this result suffers from two limitations: the first one is that, usually,
one is not interested in randomly shifted signals but on the opposite for particular
configurations where we expect the conjunction of singularity sets to carry relevant
information. Additionally, for large classes of fractal sets, the sets with large
intersection, the codimension formula is not optimal as they satisfy

dim(A N B) = min(dim A, dim B).

While this alternative formula may seem counterintuitive, general frameworks
where it holds were uncovered, cf. e.g., [20, 40, 42] and references therein. This is
notably commonly met by limsup sets, obtained as follows: There exists a collection
of sets A, such that A is the set of points that belong to an infinite number of the A,,.
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This is particularly relevant for multifractal analysis where the singularity sets £,
defined in (45) often turn out to be of this type: It is the case for Lévy processes or
random wavelet series, see e.g. [14, 56, 58]). For multivariate multifractal spectra,
this leads to an alternative formula

Dty ) = min(Dy, (H1), Dy, (Hz)) (48)

expected to hold in competition with the codimension formula, at least for the
sets Ep;. The existence of two well motivated formulas in competition makes it
hard to expect that general mathematical results could hold under fairly reasonable
assumptions. Therefore, we now turn towards the construction of multifractal
formalisms adapted to a multivariate setting, first in order to inspect if this approach
can yield more intuition on the determination of multivariate spectra and, second,
in order to derive new multifractality parameters which could be used for model
selection and identification, and also in order to get some understanding on the ways
that singularity sets of several functions are correlated.

In order to get some intuition in that direction, it is useful to start with a
probabilistic interpretation of the multifractal quantities that were introduced in the
univariate setting.

3.2 Probabilistic Interpretation of Scaling Functions

We consider the following probabilistic toy-model: We assume that, for a given
J» the wavelet coefficients (c;x)rez of the signal considered share a common law
X; and display short range memory, i.e. become quickly decorrelated when the
wavelets ¥; x and ¥ are located far away (i.e. when k — k' gets large); then,
the wavelet structure functions (27) can be interpreted as an empirical estimation
of E(|X|?), i.e. the moments of the random variables X ;, and the wavelet scaling
function characterizes the power law behaviour of these moments (as a function
of the scale 27/). This interpretation is classically acknowledged for signals which
display some stationarity, and the vanishing moments of the wavelets reinforce this
decorrelation even if the initial process displays long range correlations, see e.g. the
studies performed on classical models such as fBm ([1] and ref. therein). We will
not discuss the relevance of this model; we just note that his interpretation has the
advantage of pointing towards probabilistic tools when one shifts from one to several
signals, and these tools will allow to introduce natural classification parameters
which can then be used even when the probabilistic assumptions which led to their
introduction have no reason to hold.

From now on, we consider two signals f; and f> defined on R (each one
satisfying the above assumptions) with wavelet coefficients respectively c}’ ¢ and

c? ¢ The “covariance” of the wavelet coefficients at scale j is estimated by the
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empirical correlations

form,n=12 Sua() =273 Ml (49)
k

Log-log regressions of these quantities (as a function of log(2~/) allow to determine
if some power-law behaviour of these auto-correlations (if m = n) and cross-
correlations (if m # n) can be put in evidence: When these correlations are found to
be significantly non-negative, one defines the scaling exponents H,, ,, implicitly by

Sm,n (]) ~ 27Hm’nj

in the limit of small scales. Note that, if m = n, the exponent associated with the
auto-correlation simply is 7 ¢ (2) and is referred to as the Hurst exponent of the data.
Additionally, the wavelet coherence function is defined as

S1.2()

VS11(NS22()

It ranges within the interval [—1, 1] and quantifies, as a scale-dependent correlation
coefficient, which scales are involved in the correlation of the two signals, see [7,
114].

Note that probabilistic denominations such as ‘“‘auto-correlation”, ‘“cross-
correlations” and “coherence function” are used even if no probabilistic model
is assumed, and used in order to derive scaling parameters obtained by log-log plot
regression which can prove powerful as classification tools.

As an illustration, we estimated these crosscorrelations concerning the following
couples of data recorded on marathon runners: heart-beat frequency vs. cadence,
and cadence vs. acceleration, see Fig.9. In both cases, no correlation between
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Fig. 9 Wavelet coherence between heart-beat frequency and cadence (left) and between accelera-

tion and cadence (right)
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the wavelet coefficients at a given scale is put in evidence. Therefore, this is a
situation where the additional bonus brought by measuring multifractal correlations
is needed. Indeed, if the cross-correlations of the signals do not carry substantial
information, this does not imply that the singularity sets of each signal are not
related (as shown by the example supplied by Brownian motions in multifractal
time, see below in Sect. 3.4). In that case, a natural idea is to look for correlations that
would be revealed by the multiscale quantities associated with pointwise exponents
rather than by wavelet coefficients.

3.3 Multivariate Multifractal Formalism

The idea that leads to a multivariate multifractal formalism is quite similar as the
one which led us from wavelet scaling functions to leaders and p-leaders scaling
functions: One should incorporate in the cross-correlations the multiscale quantities
which allow to characterize pointwise regularity, i.e. replace wavelet coefficients by
wavelet leaders in (49).

Suppose that two pointwise regularity exponents 41 and h; defined on R are
given. We assume that each of these exponents can be derived from corresponding
multiresolution quantities d 1.’ w» and djz.y ¢ according to (31). A grandcanonical
multifractal formalism allows to estimate the joint spectrum D(H;, Hy) of the
couple of exponents (1, h2) as proposed in [95]. In the general setting provided
by multiresolution quantities, it is derived as follows: The multivariate structure
functions associated with the couple (d}’ o djz) ) are defined by

Vr=(r.r) eR: S ) =271 (dj )" (d; )", (50)
k

see [6, 27] for the seminal idea of proposing such multivariate multiresolution
quantities as building blocks of a grandcanonical formalism. Note that they are
defined as a cross-correlation, which would be based on the quantities d]]. ¢ and

d? » With the extra flexibility of raising them to arbitrary powers, as is the case
for univariate structure functions. The corresponding bivariate scaling function is

£(r) = liminf 2EST )

j—>+o0  log(2=7) G

The bivariate Legendre spectrum is obtained through a 2-variable Legendre
transform

VH = (Hi. Hy) € R, L(H) = inf (1-¢(0) +H ), (52)
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where H - r denotes the usual scalar product in R2. Apart from [95], this formalism
has been investigated in a wavelet framework for joint Holder and oscillation
exponents in [10], in an abstract general framework in [100], and on wavelet leader
and p-leader based quantities in [6, 72].

Remark 6 The setting supplied by orthonormal wavelet bases is well fitted to be
extended to the multivariate setting, because the multiresolution quantities d, are
defined on a preexisting (dyadic) grid, which is shared by both quantities. Note that
this is not the case for the WTMM, where the multiresolution quantities are defined
at the local maxima of the continuous wavelet transform (see (17)), and these local
maxima differ for different signals; thus, defining multivariate structure functions in
this setting would lead to the complicated questions of matching these local maxima
correctly in order to construct bivariate structure functions similar to (50).

The multivariate multifractal formalism is backed by only few mathematical
results. A first reason is that, as already mentioned, the Legendre spectrum does
not yield in general an upper bound for the multifractal spectrum, and this property
is of key importance in the univariate setting. Another drawback is that, in
contradistinction with the univariate case, the scaling function (51) has no function
space interpretation. It follows that there exists no proper setting for genericity
results except if one defines a priori this function space setting (as in [26, 27]
where generic results are obtained in couples of function spaces endowed with the
natural norm on a product space). We meet here once again the problem of finding a
“proper” genericity setting that would be fitted to the quantities supplied by scaling
functions. We now list several positive results concerning multivariate Legendre
spectra.

The following result of [75] shows how to recover the univariate Legendre
spectra from the bivariate one.

Proposition 5 Let d! e and d2 be two multiresolution quantities associated with
two pointwise exponents hl(x) and ho(x). The associated uni- and bi-variate
Legendpre spectra are related as follows:

Li(H) = SII;P L(Hy, Hy)) and Lr(Hp) = S;P L(Hy, H»).
1

This property implies that results similar to Theorem 1 hold in the multivariate
setting.

Corollary 1 Ler d! ik and d2 be two multiresolution quantities associated with
two pointwise exponents h 1(x) and hy(x). The following results on the couple
(h1(x), ha(x)) hold:

e If the bivariate Legendre spectrum has a unique maximum for (Hy, Hp)
(c1, 2), then

for almost every x, hi(x)=c1 and hy(x)=cs. (53)
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o [fthe leader scaling function is affine then

3(c1, ¢2), Vx, hi(x)=c1 and hy(x) =cs.

Note that the fact that the leader scaling function is affine is equivalent to the
fact that the bivariate Legendre spectrum is supported by a point. In that case, if
the exponents /.1 and A are associated with the functions f; and f>, then they are
monohdlder functions.

Proof The first point holds because, if the bivariate Legendre spectrum has a unique
maximum, then, its projections on the H; and the H» axes also have a unique
maximum at respectively H; = c¢1 and Hp = ¢ and Proposition 5 together with
Theorem 1 imply (53).

As regards the second statement, one can use Proposition 5: If the bivariate
scaling function is affine, then L(H{, H>) is supported by a point, so that Propo-
sition 5 implies that it is also the case for univariate spectra L(H) and £(H>), and
Theorem 1 then implies that /1 is constant and the same holds for /5. a

Recall that, in general, the bivariate Legendre spectrum does not yield an upper
bound for the multifractal spectrum (in contradistinction with the univariate case),
see [74] where a counterexample is constructed; this limitation raises many open
questions: Is there another way to construct a Legendre spectrum which would yield
an upper bound for D(H;, H>)? which information can actually be derived from the
Legendre spectrum? A first positive result was put in light in [74], where a notion of
“compatibility” between exponents is put in light and is shown to hold for several
models: When this property holds, then the upper bound property is satisfied. It is
not clear that there exists a general way to check directly on the data if it is satisfied;
however, an important case where it is the case is when the exponents derived are the
Holder exponent and one of the “second generation exponents” that we mentioned,
see [6, 72]. In that case, the upper bound property holds, and it allows to conclude
that the signal does not display e.g. oscillating singularities, an important issue both
theoretical and practical. Let us mention a situation where this question shows up:
In [18], P. Balanca showed the existence of oscillating singularities in the sample
of some Lévy processes and also showed that they are absent in others (depending
on the Lévy measure which is picked in the construction); however, he only worked
out several examples, and settling the general case is an important issue; numerical
estimations of such bivariate spectra could help to make the right conjectures in this
case.

The general results listed in Corollary 1 did not require assumptions on correla-
tions between the exponents /1 and i>. We now investigate the implications of such
correlations on the joint Legendre spectrum. For that purpose, let us come back
to the probabilistic interpretation of the structure functions (50) in terms of cross-
correlation of the (d jl Q" and (djz.’ )"+ As in the univariate case, if we assume that,

for a given j, the multiresolution quantities dl1 ¢ and d/2 & respectively share common
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laws X ]1 and X ? and display short range memory, then (50) can be interpreted as an
empirical estimation of E(|X} "1 |X§|r2). If we additionally assume that the (d}, )
and (djz.’ ) are independent, then we obtain

S(r, j) =E(X}I"X31?) = B(X;|") - E(X7]™),
which can be written

S(ri,r2, j) = S'(r1, ))S*(ra, J). (54)

Assuming that liminf in (51) actually is a limit, we obtain S(r1,rp, j) ~
2= 0+ yielding ¢ (1. 2) = ¢ (r1) + ¢2(r2). Applying (52), we get

L(H), Hy) = inf (1 —¢"(r1) 4 ¢%(r2) + Hiry + Har)

(r1,r2)€R?
=inf(1 = ¢ (o) + Him) +inf(1 = £2(2) + Hora) — 1,
which leads to
L(Hy, Hy) = L(H)) + L(Hy) — 1. (55)

Thus, under stationarity and independence, the codimension rule applies for the
multivariate Legendre spectrum. In practice, this means that any departure of the
Legendre spectrum from (55), which can be checked on real-life data, indicates that
one of the assumptions required to yield (55) (either stationarity or independence)
does not hold (Fig. 10).

As a byproduct, we now show that multivariate multifractal analysis can give
information on the nature of the singularities of one signal, thus complementing
results such as Proposition 4 which yielded almost everywhere information of this
type. Let us consider the joint multifractal spectrum of a function f and its fractional
integral of order s, denoted by (=), If f only has canonical singularities, then
the Holder exponent of f(’s) satisfies Vxq, hf(_s) (x0) = hy(xp) + s, so that the
joint Legendre spectrum is supported by the line H, = Hj + s. In that case, the
synchronicity assumption is satisfied and one can conclude that the joint multifractal
spectrum is supported by the same segment; a contrario, a joint Legendre spectrum
which is not supported by this line is interpreted as the signature of oscillating
singularities in the data, as shown by the discussion above concerning the cases
where the upper bound for bivariate spectra holds. Figs. 11, 12, and 13 illustrate
this use of bivariate multifractal analysis: In each case, a signal and its primitive
are jointly analyzed: The three signals are collected on the same runner and the
whole race is analyzed. Figure 11 shows the analysis of heartbeat, Fig. 12 shows
the cadence and Fig. 13 shows the acceleration. In the first case, the analysis is
performed directly on the data using a p-exponent with p = 1, whereas, for the
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Fig. 10 On the left, the bivariate multifractal spectrum between heart-beat frequency primitive
and cadence primitive are shown, and, on the right, the bivariate multifractal spectrum between
acceleration and cadence with fractional integral of order 1.5 are shown. This demonstrates the
strong correlation between the pointwise singularities of the two data: indeed the bivariate spectra
are almost carried by a segment, and a bivariate spectrum carried by a line H, = a H| + b indicates
a perfect match between the pointwise exponents according to the same relationship: Vx, hy(x) =
ahi(x) +0b

L(Hi,Hz)

: 0.6 0.7. 0'8. 09

: 0.5
3 04 H

)
— 0.2
0 01 0 %1

Fig. 11 Bivariate 1-spectrum of heartbeat frequency and its primitive: the bivariate spectrum lines
up perfectly along the line H> = H; + 1

two last ones, the analysis is performed on a fractional integral of order 1/2. In
each case, the results yield a bivariate Legendre spectrum supported by the segment
H, = Hj + s, which confirms the almost everywhere results obtained in Sect. 2.9:
The data only contain canonical singularities.
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Fig. 12 Bivariate Holder spectrum of fractional integrals order 1/2 and 3/2 of cadence: the
bivariate spectrum lines up perfectly along the line H> = H| + 1
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Fig. 13 Bivariate Holder spectrum of fractional integrals of order 1/2 and 3/2 of acceleration: the
bivariate spectrum lines up perfectly along the line H> = H; + 1

3.4 Fractional Brownian Motions in Multifractal Time

In order to put in light the additional information between wavelet correlations and
bivariate scaling functions (and the associated Legendre spectrum), we consider the
model supplied by Brownian motion in multifractal time, which has been proposed
by B. Mandelbrot [36, 90] as a simple model for financial time series: Instead of the
classical Brownian model B(t), he introduced a time change (sometimes referred to
as a subordinator)

B(f(1)) = (Bo )
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where the irregularities of f model the fluctuations of the intrinsic “economic time”,
and typically is a multifractal function. In order to be a “reasonable” time change,
the function f has to be continuous and strictly increasing; such functions usually
are obtained as distribution functions of probability measures d u supported on R (or
on an interval), and which have no atoms (i.e. Va € R, u(a) = 0); typical examples
are supplied by deterministic or random cascades, and this is the kind of models that
were advocated by B. Mandelbrot in [90]. Such examples will allow to illustrate the
different notions that we introduced, and the additional information which is put into
light by the bivariate Legendre spectrum and is absent from wavelet correlations.

Let us consider the slightly more general setting of one fBm of Hurst exponent «
(the case of Brownian motion corresponds to « = 1/2) modified by a time change
f. In order to simplify its theoretical multifractal analysis, we take for pointwise
regularity exponent the Holder exponent and we make the following assumptions on
f: We assume that it has only canonical singularities and that, if they exist, the non-
constant terms of the Taylor polynomial of f vanish at every point even if the Holder
exponent at some points is larger than 1 (this is typically the case for primitives of
singular measures). In that case, classical uniform estimates on increments of fBm,
see [77] imply that

as. Vi, hpor(t) = ahys(t), (56)
so that
as. VH, Dpof(H) =Dy(H/a);

Note that the simple conclusion (56) may fail if the Taylor polynomial is not
constant at every point, as shown by the simple example supplied by f(x) = x
on the interval [0, 1].

We now consider By o f and B; o f: two independent fBm modified by the
same deterministic time change f (with the same assumptions as above). It follows
from (56) that, with probability 1, the Holder exponents of By o f and By o f
coincide everywhere, leading to the following multifractal spectrum, which holds
almost surely:

. H,
if Hy = Hy, D(B\of,B0r)(H1, H2) = Dy <7>
(57)

if Hy # Hy, D(Byof,Byor)(H1, H2) = —00.

Figure 14 gives a numerical backing of this result: The Legendre spectrum
numerically obtained corresponds to the theoretical multifractal spectrum. Let us
give a non-rigourous argument which backs this result: The absence of oscillating
singularities in the data implies that the maxima in the wavelet leaders are attained
for a A’ close to A, so that the wavelet leaders of a given magnitude will be close
to coincide for both processes, and therefore the bivariate structure functions (50)
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Binomial cascad measure with J = 19 and p = 0.25 «10? Repartition function of j, with J = 19 and p = 0.25
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Fig. 14 Binomial measure with p = 1/4 (left) and its repartition function (right) which is used as
the time change in Fig. 16

satisfy
Sy ) =273 ) @@ ~ 2Ty @)
so that

as., Vry,nr, C@ri,r) = ¢(r +r2).

where ¢ is the bivariate scaling function of the couple (B} o f, By o f) and ¢ is the
univariate scaling function of By o f. Taking a Legendre transform yields that the
bivariate Legendre spectrum L(Hj, H) also satisfies a similar formula as (57), i.e.

H,

if Hy = Hy, LB of,Brop)(H1, H2) = Ly <7>

a.s., VH, Hp, (58)

if H # Hy, Ly (Hy, Hy) = —o0.
Let us now estimate the wavelet cross correlations. Since f is deterministic, the
processes B o f and B o f are two independent centered Gaussian processes. Their

wavelet coefficients c;  and C? « therefore are independent centered Gaussians, and,
at scale j the quantity

Sm,n (]) = 27]. ZC},kCik
k

is an empirical estimation of their covariance, and therefore vanishes (up to small
statistical fluctuation). In contradistinction with the bivariate spectrum, the wavelet
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cross correlations reveal the decorrelation of the processes but does not yield
information of the correlation of the singularity sets.

In order to illustrate these results, we will use for time change the distribution
function of a binomial cascade 1), carried on [0, 1]. Let p € (0, 1); u, is the
only probability measure on [0, 1] defined by recursion as follows: Let A C [0, 1]
be a dyadic interval of length 27/; we denote by AT and A~ respectively its two

“children” of length 27/~!, A* being on the left and A~ being on the right. Then,
W p is the only probability measure carried by [0, 1] and satisfying

wpAH =p-up) and  pp(A7) =1 = p)-pp).

Then the corresponding time change is the function

Ve [0,1] fu, @) = pp((0. x)).

In Fig. 14, we show the binomial cascade (11,4 and its distribution function, and
in Fig. 15 the cross-correlation between two, independant realizations of this process

is displayed; and in Fig. 16 we use this time change composed with a fBm of Hurst
exponent o« = 0.3 (Fig. 17).

0.8
06
0.4

0.2 F

\ /
02
-0.4
0.6 -

-0.8 +

Fig. 15 Cross-correlation of the wavelet coefficients of two independent fBm with the same time

change: the distribution function of the binomial measure (), with p = 1/4. The cross-correlation
reflects the independence of the two processes
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fractional Brownian motion with i = 0.3 4 fBm in multifractal time
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Fig. 16 fBm with H = 0.3 and H = 0.5 subordinated by the multifractal time change supplied
by the distribution function of the binomial measure ., with p = 1/4

H, 0.5

0.5 i

Fig. 17 Bivariate multifractal spectrum of two independent fBm with the same time change: the
distribution function of a binomial measure with p = 1/4; in contradistinction with the cross-
correlation of wavelet coefficients, the wavelet leaders are strongly correlated, leading to a bivariate
multifractal Legendre spectrum theoretically supported by the line H; = H», which is close to be
the case numerically

Remark 7 The fact that the same time change is performed does not play a
particular role for the estimation of the wavelet cross-correlations; the same result
would follow for two processes By o f and By o g with By and B, independent,
and where f and g are two deterministic time changes. Similarly, By and B can be
replaced by two (possibly different) centered Gaussian processes.

Let us mention at this point that the mathematical problem of understanding what
is the multifractal spectrum of the composition f o g of two multifractal functions
f and g, where g is a time subordinator i.e. an increasing function, is a largely
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open problem (and is posed here in too much generality to find a general answer).
This problem was initially raised by B. Mandelbrot and also investigated R. Riedi
[102] who worked out several important subcases; see also the article by S. Seuret
[105], who determined a criterium under which a function can be written as the
composition of a time subordinator and a monohdlder function, and [21] where J.
Barral and S. Seuret studied the multifractal spectrum of a Lévy process, under a
time subordinator given by the repartition function of a multifractal cascade.

3.5 Multivariate Analysis of Marathon Physiological Data

Let us consider one of the marathon runners, and denote his heart beat frequency by
fr and his cadence by f. and by f }(p_l) and fc(_l) their primitives. We performed
the computation of the bivariate scaling function ¢ FED D (using wavelet leaders)
f rJc
and we show its Legendre transform £ FD_p-n on Fig. 18. This spectrum is widely
/‘ rJe

spread, in strong contradistinction with the bivariate spectra obtained in the previous
section; this indicates that no clear correlations between the Holder singularities
of the primitives can be put in evidence. Figure 5 shows the two corresponding
univariate spectra (which can be either computed directly, or obtained as projections
of the bivariate spectrum).

In order to test possible relationships between the bivariate spectrum and the two
corresponding univariate spectra, we compute the difference

L(Hy, Hy) — L(H) — L(H) + 1,
which allows to test the validity of (55) and

L,y —min(Ly, (Hy), Ly, (H2)),

bivariate Holder Legendre spectrum

L{Hi,Hz)

H:

Fig. 18 Representation of the bivariate Holder Legendre spectrum of the primitives of heart beat
frequency and cadence: this bivariate spectrum is derived from the same data that were used to
derive the two univariate spectra shown in Fig. 5
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1.6 = L6

H Hi

0.4 0.6 0.4 0.6

Fig. 19 Representation of the difference of the bivariate spectrum and the two formulas proposed
in (54) and (47). The graph on the left is closer to zero, which suggests that the large intersection
formula seems more appropriate in this case

which allows to test the validity of (48), they are shown in Fig. 19. This comparison
suggests that the large intersection formula is more appropriate than the codimen-
sion formula in this case. Keeping in mind the conclusions of Sect. 3.1, these results
indicate that an hypothesis of both stationarity and independence for each signals is
inappropriate (indeed this would lead to the validity of the codimension formula),
and on the opposite, these results are compatible with a pointwise regularity yielded
by a limsup set procedure, as explained in Sect. 3.1.

4 Conclusion

Let us give a summary of the conclusions that can be drawn from a bivariate
multifractal analysis of data based on the Legendre transform method. This analysis
goes beyond the (now standard) technique of estimating correlations of wavelet
coefficients; indeed here wavelet coefficients are replaced by wavelet leaders, which
leads to new scaling parameters on which classification can be performed. On
the mathematical side, even if the relationship between the Legendre and the
multifractal spectra is not as clear as in the univariate case, nonetheless, situations
have been identified where this technique can either yield information on the
nature of the singularities (e.g. the absence of oscillating singularities), or on the
type of processes that can be used to model the data (either of additive or of
multiplicative type). In the particular case of marathon runners, the present study
shows a bivariate spectrum between heart rate and cadence are related by the large
intersection formula. In a recent study [31] a multivariate analysis revealed that, for
all runners, RPE and respiratory frequency measured on the same runners during
the marathon were close (their angle is acute on correlation circle of a principal
component analysis) while the speed was closer to the cadence and to the Tidal
respiratory volume at each inspiration and expiration). The sampling frequency of
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the respiratory parameters did not allow to apply the multifractal analysis which
here reveals that the cadence and heart rate could be an additive process such
as, possibly a generalization of a Lévy process. Heart rate and cadence are under
the autonomic nervous system control and Human beings optimize their cadence
according his speed for minimizing his energy cost of running. Therefore, we
can conclude that is not recommended to voluntarily change the cadence and this
bivariate multifractal analysis mathematically shows that the cadence and heart rate
are not only correlated but we can conjecture that they can be modeled by an additive
process until the end of the marathon.

Acknowledgments We thank the anonymous referee for many stimulating and insightful remarks
and suggestions on the first version of this paper.
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Applications of Dynamical Systems Theory
in Biology



Wavefronts in Forward-Backward )
Parabolic Equations and Applications Qe
to Biased Movements

Diego Berti, Andrea Corli, and Luisa Malaguti

Abstract We consider a discrete biological model concerning the movements of
organisms, whose population is formed by isolated and grouped individuals. The
movement occurs in a random way in one spatial dimension and the transition
probabilities per unit time for a one-step jump are assigned. Differently from other
papers on the same subject, we assume that the random walk is biased and so, by
passing to the limit, we obtain a parabolic equation which includes a convective
term. The noteworthy feature of the equation is that the diffusivity changes sign. We
investigate the existence of wavefront solutions for this equation, their qualitative
properties and we estimate their admissible speeds; in this way we generalize some
recent results concerning the case of unbiased movements. Our discussion makes
use of some results obtained by the authors on the existence of wavefront solutions
in backward-forward parabolic equations.

1 Introduction

The diffusion-convection reaction parabolic equation

ur + fu)x = (DWuy), + gu), t>0,x€eR (1)
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is frequently used for modeling and analyzing various problems in different areas;
we emphasize here those in biology [17] and crowd dynamics [7]. In these cases the
unknown function u = u(¢, x) in (1) denotes a normalized density or a concentration
and then u is valued in the interval [0, 1]. Equation (1) occurs, in the case f = 0, in
the study of invasion processes [13, 14] where it is obtained as a continuum limit
of a discrete model. The introduction of the term f is motivated below.

We assume that the convective term f satisfies

() feC'o,1], f(0) =0,

where the condition f(0) = O just fixes a representative. We consider in the
following a monostable reaction term g, i.e.,

(2) ¢€C'0,1], g > 0in (0, 1), g(0) = g(1) = 0.
The most important condition concerns the diffusivity D: we assume
(D) DeC'[0,1], D> 0in (0,) U(B, 1) and D < Oin (a, ),

with a, 8 € (0,1) and @« < B. Notice that D may vanish in O or 1; moreover,
the slopes of g and D in 0 and 1 may also be 0. Condition (D) frequently occurs in
models of invasion processes [3, 13, 14], and makes (1) a forward-backward-forward
equation. We refer to Fig. 1 for a representation of the assumptions above.

Under conditions (f), (g) and (D), Eq. (1) admits wavefronts, i.e. traveling wave
solutions u(z, x) = ¢(x — ct), for some speed ¢ € R, whose profiles ¢ reach the
equilibria u = 0 and u = 1 at infinity and are monotone [3]. In particular, if a profile
is decreasing, then it satisfies

p(=00) =1, @(00) =0. 2

Wavefronts are in agreement with several experimental data, hence their interest.
The study of their existence in reaction-diffusion equations goes back to the seminal
papers by Aronson-Weinberger [1] and Fife [9], and was then discussed in various
contexts with different techniques (see e.g. [6, 10, 11, 16]). A detailed discussion
on wavefronts satisfying (2), when the diffusivity is as in (D), recently appeared in
[3]. A result appearing in [3] provides the existence of a continuum of wavefronts
for Eq. (1); they are parameterized by their speed c, for ¢ in the half-line [¢*, 00).

0 1 P 1 P ‘“\/BIP

Fig. 1 Typical plots of the functions f, g and D
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Estimates on the threshold value ¢* are also obtained there. We remark that, in
special cases, ¢* can be exactly computed.

Consider now the discrete biological model in [13, 14], where the population
consists of isolated and grouped individuals moving randomly on a line. However,
differently from those papers, assume that the random walk is biased. The
continuum model obtained by passing to the limit has exactly the form of Eq. (1);
since the movement is biased, this limiting equation includes, in particular, the
convective term f. This derivation appears in Sect.2; comparisons with previous
similar models are also made there. In Sect.3 we provide the theoretical tools for
the study of this model. In particular, we summarize some general results from [3]
(see Theorem 1); we also show that, in the case f = 0, the estimates of ¢* obtained
in [3] lead to an explicit value (see Corollary 1), which coincides with that in [14].
By means of these results, in Sect. 4 we discuss the existence of wavefront solutions
to the model proposed in Sect. 2. In this way we extend a result of [14] to the case
of a biased movement.

In some cases the reaction term g displays a so-called bistable behavior, i.e., g <
0in (0,0) and g > Oin (8, 1), with g(0) = g(#) = g(1) = 0and 6 € (0, 1). This
happens, in particular, in the models of invasion processes under some conditions
on their parameters (see Remark 1). Also in this case Eq. (1) admits wavefronts, but
the range of their wave speeds now reduces to a bounded closed interval, which can
possibly degenerate to a single value. Moreover, the presence of the convective term
f allows additional properties on their profiles: for example, the number of profiles
for each admissible speed ¢ can be infinite, and profiles may display plateaus (i.e.,
horizontal stretches) at level 6. We refer to [4] for a complete discussion of this case
including the presence of a convective term.

2 A Biological Model with Biased Movements

The modeling of the movement of organisms in a biological system by partial
differential equations has a long history, and a satisfactory framework was provided
in [18-20]. In particular, the continuum model in [19] was obtained by passing to
the limit in a discrete model where the transition probabilities per unit time for a
one-step jump were assigned; we also refer to [12] for the connections between the
discrete and the continuum model. A similar approach, in one space dimension, was
more recently proposed in [13] for populations constituted by isolated and grouped
individuals, and a focus on the case where the diffusivity becomes negative has been
done in [14]; both papers are in particular concerned with wavefront solutions.

In [12, 14] the random movement in the underlying discrete model is assumed
to be wunbiased, in the sense that the transitional probabilities do not depend
on the direction of the motion. Then, no convection appears. We provide here a
generalization of the model in [13] by introducing a possibly biased movement;
this leads, in general, to a convective term.
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We now introduce the model, referring to [13] for more details. The population
is constituted by isolated agents and grouped agents; both classes can reproduce, die
and move, with different rates. Agents occupy the sites jA, for j =0, £1, £2, ...
and A > 0. Let ¢; be the probability of occupancy in the j site. Its variation during
a time-step T > 0 is provided by the following process:

30j =
i

_Pm i, . . i, A .
=5 a'ci—1(1—=cj)(1—cj_2)+bcjt1(1 —c;)(1 —cji2)

—<a"+b"> ci(l —c,-_l)(l—cj+1)]
Pr o g g g
—G—T[a C];](l —Cj)~|-b Cj+1(1 —cj)—a Cj(l —Cj+l)—b Cj(l _ijl)]

Pg
- o [afej1 (1= eI = ¢ja) + b¥ejpa(l = ¢))(1 = ¢j42)

—(@a® +b8)cj(1 —cj—(1 — Cj+l)] + reaction terms. 3)

The terms P! and P are the movement transitional probabilities for isolated and
grouped individuals, respectively. If ' = b' = a% = b¢ = 1, then (3) coincides
with [13, (1)]; we have not explicitly written the reaction terms because they are
exactly as in [13, (1)]. We introduced instead the positive parameters a’, b’ and
a8, bé, which produce a (linearly) biased movement for the isolated and grouped
individuals, respectively. We use the notation a8, b8 to denote the two sets of
parameters together. By noticing that each bracket is divided by 2, we have

a' +b' =at+b8 =2, “4)

because a bias a”¢ toward the left implies a complementary bias b8 = 2 — g8
toward the right. The continuum model is obtained by understanding c; as a smooth
function ¢ = c¢(x, t) and expanding c around x = jA at second order. Then, one
divides Eq. (3) by t and passes to the limit for A — 0 and T — 0 while keeping
A%/t constant; for simplicity we assume A%/t = 1. Analogous assumptions are
made in [12, 19] and in [13, 14]. In this procedure, as in [13], one assumes that the
following limits are finite:

8

lim —2 = D;,.
Ar—0 2

IS~
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Here, we also require, for some C; , € R,

lim a™$(z) = lim b"$(r) =1 and a"8(r) — b"4(1) ~ C; 4/7 for T — 0.
7—0 7—0

®)

Assumption (5);, namely, that the limits of a”€ and b€ coincide, implies that their
common value is 1 by (4). Assumption (5), is analogous to assumption [13, (3)]
for the birth and death probabilities in the reaction terms, which is here assumed as
well. Then one finds Eq. (1) with

fw) = —(CiD; + CgDg) u(l — u)* — CgDgu(l — u), (6)
D) = D; (1 —du 3u2) + D, <4u - 3u2> , %
g) = Agu(l —u) + [Ai — Ay — (k,- — kg)] u(l — u)2 —kgu. (8)

Notice that in the case C; = 0 the function f is convex in [0, 1] if a8 > b$, and
concave otherwise. The expression of the terms D and g coincide with those in [13,
(2)]; the parameters A; , and k; ¢ are as in [13, (3)].

3 Wavefronts in a Forward-Backward-Forward Parabolic
Model

We briefly report in the following the main results on the existence and main
properties of wavefronts for Eq. (1); we denote with ¢ the wave profile and assume
that it is decreasing. We refer to [3, Theorem 6.1] for a comprehensive discussion.

Theorem 1 Consider Eq. (1) and assume conditions (f), (g) and (D). Then there
exists ¢* € R such that (1) admits wavefronts satisfying (2) if and only if ¢ > c*.
Moreover,

(i) wehave ¢’ <0if0 <@ < landp # a, ¢ # B;
(ii) D(p)¢' — 0asé — aand & — B;
(iii) the threshold value c* can be estimated depending on f, g and D.

We now comment on the previous results.

First, for every ¢ > ¢* the corresponding wavefront is unique up to space shifts,
as usual when dealing with wavefronts.

Second, the threshold c¢* is defined as the maximum among three sub-thresholds,
that we call here c’f, c§ and cg‘; they are the thresholds for the existence of wavefronts
connecting O with «, @ with B and 8 with 1, respectively. In general, and in particular
if f # 0, an explicit value of ¢* cannot be given. However, we provide below some
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estimates for these thresholds. They can all be obtained by [4, (4,3), (4.6)] and are
the following

max { sup A, f'(0) + 2\/D(O)g’(0)} < c]" < sup Ay + 2 [sup By, ©)]
0,01

0,a] (0,a]

max { sup Ag, f(B) + 2/ D' (B)g(B) } <c5 < sup Ag+2 /[sug)Bg, (10)

[, 8) [o.8)

max[sup Ap. f'(B) +2/D'(B)g(B) } <ej<supAp+2 fsup By (1)
(8,11 (B.11

where, for v € [0, 1], the functions A, = A,(u) and B, = B, (u) are defined by,
foru € [0, 1]\ {v},

Ay (u) = —f(u) — l]:(v) By (u) = p i . /u D(s)g(s) d

s —v

Third, the C! regularity of g is assumed here in order to simplify the discussion;
similar results hold true when g is barely continuous in the interval [0, 1], see [3].

Fourth, let ¢ be a profile of a wavefront for (1). The value &, € R such that
¢(&y) = a is easily proved to be unique; moreover, one can deduce that ¢’ (£,) < 0
if D'(a) < 0, while it can be ¢’ (&§,) = —o0 if D'(a) = 0. An analogous discussion
holds for the point 8. Explicit formulas for ¢’(&,) and ¢’(£g) are provided in [3,
(2.9), (2.16)].

Now, we give a rough sketch of the proof of Theorem 1. The main technique is
a first-order reduction: since the profiles are strictly monotone ¢ when 0 < ¢ < 1
(and ¢ # «, ¢ # B), hence the inverse function & (¢) is well defined and so is

2(9) = D(@)p((@)).
It is plain to see that z(¢) satisfies the first-order, singular equation

D
Hg) = —c + fl(p) — 208 (12)
z(p)

for z = dz/dg, and also that z(0) = z(«) = z(8) = z(1) = 0. The investigation
then proceeds by studying (12) separately in each interval [0, «], [«, 8] and [B, 1]
by mainly exploiting comparison-type techniques, for which we refer to [2].
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In order to check how the estimates on ¢* that we obtained are precise, we now
focus on the case f = 0. We show, under a light further condition, that in this case
they provide an explicit value for ¢*. More precisely, we assume

(Dg) (u) < (Dg)'(0) forevery u € [0, 1]. (13)

Assumption (13) is motivated by the fact that when it holds and also f'(u#) < f'(0)
for u € [0, o], then (9) clearly reduces to

¢t = £(0) +2v/D(0)g'(0).

The following simple result is new. It generalizes to the case of general g and D a
result in [14].

Corollary 1 Consider Eq. (1) with f = 0 and assume conditions (g), (D) and (13).
Then

c* =2/D(0)g'(0). (14)
Proof By (9) we have
2y D(0)g'(0) < cf <2 | sup M-
ue(0,a] u
Since for every u € (0, o] we have
D) gu) = (Dg) (8,)u for some 6, € (0, u),

then

D
P8 < max(Dg) = D0} ©).
ue(0,a] u [0,a]
because of (13), from which it follows ¢} = 2,/D(0)g’(0). It remains to prove that
c3,c; < cj. To this end, we make use of the right-hand side of (10) and (11) as
follows.
As above, we have

: / F PO s — (D) (0 for some o € (@, 1.
u—=pBJp s—pB

where o, is contained either in (u, 8) or in (8, u), according tou < B oru > B.
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Since (Dg)’ = (Dg)’(u) has its maximum at u = 0 because of Dg, then, from
the right-side of (10) and (11), we deduce

¢, ¢5 <cj.

This concludes the proof since ¢* is the maximum among c7, ¢; and c3. ]

4 Wavefronts in a Biological Model with Biased Movements

We now apply Theorem 1 and Corollary 1 to the model proposed in Sect. 2. We are
then looking for wavefronts for Eq. (1) when we assume (6)—(8). As in [13, 14], we
also assume

D;i >4D¢ >0 and Ag=2X; =A>0,ki =k, =0. (15)
With these choices, D has two sign-changes as prescribed by (D), occurring at some

a € (1/3,2/3)and B € (2/3, 1) (see [14, (7)] for their expressions), while g simply
takes the shape

gw) = Au(l — u). (16)

As far as f is concerned, i.e. the choice of C; and Cg, we just assume that C;, C, €
R. The case f =0, 1i.e. C; = C; = 0, was treated in [13, 14].

Theorem 1 applies directly, without additional computations. In particular, under

(15) there exists ¢* € R such that this model admits wavefronts with speed ¢ € R,

connecting 1 to 0, if and only if ¢ > c¢*. Moreover, the profile ¢ is unique up to

space shifts for every admissible c.
Furthermore, we claim that condition (13) is satisfied. Indeed, we have

(Dg)'(u) = —12x (D; — Dg) u® + 211 (D; — Dg) u* — 4 (10D; — 8Dg) u + AD;.

First, we observe that (Dg)’(0) = AD;. Then, since —12u? 4+ 21u — 8 < 2, we
deduce

—12(D; — Dg)u® +21(D; — Dg)u* — 8 (D; — Dg)u < 2Dju — 2Dju,
and hence, because of Dg; > 0, we obtain

(Dg)'(u) < A (2Diu — 2Dgu — 2Dju + D;) < AD; = (Dg)'(0).
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Thus, in case f = 0, by Corollary 1, we obtain the result in [14, (11)], that is

c* =2AD,;.

We stress that in [14] the authors claimed the result as an application of the
geometric singular perturbation theory [8]. Instead, Corollary 1 is a consequence of
the upper and lower solution techniques that we adopted to investigate wavefronts.

Now, consider the case f* # 0, and then at least one between C; and C, does not
vanish. If we denote

H(u) = % = —(CiD; 4+ CgDg)(1 — u)> — CgDg(1 — u),

then (9) becomes

max { sup H(u), f'(0) +2y/AD; ¢ <cf < sup H(u)+2y/AD;,

ue(0,a] ue(0,a]

because (13) is satisfied. Since f is given in (6), then H(u) can be explicitly
computed and its supremum can be evaluated depending on the choices of C; and
C,. This provides explicit bounds for ¢}, and analogously for 3 and c3.

Remark 1 Assumption (15) implies that the reaction term g in (16) is monostable.
A different choice of the parameters D; g, Ai g, ki ; clearly gives rise to other
models. For instance, we can modulate the values of A; , and k; ¢ to obtain a bistable
reaction term. This happens if

k¢ =0 and k; > A; >0 and Az > 0,
because then g in (8) becomes
gw) =0u(l —u)(—1+ yu),
with

hg +0
0

0 =ki—X; and y := > 1.

For models with unbiased movements, i.e. when f = 0, this case was discussed
in [13, 15]. In particular, numerical simulations are proposed in [15] to suggest the
presence of shock-fronted wavefronts. To the best of our knowledge the existence
of wavefronts in biased models has never been investigated. Such a discussion can
be led by means of the results and techniques developed in [4], where the equation
includes a convective term; we refer to [5].
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Bohr-Levitan Almost Periodic )
and Almost Automorphic Solutions of oo
Equationx’(¢) = f(t—1,x (t — 1)) — f(t, x(t))

David Cheban

Abstract This paper is dedicated to the problem of almost periodicity of solutions
for functional differential equations x’ = h(z, x;)(*) when the right hand side is
monotone with respect to spacial variable. The main results are established in the
framework of general non-autonomous (cocycle) dynamical systems. We apply our
general results to a class of delay differential equations x' () = f(r — 1, x(t — 1)) —
[, x(t)) (**). In particular, we prove that every solution of equation (**) with
Bohr-Levitan right hand side is asymptotically Bohr-Levitan almost periodic.

1 Introduction

This paper is dedicated to the problem of almost periodic solutions and structure of
compact global attractor (Levinson center) of functional differential equations

x' = h(t, x;). (1)
We apply our general results for a class of delay differential equations

X)) = ft—1,x@ =)= ft, x@). 2

Equation (2) may be viewed as the nonautonomous form of a model growth
processes and gonorrhea epidemics introduced by K. Cooke and J. Yorke [1, 2, 11].

The writing of this paper was motivated by the works O. Arino [1], J. Jiang
and X. Zhao [13] as well as a series of works by the author [6—10]. The aim
of this paper is to study the problem of the existence of Levitan/Bohr almost
periodic (respectively, almost automorphic, recurrent and Poisson stable) solutions
for dissipative functional differential equation (1) when the right hand side is
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monotone with respect to spacial variable. We establish the main results in the
framework of general non-autonomous (cocycle) dynamical systems. We apply our
general results for a class equations (2) which may be viewed as the nonautonomous
form of a model growth processes and gonorrhea epidemics. In particular, we prove
that every solution of equation (2) with Bohr-Levitan right hand side is asymptoti-
cally Bohr-Levitan almost periodic. For Bohr almost periodic (respectively, almost
automorphic) equations our result improve and/or refine the results of O. Arino [1]
(respectively, J. Jiang and X. Zhao [13]).

2 Non-autonomous (Cocycle) Dynamical Systems

In this section we collect some notions and facts from the autonomous and non-
autonomous dynamical systems [3] (see also, [5, Ch.IX]) which we will use below.

2.1 Cocycles

Let Y be a complete metric space, let R := (—o0, +00), Z = {0, =1, £2,...},
T=RorZ Ty ={teT| t>0}andT_ ={reT| <0} Let(Y,T,o)bean
autonomous two-sided dynamical system on Y and E be a real or complex Banach
space with the norm | - |.

Definition 1 (Cocycle on the State Space E with the Base (Y, T, o)) The triplet
(E, ¢, (Y, T, o))(or briefly ¢) is said to be a cocycle (see, for example, [S] and
[15]) on the state space E with the base (Y, T, o) if the mapping ¢ : T4 XY x E —
E satisfies the following conditions:

1. $(0,y,u) =uforallu € Eandy € Y;
2.t +1,y,u)=¢@, d(t,u,y),o(r,y)) forallt, 7 €e T, u e Eandy €Y}
3. the mapping ¢ is continuous.

Definition 2 (Skew-Product Dynamical System) Let (E, ¢, (Y, T, o)) be a cocy-
cleon E,X := E x Y and 7 be a mapping from T4 x X to X defined by
equality # = (¢, 0), ie., w(t, (u,y)) = (¢(t,w,u),o(t,y)) forall r € T4 and
(u,y) € E x Y. The triplet (X, T4, ) is an autonomous dynamical system and it
is called [15] a skew-product dynamical system.

2.2 Bebutov’s Dynamical Systems

Let X, W be two metric spaces. Denote by C(T x W, X) the space of all continuous
mappings f : T x W +— X equipped with the compact-open topology and let &
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be the mapping from T x C(T x W, X) into C(T x W, X) defined by the equality
o(tr,f) = frforallt € Tand f € C(T x W, X), where f; is the t-translation
(shift) of f with respect to variable ¢, i.e., fr(t,x) = f(t+7,x) forall (¢, x) € T x
W. Then [5, Ch.I] the triplet (C(T x W, X), T, o) is a dynamical system on C (T x
W, X) which is called a shift dynamical system (dynamical system of translations
or Bebutov’s dynamical system).

Recall that the function ¢ € C(T, X) (respectively, f € C(T x W, X))
possesses the property (A), if the motion o (-, ¢) (respectively, o (-, f)) generated
by the function ¢ (respectively, f) possesses this property in the dynamical system
(C(T, X), T, o) (respectively, (C(T x W, X), T, 0)).

As the quality of the property (A) there can stand the Lagrange stability
(st. L), uniform Lyapunov stability (un. st. £T), periodicity, almost periodicity,
asymptotical almost periodicity and so on.

For example, a function f € C(T x W, X) is called almost periodic (respectively,
recurrent etc.) in ¢ € R uniformly with respect to (w.r.t.) w on every compact subset
from W, if the motion o (-, f) is almost periodic (respectively, recurrent) in the
dynamical system (C(T x W, X), T, o).

2.3 Bohr-Levitan Almost Periodic, Almost Automorphic
and Recurrent Motions

Definition 3 A number 7 € S is called an ¢ > 0 shift of x (respectively, almost
period of x), if p(m (7, x), x) < € (respectively, p(w(t + ¢, x), w (¢, x)) < ¢ for all
tes).

Definition 4 A point x € X is called almost recurrent (respectively, Bohr almost
periodic), if for any ¢ > 0 there exists a positive number / such that at any segment
of length [ there is an ¢ shift (respectively, almost period) of point x € X.

Definition 5 If the point x € X is almost recurrent and the set H(x) :=
{m(t,x) | t € T} is compact, then x is called recurrent.

Definition 6 A point x € X of the dynamical system (X, T, ) is called Levitan
almost periodic [14] (see also [6, Ch.I]), if there exists a dynamical system (Y, T, o)
and a Bohr almost periodic point y € Y such that %, C 9., where N, :=
{{te}| w(tx, x) — x as k — oo}.

Definition 7 A point x € X is called Lagrange stable, if its trajectory X, :=
{m(¢,x) : t € T} is relatively compact.

Definition 8 A point x € X is called almost automorphic in the dynamical system
(X, T, m), if it is Lagrange stable and Levitan almost periodic.
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2.4 B. A. Shcherbakov’s Principle of Comparability of Motions
by Their Character of Recurrence

In this subsection we will present some notions and results stated and proved by B.
A. Shcherbakov [16, 17] (see also [6, Ch.I]).
Let (X, T, ) and (Y, T2, o) be two dynamical systems.

Definition 9 A point x € X is said to be comparable (respectively, uniformly
comparable) with y € Y by the character of recurrence, if the mapping 2 : X, —
%, defined by equality

h(o(t,y)) =n(t, x)

for any ¢ € T, is continuous (respectively, uniformly continuous).

Theorem 1 Let x be comparable with 'y € Y. If the point y € Y is stationary
(respectively, T—periodic, Levitan almost periodic, almost recurrent), then the point
x € X is also so.

Denote by M, := {{t,} C R : such that {z(¢,, x)} converges }.

Definition 10 A point x € X is said [4, ChII] to be strongly comparable by
character of recurrence with the point y € Y, if M, C M.

Theorem 2 Let X be a complete metric space. If the point x uniformly comparable
by character of recurrence with y, then M, C IM,.

Theorem 3 Let y be stable in the sense of Lagrange. The inclusion M, C I, takes
place, if and only if the point x is stable in the sense of Lagrange and the point x
uniformly comparable by character of recurrence with y.

Theorem 4 Let X and Y be two complete metric spaces, the point x be uni-
formly comparable with y € Y by the character of recurrence. If the point
y € Y is stationary (respectively, t-periodic, quasi-periodic with the frequency
basis v, va, ..., vy, Bohr almost periodic, almost automorphic, almost recurrent,
recurrent), then so is the point x € X.

2.5 Monotone Non-autonomous Dynamical Systems

Assume that E is an ordered Banach space [18]. A subset U of E is called lower-
bounded (respectively, upper-bounded) if there exists an element a € E such that
a < U (respectively, a > U). Such an a is said to be a lower bound (respectively,
upper bound) for U. A lower bound « is said to be the greatest lower bound (g.1.b.)
or infimum, if any other lower bound a satisfies a < «. Similarly, we can define the
least upper bound (1.u.b.) or supremum.

Let V be an order convex subset of E.
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Definition 11 Let (E, ¢, (Y, T, 0)) be a cocycle and ((X, T+, 7), (¥, T, o), h) be
a non-autonomous dynamical system associated by cocycle ¢ (i.e., X := E x Y,
m = (p,0)and h ;= pro : X — Y). The cocycle ¢ is said to be monotone if
uy < up implies o(t, uy,y) < ¢(t,up,y) foranyt >0andy € Y.

Recall that

1. a forward orbit {7 (¢, x0)| t = 0} (xo0 = (uo, yo)) of skew-product dynamical
systems (X, T+, 7)) (X = E x Y, m = (¢, 0)) is said to be uniformly stable if
forany ¢ > 0, thereisaé = 6(¢) > 0 such that p(¢(ty, u, yo), ¢(to, 1o, Y0)) <6
implies p(¢(t, u, yo), (t, ug, yo)) < ¢ forevery t > to;

2. a continuous mapping y : S — X is said to be an entire (full) trajectory of the
skew-product dynamical system (X, T4, 7) if y(t + t) = 7 (¢, y (7)) for any
teTyandt €S.

Below we will use the following assumptions:

(C1) every compact subset K of V has both infimum «(K) and supremum 8(K);

(C2) forevery x € V x 7Y, the set (T4, u, y) is pre-compact and positively
uniformly Lyapunov stable;

(C3) the cocycle (E, ¢, (Y, T, o)) is monotone;

(C4) for any two bounded full trajectories y; (j = 1,2) with y;(¢) < y»(t) for
any ¢ € T, there exists fop > 0 such that whenever y;(s) < y2(s) holds for some
s € T, then y(t) K< y2(¢) forall t > s + 1.

Denote by

wy = ﬂ Ujr(r, Xx)

t>0t=t

w-limit set of the point x € X.

Theorem 5 ([8]) Suppose that (C1)-(C3) and (C4) are fulfilled. Assume that
(Y, T, o) is almost recurrent, i.e., there exists an almost recurrent point yy € Y
such that Y = H (yp).

Then for any (ug, yo) € V x Y the following statements hold:

1. forany q €Y the set

D(up, o) ﬂ X4

consists of a single point {(ug, q)};

2. the point (x4, q) is strongly comparable by character of recurrence with the point
qgevy;

3.

t—1>l-§r£loo ,O(gﬂ(l, uo, yO)v (p(t’ u}’O’ yO)) =0.
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3 Functional-Differential Equations with Finite Delay

Let us first recall some notions and notations from [12]. Let » > 0, C([a, b], R")
be the Banach space of all continuous functions ¢ : [a, b] — R" equipped with the
sup—norm. If [a, b] = [—r, 0], then we set C := C([—r, 0], R").Letoc e R, A >0
andu € C([oc —r,o + A], R"). We will define u; € C for any t € [0,0 + A] by
the equality u;(0) := u(t +6), —r < 6 < 0. Consider a functional differential
equation

l'.tzf(t’ul)a (3)

where f : R x C — R" is continuous.

Denote by C(R x C, R") the space of all continuous mappings f : R x C — R"
equipped with the compact-open topology. On the space C(R x C,R") there
is defined (see, e.g. [5, ChI] and [16, ChI]) a shift dynamical system (C(R X
C,R"),R,0), where o is a mapping from R x C(R x C,R") to C(R x C,R")
defined by equality o (7, f) := f; forany f € C(R x C,R") and v € R and f; is
t-translation of f, i.e. fr(¢t,¢) := f(t + t,¢) for any (¢, ) € R x C. Let us set
H(f):={f :t R,

Along with Eq. (3) let us consider the family of equations

v =g(t,v), 4

where g € H(f).

Condition (F1). In this Section, we suppose that Eq.(3) is regular, i.e., the
conditions of existence, uniqueness and extendability on R4 for any Eq.(4) are
fulfilled.

Remark 1 Denote by ¢(¢, u, f) the solution of equation (3) defined on [—r, +00)
with the initial condition u € C. By ¢(¢, u, f) we will denote below the trajectory
of Eq. (3), corresponding to the solution ¢(z, u, f), i.e. a mapping from R into C,
defined by ¢ (z, u, f)(s) := ¢(t +s,u, f) forany t € R, and s € [—r, 0]. Below
we will use the notions of “solution” and “trajectory” for Eq. (3) as synonymous
concepts.

It is well-known [15] that the mapping ¢ : Ry x C x H(f) — C possesses the
following properties:

1. (0,v,g) =vforanyv € Cand g € H(f);
2. p(t + 1,0, 8) = o, o(t,v,8),0(t,g)) forany r,7 € Ry,v € Cand g €
H(f);

3. the mapping ¢ is continuous.

Thus Eq. (3) generates a cocycle (C, ¢, (Y, R, 0)) and a non-autonomous dynamical
system ((X,R4,m), (Y,R,0),h), where Y := H(f), X :=Cx Y, m := (¢,0)
andh:=prp: X > Y.
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Remark 2 Let F be a mapping from H (f)xC — R" defined by equality F'(g, x) =
g(0, x) for any (g, x) € H(f) x C, then F possesses the following properties:

1. F is continuous;
2. F(g¥,x) =g(zr,x) forany (g,x,7) € H(f) Xx C xR;
3. Eq.(3) (and its H-class (4)) can be rewritten as follows

X(t) = F(o(t, 8),x) (g€ H(). ®)

LetCy :={p €C: ¢ =0,1ie.,¢() > 0foranyt € [—r, 0]} be the cone of
nonnegative functions in C. By C4 on the space C there is defined a partial order:
u<vifandonlyifv—u € Cy.

Condition (F2). Equation (3) is monotone, that is, the cocycle (C, ¢, (H(f), R,
o)) generated by (3) possesses the following property: if u < v, then ¢(t, u, g) <
o(t,v,g)foranyt > 0and g € H(f).

Recall (see, e.g. [18, ChV]) that a function f € C(R x C,R") is said to be
quasi-monotone if (¢t,u), (t,v) € R x C,u < v, and u; (0) = v; (0) for some i, then
fit,u) < fi(t,v).

Lemma 1 ([10]) Let f € C(R x C,R") be a quasi-monotone function, then the

following statements hold:

1. ifu <v, thenp(t,u, f) <o@(t,v, f)foranyt > 0;
2. any function g € H(f) is quasi-monotone;
3. u <vimplies (t,u, g) < ¢(t,v,g) foranyt > 0and g € H(f).

Corollary 1 Let f € C(RxC,R") be a regular and quasi-monotone function, then
the cocycle (C, ¢, (H(f), R, 0)), associated by Eq. (3), is monotone.

Remark 3 1If the function f € C(R xC, R}) is quasi-monotone, then F (F(g, x) =
g(0, x) for any (g, x) € H(f) x C) is also so, i.e., for any (g, u), (g, v) € H(f) X
Cy,u <v,and u; (0) = v;(0) for some i, then F;(g,u) < F;(g,v).

Theorem 6 ([18, Ch.V]) Let f,g € C(R x C4,R") be regular and assume that
either f or g is quasi-monotone. Assume also that f(t, ) < g(t, ¢) forall (t, ¢) €

RxCy. Ifp, ¥ € Cy satisfy ¢ <, then ¢(t, ¢, f) < @, ¥, g) forallt > Q.
Corollary 2 Assume that f € C(R x Cy,R") is regular, quasi-monotone and
(Ct, 0, (H(f),R,0)) is the cocycle in C1 generated by Eq.(3) (respectively, by
its H-class (4)). Then the condition

Flg. x) < F(g,x)
forany (g, x) € H(f) x C4 implies that

o, x,8) <o, x,8)
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foranyt > 0, g € H(f) and x € C4, where ¥ € C(H(f) x C+,R") is some
regular function and (C+, ¢, (H(f), R, o)) (shortly, ¢) is the cocycle generated by
equation

x'=F(o(t,8).x) (g€ H(f)).

Proof This statement follows directly from Theorem 6. O

Condition (F3). The cone C is positively invariant with respect to cocycle ¢
generated by Eq. (3), i.e., ¢(t, ¢, g) € C4 forany (¢, ¢, g) € Ry x C4+ x H(f).

Lemma 2 Assume that the function f € C(R x C, R") is regular, quasi-monotone
and f(t,0) > Oforanyt € R. Then C is a positively invariant subset of the cocycle
@, generated by Eq. (3), i.e., (t,x,g) € C4 forany (t,x,g) € Ry x Cx x H(f).

Proof Let g € H(f), then it is easy to check that under the condition of Lemma 2
the function g is also regular, quasi-monotone and g(z, 0) > 0 for any 7 € R. Note
that F (g, x) = g(0,x) > O for any (x, g) € C+ x H(f). By Theorem 6 we have
¢(t,x,8) <p(t,x,g)foranyt > 0,g € H(f) and x € C4, where ¢ is the cocycle
generated by Eq. (3) (respectively, Eq. (5)) and ¢ is the cocycle defined by equation
x'=0,ie,¢(t,x,g) =xforanyx € Cy,t > 0and g € H(f). By Corollary 2
we have ¢(t,x,g) > x for any (¢,x,g) € Ry x Cy+ x H(f). This means that
@(t,x,8) >0,ie., ¢, x,g) € Cy forany (t,x,g) € Ry x Cy x H(f). Lemma
is proved. O

Condition (F4). For any bounded subset A C C the set f(R x A) is bounded
in R”.

Lemma 3 ([10]) Let (¢, u, f) be a bounded on R solution of equation (3), then
under the condition (F4) the set (R, u, ) C C is pre-compact.

Definition 12 A solution ¢(¢, ug, f) of Eq. (3) is said to be compact on R if the
set Q := (R4, ug, f) is a compact subset of C, where by bar we mean the closure
in C and (R4, ug, f) :={o, uo, f): t € R4}

Let f € C(R x C,R"), (¢, f) be the motion (in the shift dynamical system
(CRxC,R",R,0)) generated by f,ug € C, ¢(t, ug, f) be a solution of equation
), xo := (ug, f) € X :==C x H(f) and 7 (¢, xp) := (¢(t, uo, f),o(t, f)) be the
motion of skew-product dynamical system (X, R4, ).

A solution ¢(¢, ug, f) of Eq. (3) is called [6, Ch.I], [16, 17] compatible (respec-
tively, strongly compatible or uniformly compatible) if the motion m(¢, xq)
is comparable (respectively, strongly comparable or uniformly comparable) with
o (t, f) by character of recurrence.
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4 A Class of Delay Differential Equations with a First
Integral

Considered equation

X)) = ft—1Lx@ =)= ft, x@), (6)

where f € C(R x R, R).

Denote by H(f) the closure in C(R x R, R) of { fz| T € R} w.r.t. compact-open
topology, where f;(t,u) := f(t + t,u) forany (t,u) € R x R.

Along with Eq. (6) we consider its H-class, i.e., the family of equations

X)) =gt —1Lx(t = 1) —gt,x®) (g€ H(f). (7

Assume that:

(1) Eq.(6) is regular, i.e., for each Eq. (7) the conditions of existence, unique-
ness and extendability on R are fulfilled;

(¥2) the function f is non-decreasing in x;

(F3) f € CR x R,R) and for any bounded subset M from R there exists a
positive constant L = L(M, f) such that | f(t,u1) — f(t, uz)| < Llu; — uz| for
any (t,u1), (t,u2) e R x M;

(F4) f(,0)=0forany? € R.

Remark 4

1. Note that Eq. (6) is regular if f satisfies the following conditions: f(¢f,0) = 0
for any ¢ € R, f is monotone increasing and locally Lipschitz in x € C [2].

2. If the function f € C(R x R, R) possesses the property (¥ 3) with the constant
L =L(M, f) > 0, then every function g € H(f) possesses the property (¥ 3)
with the same constant L = L(M, f).

Along with Eq. (6) we consider equation
x'(1) = F(t, x1), ®)
where F € C(R x C, R) is defined by equality
E@t,¢):=f—1¢(=1) = f(z,9(0) €))

for any (¢, ¢) € R x C.
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Lemma 4 For any compact subset K from C there exists a compact subset ] from
R such that

F(t , ) — F(t , =<
|t|§r?a¢)>(el(| (t+p, o) (t+q,d)l

max |f@+p—1,u)—f(t+g—1,u)|+ max Q |[f+p,u)—f(t+q,u)|

l7|<l, uef lt|<l, ue

forany p,q € Randl > 0, where f € CR xR,R)and F € C(R x C,R) is
defined by (9).

Proof Let p,q € R, ] > 0 and K be a compact subset from C, then there exists a
compact subset & from R such that ¢ (s) € & forany s € [—1,0] and ¢ € K. Note
that

|Ft+p.¢) = Ft+q.9)| < |ft+p—-1o(=D) - flt+q -1 ¢=D)+
|f(t+p.¢0) — ft+q.40)] = maXRIf(H-p —Lu)— flt+g—1,u)| +

ltl<l, e

max |f(t+p,u)— f(t+q,u)l
l11<l, pef

and, consequently,

max |F@+p,¢)—F(@t+gq,9)| <

|t1<l, peK
max [f(t+p—Lu)—f+g—1w)l+ max |f(t+p,u)—f(t+q,u)l
l11<l, uef l1|<l, uef
for any p,q € R and/ > 0. Lemma is proved. O

Note that on the space C(R x R, R) (respectively, C(R x C, R)) is defined
the compact-open topology and a shift dynamical system (C(R x R,R),R, o)
(respectively, (C(R x C, R), R, o)) with respect to time 7.

Corollary 3 The function F € C(R x C, R) defined by (9) is uniformly comparable
by character of recurrence with f € C(R x R, R).

Proof This statement directly follows from Lemma 4 and corresponding definition
of uniformly comparability of functions by their character of recurrence. O

Corollary 4 Ifthe function f € C(RxR, R) is stationary (respectively, t-periodic,
quasi-periodic with the frequency basis vi, vy, ..., vy, Bohr almost periodic,
Levitan almost periodic, almost recurrent, recurrent) int € R uniformly w.r.t. u
on every compact & from R, then the function F defined by (9) is also stationary
(respectively, t-periodic, quasi-periodic with the frequency basis vi, vy, ..., Vpy,
Bohr almost periodic, Levitan almost periodic, almost recurrent, recurrent) int € R
uniformly w.r.t. ¢ on every compact K from C.
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Proof This statement follows from Theorems 1, 4 and Corollary 3. m]
Lemma 5 The following statements hold:
1. condition (7 1) (respectively, (F 2)) implies (F1) (respectively, (F2)) for Eq. (8);

2. if there exists a point xo € R such that

I fllo := sup |f (2, x0)| < +o0, (10)
te

then (F 3) implies (F3) for Eq. (8).

Proof The first statement is evident.
Let A be an arbitrary bounded subset of C and R be a positive number such that

sup(ll¢lic + [xol) < R.
peA

To prove the second statement we note that if condition (10) holds, then by Lemma 2
condition (F'3) follows from (# 3). Assume that condition (¥ 3) is fulfilled. If A is
a bounded subset of C, then we have

[F@, d)=ft—1,¢(=1) — ft,60))] <
[f(t—1,¢(=1) — f(—1,x0| +[f(t = 1,x0) — f(&, x0)| +
[ f(t, x0) — f (£, p(0)] < L(R)|p(=1) — x0| + L(R)|xo — ¢ (0)] + 2 flloll <
2L(R)(II19llc + Ixol) +2[1 fllo < 2L(R)R
and, consequently, the set F(R x A) is a bounded subset from R”. Lemma is proved.
O

Lemma 6 ([2]) Let ¢ and ¢ be given in C, ¢(t, ¢, f) and o(t, ¥, f) the solutions
of equation (6). Suppose that < ¢, then (¢, V¥, f) < ¢(t, @, f) foranyt > 0.

Let C := C([—1,0],R) and ¢(¢, ¢, g) be the solution of equation (7) passing
through ¢ € C at initial moment r = 0.
Define V : C x H(f) - Rby

0

V(g g) = $(0) + /g(r, S(D)dr.

-1

It is easy to check that V possesses the following two properties:

(V1) For any ¢ < d in R there is M = M(c,d) > 0 such that |V (¢, g) —

V.9l < Ml¢ — | forany ¢, ¢ € [c,dlc == {¢p € Clc = ¢(1) <
dforallt € [—1,0]}and g € H(f);
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(V2)

Vig,8) =V, g = ¢(0) — ¥ (0)
forany ¢ > v inCand g € H(f).
Lemma 7 ([13]) The following statement holds:
Vir(t,(9,8)) =V(o,8)

forany (¢, g) € Cx H(f)andt > 0.

Lemma 8 Under conditions (F1)—(F 3) for any ¢ < d inR and g € H(f), there
exists K = K(c,d) > 0 such that

lo. ¢.8) —e. ¥, )|l =< Kll¢ = V|

forany ¢, ¥ € [c,d]c andt > 0.

Proof This statement may be proved using the same ideas as in the proof of Lemma
6.3 from [13]. Below we will present the details of this proof.

Forc <dinRand g € H(f),let M = M(b,c, f) > 0 be defined as in the
property (V1). We first show that

lpt. ¢, 8) =, Y. o)l = Mlp — ¥ Y

forany c < ¥ < ¢ < d andt € R;. Indeed, by Lemma 6, we have ¢, (¢, g) <
¢ (¢, g) for any t € R. It then follows from (V1), (V2) and Lemma 7 that

@, ¢, 8) — o, ¥, &) = lp(t, ¢, 8)(0) — @(t, ¥, 8)(0)| =
(p(tv ¢7 g)(o) - (p(t! wv g)(o) =< V((P(I, ¢’ g)s gl) - V((p(tv I/f’ g)! g[) =
Vr@, (¢,8) = V@@ (¥, 8) =V, 8-V, g < Mlp—

for any t € Ry. For any ¢, ¥ € [c, d]¢, we define
a(s) := min {@(s), ¥(s)} and B(s) := max {p(s), ¥(s)}.
se[—1,0] se[—1,0]
Clearly, c < @ < ¢, ¥ < B < d. By the definition of « and B, it then follows that

B(s) —als) = (¢(s) + ¥ (s) +1p(s) — ¥ (9)])/2 —
(@) + U (s) = 1(s) = ¥ (5)])/2 = lp(s) — ¥ (5)],
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for any s € [—1, 0], which implies that

e =Bl =ll¢ — vl

By (11), we have

lp(t, o, g) — o, B, o)l < Mlla — B,

for any ¢ € Ry. Moreover, Lemma 6 implies that

ot a,8) <o, ¢,8), o, ¥, 8 <o, 8,8,

for any r € R. Thus, we obtain

lp(t, ¢, 8) — o, ¥, 9 < lo(t,a,g) —o@, B, < Ml|a—Bll = Ml|p — ¥,

for any ¢t € R;.. It then follows that

(b, 8) — (b, I < Klip — vl

where K := max{1, M}. |

Corollary S Under conditions (F 1)—(F 4) every solution ¢(t, ¢, g) of Eq.(7) is
bounded on R 4.

Proof Let ¢ € C and ¢ > 0 such that —c < ¢(s) < c¢ for any s € [—1,0] and
K = K(—c, c¢) be a positive constant from Lemma 8. By condition (¥ 4) we have
@(t,0, g) = 0 for any ¢ € R and according to Lemma 8§ we have

e ¢, )l < Klol

forany t € R;. O

Lemma 9 Under conditions (F1)~(F 4) every solution ¢(t,uq, f) of Eq.(6) is
positively uniformly Lyapunov stable.

Proof According to Lemmas 3 and 5 (item ii) ¢ (R4, ug, f) is a pre-compact subset
of C and, consequently, there are co < dg (co, dp € R) such that cg < @(t, ug, f) <
do forany t € Ry. Let §p be a fixed positive number and

Wo = [co — 80, do + Solc :=1{¢p € Cl co — dp < ¢(s) < dp+ 3y, Vs € [-1,0]}.

If we suppose that the statement of Lemma is false then there are 9 > 0, 5, — 0
6y, >0)asn — oo, t, >0,u, € Woand s, > t, such that

lo(tn, n, f) — @(tn, uo, Il < (12)
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and

(s, tn, f) — @(sn, o, Il = &0

for any n € N.

Since the sequence {¢(t,, ug, )} C ¢(R4, ug, f) is pre-compact and §, — 0 as
n — 00, then from (12) it follows that the sequence {¢(¢,, u,, f)} is pre-compact
too. Without loss of generality we can assume that §,, < o for any n € N and,
consequently, {¢(t,, un, f)} S Wp. Denote by K¢ := K (co — 8o, dp + §p) > O the
positive constant figuring in Lemma 8. Let 7,, := s, — #;,. In virtue of Lemma 8 we
have

€0 =< llo(sn, un, ) — @(sn, uo, O = oG + Tns tn, f) — @ + 0, uo, Il =
”‘p(fns (p([n» Up, f)7 ftn) - ﬁo(fn’ (p(tna uo, f)v ftn)” S
Kollg(tn, tn, f) = @(tn, uo, I < Kodn (13)

for any n € N. Passing to the limit in (13) as » — oo we obtain g9 < 0. The last
inequality contradicts to the choice of the number gg. The obtained contradiction
proves our statement. The lemma is proved. O

Under conditions (F 1)—(F 4) the following statement holds.

Lemma 10 ([13]) Let g € H(f) and let u(t) and v(t) be two bounded solutions
defined on R of (7)with u(t) < v(t) for any t € R there exists a number t > 0 such
that whenever u(s) < v(s) for some s € R, then u(t) < v(t) forallt > v +s.

Theorem 7 Suppose that the function f € C(RxR, R) is almost recurrentint € R
uniformly with respect to u on every compact subset from R.
Then under Conditions (F 1)—(F 4) the following statements hold:

1. for any solution ¢(t, v, g) of Eq.(7) there exists a solution ¢(t, vy, g) of (7)
defined and bounded on R such that:

a. o(t, yu, g) is a strongly compatible solution of (7);
b' tl—l)ngo |(p(t’ v, )g - (p(ta Yvs g)' = 0;

2. if the function f € C(R x R, R) is stationary (respectively, t-periodic, quasi-
periodic with the frequency basis vy, va, ..., Yy, Bohr almost periodic, almost
automorphic, almost recurrent, recurrent) in t € R uniformly with respect to
u on every compact subset from R, then ¢(t, y,, f) is also stationary (respec-
tively, t-periodic, Bohr almost periodic, quasi-periodic with the frequency basis
Vi, V2, ..., Uy, almost automorphic, almost recurrent, recurrent).
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Proof Let Y := H(f), (Y,R, o) be the shift dynamical system on H(f) and
(C, 0, (Y,R,0)) be the cocycle generated by Eq.(6) (respectively, by family of
equations (7)). Under the conditions of Theorem 7 the cocycle above possesses the
following properties:

1. by Lemma 6 the cocycle ¢ is monotone;

2. according to Lemmas 3, 5 and Corollary 5 every solution ¢(t, ¥, g) of Eq. (7) is
pre-compact;

3. in virtue of Lemma 9 every solution ¢(¢, ¥, g) of Eq. (7) is positively uniformly
Lyapunov stable;

4. by Lemma 10 the cocycle satisfies condition (C4).

To finish the proof of Theorem it is sufficient to apply Theorems 1,4 and 5. O
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Periodic Solutions in a Differential Delay )
Equation Modeling Megakaryopoiesis Qe

Anatoli F. Ivanov and Bernhard Lani-Wayda

Abstract We consider a scalar nonlinear differential delay equation which was
recently proposed as a mathematical model for platelet production (megakary-
opoiesis). The equation has a unique positive equilibrium about which solutions
tend to oscillate. We show that periodic oscillations in the model always exist
when the equilibrium is linearly unstable. Several methods of proof are proposed.
They include an adapted version of established ejective fixed point techniques, and
application of a more recent theorem for nonlinear semiflows. We indicate how an
analogous result can be obtained for a different class of equations frequently used
in applications.

1 Introduction

It is well known that differential delay equations serve as mathematical models
for a large variety of phenomena in applied sciences, in particular in biology and
physiology [5, 7, 12, 15]. This contribution is motivated by the recent paper [3]
where a relatively simple delay equation is proposed as a model of platelet produc-
tion in human body (see Eq. (1) below). As it is observed from clinical data and
measurements, the total number of platelets is stable with possible relatively small
regular deviations in time. In the mathematical model such dynamics correspond to
the existence of a unique positive equilibrium with typical oscillatory behavior of
solutions about it. The physiological system exhibits the negative feedback property,
when a deviation from the equilibrium in one direction forces the system to move in
the opposite direction. This leads to the existence and typical nature of the so-called
slowly oscillating solutions in the mathematical model, for which the time distance
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between consecutive passages through the equilibrium level is greater than the delay
time in the system.

Important mathematical questions arise then for the differential delay model
under consideration, which would provide theoretical explanation of the observed
phenomena. The first one is the global stability of the unique equilibrium, when any
initial function results in a solution that is attracted by the equilibrium. This question
is studied and answered affirmatively in paper [10]. The second one is the existence
of slowly oscillating periodic solutions, which is answered in the present work.
We show that the mere instability of the equilibrium implies the existence of such
periodic solutions, which are likely to be stable and hence experimentally observable
(although our methods do not prove the stability). Existence of periodic solutions
is an information significantly beyond oscillatory behavior of most solutions. We
would also like to mention that some initial studies on the qualitative analysis of the
mathematical model are initiated in the original paper [3].

We consider the differential delay equation

X(t) = —px (@) + f(x (@) gx(t — 1)), )]

with strictly decreasing and positive C! functions f,g : [0,00) — R having
negative derivative, and u,t > 0. It has a unique equilibrium x* > 0 as the
positive solution of the equation f(x)g(x) = px. Setting f »:=rf x*+y) —
F(&x™), g(y) :==g(x* +y) — g(x*),one has f(0) =0=_g(0), f(0)=f'(x%) <
0, 2'(0) = g'(x*) < 0, and the negative feedback properties f(y)-y <0,g(y)-y <
0 (y # 0). Setting y(¢) := x(t) — x* transforms Eq. (1) to

¥ = —uy(@) + f(y(1) - g&* + y(t — 1) + fFEHEOE — 1)) 2)
The linearization of equation (2) at zero is given by
YO = —py() + FNE Ny — ) + f(xF)g(x)y ()
=—Ay@®) = Byt — 1),

with the positive numbers A := u — f/(x*)g(x*) and B := — f(x*)g’(x*). The
associated characteristic equation

A+ A+Be =0 3)

is well-studied, e.g., in [8]. We make an assumption of instability, which automati-
cally implies oscillatory behavior, concerning the eigenvalue (solution of (3)) with
maximal real part:

The characteristic equation has a leading unstable eigenvalue A = p +iw  (4)

with p > 0.



Periodic Solutions in a Megakaryopoiesis Model 91

Remark 1 Define spi, as the smallest positive solution of the equation TA + s -
cos[y/s2 — (tA)?] = 0. Condition (4) is satisfied if and only if

BT > Smin- )

Then the characteristic equation (3) has no real roots, and w € (/(27), 7/7).

Proof Equation (3) is equivalent to A 4+ 7 A 4+ Bre ™7 = 0, and the latter has roots
with positive real part if and only if condition (5) holds, as shown in [8]. Note that
Smin has to satisfy sﬁlin > (tA)2 472 /4, so it follows from (5) that Bt > /2. Now
if A solves (3) then X := T(X + A) solves A + Bte™e* = 0. It is well known that
this equation has no real roots if Bre™ > ¢~! (see e.g. Proposition 4 in [3]), and
under condition (5) one has Bte™ > Bt > m/2 > e~ !, so that X (and hence )

cannot be real. The inequalities for w are proved in [8]. O

It is shown in [3] that, in absence of real eigenvalues, Eq. (1) exhibits oscillations
about x*. We mention the result on sustained oscillations by O. Arino in this context
[1]. Recall that a slowly oscillating solution is such that the distance between any
two zeros of x(t) — x, is greater than the delay 7. In the present note we show
that the oscillatory behavior includes slowly oscillating periodic solutions, with one
positive and one negative semi-cycle.

We assume that for every ¢ € C there exists a unique solution x%(¢) to Eq. (1)
or (2) defined for all #+ > 0. Such existence is guaranteed e.g. by the assumption of
Lipschitz continuity of nonlinearity f. Then Egs. (1) and (2) induce semiflows on
the space C = CY%([—1, 0], R) with the max-norm || - ||oc. The solution segment
x; € C is defined as x; = x¥(¢t 4+ 5), s € [—t, 0]. The set of non-negative initial
functions is invariant under the semiflow for (1), in accordance with the biological
interpretation.

2 Cone and Return Map

We set
K ={peC \ ¢ = 0on[—1, z*] for some z* € [—1, 0], and ¢ > 0 on (z*, 0]}.

It is proved in [10], Proposition 2.3, that there exist positive numbers m, M with
m < x* < M such that the order interval {¢ € C | m < ¢ < M} is attracting
and invariant for the semiflow induced by Eq. (1). For the transformed equation (2)
this implies that all its solutions y? satisfy y¥(¢) € [m™, M™] V¢ > 0 for arbitrary
initial function ¢ with ¢ (s) € [m*, M| Vs € [-7,0], wherem™ =m—x*, MT =
M — x,.
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Proposition 1 (Oscillating Solutions) For a solution y = y% of (2) with ¢ €
K,p < M7T onehas y(t) € [m™, M*] forallt € [—1, 00). If y has two consecutive
zeroes Zj, Zj+1 then the maximum of |y| between them occurs in [z, zj + T].

Proof The corresponding solution x of (1) has initial function ¢ + x* with values
in [x*, M* + x*] C [m, M] and hence only values in the last interval. The
corresponding bounds for y follow. Consider now two consecutive Zeroes z;, Z 41
with y > O on (zj,z;41). If y(#) > O and y(r — ) > O for some ¢ then Eq. (2)
shows y(t) < 0, hence the maximum of y on [z}, z;41] occurs in [z, z; + T]. An
analogous argument in case y < O on [z}, zj+7] proves the assertion about maxima
of |y|. |

We can modify f and g outside the interval [m, M to bounded C' functions f , 8
with the same properties; the corresponding changes of f, g do not affect solutions
as described in Proposition 1. In particular, we then have a constant L > 0 such that
|f(y)| < L|y| for all y. Choose now v > u + g(x*) - L and define

K,={pekK } t — @(t)e"" is increasing on [—t, 0]} U {0}.
Note that K, is a closed, convex cone in C, and that for ¢ € K,, one has

llplloo = @(0) = e™""[l@loo- (6)

Proposition 2 For ¢ € K, the corresponding solution y = y? of Eq. (2) satisfies
y > 0on (z*, 2"+ t] (with 2* as in the definition of K ), is defined on [—t, 00) , and
has infinitely many zeroes 71 < z2 < z3 ... in (0, 00), all of which are simple, and
Zj+1 —2j > T (j € N). (Le., y is slowly oscillating.) The solution segments y ;-

satisfy Yzj+1 € (-1)/K, (J €N).

Proof On [0, z* + 7], Eq. (2) reduces to the ODE () = —uy(r) + f (y(1))g(x*)
with zero as an equilibrium; the uniqueness of solutions and y(0) > 0 imply y > 0
on [0, z* + t]. For t > z* with y(¢) > O and y(t — t) > 0, Eq. (2) shows y(¢) < 0.
Hence, if we had y(¢) > Oforall# > 0, then y(¢) — 0 monotonically. The condition
on absence of real characteristic values excludes this (see, e.g., [3], Proposition 4
and Theorem 4.1), hence y has a first positive zero z; > z* 4+ 7, and y(z1) < O.
With v > 0 chosen as above, consider now w(t) := e’ y(t) on [z1, z1 + T]. As long
as y(t) < 0 (so certainly close to the right of z7),

w(t) = e [vy@) + y(1)]

=e"[v—wy®+ fOWO) g&*+yt—1)+ FONHEGE —1)]
N— —
<L|y@®)|=—Ly() <g(x*) =0

<e"[v—pu—gx*)Lly(®),
—_—
>0
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hence w(t) < Oaslongas y(t) < 0. If y had a first zero z in (z1, z; + 7] then w < 0
on [z1, z) would imply w(z) < 0 and hence y(z) < 0, a contradiction. Thus y < 0
and w < O on (z1, z1 + t]. It follows from

d d
—[e"y(z1 + T+ 0] = —["OTT Wy + T4+ 0)] VOO
dt dt
=@ +1+0e "0 <0, 1 e[-7,0],

that y,, 4+ € —K,. As above, y(t) < 0 for all r > z; is impossible, and with the
same argument as for z; we obtain inductively the sequence (z;) as asserted. O

2

Corollary 1 The map K 3 ¢ = y_ 1,

maps K continuously into K,,.

Proof We see from Proposition 2 that this map takes values in K,,. The continuity
follows from the simplicity of zero z> and from continuity of the semiflow. O

Proposition 3 (Bound for Return Times) There exists Ty > 0 such that for all
¢ € Ky, one has z2(p) + 1 < T1.

Proof Using Lipschitz bounds for f and g, a bound for g, and (6), one sees that
there exist constants c1, ¢ > 0 such that for a solution y with yp = ¢ € K,, one has

190, 1 = e1(llvell +1lplloe) < erlllell + €7 (O)

< cilllyzlloo + € llyzlloo] = €211y lloo-

Assume now that there exists a sequence (¢,) in K, such that z1(¢,) — oo.
The sequence (yf ") and, in view of the above estimate, also the rescaled sequence

$n

defined by n,, := T both satisfy the conditions of the Arzela—Ascoli theorem,

3¢ [0
so we can assume both are convergent. If y;" — ¥* # 0 € C, then ¢y* > 0,

the solution of equation (2) with initial segment * has a first simple zero zT,
and hence y%" has a simple zero close to zT, a contradiction. In case y;" — 0, a
familiar argument (as, e.g., in [11], proof of Lemma 5.7) shows that the solutions y?»
satisfy a non-autonomous linear equation with coefficients converging to the ones

of the linearized equation, uniformly on compact intervals. The rescaled solutions
@n

Tz satisfy the same non-autonomous equation, and their segments at time
Yo lloo
(namely, 1,) have a limit £* # 0. The solution of the linearized equation with initial

segment £* has a first simple zero Z;, and it follows that the rescaled solutions (and
hence also the y#r) have a first zero close to z; for large n, again a contradiction.

It follows that z; is bounded on K. With an analogous argument one sees that
Z7 is bounded as well, since the segments — yz @ ¥ € K, are again in K. a

Remark 2 In the above proof, the estimate for ||y'| [0 ]||oo, which uses the
, T

particular form of the equation, could be replaced by using the general fact that
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within the class of slowly oscillating solutions there is a constant k¥ > O such that the
inequality ||yi+1lloo = k||r]]oo is always satisfied (uniformly non-superexponential
decay); see e.g. [6], where the uniformity is not explicitly stated in Theorem 2.2, but
actually proved in Proposition 2.8.

It follows from Corollary 1 and Proposition 3 that the return map

P:K,— K,,p— y?;((ﬂ)+f ifp#0, P(O)=0
(as in Theorem 3.4 of [11], Theorem 2 below in the present work) is well-defined,
continuous (use that the semiflow is uniformly continuous on [0, T7] x {Oc}) and
compact (since certainly z2(¢) + 7 > 7).

For ¢ € C, let ;¢ denote the complex spectral projection of ¢ to the (complex)
one-dimensional subspace of C°([—1, 0], C) corresponding to the leading eigen-
value A = p+iw; then () (1) = I1(p)-e* fort € [—1, 0], witha complex linear
functional IT. Associated to A is a (real) two-dimensional subspace U of C spanned
by V1, Y2, where 11 (t) = e”' cos(wt) and Y (t) = e’ sin(wt). The real spectral
projection of ¢ € C to U is mye = c1¥1 — ca¥o, where ¢ = [l(p) = ¢1 +ic
with IT as above. To provide a lower bound for ny, it is sufficient to provide a lower
bound for the functional I1. Up to a nonzero constant factor, IT is given by

0
g := ¢(0) — B - J(¢), where J(¢) :=/ e Ty (s) ds
-7

(see Corollary 2.5 in [11]).

Proposition 4 (Lower Bound for Spectral Projection) There exists ¢ > 0 such
that |Tlp| > c||¢|leo for ¢ € K., with an analogous estimate for T1.

Proof Consider ¢ € K,,. We write ||¢]|;1 for fBT |p(x)| dx. From Re(A) > 0 and
(6) we see that for ¢ € K,

V@] < llellpr =7 llglloo < T 9(0). (7

We have € (37, T), see Remark 1. It follows that

0
Im(J (¢)) = / e P L (—sin(w(t + 5)) -@(s) ds.
———

—-T

<0
Thus, with o := nzlin o |sin(w(t + 5)| > 0, and @(s) := e"p(s), we obtain
—1/2<s5<
0 0
U@z [ sz [ geras
—1/2 —1/2
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with a constant o7 > 0. Since ¢ is increasing, we can conclude

o1 [0 o] _ 0
)1z 5 / Gsyds = T / o(s)ds = olloll 1. ®)
- -
=09

Now if ||| < % then we see from (7) that
—VT
2O _ 9O e

gl = ¢(0) — BlJ(p)| = ¢(0) — B o5 5 5

lelloo-
If however ||¢|[;1 > “’2(—2) then (8) shows

~ ~ (op) oy _
Myl = [ Im(Ilp)| = [ Im(J(¢))| = oa]l@ll 1 = ﬁw(o) z 5g¢ "elloo-

The asserted lower estimate for [T and hence for IT follows. O

Remark 3 In the passage following Lemma 2.9 in [11], it was mentioned that the
conditions for a lower bound of the spectral projection are automatically satisfied for
dimensions N = 1, 2, 3; however, this is true only for N = 2, 3, while for N = 1
one has to use the argument of Proposition 4 instead.

3 Periodic Solutions

Theorem 1 Under the instability assumption (4), Eq. (2) (and hence Eq. (1)) has a
slowly oscillating periodic solution, repeating after one positive and one negative
semi-cycle.

Based on the above preliminaries, we indicate three methodically different
approaches to the proof of this result. The preparations from Sect.2 provide a
detailed proof in case of approaches I and III; we only sketch the ideas of approach
IL

I. Recall that the fixed point 0 € K is called ejective under the map P if there
exists an open neighborhood 0 5 U C C such that forevery ¢ € K N U, ¢ # 0,
there is an integer m = m(¢) such that P (¢) ¢ K NU. Basics of the ejective fixed
point theory, as applied to periodic solutions of differential delay equations, can be
found in monographs [4, 9].

For the return map P from Section 2, a reasoning similar to the one in [8] shows
that O is an ejective fixed point. Hence, as in the paper [8], Browder’s ejective fixed
point theorem (see Theorem 2, p. 88 in [8]) implies the existence of a nonzero fixed
point of P in the cone K, leading to a periodic solution of the described type. We
carry out the proof of ejectivity, assuming that f and g are of class C2.
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Equation (2) can be rewritten as

y(@) = FQ@), yt — 1)), ©)

where F(y,z) i= —uy + f(0)g(x* +2) + f(x*)&(z). We have F(0,0) = 0, and
3F©0,00=—pn+ f(0gx*) <—pu <0, »F0,0 = fx"F0) <O0.

With the positive numbers A := —09{F(0,0) and B := —03,F(0,0), and the
nonlinear part

H(y,2) := F(y,z) — DF(0,0)(y, 2),

Eq. (9) can be written as

y(@)+ Ay(t) + Byt — 1) = H(y(@®), y(t — 1)). (10)

The associated characteristic equation (3) is solved, in particular, by the leading
eigenvalue A = p + iw. We have p > 0 and, from Corollary to Lemma 3 of [8], p.
89, m/21) < w < m/T.

There exist §p > 0 and ¢ > 0 such thatif § € (0, §o] and y, z € [—4, §] then

|H(y,2)| < 28> (11)

Now assume that O is not ejective, and consider a solution y : [—7, 00) — R of (9)
with initial segment 0 # ¢ € K, such that sup,~q |y(¢)| = §, for some § € (0, §o].
In view of Proposition 1, there exists a zero z; of y such that ||y, j+tlloo = 8/2, and
Proposition 2 shows y; ;1 € £K,. Since y(z; + 7 +) is also a solution of equation
(2), we can assume

yo=¢ € Ky, ||¢]|loo = 8/2, and |y(t)| < § < ¢ forall t > —1.

Recall the Laplace transform defined by (Ly)(A) = OOO e M y(t)dt. It has the
well-known properties (see [11], formula (2.2))

(L)) = —x(0) + 1L
0
[Ly( = D)) = e [ /

-7

e My(r)dt + <1:y>(k)] :

Inspired by [8] (pages 92-93), we now apply the Laplace transform with the
leading eigenvalue A to Eq.(10), and we abbreviate the right hand side of that
equation as A (t). This gives

0
—y(O)+A(LY) (W) +A(LY)(A)+Be T / e My(t) di+Be T (Ly)(M\) = (Lh)(L).

—-T
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In view of the characteristic equation (3), the terms with (£Ly)(X) cancel out, and
one obtains

0
—y(0) + Be™** / e My@t)dt = (Lh)(L),

—T
or, with I1 as in Proposition 4,
Mg = —(Lh)(A).

(Compare Propositions 2.2. and 2.3 from [11], where the relation between the
spectral projection and the Laplace transform of the linear part of the equation is
detailed.) From (11) we obtain a constant & > 0 such that | — (Lh)(1)| < 82, and
from Proposition 4 we see that |TIg| > ¢||¢||sc > ¢8/2, 50

¢8/2 < |fp| = [(Lh)(W)| < 682,

which gives a contradiction for small enough . It follows that there exists a
number §; € (0, §1] such that every nonzero solution y with yp € K, satisfies
sup;~q |y(£)| > 8. This proves ejectivity of the return map P at zero, and Theorem 1
follows from the ejective fixed point theorem, as in [8].

II. Using the modification of f and g to functions bounded in C!(R,R), as
indicated after Proposition 1, one can consider a homotopy of the form

IO = —py(@) + (1 =) - fr@) - g™ +y@ =) +5- /(%) - y(0) - g™+
+ f@HgHE — 1), s €[0,1],

which transforms Eq. (2) (for s = 0) to the equation
YO =[=p+ &™) g y@) + fF&MEH (@ — 1))

(for s = 1). The latter is of the type considered in Proposition 2.1 of [14], and the
homotopy satisfies the admissibility conditions of Theorem D from [14], p. 282 for
the case N = 1, which then gives a slowly oscillating periodic solution. (The results
from [14] formally require f and g to be C°°, but that is a minor issue.) In particular,
the feedback conditions and the linearized equation are preserved throughout the
homotopy for all s € [0, 1], as well as the a-priori bounds and bounds on return
times, which apply in particular to periodic solutions.

One caution is in place here: In order to have that the fixed point index of all
return maps P; associated to the equation with homotopy parameter s and to the
set of slowly oscillating solutions (which was computed to be 41 for a prototype
equation in [14]) actually indicates existence of a nontrivial periodic solution, one
has to separate the set {¢ ‘ Ps(p) = ¢ forsome s € [0, 1]} from zero—for this
purpose one may require in addition that zero is hyperbolic for Eq.(2). Then a
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sufficiently small neighborhood of zero cannot contain periodic solutions (due to
the saddle point property), and, due to the bound on period lengths; also, no initial
values of periodic solutions, since such solutions would have to have ‘long’ periods.
Compare the remarks on p. 303 of [14], before formula (9.2).

III. With the splitting C = U & S, where U is the (real) eigenspace associated
to A and S is the complementary spectral subspace associated to the remaining
eigenvalues (with real parts less than that of A), conditions (Al) and (A2) of
Theorem 3.4 from [11] fogemiﬂows on Banach spaces are satisfied, even with
the slightly stronger form (A1) instead of (A1l).

(AT]) (E, |-|g) is a Banach space, and @ : Rg x E — E is a continuous semiflow,
®(r,0) = 0 for all £, D, P exists on RS‘ x E, and is continuous as a mapping
into L.(E, E).

(A2) The operators T(t) := D, ®(t,0) € L.(E, E) form a CO—semigroup
of linear operators. There exist real numbers « < g with 8 > 0 and a
decomposition E = U @ S into T (¢)-invariant closed subspaces, where U # {0},
and a constant K > 0 such that

Vi >0: |T(Oulp > K e lulp (u e U), |Tt)slp < Ke|s|g (s € S).

‘We quote this theorem, only with different notation for the return time, and under
the slightly stronger assumption (A1):

Theorem 2 Assume that the semiflow @ : R+ x E — E on the Banach space
(E,| - |g) satisfies assumptions (A]) and (A2) Let {0} # & C E be closed and
convex with 0 € K. Assume that 0 < t1 < Ti, that map 0 : ] \ {0} — [#1, T1] is
continuous, and ® (O (Y), ) € ] for y € |\ {0}. Define P : & — & by

P(0) :=0, P() := @OW), ¥) for ¢ # 0.

We further assume: (1) P is compact; (2) P(¥) # 0if ¢ #0;
(3)3c>0: Vo e K ||mygll = cllgll;
(4) There exist a continuous linear functional n : E — R and c¢1 > 0 such that

Vo € & : c1lole < n(e).

Then P has a fixed point ¢* in & \ {0}, corresponding to a periodic trajectory
D (-, ¢*) of the semiflow with period 6 (¢™*).

With K, in place of & and with the return map P constructed above in Sect. 2,
conditions (1) and (2) are satisfied (the return time is clearly bounded from below
by 7, and bounded above by 77 from Proposition (3). Proposition 4 shows that
condition (3) holds. As in [11], the linear functional n is simply n(¢) = ¢(0), for
which the lower bound on K, is given in (6), so condition (4) holds. Thus Theorem 1
follows from Theorem 2.
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Theorem 3.4 from [11] was stated for general semiflows, with the intention of
further applications. We find such an application in the platelet production model
from paper [3].

4 Further Extensions

Closely related to (1) is the following differential delay equation
()= Fx(@—1) — Gx()). 12)

It serves as mathematical model for a number of biological phenomena [12], as well
as a model describing market fluctuations studied in economics [2, 13]. Equation
(12) is considered under the following basic assumptions induced by applications:

(Hy) Functions F and G are defined and continuously differentiable on the
positive semiaxis Ry = {x € R | x > 0} and are positive for all x > 0. In
addition G is increasing with G'(x) > 0 Vx € Ry;

(Hy) There is a unique positive value x, > 0 such that F(x,) = G(x4), and in
addition the following inequalities are satisfied

F(x)>Gx)Vx e (0,xy) and F(x) < G(x)Vx € (x4, 00). (13)

Assumption (H;) implies the existence of the unique positive equilibrium x, in
model (12), in agreement with the applied interpretation. An important property
in addition to (13), frequently required of model (12), is the (non-local) negative
feedback assumption about the unique positive equilibrium. For this purpose the
well-defined interval map ® := G~! o F is introduced with the following
assumption in place:

(H3) F'(x4) < 0 and there exists a closed finite interval Iy = [a,b] C Ry, x4 €
Iy, such that ®(Ip) € Iy and (P (x) — x,)(x — x4) < O Vx € [a, b], x # xy.

In case of monotone decreasing F the hypothesis (H>) and the negative feedback
assumption (H3) are satisfied automatically. The linearization of (12) about the
positive equilibrium x,, y(t) = F'(x4) y(t — ) — G'(x4) y(¢), produces the same
characteristic equation (3) as above, with A = G'(x4) > 0 and B = —F/(x,) > 0.
The main periodicity result of Sect. 3, Theorem 1, extends to Eq. (12) as follows.

Theorem 3 Assume that hypotheses (Hy), (Hz), and (H3) are fulfilled, and that
the corresponding characteristic equation (3) has a solution with positive real part.
Then the differential delay equation (12) has a non-trivial periodic solution slowly
oscillating about the equilibrium x.

The proof is accomplished along the same lines as the proof of Theorem 1.
Theorem 3 generalizes a similar result from [12].
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Discrete and Continuous Models of the )
COVID-19 Pandemic Propagation with Qe
a Limited Time Spent in Compartments

Olzhas Turar, Simon Serovajsky, Anvar Azimov, and Maksat Mustafin

Abstract The paper considers discrete and continuous models of the epidemic
propagation with a limited time spent in compartments. It contains a comparative
analysis carried out for the influence of process parameters on both models. The
problem of system identification is solved. Namely, we first estimated the accuracy
of the solution of the inverse problem on the model data. Then the system is
identified based on real data on the spread of COVID-19 in Kazakhstan, after which
a forecast is made for the propagation of the epidemiological situation.

1 Introduction

COVID-19 pandemic has largely updated the development of mathematical models
for epidemic propagation. Modern mathematical models of epidemiology go back
to the work of R. Ross of malaria propagation research [1] and SIR model proposed
by W. Kermack and A. McKendrick [2]. This model is based on the division of the
entire population into three compartments of susceptible, infected and recovered.
This model describes the transition of people from the compartment of susceptible
to infected and then recovered. It is represented by a system of differential equations
that describe the change in the size of each of these population compartments over
time. A natural generalization of the SIR model is the SIRD model, in which it
is assumed that some part of the infected people die, forming an additional group
of deceased [3], and its simplification is the SIS model, in which the recovered
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patients do not develop immunity, i.e. recovered immediately join the group of
susceptible [4]. The last two models generalize the SIRS model, where those who
have recovered do not lose immunity immediately, but after some time, which means
that the recovered group is present, but is not the end state of the population [5].

These models do not take into account latency period during which individuals
have been infected but are not yet infectious themselves. This shortcoming is
overcome in the SEIR model, in which a compartment of exposed is added [6].
Subsequently, other groups of the population were taken into account. Particularly,
deceased patients were also considered in [7, 8], asymptomatic patients in [9], and
hospitalized and critical patients in [10, 11]. In addition to ordinary differential
equations, partial differential equations are also used to describe the propagation of
an epidemic over a certain territory [12]. There are a significant number of stochastic
models for the development of epidemics [3].

Along with continuous models, discrete models characterized by difference
equations [13] are also used. In [14, 15], a discrete model with a limited time spent
in exposed and patient compartments is considered. It assumes that after some time,
each person from these groups will certainly move to another group: in particular,
the contact will either become infected or most likely not get infected, the patient
will either recover or die. In this paper, we consider a modification of this model, as
well as its continuous analog. Three groups of patients are considered: undetected,
isolated, and hospitalized. Undetected are not reflected in official statistics and are
the main carrier of infection. Isolated are included in official statistics, but are not
hospitalized and are carrier of infection. Being seriously ill hospitalized may die,
but they are in strict isolation and are not carrier of infection.The flow diagram of
the compartmental transitions is shown in Fig. 1.

Compartments
S — susceptible

E — exposed
U — undetected
I —isolated

H —hospitalized
R —recovered
D — deceased

Relations
— transition ----» infection

¢ — infection

p — transition

Fig. 1 Flow diagram of the compartmental transitions
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A comparative analysis of the models is carried out with an assessment of the
influence of the parameters included in them. We solve the problem of model
identification with an evaluation of the solution accuracy. As an example, the
propagation of COVID-19 in Kazakhstan is considered. The forecast results are
compared with real data.

2 Discrete Model

The paper considers a discrete model of the epidemic propagation with a limited
time spent in compartments. The state of the system in model described by the
functions of the discrete argument Sy, E, Uk, Ix, Hx, Ry, Dy, which describe,
respectively, the number of susceptible, exposed, undetected, isolated, hospitalized,
recovered, and deceased at time k. Let’s call the amounts of days spent in the
exposed, undetected, isolated, and hospitalized compartments as n,, n,, n; and ny,
respectively. The number of people in each compartment at a given time is the found
as a sum of numbers of specific discrete function for the respective period i.e.

ny

Ne ni n
E=Ye. u=Yu =Y. m=YH. o
j=1 j=1 j=1 =1

where e,{, etc. denotes the number of exposed, etc. at time k and on the j-th day
of being in the compartment. Each exposed, etc. of the given day of being in his
compartment, a day later goes to the category of next day of being in this group, if
it was not the last day of being in the compartment, what corresponds to equalities
e,iﬂ = e,{,j =2,...,n, — 1, etc.

The number of people in the compartments of susceptible, exposed and all groups
of patients at the next time is equal to their number at the previous time, plus those

who entered and minus those who left this compartment in this day:

Sk
Sk+1 = Sk — (cuUi + ¢ Ik)ﬁ + Peser’ (2)
Exp1 =Er+epy — €, Ukt = Uk +upyq — uy", 3)
Lept = e+ il — i)', Hiwr = He +hyy — )" 4
k+1 = k+lk+1 I s k+1 = Hi + k+1 k- 4

The number of people who recovered and died at a subsequent point in time is
equal to their number at the previous point in time plus those who were included in
this day to the specific compartment:

Ris1 = Ri + purup” + piriy + pirhy". D1 = Di + prahy”. 6))
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In the given formulas, ¢, and ¢; denote the contagiousness of undetected and
isolated patients, respectively, pyg is the proportion of people in the compartment o
passing into the compartment 8, and N is the size of the entire population. In this
case, the following equalities are natural:

Des + Peu + Pei + Pen =1, Pui + Pur = 1,
pin +pir =1, pur+ pra = 1. (6)

The number of exposed and all forms of patients on the first day of being
in corresponding compartment defined by patients passed from other groups and
determined by the equalities:

Sk
1 1 n -1 n n
€yl = (cy Uk +Cilk)ﬁ» Upy) = Peu€y’s Ipr1 = Dei€;’ + puitty”,

(7

1 n N
hiyy = Peney’ + piniy'-

The initial states of the system Sy, Eo, Uo, lo, Hp, Ro, Do considered as known,
namely distribution of exposed and all forms of patients at the initial moment are
considered uniform in terms of days being in compartments.

The given equalities constitute a discrete model of the epidemic propagation.
Passing to the limit as k tends to infinity, we establish the equilibrium position of
the system. We also note that the increments in equalities (5) are positive. Thus, we
establish the validity of the following statement.

Theorem 1 The discrete system has a unique equilibrium position, specifically, the
limiting values of the numbers of exposed and all forms of patients are equal to zero,
and the numbers of recovered and deceased do increase with time.

Preliminary calculations were carried out with the following values for length
of periods: n, = 14, n,, = 3, n; = 5, n, = 7. The contagiousness coefficients
were assumed to be ¢, = 3.18, ¢; = 0.171, i.e. undetected patients are considered
the main carrier of infection. Distribution of exposed parts moving to other
compartments: pe, = 0.154, p,; = 0.145, p., = 0.022, p.; = 0.679; transition
parameters for undetected patients: p,; = 0.03, p, = 0.97; for isolated patients:
pin = 0.021, pp, = 0.982; for hospitalized: ppq = 0.018, p; = 0.979. The
total population was assumed to be 18,699,640 people, which corresponds to the
population of the Republic of Kazakhstan in September 2020 according to the World
Bank, according to datacatalog.worldbank.org. At the initial moment of time, it was
believed that there were 140 contact patients, while there were no sick, recovered or
deceased. Figure 2 shows the corresponding computation results.

Graphs present that at the initial stage of the process, which lasts about 200
days, there is a slight increase in morbidity and mortality, which is explained by
the initially small number of infected and corresponds to the beginning of the
development of the epidemic. In the next 200 or so days, there is an exponential
increase in the number of sick and dead. Over the next two months, the number of



Discrete and Continuous Models of the COVID-19 Pandemic Propagation with. . . 105

le6

60000 -
81
50000 4
40000 - 61
30000 4 ]
20000 -
54
10000 4
0 0
0 100 200 300 400 500 600 700 0 100 200 300 400 500 600 700
14000 4
80 12000 4
10000 4
60 -
8000 4
40 6000 o
4000
20
2000 4
0 0
: : : : : : : : : : : : : : : :
0 100 200 300 400 500 600 700 0 100 200 300 400 500 600 700

Fig. 2 The number of infected people (top) and deaths (bottom) according to the discrete model
by days: the number of each day (left) and total up to the moment (right)

simultaneously ill and dying continues to grow, but the rate of growth is gradually
slowing down. After reaching the maximum number of daily infected and dying, the
epidemic gradually fades, which takes about the same time as the entire previous
period. It is characterized by the fact that both the increase and decrease in the
number of infected and deceased people every day is non-monotonic, see the left
graphs in Fig. 2.

Let’s note that with the considered choice of system parameters, the peak time
of the epidemic falls on the 461st day from the start of the computations, when the
maximum number of simultaneously sick people is observed—approximately 280
thousand people, which is 1.5% of the total population. The epidemic ends within
990 days, and the total number of recovered people is approximately 10.3 million,
which is 54.85% of the total population, the number of deceased is 14,460 people,
which is 0.14% of the total number of infected.

Table 1 describes the impact of the contagiousness coefficient of undetected
patients ¢,. With the growth of this parameter, both the maximum number of
simultaneously ailing people and the total number of infected and deceased people
increase, while the time of reaching the epidemic peak and the duration of the
epidemic are reduced. This indicates a more intensive development of the epidemic.
At the same time, the percentage of recovered and deceased from the total number
of cases remains practically unchanged.

The coefficient of contagiousness of isolated patients has qualitatively the same
effect on the system, but significantly lower degree of influence. The influence of all
parameters characterizing the proportion of exposed patients passing into different
categories is similar to the influence of contagiousness coefficients, since their
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increase also leads to an increase in the total number of infected people. An increase
in parameters characterizing the frequency of transition from milder forms of the
disease to more severe ones, as well as the proportion of deaths among hospitalized,
has practically no effect on the peak time of the epidemic, its duration, and also on
the total number of infected cases, but leads to an increase in the number of deceased
people.

Table 2 describes the effect of time in exposed compartment n,. The growth of
this parameter leads the peak time and the duration of the epidemic increase, while
the maximum number of sick people at a time, as well as the total number of infected
and dead, decreases. This indicates a less intensive development of the epidemic. At
the same time, the percentage of recovered and deceased from the total number of
infected practically does not change. The time spent in the undetected and isolated
compartments has a similar effect, namely the influence of the first is the largest
of three considered parameters, and influence of last is the smallest. Finally, the
influence of the time spent in the hospitalized group has an even weaker effect on
the system. With its increase, only the maximum number of patients at the same
time increases.

3 Continuous Model

Let us describe a continuous analogue of the previously considered model. Here
the same division of the entire population into compartments under the same
assumptions. Thus, the state of the system is described by the functions of a
continuous argument S, E, U, I, H, R, D, describing, respectively, the number
of susceptible, exposed, undetected, isolated, hospitalized, recovered, and deceased
at an arbitrary point in time. The process is described by the equations
S/ = _(CuU + CiI)S/N + pesE/ne,
E' = (c,U +¢;)S/N — E/n.,
U' = peuE/ne - U/nuy
I'= peiE/ne + puiU/nu - 1/”1'7
H' = penE/ne+ pind/ni — H/ny,
R = purU/nu + pirl/ni + PhrH/”h,
D' = pypaH/ny. ¥
with the corresponding initial conditions while retaining all the previously accepted
notation.

Equating to zero the terms on the right side of equations (8) and solving the
corresponding system of algebraic equations, we find the equilibrium position of
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Fig. 3 The number of infected (top) and deceased (bottom) people according to continuous (blue)
and discrete (red) models by days: for each day (left) and total so far (right)

the system. In addition, we note that the formulas on the right-hand sides of the last
two equations (8) are positive. Thus, the following statement is true.

Theorem 2 The continuous system has a unique equilibrium position, and the limit
values for the number of exposed and all forms of patients are equal to zero, the
number of recovered and deceased increases with time.

Numerical analysis of the continuous model was carried out with the same set
of parameters as for the discrete model. Figure 3 shows changes in the number
of infected and deaths by day, for each day and in total up to some moment in
accordance with continuous (blue) and discrete (red) models. As it shown on these
graphs, the results of calculations for both models turn out to be quite close, although
the changes of values per day according to the continuous model turns out to be
smoother.

Table 3 shows the most important quantitative characteristics of both models
for the considered set of parameters. Comparing the obtained results, one can note
an extremely high degree of closeness of the results obtained based on considered
models. At the same time, the duration of the epidemic according to the continuous
model is longer than according to the discrete model by about a month or 3.5%,
while the time to reach the peak of the epidemic in both models is almost the
same. According to the continuous model, the total number of infected people is
less than in the discrete model by about 4.5 thousand people, or only 0.1% of the
total population, the proportion of recovered and deceased from the total number of
infected people in both cases is almost the same. At the same time, the maximum
number of simultaneously sick people in the continuous model is less by about
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Table 3 Main quantitative characteristics of discrete and continuous models

Characteristic Discrete model Continuous model
Peak time of the epidemic 461 days 456 days
The maximum number of 281,187 people, 1.50% 260,916 people, 1.40%

infected at the same time, its
percentage from the total
number of cases

End time of epidemic 990 days 1020 days

Total number of infected, its 10,256,695 people, 54.85% 10,252,178 people, 54.75%
percentage from the total
number of cases

Total number of recovered, its 10,242,235 people, 99.86% 10,237,724 people, 99.86%
percentage from the total
number of cases

Total number of deceased, its 14,460 people, 0.14% 14,453 people, 0.14%
percentage from the total
number of cases

20 thousand people, or 0.1% of the total amount of people. An increase in the
duration of the epidemic with reduce of the total number of cases and the maximum
number of simultaneously sick people with a constant proportion of deaths suggests
that according to the continuous model, the intensity of the epidemic is lower than
according to the discrete model.

It should be noted that each of the system parameters has a similar effect on both
models, however, changing the parameters has a greater effect on the time of the
peak of the epidemic and its duration for the continuous model and on the number of
infected and deceased for the discrete model. For example, Table 4 lists the system
characteristics for various values of period n, in the undetected compartment: the
first (upper) number in each cell corresponds to the discrete model and the second
(lower) number corresponds to the discrete model. Here, when the parameter is
increased by 2.5 times, the peak time of the epidemic decreases by more than 6
times for the discrete model and 7.5 times for the continuous model. At the same
time, the duration of the epidemic is reduced by 3.2 times for the discrete model
and by 4.5 times for the continuous model. The maximum number of sick people
increases to 46. 4 times for the discrete model and 38.3 times for the continuous
model. The total number of recovered and deceased people increases 4.44 times for
the discrete model and 4.28 times for the continuous model.

4 Model Identification

To forecast the epidemic propagation based on mathematical models, it is necessary
to properly select the parameters included in them by solving the corresponding
inverse problems. As characteristics for which we practically do not have reliable
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information, we note the initial values of Eg and Uy of exposed and undetected
compartments, the contagiousness coefficients ¢, and c;, as well as the values p,;,
Peus Pei and p,,, describing the proportion of the transition from one compartment
to another. At the same time, we have relatively reliable information about the total
number of cases, as well as hospitalized and deceased at certain points in time. As
a result, we arrive at the following inverse problem.

Problem It is required to choose such a vector ¢ = (Eq, Uy, cy, Ci, Pes, Peus Deis
Pur) S0 that the following conditions are fulfilled

Llgl=T., Hilgl=H. Digl=Dy, k=1,....K,

there Ix[ql, Hrlql, Dklq] are the numbers of mild ill, hospitalized and deceased
at time k, respectively, determined using a discrete model for a given value of the
vector q, and Iy, Hy, Dy are the known values of the corresponding quantities, K is
the number of time points at which information is measured.

The problem is reduced to minimization of the following quantity

K

UAEDS {(1k[f1] - Zc)z + (Hk[CI] - ﬁk)z + (Dk[fI] - 5k)2} -

k=1

Finding of the minimum is done using the trust-region method [16]. Considering
that the size of the population N is quite large, the model is normalized, i.e.
the number of each of the considered population compartments is preliminarily
divided by N. To evaluate the effectiveness of the numerical algorithm, their values
corresponding to the previous calculations are selected as the desired values of the
parameters, and the corresponding solutions of the system under consideration are
chosen as the “measurement results”.

Table 5 shows found values of the sought parameters in comparison with their
exact values, as well as the absolute and relative calculation errors. Obtained results

Table 5 The results of the calculation of the inverse problem

Parameter Exact value Found value Absolute error Relative error
So 0.81648 0.81640 0.00008 0.00001
Ey 0.10858 0.10864 0.00005 0.00046
Uy 0.00313 0.00316 0.00003 0.00958
Cy 3.18 3.16545 0.01455 0.00457
ci 0.3 0.29677 0.00323 0.01075
Pes 0.679 0.67915 0.00015 0.00022
Peu 0.154 0.15506 0.00106 0.00685
Dei 0.145 0.14380 0.00120 0.00824
Peh 0.022 0.02199 0.00001 0.00055

Dur 0.8 0.79430 0.00570 0.00713
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show that used algorithm is quite efficient. In particular, the largest error is observed
in determining of the parameters Uy and c;, which is approximately 1%. The
remaining parameters are restored with an error of fractions of a percent.

The calculations were also based on real information about the propagation of the
COVID-19 epidemic in Kazakhstan, see index.minfin.com.ua. July 2020 data was
used to tune the model. In this case, the following values of the identified parameters
were obtained: So/N = 0.068, Eqg/N = 0.0876, Up/N = 0.00248, ¢, = 2.03,
¢i = 0.517, pes = 0.37, pey = 0.312, p,; = 0.261, p., = 0.0574, p,; = 0.99,
Pur = 6.24- 1078 for discrete model and So/N =0.722, Eg/N = 0.0493, Up/N =
0.00048, ¢, = 4.95, ¢; = 0.368, pes = 0.19, poyy = 0.139, pe; = 0.594, pep =
0.0759, p,i = 0.83, pyur = 0.168 for continuous model.

Using these values of the model coefficients, a forecast was made for the
development of the epidemic for the next two months, i.e. August and September
2020. The results were compared with the actual course of the epidemic over the
same period. Figure 4 shows graphs of changes in the number of infected (above)
and deceased (below) by days based on discrete (left) and continuous (right) models.
There, blue lines indicate real data, red lines indicate the results of calculations from
the first month (July), the data for which were used to identify the model, and orange
lines indicate the forecast for the next two months (August - September). As can
be seen from the above graphs, the results of the forecast sufficiently reflect the
course of the development of the epidemic. Forecasting for a longer period leads to
a gradual decrease in the forecast accuracy.

As can be seen from the above graphs, the results of the forecast quite well reflect
the course of the development of the epidemic. Although the parameter values of the
models under consideration, reconstructed using real data, differ, the accuracy of the
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Fig. 4 Forecasted change in the number of infected (above) and deceased (below) by days
compared to real data based on discrete (left) and continuous (right) models
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forecast for both models is of the same order. We only note a smoother change in
the functions in the continuous model compared to the discrete one. The results
obtained indicate a rather high efficiency of the proposed models and the possibility
of their use for forecasting epidemics.

We also note that forecasting for a longer period leads to a gradual decrease in
the accuracy of the forecast. An increase in accuracy can be achieved by taking into
account additional factors, in particular the effect of vaccination and the possibility
of reinfection.
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Some Aspects of Usage of Digital )
Technologies in Mathematics Education Qe

Jan Guncaga

Abstract Digital technologies have entered our daily lives and into schools. Com-
puters, tablets, smartphones are a part of today’s generation of children from birth;
therefore they appear naturally also in education. Besides interactive whiteboards
and notebooks in classrooms, children also often possess tablets and smartphones.
For the teacher, it is a very actual question, how to implement advantages of these
technologies in education. It appears that all of the formerly mentioned technologies
have its place and they can use in effective way for achieving educational goals.
Constructivist Theory of Learning has influence on mathematics education. It will
be selected some topics from Slovak curricula for school mathematics. It will be
discussed the aspect of visualization in mathematics education. The understanding
of mathematics concepts can be deeper, motivation of pupils is greater in this case
and, finally yet importantly, their creativity of students and pupils obtain strong
support.

1 Introduction

Slovakia as a member country of the European Union has his educational documents
formulated according the document “Recommendation of the European parliament
and of the council of 18 December 2006 on key competences for lifelong learning”
(see [20]). Mathematics education in lower secondary level is oriented to the
development of the mathematical competence. The competences have definition in
this document as a combination of knowledge, skills and attitudes appropriate to
the context. Key competences are those, which all individuals need for personal
fulfilment and development, active citizenship, social inclusion and employment.
According [21] the mathematical competence is the ability to develop and apply
mathematical thinking in order to solve a range of problems in everyday situations.
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Building on a sound mastery of numeracy, the emphasis is on process and activity,
as well as knowledge. Mathematical competence involves, to different degrees,
the ability and willingness to use mathematical modes of thought (logical and
spatial thinking) and presentation (formulas, models, constructs, graphs, charts).
The document explains that essential knowledge, skills and attitudes related to this
competence includes a sound knowledge of numbers, measures and structures, basic
operations and basic mathematical presentations, an understanding of mathematical
terms and concepts, and an awareness of the questions to which mathematics can
offer answers. An individual should have the skills to apply basic mathematical
principles and processes in everyday contexts at home and work, and to follow and
assess chains of arguments. An individual should be able to reason mathematically,
understand mathematical proof and communicate in mathematical language, and
to use appropriate aids. A positive attitude in mathematics has its base on the
respect of truth and willingness to look for reasons and to assess their validity. The
State Educational Programme ISCED 2 Mathematics (see [27]) defines since 2010
mathematics education at the lower secondary level. This school subject is a part
of the thematic area “Mathematics and working with information”. It divides into
following thematic areas:

e Numbers, variable and arithmetic operations with numbers,
¢ Relations, functions, tables, charts,

¢ Geometry and measurement,

* Combinatorics, probability, statistics,

* Logic, reasoning, proofs.

The main goal of the thematic area “Geometry and measurement” is that
students obtain knowledge about base planar and space geometrical figures with
inquiry-based methods and discover their properties. They learn to estimate, to
measure and to calculate the size of the angle, length of some segment, surface
and volume of some solid. They solve position and metrical tasks from reality.
Space thinking plays one important role. In the year 2014 was innovated this
program (compare with [11]) and big part of this new program is formulated in
the form of standards. The beginning of this program formulates importance of the
information and communication technologies (ICT) in the mathematics education.
The role of the school subject mathematics is to develop the ability of students to
use ICT tools for searching, elaborating, saving and presentation of information.
The usage of the appropriate software should make easier heavy calculations or
complicate algorithms. It brings concentration to the kern of the solved problem.
Contents of the curriculum has the base on competences. Existing mathematical
knowledge of the students and their experiences with the application of the existing
knowledge is the base for discovery and presentation of the new mathematical
notions. Education underlines the development of the students’ abilities, mainly
with active approach of students. Thematic area “Geometry and measurement” is
oriented to the base plane and space geometrical figures such line, point, segment,
triangle, quadrilateral, square, rectangle, circle, cube, rectangular parallelepiped,
cylinder, cone, pyramid and sphere. Students learn their basic properties. Following
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thematic area “Symmetries in the plane (axial and central)” is oriented to symmetry
and congruence of the geometrical figures, central and axial symmetry, finding of
axial and central symmetrical figures, construction of the picture according muster.
The continuation in the sixth class is in the thematic area “The area and perimeter
of the rectangle, square and rectangular in the decimal numbers, the units of area”,
“The angle and his measure, operations with angles” and “Triangle, congruence of
the triangles”. The mentioned geometrical figures are classified in these thematic
areas such straight, right, acute and obtuse angle, angle bigger than straight angle;
acute-angle triangle, rectangular and obtuse triangle. The work continues with the
notions perimeter and area, units of perimeter and area. The continuation in the
seventh class is in the thematic area “rectangular parallelepiped and cube, their
surface and volume in the decimal numbers, transformation of the units of the
surface and volume”. It will be started in the eighth class with the enhancement of
the knowledge about quadrilaterals and triangles in the frame of the thematic area
“parallelogram, trapezium, perimeter and the area of the parallelogram, trapezium
and triangle”. The continuation id in the thematic area “Circle, circle line”. It
will be introduced here the notion of the Ludolph number , circle arc, central
angle, sector of a circle, segment of a circle, the perimeter and the area of the
circle, the length of the circle line. Geometrical activities in the eighth class are
ending with the thematic area “Prism”. The students obtain the knowledge about
normal prisms, their networks, surfaces and volumes, the connections with cube
and rectangular parallelepiped. The Pythagoras theorem in the rectangular triangle
and his applications dominates in the ninth class. The geometric education after that
is oriented to the pyramid, cylinder, cone, sphere and their surface and volume. The
last thematic area is oriented to the triangle and similar triangle, similarity, similarity
of triangles and planar geometrical figures.

2 PISA Testing and Mathematical Literacy

In the area of assessment of mathematical knowledge, a very important place
belongs to the international testing of the OECD Programme for International
Student Assessment (PISA). PISA gives attendance to the development of the math-
ematical literacy. This survey launched first time in 1997. Its goal is the evaluation
of educational systems worldwide by testing the skills and knowledge of 15-year-
old pupils. Since then, it has been conducted every third year. The survey focuses on
several different aspects. According [16] the mathematical literacy is an individual’s
capacity to formulate, employ and interpret mathematics in a variety of contexts. It
includes reasoning mathematically and using mathematical concepts, procedures,
facts and tools to describe, explain and predict phenomena. It assists individuals to
recognize the role that mathematics plays in the world and to make the well-founded
judgements and decisions needed by constructive, engaged and reflective citizens.
In its testing, PISA survey pays lot of attention to teaching styles. According to
[18] the teacher of mathematics has a great opportunity. If he fills his allotted time
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with drilling his students with routine operations, he kills their interest, hampers
their intellectual development, and misuses his opportunity. But if he challenges the
curiosity of his students by setting them problems proportionate to their knowledge,
and helps them to solve their problems with stimulating questions, he may give
them a taste for, and some means of, independent thinking. In 2012, there was a
PISA measurement in Slovakia in 9-grade primary school pupils (lower secondary
level). According to [8] 34 OECD countries and 31 OECD partner countries with
approximately 510.000 pupils took part in the PISA 2012 measurement. In Slovakia,
all 15-year old pupils born from January 1996 to December 1996 were included in
the testing. It was made a stratified selection of schools and pupils forming a testing
sample. Thus, 231 selected schools with 5.737 pupils were involved in the testing.
The performance of Slovak pupils in mathematical literacy within the international
PISA 2012 study was under the average of the involved OECD countries. The
countries like Norway, Portugal, Italy, Spain, Russian Federation, United States
of America, Lithuania, Sweden and Hungary had a performance comparable with
the performance of Slovakia. When comparing the performance of Slovak pupils,
statistically significant was the decrease of the achieved average score in the PISA
2012, as compared to all previous three-year cycles of the study. Between 2009
and 2012 it was a decrease from 497 to 482 points. There are three categories of
mathematical procedures: express, use and interpret. According to [1] the worst
results Slovakia achieved in the category interpret. Here the difference, as compared
to the average of OECD countries, was as much as 24 points (473 points). According
to [5] in the PISA study four content categories in mathematics distinguished in the
year 2012:

» changes, relations and dependencies;
e quantity;

* space and shape;

* uncertainty and data.

It is important for geometry teaching the category Space and shape. This category
obtain a wide range of phenomena that are encountered everywhere in our visual
and physical world: patterns, properties of objects, positions and orientations,
representations of objects, decoding and encoding of visual information, navigation
and dynamic interaction with real shapes as well as with representations. Plane
and space geometry serves as an essential foundation for space and shape, but
the category extends beyond traditional geometry in content, meaning and method,
drawing on elements of other mathematical areas such as spatial visualization,
measurement and algebra (see also [16]). In the first category, Slovak pupils had
20 points less than the average of the OECD (474 points), in the second category 9
points less (486 points); in the third one, the result was the same as OECD average.
In the fourth category, the result was the worst: only 472 points (21 points less than
the average of the OECD). There was on 20th—30th April 2015 according to [17]
next PISA measurement in Slovakia lower secondary schools including 15-year old
pupils of the 9th grade. 6.350 pupils from 292 schools attended in this measurement.
According to the initial results, the Slovak Republic achieved the performance of
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475 points in the mathematical literacy. The performance of Slovak pupils was,
like in 2012, statistically significantly lower than the average of OECD countries
(490 points)—the difference was 15 points. Malta, Lithuania, Hungary, Israel and
USA reached a performance comparable with Slovakia. A statistically significantly
lower performance than Slovakia was reached by 4 OECD countries—Greece,
Chile, Turkey and Mexico. The comparison of the performance of Slovak pupils in
mathematics with 2012 testing showed a non-significant decrease of performance of
7 points. This means that in the PISA 2015 the Slovak pupils achieved a performance
comparable to that of 2012. These results shows (see [4]), that the achievement of
mathematical education has in the field geometrical education stagnate character
without progress and on another fields low niveau under average of the OECD
countries. It implies the need of the modernization and innovation in many parts
of mathematics education.

3 The Aspect of Visualization in Geometry Teaching

The manipulation and interpretation of planar shapes and space figures in settings
that call for tools ranging from dynamic geometry software and another ICT tools
such using of different augmented reality applications. The aspect of visualization
plays important role in the geometry teaching and this aspect is interdisciplinary.
According [16] the aspect of visualization plays specific role in the scientific
literacy. For example, interpreting data is such a core activity of all scientists that
some rudimentary understanding of the process is essential for scientific literacy.
Initially, data interpretation begins with looking for patterns, constructing simple
tables and graphical visualizations, such as pie charts, bar graphs, scatterplots or
Venn diagrams. Scientists make choices about how to represent the data in graphs,
charts or, increasingly, in complex simulations or 3D visualizations. Nowadays
exists many educational software, which make 3D visualizations of functions and
space figures. The Van Hiele levels characterize the understanding of geometrical
notions. Dutch mathematics teachers Pierre van Hiele and his wife Diana van
Hiele-Geldof developed this theory. There are characterized according [9] and [10]
following five levels:

1. Student can recognize geometric concepts, types and groups of geometric figures
by their physical appearance, and in global way, without explicitly distinguishing
their mathematical components or properties.

2. Student can recognize the mathematical components and properties of geometric
concepts. He is able to verify conjectures through empirical reasoning and
generalization. Student only formulates in this level basic logical relationships
between mathematical properties of the geometrical figures.

3. Student is able to manage any logical relationship. He can to prove conjectures
using informal deductive reasoning. He understand simple formal proofs, but he
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is not able to construct themselves. He is able to classify geometric figures and
groups of these figures and to compare them.

4. Student in this level is able to understand, why it is needed the rigorous reasoning.
He can write formal deductive proofs. He understand, what does it mean axioms,
hypotheses, definitions and other notions of logic.

5. Student can manage different axiomatic systems, he is able to analyze and
compare properties in two axiomatic systems (for example triangle in the
Euclidean geometry and spherical triangle in the spherical geometry).

The aspect of visualization and using ICT tools in mathematics education (such
an augmented reality applications or educational software, for instance GeoGebra)
can help students in the movement into higher Van Hiele level in the educational
process (see also [2]). Vinner in [25] brings another point of view. If it will be
shown the students some geometrical object, they obtain from teacher two types of
information:

e Graphical: It includes pictures, drawings, physical objects, models and so on
that students see in textbooks, blackboards, and with another ways. It works
like a collection of photos. It is possible to give here using dynamical geometric
systems and augmented reality applications.

e Verbal: It includes definitions, theorems, formulas, properties of plane and space
geometric figures and so on that students read in textbooks, from screen of
the computer other mobile devices, hear from teachers, other students by the
collaborative lesson or other person. It works like a collection of newspaper cut-
outs.

McLeod in [15] describe theory of cognitive thinking by Bruner (see [3]). His
stages of understanding by the cognitive processes is useful also by mathematics
education using mobile technologies in lower secondary level. Student by the
understanding of geometric notions is able to be educated in following stages:

* Enactive stage appears first. It involves encoding action based information and
storing it in our memory. Students work in this stage with different models of
geometric figures in real or in the augmented reality mode. Nowadays, they can
use possibilities of dynamic geometric systems.

» Iconic stage is typical by the fact, that information is stored visually in the form of
images (a mental picture in the mind’s eye). For some, this is conscious; others
say they don’t experience it. This may explain why, when students/pupils are
learning a new subject, it is often helpful to have diagrams or illustrations to
accompany the verbal information.

e Symbolic stage is the last. This is where information is stored in the form
of a code or symbol, such as language. This is the most adaptable form of
representation, for actions and images have a fixed relation to that which they
represent. Cube is a symbolic representation of a single class of space figures.
Symbols are flexible in that they can be manipulated, ordered, classified etc., so
the user isn’t constrained by actions or images. In the symbolic stage, knowledge
is stored primarily as words, mathematical symbols, or in other symbol systems.
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Bruner’s constructivist theory suggests it is effective when faced with new material
to follow a progression from enactive to iconic to symbolic representation; this
holds true even for adult learners. A true instructional designer, Bruner’s work also
suggests that a learner even of the age in the lower secondary level is capable of
learning any material so long as the instruction is organized appropriately.

4 Constructivist Theory of Learning

The constructivist theory of learning assumes that each person creates (constructs)
his/her own knowledge of the world in which s/he lives. Constructivism tries to
overcome the transmissiveness of traditional teaching—the transfer of “the teacher’s
knowledge” to the student. It deals with learning, alongside understanding (see
[23] and [22]). According [14] the inductive (constructivist) approach in teaching
characterizes by distinctly different characteristics from the deductive approach,
while cognitive development and the learning process define as follows:

* Always based on the achieved level of learners’ development,

¢ Provide meaningful learning,

* Enable learners to realize their own meaningful learning process,

* Influence learners so that they will modify their own knowledge schemes,

¢ Create and maintain a rich relationship between new knowledge and already
existing knowledge schemes.

In connection with the intensive intersection of digital technologies into every-
day life, teaching mathematics with ICT environment requires sufficient material
and technical equipment. It needs also changes in educational approach, new
communication methods in mathematics, a change in the status of the teacher
of mathematics and the student, and an organizational change in mathematics
lessons. A necessary condition for making changes in the teaching process is
according [13] sufficient computer literacy among mathematics teachers, and their
motivation and willingness to learn more in this field. The term ‘constructionism’ is
a mnemonic for two aspects of the theory of science education. From constructivist
theories of psychology, it is taken a view of learning as the reconstruction, rather
than transmission, of knowledge. Then, the extension of the idea of manipulative
materials to the idea that learning is most effective when part of an activity, which
the learner experiences as constructing a meaningful product. The students during
the lessons are active and they built new concepts, which help them to understand
new notions according to their own personal needs. The opposite approach to
constructionism is instructionism, which, in terms of teaching, typically involves the
teacher giving instructions to children, such that they have limited opportunity for
their own activity and personal way of thinking. Instructionism vs. constructivism
looks like a split between two strategies for education: two ways of thinking about
the transmission of knowledge. Behind all this is a split that goes beyond the
acquisition of knowledge and touches on the nature of knowledge and the nature
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of knowing. Constructivist instructional design, according [12], aims to provide
generative mental constructions embedded in relevant learning environments, which
facilitate knowledge construction by learners. The constructivist approach has many
applications in different areas. It is possible to find a good example in the field
of languages in [26] and in the field of science education for disabled children in
[24]. Teaching mathematics provides scope for developing most of the competences
defined by the International Society for Technology in Education, which are
important for young people today. For example, using GeoGebra software, students
can experiment, create and verify hypotheses. Within the project method, they can
collaborate, communicate, collect and evaluate information from the Internet and
process statistical data. Scientific thinking can be developed, for example, by a
workshop method, where they not only create hypotheses using software, but learn
to name problems and to argue.

5 Conclusions

Digital technology is being introduced into many school curricula, and “visual-
ization has blossomed into a multidisciplinary research area, and a wide range
of visualization tools have been developed at an accelerated pace” (compare with
[19]). GeoGebra software is suitable for primary school mathematics instruction
(specifically in teaching geometry to children in the fifth and sixth grade). It
has great potential for use with interactive boards, and especially in the form of
m-learning when students use smartphones and tablets. The option of using ready-
made GeoGebra applets is very attractive for teachers. In addition, learning becomes
more attractive, as teachers have the opportunity to replace transmissive teaching
with the constructivist method to a great extent. Moreover, it also increases the
digital literacy of students and teachers, which is a great benefit. In the future,
more materials should be created and reviewed by experts on portals available for
teachers, as well as classified according to topic units and students’ age. Teacher
training should focus on enhancing digital literacy, the ability to the work with
GeoGebra and the methodology of teaching with digital technology. Presented
examples offer innovative techniques in the teaching of spherical and plane geom-
etry and promote the spatial imagination of pupils and students. Currently, similar
features offer the 3D version of GeoGebra software. It will be organized in future
many kinds of research, how can educational software to help by visualization
and explanation of the geometrical concepts and to support by students space
imagination in appropriate way. Another important goal is, how to support digital
literacy by pupils and students in the educational process during mathematics and
other natural sciences lessons (see [7] and [6]).
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Teaching of STEM Lectures During the )
COVID-19 Time A

Jan Guncaga, Véra Ferdianova, and Martin Billich

Abstract The COVID-19 pandemic situation has adversely affected mobility and
international cooperation of students and workers throughout Europe. The transfer
of knowledge from foreign experts who can point out the issue in another point of
view is an integral part of university studies. However, the reaction of international
agency CEEPUS have been greatly flexible a it allowed online and blending
mobility to several countries. Thus, the aim of this article is to introduce the
possibility how to implement online teaching with the use of foreign workers using
available tools and means. The presentation shows practical experience within direct
online teaching of STEM subjects in university courses. Primarily, the advantage of
using GeoGebra software in online teaching of mathematical subjects is pointed
out. Thanks to the aspect of GeoGebra visualization, there was no discomfort in
transition of full—time teaching to distance teaching, because understanding of the
given topic is not affected by changing the form of teaching. As a part of direct
online teaching, a presentation of historical mathematical problems were created;
with use of GeoGebra software it facilitated the conversion of historical tasks into a
more modern form.
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1 Introduction: The CEEPUS Network

CEEPUS (Central European Exchange Programme for University Studies) is an
exchange programme aimed at regional cooperation and mobility, especially within
pre-arranged inter-university networks. The international agreement on the basis of
which the cooperation is implemented is “CEEPUS III” (Agreement concerning the
Central European Exchange Programme for University Studies), which entered into
force on 1 May 2011, replacing the previous agreement CEEPUS II. The programme
is intended for:

* undergraduate students
* postgraduate students
e academic staff

Participating countries: Albania, Bosnia and Herzegovina, Austria, Bulgaria,
Croatia, Czech Republic, Hungary, Montenegro, Moldova, North Macedonia,
Poland, Romania, Slovakia, Slovenia, Serbia. The universities of Pristina, Prizren
and Peja in Kosovo also cooperate. International stays can take place at any eligible
university abroad. Scholarship applications can be submitted either within an
existing network (if the selected school is a partner) or as a CEEPUS freemover to
any HEL

At the beginning of the COVID-19 pandemic, there was a difficult situation in
terms of mobility. For example, students were afraid to go abroad, as the image in the
media was intimidating. Most universities did not even recommend trips abroad out
of an abundance of caution. Consequently, the single European countries closed, air
links between connections were cancelled and overall the times were not favourable
for the implementation of any mobility with direct teaching activities.

Compared to the Erasmus project, the agency reacted very quickly and efficiently
to the situation. In the Erasmus project, the Agency allowed, at most, the extension
of certain types of projects such as credit mobility, etc. In contrast, student mobility
was widely cancelled from the student’s position, as the problem was the closed
borders and in some countries the teaching at universities was only distance learning
(e.g. in CR, SK, Italy, etc.):

Teacher mobility. It is subject to full-time employment and a number of teaching
hours of 6 hours per week. The mobility is not intended for academic cooperation,
but for cooperation within teaching experience and exchange of good practice.

* Student mobility: this is regular study mobility involving activities during the
semester. The expected study period is from 3 months to 10 months. It is intended
for all full-time students.

» Short term student: These are special types of practical mobilities designed for
students to work on their Master’s or Dissertation theses in collaboration with the
host institution. The expected duration of the trip is at least 1 month.

* Blended mobility: In the case of virtual mobility, the applicant completes the
professional program offered by the host institution without physical mobility,
that is, without travelling to the host country. Hybrid (blended) mobility requires
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a partial physical presence, so the mobility can be implemented partly in physical
form and partly in virtual form [7].

* Online mobility: This is mobility that is professionally identical to teacher or
student mobility, but it is implemented online.

2 Math Teaching by Using GeoGebra

Many educators say that the main goals of teaching mathematics are:

¢ the development of logical thinking

* the development of creative thinking

¢ the development of an autonomous person

* the development of the ability to solve problems

GeoGebra and educational software allows to implement these goals in mathe-
matics education. GeoGebra is one of the most original mathematical tools that
joins geometry, algebra and calculus. GeoGebra can be used for both teaching
and learning mathematics from middle school through college to the university
level. This open-source dynamic mathematics software help students to acquire
more knowledge about geometric objects and to visualize adequate math process.
GeoGebra enhances following key competencies for students:

* The skills of mathematical processing of the task.

* Ability to solve mathematical problems.

* Development of algoritmic thinking.

 Interpretation of the task results.

*  Work with numerical experiments and graphical representations.

These tasks are important also during the online teaching in pandemic situation.

The basic idea of GeoGebra’s environment is to provide two representations
of each mathematical object in its algebra and geometry windows. If we change
an object in one of these windows, its representation in the other one will be
immediately updated. We can manipulate variables easily by dragging “free” objects
around the plane of drawing, or by using sliders. However, GeoGebra has many
ways to provide investigating geometrical proprieties, including the use of new
commands with symbolic support for deriving, discovery and proving geometrical
conjectures. The advantages we see in this geometry tool are:

* GeoGebra is user-friendly tool and offers easy-to-use interface, multilingual
menus and commands, with minimal informatics experience required.

* GeoGebra was created to help students grasp some complicated or very abstract
concepts in mathematics. It provides an opportunity to explore the world of
mathematics in more details.

* GeoGebra stimulates teachers to use technology in investigations and visualiza-
tion of mathematics.
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* GeoGebra is good for producing and publishing complex and mathematically
correct illustrations.

* GeoGebra provides an easy way to create interactive online materials. The
worksheet files can be published as dynamic web pages.

2.1 Selected Examples in GeoGebra for Online Teaching for
Future Math Teachers

Open questions above brings special teaching situation for teaching of future
mathematics teachers. The task was, how to visualized and explain mathematics
notions? There was very helpful the dynamic character of educational software such
GeoGebra. The function in GeoGebra “Trace On” is important for visualization and
explaining of the different kind of the sets in the plane with the given condition. It
will be presented in the following examples.

Example I Draw the set of points, which have the same distance from the two given
points A, B.

Solution It will be used here two circles k and m wit the radius r—changing
parameter. It will be obtained by the using the function “Trace On” the line CD
(see Fig. 1). This function is used for the points C, D, which are intersection points
of the circles k and m. We obtain the line C D, which is the axis of the segment AB

(Fig. 1).

.

Fig. 1 The solution of the Example 1
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Fig. 2 The solution of the Example 2

Example 2 Draw the set of points, which have the same distance from the two given

different rays with one common point V: m V—D> These rays also create the angle
LAV D.

Solution It will be used here two lines k and m and changing parameter r. k is
— —

parallel to V A, belongs to half-plane VAD and his distance from VA is r. m is

parallel to V D, belongs to half-plane VDA and his distance from V D is also r.

Now the intersection point of k and m is the point E. It will be used the function

“Trace On” for the point E, so it will be obtained the ray WE), which is the axis of
the angle AV D (see Fig.2).

Another type of school tasks suitable for future math teachers are examples from
historical mathematical textbooks. These examples is possible to visualize with the
help of educational software.

Example 3 There is given two different circles k£ and / with the common center S.
On the circle with a smaller radius is given the point A. Draw another circle, which
obtain the point A and touch the circles k and / (example from [5]).

Remark 1t is possible to draw some circle, which touch the circle with a smaller
radius from inside or outside.

Solution Let’s the radius of the circle k is s and the circle [ is r. The line SA has
two common points X and Y with the circle / with a bigger radius. Now we can
draw circles m1, my with diameter X A and Y A (They have radius % and %, see

Fig. 3).
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Fig. 3 The solution of the Example 3

2.2 Concept of Geometric Place with GeoGebra

We begin with the construction of a circle tangent two non-congruent internally
tangent circles, where the desired circle is tangent to the larger given circle at a
given point M. Let the centres and radii of two given circles be represented by Si,
r1 and S, o respectively, where o < r. There exists such a circle (see Fig. 4). The
following procedure shows the construction of this circle, given by the centre S and
radius r.

The center S must lie on line passing through center S; of the large circle and
given point M. This center is equidistant from the circle with a smaller radius
and given point M. Therefore, the centres S, S> and a point N forms an isosceles
triangle, where point N (outside the larger circle) lies at a distance of r, from given
point M on line passing through center S; and given point M, i.e. |S{N| =ry + r».
Now we can construct base Sy N of an isosceles triangle S» SN, where the point S is
unknown. However, if we construct the perpendicular bisector of the base S> N, we
get the third point S of our triangle, which is the center of desired circle.

In previous steps we constructed the initial model for more tasks based on
concept of geometric place. First of all, we can demonstrate that the locus of all
points S forms an ellipse. This statement is a conjecture, which can be supported or
refuted with help of GeoGebra. One way to verify the truth of the conjecture could
be to study what happens with the position of point S, when M is dragged along
the larger circle are bound dragging with activated command Trace On. When M
is dragged along the larger circle centered at point Sy, it can be observed that S
seems to move along an ellipse as well. With usage of Trace On command, the
described process is easy to see. Another way, In GeoGebra the locus of S could
also be obtained by using the inbuilt Locus tool.
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Fig. 4 Circle in the first task

In the end we found that: The locus of all points S forms an ellipse and the focal
points of this ellipse are the centers S; and S, of the given circles. The major axis
of the ellipse is 2a = r; + rp, where r and r; are the radii of the given circles.
An ellipse is usually defined as the set of all points in a plane for which the sum of
distances from two given points (called foci) is fixed.

2.3 Extending Problem

Consider the similar problem as above. Begin with two non-congruent internally
tangent circles centred on points S; and S,. Construct a circle with given radius r to
be tangent to both of them (tangent to the larger internally).

Solution Let the radii of two given circles be r; and r» (2 < r1). Suppose S is the
centre of the circle to be constructed. Then:

(i) S will be |r; — r| from Sy, therefore it will be on a circle with radius |r| — 7|
and centre S.

(it) S will also be rp + r from S5, therefore it will be on a circle with radius r, + r
and centre S;.

If we construct the circles described in (i) and (ii), their intersection § is the center
of circle forming the answer to the problem. The availability of dynamic geometry
software GeoGebra can be used to study main geometrical facts of existing points S.
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Activity In this problem, the slider tool could be used to vary the value of given
radius r as a parameter. We can construct some more centres and circles with
required properties:

(1) For a few value of radius r construct the circles and plot their centres.
(2) Sketch the curve that contains the centres of all constructed circles.

In GeoGebra we can draw the searched locus of S again using the tool Locus (in
a similar way as in the preceding problem). Figure 5 shows the completed task.

Equation of the Ellipse The analytical method for solving this problem requires
to take certain coordinate system. Suppose the centres of the given circles are
represented by S1 and S, and their radii r; and r; respectively. The point of contact
is assigned to be the Origin and the line joining the centres of the given circles is the
x—axis. Let the centre of the drawn circle be S(x, y) and its radius ». Also

[SS1]+ 882 = (r1 —r) + (r2 +r) = r| + r2 = constant
therefore, the locus of S being an ellipse. More about finding an equation of desired

ellipse is elaborated in [1].

Note Depending on the relative positions of the given circles, their centres and radii,
the locus of desired centres for tangent circles may be not only an ellipse but also a
hyperbola.

—_— "—:—

Fig. 5 Centres and circles with required properties
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3 Conclusions

While looking for the previous presented examples with solutions questions, it
is important to point out the reinforcement of the role of visualization by the
computer.

* Visualization can often provide a simple and effective approach to discovering
mathematical results, to problem solving, and to discover the concrete structure
of the mathematical model by which students gain new knowledge or they learn
the new mathematics notion.

» Visualization of relationships and connections in one model allows to derive new
results in other mathematical areas and disciplines through new models which
are isomorphic to this model (completely or only partially).

e Computer algebra systems (CAS) or dynamic geometry systems (DGS) bring
the possibility to dynamically change the parameters of representation (graphs of
functions, geometric shapes). It speeds up and makes for students easier to find
connections between different mathematical notions and areas when they acquire
new knowledge.

The usage of educational software such GeoGebra brings opportunity to solve
more complex problems. Through solving this problems, the student can learn more
from curricula and understand logical connections between different parts. It also
supports cooperative learning. Visualization as an important supporting factor of the
online teaching during the pandemic situation (see [4]). Many educational experts
speak about hybrid or blended learning, the teaching and learning will be now
different than before. It is expected that online teaching will have an important role
in the teaching of external students in future (see [6]).
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Extra-Curricular Activities to Promote )
STEM Learning oo

Natali Hritonenko, Victoria Hritonenko, and Olga Yatsenko

Abstract This chapter provides examples of extra-curricular activities proven
to work well in face-to-face, hybrid, and virtual course settings. The included
warm-up workouts, design-a-problem projects, decode-a-phrase sudoku, and cross-
disciplinary word problems are designed to stimulate the learning of mathematical
fundamentals and demonstrate both the versatility of mathematics and unity of
science. They can be integrated in any STEM courses. The goal is to boost math-
ematical preparation, encourage math-anxious students, and entertain advanced
students. Such problems transcend the boundaries of traditional mathematics and
extend into other disciplines to stimulate out-of-box approaches to problem solving.
All proposed activities are accompanied by detailed descriptions, examples, and
students’ feedback about challenges and benefits. They do not require mathematical
proficiency above College Algebra and elements of Calculus, though can be easily
extended to include more advanced topics.

1 Introduction

Two of the greatest scholars of all times, German mathematician Carl Friedrich
Gauss (1777-1855) and Greek philosopher Aristotle (384 BC-322 BC), defined
mathematics as the queen of the sciences and stated that mathematical sciences
particularly exhibit order and symmetry, and these are the greatest forms of the
beautiful. Indeed, mathematics is magnificent, fascinating, and exciting. However,
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mathematical disciplines are among the most challenging subjects for students in
high school, college, and university. They are often considered both the greatest
fear for students and a barrier for their academic success and career ambitions.
Moreover, the Programme for International Student Assessment (PISA) ranked the
US’s achievements in mathematics almost at the bottom of the 35 industrialized
nations and in the 38th place out of the 71 total countries surveyed [1, 2].

College Algebra and its subject-oriented satellites Contemporary Algebra and
Finite Mathematics are college core course requirements. In addition, all sci-
ences require a strong foundation of mathematics and are subjects to its rules.
Multi-disciplinary instructions are becoming a major trend in modern educational
curricula, and a strong mathematical background is a must. Students without a solid
mathematical background may fall behind, lose interest in the topic, and fail not
only their mathematics class, but also other classes. Instructors that teach Physics,
Biology, and Engineering claim that about 65% of students with weak mathematical
preparation either do not or barely pass their classes.

Students often give up before even trying to solve a problem that involves
mathematical statements because of their fear of the subject, which just blocks their
minds. In addition to a possibility of their inadequate mathematical preparation, it is
probable that students do not study on a regular basis. Various surveys [3, 4] show
that students should study on their own for 2—3 hours per week for every credit hour.
It is unlikely that D-F-W students follow this suggestion that results in their poor
preparation.

To fight the challenges in STEM education, numerous teaching techniques have
been suggested to make mathematics more appealing to students. Publishers develop
and constantly improve easy-to-read textbooks and software packages. Tutorial
services are widely available and are even offered in some college for free. YouTube
is full of video tutorials and helpful animations. Despite the plethora of these
resources, more than a half of American students do not pass College Algebra on
their first attempt [5, 6].

Challenges in STEM education appear in both face-to-face and online (i.e.,
internet, virtual) courses. With the rapid development of technology throughout
the past several decades, along with other global circumstances, virtual learning
is significantly changing the shape of modern education. Flexible schedules, the
convenience of studying at a student’s own pace, simultaneous career development,
remote accessibility to learning, and financial savings on tuition, room and board
are just a few advantages of online education. Thus, virtual instruction is growing
at an extraordinary pace worldwide. The percentage of U.S. undergraduates taking
at least one online class increased from 15.6% in 2004 to 43.1% in 2016, while
the percentage of undergraduate students enrolled in fully online degree programs
rose from 3.8% in 2008 to 10.8% in 2016 [7—10]. In comparison, the annual growth
rate of online training is 8.5% in Germany, the leader of online education in the
European Union [11, 12]. Students’ satisfaction with online learning is reported to
be high. To meet increasing demands of virtual education, colleges and universities
have offered various online programs at lower or no cost [7-9, 12].
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The COVID-19 pandemic has enormously accelerated virtual education [13].
Online learning emerged as a safe and sustainable option for schools and colleges
during this challenging time. Some face-to-face classes or portions thereof need
to be offered in virtual settings. New types of classes, such as internet/online syn-
chronous and asynchronous, hybrid, and hyflex, have been immediately suggested
and, in most cases, created. Students that generally prefer face-to-face learning have
had to move online and handle switching to digital learning. Such students are quite
different from the students who had initially chosen to pursue their education in an
online setting, often facing unique challenges in both motivation and understanding.
Traditional online students are at least mentally prepared for virtual education,
though even they may not fully predict its challenges.

Most students who have been forced to move to an online setting by circum-
stances, e.g., COVID-19, are not happy with these changes. Surveys show that
they fear being lonely, self-educated, and far away from their peers and professors.
Such students believe they are not getting the same level of education, attention,
and mentorship as during face-to-face instruction. Indeed, students must be more
responsible for their own study and schedule when learning online as compared to
face-to-face. Thus, online education creates new questions and calls for effective
teaching strategies for making studying effective and engaging students into the
learning process, potentially even pushing them toward success.

As it has been pointed out, challenges in STEM have various sources such as not
sufficient students’ mathematical background, prior STEM preparation that mostly
concentrates on choosing a correct answer in a final test instead of understanding
foundations. On the other hand, college instructors should accept all students signed
up for their course and cover their course syllabus. Having inadequate preparation,
students are lost in their classes. What can be done to bring students to the level
needed and make a learning approach captivating and exciting to make students
willing to practice even after a long workday? It is important to go beyond traditional
academic training by helping students adapt to new challenges and providing
a great scholastic environment for their education. A reasonable mix of graded
assignments with non-traditional activities for practice and mastery encourages
students to go beyond their regular “boring” homework and is beneficial to any
study, especially in an online setting. Numerous recommendations, novel teaching
practices, animations, tutorials, YouTube videos, and other mixed media have been
developed and are ready to be integrated into the classroom to meet the demands
and requirements of a course curriculum [see, e.g., [14—19].

This chapter presents several activities proven to work well in face-to-face,
hybrid, and virtual settings. Their goals are to make mathematics classes interesting,
entertaining, and, at the same time, educational. They aim to help students review
and master mathematical fundamentals, stimulate students’ interest in mathematics
and motivate them to invest more time in their studies. Emphasis is made on
both learning mathematical fundamentals and connecting mathematical formulas to
other disciplines to demonstrate their versatility. Some of them can be integrated
to mathematics classes, while others are interdisciplinary to be introduced to a
variety of disciplines. The presented ideas can be modified to fit existing course
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learning objectives or inspire design of new activities. All discussed activities allow
reasonable flexibility. Deadlines of some activities can be set before a coming topic,
while deadlines of others can be open to the last weeks of a term. Extra grade
points can be offered as an incentive for their completion. Integrating activities
into a course and analyzing the outcomes, an instructor can decide what activities
work for a specific group of students better. Another highlight of the presented
activities is memorizing basic mathematical formulas (widely used in science) while
using them in multiple ways in different activities. As a result, students will be
better prepared for both their future courses and SAT, ACT, GRE, MCAT, GMAT,
and other standardized exams. Examples of interesting puzzles and projects that
can be implemented in high school and college courses are provided along with
supplemental students’ responses as a reflection of their challenges and benefits.
Although the mathematical level is acceptable for middle, high school, and college
students with College Algebra or equivalent, these activities can be modified and
extended to include any desired STEM topics.

2 Learning Through Games and Puzzles

Everybody enjoys playing games over work. Why not to add some science and
incorporate them to a course curriculum to make a subject more intriguing and
simultaneously foster student creativity, enhance student understanding, challenge
stronger students, and help weaker students to catch up? Customized games and
puzzles are powerful tools in the instructor’s arsenal to combat classroom fatigue
and, at the same time, repeat and review the key concepts in a relaxed and fun
atmosphere [14-19]. The COVID-19 pandemic accelerated the trend towards the
web-based live classes and caught many instructors struggling to adapt. The games
such as Sudoku, Guess Who, and Math Bingo came to the rescue and nurtured
the strong educational bond between the instructor and students and contribute to
the positive educational outcomes. They have the power to stimulate non-traditional
learners, encourage students in danger of falling behind, while the advanced students
are entertained and have an opportunity dive deeper into the subject. The games
should not require any knowledge out of a subject content, but, rather, deeper
thinking and understanding. At the same time, these games can serve as a good
review tool and help support understanding of the studied material.

Flexibility in the number and selection of extra-curricular activities allows easy
adjustment to any students’ preparation, class setting, and program requirements.
Carefully crafted games and puzzles make mathematics classes entertaining and
educational for students learn and review while playing. Basic mathematical rules,
properties, and statements will naturally come to their mind and stay there. Small
surveys given to students can guide instructors what way to go. As an engaging
but nontraditional educational tool, they greatly contribute to successful STEM
education when properly applied.
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This section provides examples of two types of such activities, classroom Warm-
ups games and puzzles for homework. Brief notes from students’ surveys are shown
in italic.

2.1 Warm-Ups Games

Warm-ups games consist of small questions easily solved without using a calculator.
They can be played at the beginning of each class and at the middle of a long class
to gain students’ attention. Warm-ups games target to not only review fundamentals,
master basic concepts, and prepare students for a new topic but also bring students’
mind to the class. Indeed, coming from different classes students need some time to
adjust their thoughts to another class.

The warm-ups format can vary and, depending on a group participation, can be
played differently. The plan is to have 5-15 short questions or statements related to
topics needed to be reviewed or studied in class. It is beneficial to ask additional
questions or discuss students’ responses, especially if the majority responses are
incorrect. Examples of three types of Warm-ups games: word problems, True/False,
and what is greater, are presented below.

Short Word Problems

Description Offer a few short answer problems that can be mentally solved. Some
examples of such problems are below.

1. A woman bought a dress and paid $58 and a half of what it cost. How much did
the dress originally cost?

2. The heaviest jackfruit grown was 76 Ib. The heaviest green cabbage was just
In(sin90°) 1b heavier than the heaviest jackfruit. What was the weight of heaviest
green cabbage?

By the way, both records were set up in the US, the heaviest jackfruit was grown
in Hawaii in 2003, while the heaviest green cabbage was grown in Alaska in
1998.

3. It takes 2 days to paint a fence. How many days would it take to paint a twice
wider and twice taller fence (working at the same pace)?

4. Divide 10 by a half and add ten. What do you get?

5. What is the lowest square number presented as the sum of squares of two other
positive numbers?

It will bring more fun if at least some questions are complemented by interesting
facts, like in Problem 2. It is noteworthy to mention that the last question, Problem 5,
is a modification of a $15,000 question on Who want to be a millionaire [20]. Ideas
of problems for this activity can be found in different sources [21, 22, and others].
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True/False Games

Description Ask students to clap if a statement is TRUE, raise both hands up if it
is FALSE, or stand up if it can be either TRUE or FALSE. Alternatively, students
can be asked in advanced to prepare colored cards with FALSE or NEVER (black
card), TRUE or ALWAYS (white card), POSSIBLE (red card) and to show the
corresponding card. A few examples of statements related to reviewing odd/even
functions are given below.

. If y =f(x) is even, then y = f(-x) is odd.

. If(x)lis even.

. The product of two even functions is even.

. The product of two odd functions is odd.

. The inverse of an even function is even.

. A graph of a function can be symmetric about the y-axis.
. A graph of a function can be symmetric about the x-axis.
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Seeing and analyzing students’ responses help an instructor understand what
needed to be discussed. More detailed questions after each statement, like Why?
When is it true? Why is it nonsense? Why is it impossible?, lead to a deeper
understanding of the concept.

What Is Greater?

Description Ask students to prepare three colored cards with ‘<’, ‘=", ‘?” or four
cards if >’ is added. The card ‘?’ is to be shown when all signs are possible
depending on additional information. Another option is to ask students to raise a
left (right) hand if the left (right) expression is greater than the right (left) one, clap
if they are equal. A few examples of questions that target trigonometric functions
are below.

. sin(x) or tan(x)

. (sinx+cosx)? or sin2x
. sin(x) or sinz(x)

. secx? or 0

. secx? or 1+tan?x

. secZx or 0
. sin2x or 2sinx, where x is in the first Quadrant

. sin?3x+cos?3x or 3

2
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The importance of warm-ups and the following brief discussions cannot be
overestimated. It may appear that students are passive during the first games, for they
are not used to play in mathematics classes. However, with time, seeing the progress
in their study that leads to better understanding and remembering the learning
material, the students understand the value of these games and actively participate.
Evaluations of warm-ups revealed that only a little more than a half of students
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enjoyed them; however, when asked whether warm-ups should be continued, 100%
of students say “Yes”.

In their surveys, students note that the “warm-ups games are more important
than a class itself, they help remember basic formulas and their relations. They are
fun and make a class alive. Warm-ups make” the students “to be in class on time”.

2.2 Puzzles for Homework

Puzzles are a great asset for fighting challenges of STEM education and bringing
some fresh air to a subject. They can come in different forms, like finding incorrect
steps or solving a puzzle. They can be designed to be related to a certain topic or
several topics.

The first example below aims to review basic algebraic formulas. The second
sudoku tests knowledge on solving algebraic equations and systems.

Is1+1+1=0 Correct? If not, find what step is incorrect in the proof below.
Proof

Step 1: Leta = b. Step 2: a® = b3, Step 3: a®> — b = 0.
Step 4: (a — b)(a*> + ab + b*) = 0.

Step 5: (a — b)(a®> + ab + b*)/(a — b) = 0/(a — b).

Step 6: (a® + ab + b?) = 0.

Step 7: a®> +ab + b* = 0.

Step8:Leta=b=1,then 1>+ 1-14+1>=14+14+1=0

Surprisingly, the most common answer shows a mistake is going from Step 3 to Step
4. The idea for such riddles can be found at different web-pages and publications,
see, e.g., [23].

Sudoku Fill in the square (Fig. 1 below) with the letters A, B, E, F, G, L, N, R, U,
such that each letter appears only once in each row, each column, and each small
square. Find the hidden statement decoded as

1l2]3] [4]s[e[7[8[9]10]

and tell whether you agree with it. Each number stands for the letter from Sudoku
that satisfies the following statements:

1. The row number of the first letter is a, and its column number is b such that
x = 9and x = —1 satisfy the quadratic equation x> — bx — a = 0.

2. The row number of the second letter is a, and its column number is b, such that
the graphs of two lines described by the equations y = 2x +a and 3y —bx =9
coincide.
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Fig. 1 Sudoku

3. The row number of the third letter is a, such that the quadratic equation x> —

2ax + 4 = 0 has two equal positive solutions. The column number of the third
letter is that solution.

4. If the row number of the fourth letter multiplied by 2 is added to its column
number multiplied by 3, the result will be 22. If the column number multiplied
by 2 is subtracted from the row number, the result will be 4.

5. The difference between the row and the column numbers of the fifth letter is 5,
the difference between their squares is 65.

6. The column number of the sixth letter is 3 units more than its row number. If
the row number is decreased by 2 and the column number is increased by 5,
their new sum will be 18.

7. The row and column numbers of the seventh letter are prime numbers with the
sum of 7 and positive difference.

8. The row number of the eight letter represents the side of the base, and its
column number stands for the height of the box with a square base. Its surface
area is 56, and the box is 4 units taller than wider.

9. The row number of the ninth letter is the width, and the column number is the
length of a rectangle with the area of 40 and the perimeter of 26.

10. The row and column numbers of the tenth letter are the same. Their product is
the value of the largest area of a rectangle with the perimeter of 16.

The decoded phrase shows FUN ALGEBRA. Yes, algebra is fun, indeed. Sudoku
can contain different statements to be decoded, e.g., Viva Statistics [19], Great
Integral, Area and Perimeter. Suguru, Kakuru, Inkies, and other number puzzles
[24, 25] can be also modified to fit desirable goals. Students like such puzzles.
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3 Projects in Mathematics Classes

Project-based learning is a very popular education strategy. Its value has increased
significantly in the times of virtual training. Numerous research and education
papers praise the benefits of integrating projects into course curriculum and describe
their categories, designs, and rubrics [14, 25, 26, and others].

This section aims to discuss a special type of individual projects where students
are requested to design a mathematical statement, an expression to simplify, a word
problem, or any other type of mathematical problem. Depending on the project, a
problem should lead to a certain answer or incorporated into a story. A student’s
class roll number, birthday, or a favorite number can be the answer to a problem.
The story can be a fiction, tale, “My Spring Break”, “My Great Nation”, or any
other relevant or fun theme. Mathematical concepts for the problems vary, but
should remain related to the topics studied in class (or otherwise be reviewed). If
applicable, students can be asked to solve their designed problem using two different
methods and provide a comparative analysis of both ways. After the completion of
their project, students can be asked to write their honest opinions about the project,
along with its benefits and challenges. Students must be aware that they will earn
maximum credit for this task even if they dislike the project as long as they justify
their point of view. Similarly, zero points will be granted if they simply state, I like
the project, without any further note. Finally, a double-blind peer review evaluation
of projects is performed after submission of all projects. This part of project activity
is not discussed in this chapter, though most students are in favor of this activity
after a brief initial period of bewilderment and confusion.

Examples of two different project categories highly appreciated by students are
provided below. Projects are accompanied with their description, and students’
responses shown in italic. Objectives and targeted mathematical topics involved are
omitted as they are quite visible.

3.1 Project “Absolute Value”

Description of the Project
Fiverelationsx +y =1, [x +y|=1,|x|+y=1Lx+|y| =1, x|+ |y| =1, are
given.

1. Sketch the graph of each relation. Provide mathematical reasonings for graphs.
2. What relations are functions, one-to-one functions, relations?
3. Design a real-world problem with the solution modeled by each function.

Below are just a few examples of the submissions of College Algebra students
without any changes of their language.
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Students’ Submissions

A gymnast is going to compete in the Olympic Games. He goes up the mountain
top and then down the mountain at the same rate for each ski blade. Represent
the equation of him going up and down the hill one mile per minute. What is the
equation that represents his ski blades? Draw a sketch of the mountain. What is
the equation related to this sketch?

Pacman is headed one unit to the left side of the screen. While he is headed in
that direction, he is going one unit down. He can only eat one piece of food at
a time and there are no ghosts in his way. Trace his path. Draw a sketch of the
graph of what the path like.

You are drawing a map of the Yankee Stadium field. Second base is located at
(0,1), and home plate is located at (0,—1). What is the equation of the graph
knowing that when players on second and home base make a throw to either first
or third base it makes a reflection across the x and y-axis. What is the equation
to this shape?

I combined all my questions into one problem just to clarify. Every man has a
special way of proposing to that special someone who completes him. However,
picking that special ring is what defines you.

Before you can pick that special ring you must know which store to shop
at. Each jewelry story presents its best stone by a math equation. The choices of
stores you have are Jewelry—x+y = 1, Jared—|x+y| = 1, Szu—1—|x|4+y = 1,
Super Jeweler— x + |y| = 1, and Blue Nile—|x| 4 |y| = 1. In order to find that
special store you must graph the equations to figure which store is best to buy
from. Which store is considered the best store a man should go to?

A flashlight has been lit at 45° and reflected from the mirror at the same angle.
Give a mathematics model of the projection.

A machine fills Quaker Oatmeal containers with y ounces of oatmeal. After the
containers are filled, another machine weighs them. If the container’s weight
differs from the desired y ounce weight by more than 1 ounces, the container
is rejected. Write an equation that can be used to find the heaviest and lightest
acceptable weights for the Quaker Oatmeal container.

Students’ Responses

As a technologically advanced generation, students submit correct graphs of all

relations, though it is challenging for them to provide the mathematical rationale
for sketching graphs and determine why the graphs take this or that form. Thinking
about the shape of the graphs helps them visualize and understand the absolute
value better. Creating a word problem is a tricky task for most students. The most
important benefit is that students are engaged in learning and have fo think outside
the box.
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3.2 Project “Write a Story”

Description

1. Write a story (a story theme is assigned or related to a specific course topic).
2. Design five mathematical problems related to a certain mathematical concept and
incorporate them to the story.

Examples of students’ submission are provided below.

Story “Our Great Nation: Statue of Liberty” (A Fragment with Two Problems
from the Story)

Problem A Lady Liberty is one of the most iconic statutes in America. She greets
immigrants from overseas and is visited by approximately four million people each
year. This familiar attraction is a sign of freedom to many Americans. The statue,
designed by Frédéric Auguste Bartholdi and dedicated on October 28, 1886, was a
gift to the United States from the people of France. Suppose Lady Liberty was a
student at ASU (Awesome Statues University) and the tablet she is holding is her
research paper that she will be presenting in class. Given:

1. The tablet’s length is 23 ft 7in., and width is 13 ft 7 in.

2. The average paper’s length is 11 in. and width is 8 in.

3. The average number of words that fit one page (single spaced, 12 pt. font, Arial)
is 450.

How many words (single spaced, 12pt. Arial font) were most likely at the Lady
Liberty’s assignment? How many average size papers is that equivalent to?

Problem B A father and a son decided to visit the Statue of Liberty for Spring
Break. The young boy was super excited about visiting and wanted to take lots of
pictures to show his class when he returned to school on Monday. The two decided
that for every ten steps, the father would take a picture of the son. The son would
take a picture of the view every three more steps. And they would ask a stranger
to take a picture of them both. The ended up with 80 pictures. How many of each
type of picture did the boy have to show his class given that there are 354 steps?
(Approximate your answers to the nearest whole number.)

Story “Spring Break”
For Spring Break my family and I went on vacations to Mexico. We traveled by car
when we got to Refugio, Texas, I stopped at a Shell gas station to fill up. It was a
surprise to me to find an old friend at that gas station. We filled our tank and left
the gas station at the same time. I traveled 120 km/h heading south while my friend
traveled 90 km/h heading west. At what rate was the distance between my friend
and I increase in 3 hours?

In Mexico we went to Tampico. Tampico is a pleasant beach. My son wanted
to take back 1152 cubic inches of sand back home with him. In order to bring
this amount of sand, he needs to make a square base and open top box. He wants
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to minimize the amount of material used to make the box, what should be the
dimensions of his box?

My husband and I both enjoy playing volleyball. Therefore, we brought our
beach ball with us. My husband started inflating the spherical ball. The volume
of the ball is increasing by 3 cm?/s as the ball reached 6 cm. How fast is the radius
changing at this point in time?

While playing volleyball we decided we needed to mark our playing area so that
we can determine if the ball is in or out. My husband got out an 80ft rope. What
would be the dimensions of the court to minimize the area?

Students’ Responses

The first story was submitted by a student from a College Algebra class, while
the second was a Calculus project involving topics on related rates and optimization.
Even if their problems may have been a little na?ve and incorrect, the students
were motivated to think and design. Students are praised for their work and gently
directed if needed.

Topics can vary in tasks. For instance, a project on Laplace Transforms requires
to construct the ODE and the initial value problem that have a given function is a
solution. Then solve the initial value problem by two different ways and compare
methods and results, and, finally, write a conclusion.

The project that involved designing a word problem received very high eval-
uations from students. Students say that this project was actually fun (once they
realized a story they could tell). One very challenging portion was trying to
implement a problem into the story. The students have never been tasked to create a
problem with a project usually it is the opposite, where they were tasked to solve a
problem.

From the examples in class as well as the homework, solving a problem was not
an issue and they didn’t think that making up a problem would be so difficult and
that it is much easier to solve a problem than to create it. In all students felt that it
was very unique to say the least. It is one of the most demanding projects that they
have completed intellectually. Although it was interesting, students also feel that
there are a lot of vague or obscure ways to have completed the project, so it leaves
a lot of room for error. The students complain that it is tedious at times to think of
a problem and the project takes a lot of time. Moreover, they don’t know whether
the problem is good, and have to know the methods before making up a problem,
though all of them recommend the project to continue.

Design-a-problem projects spark curiosity in students, make mathematics appeal-
ing, and increase both their writing skills and mathematical culture. Indeed, the best
way to engage students is to ask them to work on something with limited informa-
tion given. The creativity of students’ projects is incredible, even if the mathematical
problems are sometimes na?ve or incorrect. Such projects are beneficial not only to
students, but also to instructors, as instructors can find ‘trouble’ points in students’
studies, get to know their students better, and gain some new knowledge they have
never thought about before reading their students’ stories. Reading problems created
by students is enjoyable and fun.
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4 Interdisciplinary Projects

As it has already been mentioned at the beginning of this chapter, mathematics
is “the queen of the sciences”. If mathematics is the queen, which subject is the
mother of all sciences? Wikipedia, that knows everything, names mathematics as
the mother of all sciences because it is a tool which solves problems of every other
science. Needless to say, that it is impossible to find a discipline that does not require
at least simple mathematics background. Indeed, new discoveries are made at the
edges between different disciplines. Thus, it is important to emphasize the unity of
all sciences. Cross-disciplinary education is an essential part of modern education.
Elements from different disciplines can be incorporated to any subject.

Examples of two interdisciplinary projects are presented in this section. The first
project can be offered in Calculus I or Business Calculus, the second one is suitable
for College Algebra and any course on Biomathematics, for they do not require any
background beyond these courses.

4.1 Project for Business, Management Sciences, Operations
Research

Mankind wants to know the future. Predictions have been made since ancient times.
Can you guess what year it was projected that “there is a world market for maybe
five computers” and “there is no reason anyone would want a computer in their
home”? Are you smiling as you read these when you have a computer, or even
several, in addition to your phones, tablets, and other gadgets? Oh, yes. Probably
people thought so a hundred years ago. No, both quotes were made less than
a century ago, in 1943 by the Chairman of IBM, Thomas Watson, and in 1977
by the Founder of the Digital Equipment Corporation, Ken Olson. Technological
development was not counted in those predictions.

Technological development and scientific innovations have changed our world.
They lead to appearance of new equipment, which is more effective, less expensive,
and requires less resources than the older models. Therefore, any company is
continuously working toward the development of optimal modernization/ renovation
strategies under improving technology. Mathematical techniques are an asset in
finding a reasonable sustainable solution.

Let us consider a company that produces some goods, buys new more productive
equipment, and scraps obsolete (but still functional) equipment of age 7 with the
goal to maximize its total net profit over time [27-29]. The efficiency b(v, t) at time
t of the equipment installed at time v can be expressed as b(v, t) = exp(cv —d(t —
v)) and the cost of the new capital as p(t) =exp(ct), where ¢ > O is the rate of
technological progress. The rate d > 0 represents the impact of equipment age on
its efficiency, and ¢ is the initial equipment price. Using mathematical methods, it
is proven in [27, 28] that under conditions ¢ +d > 0,c < r,q(r +c¢) < 1, the
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optimal service lifetime T of equipment that maximizes the discounted profit over
the infinite horizon is constant and determined from the non-linear equation

r +d)e = TDD (¢ 4 d)e=CTID = - — )1 — (r + d)q), (1)

where r > 0 is a discount rate over time.

Tasks

1. Analyze the behavior of the efficiency function b(v, t) and the cost of the new
capital p(¢) and their dependence on the parameters ¢ > 0 and d. Consider
positive and negative d. Provide applied interpretation and examples.

2. Find the optimal service lifetime 7 defined by the equation (1) under a small
discount rate r << 1 and small technical progress and deterioration rates ¢ <<
1,d << 1. Interpret this result.

Hint: Apply the first three terms of the Taylor series for exp(x).

3. Show that at a small discount rate r << 1, small technical progress rate
¢ << 1, no deterioration (d = 0), and equipment price (g = 1), the equation
(1) produces the celebrated result of Terborgh (1949) presented in [29] that the
optimal equipment lifetime is T = /2/c.

Hint: apply the Taylor series for exp(x) up to the second order.

4. Provide interpretation of your results. Describe dependence of the optimal

service time T on parameters c, d, and r.

4.2 Project for Bio-Medical and Pharmaceutical Sciences

The Hill equation or Hill-Langmuir equation
log(T/(1 —T)) =nlog[L] —logK 2)

is widely used in biochemistry and pharmacology to describe an effect of binding of
one ligand to a macromolecule (such as a protein or an enzyme) on its capacity
to bind additional ligand molecules [30, 31]. In the Hill equation, n is the Hill
coefficient, T is the fraction of protein bound by ligand L, [L] is the concentration
of unbound ligand L, K is the dissociation constant between the ligand and protein.
The Hill coefficient n plays an important role in describing an intricate relationship
between an enzyme and sequential binding of its multiple ligand molecules. It is
used by pharmaceutical companies to evaluate the ability of their drugs to bind, slow
down, or inhibit an activity of a given enzyme, e.g., an enzyme that is important in
cell division in order to design a drug to combat cancer or other diseases.

If n < 1, there is a negative cooperativity between binding the first and subse-
quent ligand molecules to a given enzyme. Ligand-bound protein has a decreased
affinity to bind other ligands, which is useful for designing pharmaceutical drugs
that are to inhibit or shut down activity of a target protein.
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If n = 1, then the binding of the first ligand molecule to an enzyme has no effect
on subsequent binding of additional ligand molecules.

If n > 1, then binding of the first ligand molecule to the enzyme enhances the
enzyme’s ability to bind subsequent ligand molecules. An example of a positive
Hill coefficient is hemoglobin, which has four separate binding sites for individual
oxygen molecules. Binding the first molecule of oxygen to the hemoglobin complex
has a positive effect, makes it easier for that hemoglobin to bind the second molecule
oxygen and even easier to bind the third and the fourth ones. The explanation of
oxygen binding to hemoglobin was the original motivation behind Archibald Hill to
derive his coefficient.

Tasks

1. Find the domain of each variable in the Hill equation (2).

2. Graph the Hill equation (2) for different ranges of parameter values. Interpret

your results.

. What shape does the graph of Hill equation (2) look like?

4. Ts the relation described by Hill equation (2) a function? one-to-one function?
Justify your response.

5. Describe the dependence of the Hill coefficient #n on other parameters. Interpret
your findings.

6. Present the Hill equation as a function n = f([L], K) using just one logarithmic
function.

7. Estimate the ranges of parameters when there is positive, negative, and no
cooperative binding.

8. Find other applications of the Hill equation (2).

9. Find other functions that have a shape similar to the function described by the
equation (2).

W

The idea of interdisciplinary projects can be found in numerous research papers,
books, and just around us. A project can be adjusted to any course topic. Let us say,
students-athletes take College Algebra only because it is a course requirement, and
are not interested in these formulas, then think of a project that involves a soccer
field, a pool table, etc. In general, cross-disciplinary projects stress applicability of
mathematical statements and form interdisciplinary vision important to raising a
new knowledgeable generation of scientists, practitioners, and educators.

S Summary

This chapter provides just a few examples of different activities in hope of encour-
aging instructors to design their own puzzles and interesting mathematical problems
that will assist them in helping students to grasp a topic and, simultaneously,
enhancing their knowledge and appreciation of mathematics and other disciplines.
Cartoons, inspiration stories, relaxing games, and other activities can be easily
added to this list.
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Most students listen to and work on stories about great mathematicians. Such
stories make mathematics more appealing to them, especially if scientists are chosen
properly. Why not talk about Napier and Biirgi while introducing logarithms, or
about Descartes and Fermat while discussing solution of equations or rectangular
coordinates? None of them were mathematicians but left an essential trace in
development of mathematics we have today. Let students learn and discover.
What’s about the ever-so-popular cartoons and comic books? Many of them
involve mathematics and careless errors. For instance, Calculus students can be
asked to provide interpretation of the famous spiderman cartoon [32] and find an
error there or explain the math behind the action [33]. Such tasks that can be
integrated into mathematical courses making them not only educational but also
entertaining. Educational activities should be prepared appropriately for different
types of learners and associated with each mathematical topic. Depending on
students’ interests, age, and participation, the presented activities can be modified,
extended, or switched entirely to other types. For instance, tricky and challenging
problems are very popular among students.

Expected learning outcomes, design, advantages, disadvantages, and adaptation
of each activity are to be carefully assessed. An analysis of students’ participation
(turning in), exam grades (academic performance), and students’ surveys is a great
asset to assess effectiveness of an introduced activity.

At the beginning, it takes quite some time and effort from an instructor to prepare
such activities, set up a learning environment in class, and persuade students to
start working on extra-curricular assignments, but it is rewarding. Keeping students
involved and intensively engaged in their studies is crucial. As a benefit, students
will feel that they are receiving extra attention from and solidarity with an instructor
and appreciate this. Students become more enthusiastic about working on topics
presented as puzzles and projects. They emphasize that it makes them think and
understand the methods and grasp a concept better, strengthens mathematical skills,
allows them to design a problem they are comfortable with. Although the projects
are challenging and time-consuming and students have to be familiar with all
methods being learned, the projects make them think critically of the concepts such
as their advantages and disadvantages and allow them to be a scientist.
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Usage of Online Platforms in Education )
of Mathematics in Transcarpathia Qe
at the Beginning of Quarantine

Gabriella Papp

Abstract Distance learning and e-learning as concepts have been in our minds
for a long time. In March 2020, they suddenly gained great importance due to
the introduction of quarantine and were immediately put into practice. It had to
be applied in the everyday lives of teachers and students with surprising speed.

The goal of this research is to assess and demonstrate how teachers overcome
the difficulties of mathematics education in distance learning. For this purpose, a
month later after the beginning of distance education, I conducted a questionnaire
survey among 20 teachers of mathematics in Transcarpathia who teach in several
educational institutions with different work experiences. They were asked how
education went on during quarantine, how they chose the platforms and methods
needed to hold their lessons, what the checking and testing process was, what
advantages and disadvantages they faced in distance learning.

1 Introduction

Due to the quarantine introduced during the pandemic, teachers had to face a new
problem. The concept and practice of e-learning and distance learning had to be
incorporated into everyday life, which were far removed from the methodology
learned or their lessons. In this regard, teachers had to find solutions to questions
such as, “Which platform should be used?”, “How can they best to solve that
changes in the teaching-learning process do not reduce students’ knowledge?”.
What the teachers did in the educational process with a board, booklet, or interactive
aids, sometimes playfully, yet accurately, can now only be done remotely using a
video connection or written instructions. Under the renewed conditions, students
will have a greater role in independently processing the curriculum, possibly
searching the Internet.
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According to Frederick et al. (see [4]) from more complete definition of learning
can be crafted a new one: Learning is improved capabilities in knowledge and/or
behavior as a result of mediated experiences that are constrained by interactions
with the situation. With this definition of LEARNING we are half-way to our goal
of defining distance learning. Now consider that there is more than one purpose for
learning. Recognizing that learning is a constant process that takes place wherever
and whenever the individual is receptive, there must be accommodation made
for the different purposes for learning (different learning intentions). After all,
learning situations may be formal (contrived) or be self-directed in everyday settings
(naturalistic). Learning may occur by design, or it might occur by chance. Therefore,
with these possibilities in mind, the authors propose three major subcategories
of learning: (1) instruction: objectives-driven learning; (2) exploration: without
objectives; and (3) serendipity: unintended learning [4].

Digital technologies have made their way not only into our everyday lives,
but nowadays they are also commonly used in schools. Computers, tablets and
smartphones are now part of the lives of this new generation of students [6]. All
subjects are important, and it is difficult to teach all of them that you suddenly
have to apply this method, yet perhaps one of the most difficult situations is for
mathematics teachers. Most of the time we spend our days writing on a board,
taking description the proof, solving practical examples, which now has to be solved
in a completely different environment, with the help of other tools. To overcome
difficulties, many platforms can be used to create groups, solve tests and tasks.

Teachers must understand how technology, pedagogy, and content interrelate,
and create a form of knowledge that goes beyond the three separate knowledge
bases. Teaching with technology requires a flexible framework that explains how
rapidly-changing, protean technologies may be effectively integrated with a range
of pedagogical approaches and content areas [6].

1.1 Distance Learning

Distance education emerged as an alternative to traditional education in the 18th
century as a differently conceivable and feasible form of education, teaching, and
learning. In the beginning, the main tool was the letter in which the written materials
were delivered to the students. Later, also using traditional mail, image, sound and
video recordings were also transmitted [3].

We can read this about distance education in the 1987 Adult Education Small
Lexicon, formulated by Gyula Csoma: Distance learning is a special way of
remote control; a remote control-based management and learning system, which
is organized for the acquisition of defined, prescribed and precisely structured
knowledge, thinking and, to a limited extent, action operations in the context of
work-based learning, in order to meet specific requirements. In the didactic system
of distance education, the two stages of the teaching-learning process are as far apart
as possible in space and time [7].
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Buseli¢ in [1] puts distance learning is a field of education that focuses on
teaching methods and technology with the aim of delivering teaching, often on
an individual basis, to students who are not physically present in a traditional
educational setting such as a classroom. It has been described as a process to create
and provide access to learning when the source of information and the learners are
separated by time and distance, or both [1]. The United States Distance Learning
Association defined distance learning in 1998 as “the acquisition of knowledge and
skills through mediated information and instruction, encompassing all technologies
and other forms of learning at a distance.” This is a definition that does not
distinguish formal and informal learning, or different types of distance (temporal
and physical) [4].

Distance learning offers a myriad of advantages which can be evaluated by
technical, social and economic criteria. Also, distance learning methods have
their own pedagogical merit, leading to different ways of conceiving knowledge
generation and acquisition [1]. By Frederick et al. definition of distance learning is
this: distance learning is improved capabilities in knowledge and/or behaviors as
a result of mediated experiences that are constrained by time and/or distance such
that the learner does not share the same situation with what is being learned [4].

1.2 E-Learning

Learning has a procedural and active character, which must lead to construction of
knowledge by the learner on the background of the learners individual experience
and knowledge [9]. New technologies are driving necessary and inevitable change
throughout the educational landscape. Effective technology use, however, is diffi-
cult, because technology introduces a new set of variables to the already complicated
task of lesson planning and teaching [6].

The concept of e-learning is used in several senses. In the broadest sense,
technology-supported learning, computer-assisted learning, digital learning [7]. The
e-Learning system must enable the learner to create the personal information
landscape while working with the provided learning materials. The means are
individual compilation and topical rearrangement of learning material, creating
“pools” of especially important documents as well as the possibility to annotate and
cross-reference material [9]. Most of the terms have in common the ability to use a
computer connected to a network, that offers the possibility to learn from anywhere,
anytime, in any rhythm, with any means [2]. Students have the opportunity to
proceed on their own schedule independently of the teachers. This is called
asynchronous learning. This method does not preclude communication between
students and teachers, as choosing an asynchronous form of communication can
answer all the questions [3].

Tavangarian in [9] summarizes this as follows: We will call e-Learning all forms
of electronic supported learning and teaching, which are procedural in character and
aim to effect the construction of knowledge with reference to individual experience,
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practice and knowledge of the learner. Information and communication systems,
whether networked or not, serve as specific media (specific in the sense elaborated
previously) to implement the learning process [9].

According to [2] communication is the key when it gets difficult to try reaching
out to students via texts, various messaging apps, video calls, and so on-content
should be such that enable students for practice and also hone their skills. The
quality of the courses should be improved continuously and teachers must try to
give their best [2].

1.3 Digital Technologies

During mathematics classes, pupils can make use of digital technologies in various
way:

e during numerical calculations so they can concentrate on the solution of the
problem itself;

 for visualisation, modelling and simulation of problems and thus to obtain such a
graphical representation of the problem, which pushes them towards a solution;

e as a source of educational materials e.g. e-books or videos, interactive educa-
tional materials;

 drilling exercises, a pupil can make use of electronic working sheets or e-tests to
evaluate himself [6].

Digital technologies offer teachers a possibility to make use of new educational
methods, e.g. the constructivist approach, controlled search, workshop method or
peer instruction method. Digital technologies are very suitable for project teaching,
too. Teachers can make use of blended learning, flipped classroom method, etc. Last
but not least, the computers are used for electronic testing when knowledge of the
pupils is measured [6].

Dhawan says that online programs should be designed in such a way that they
are creative, interactive, relevant, student-centered, and group-based. Instructors
indulged them in remote teaching few flatforms such as Google Hangouts, Skype,
Adobe Connect, Microsoft teams, and few more, though ZOOM emerged as a
clear winner. Also, to conduct smooth teaching-learning programs, a list of online
etiquettes was shared with students and proper instructions for attending classes
were given to them [2]. In my opinion, platforms for editing e-tests also play a
significant role in distance learning.

The classical test consists of a set of test assignments and questions from
concrete subject domain, related to an assessment system and offered for solving
(accomplishment of certain activities) [8].

Sokolova and Totkov explain the e-tests theory: The classical taxonomy of
test questions and assignments is based on the way by which examinees give
their answers. Test questions and assignments are divided into two groups: free-
form responds (open type)—the examinees construct their answers themselves;
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questions and assignments with constructed answer (closed type)—examinees select
the correct answer from a set of alternative answers [8].

According Korenova Therefore we can define the term “e-test” dually: 1. In a
narrower meaning, the e-test is an electronically controlled didactic test with an
option to enrich it with multimedia elements. 2. In a wider meaning, the e-test is
an electronic interactive material based on a system of questions and searching for
answers created not only for measuring, but also for reaching educational goals
(hence can serve as tools for innovative teaching methods). Using e-test we are
able not just to determine the students’ knowledge, but with these new digital
tools we can increase the students’ motivation, use them during repetition, exercise,
controlled discovery methods. The e-test is very attractive from the students’ point
of view, because the digital world is very close to them [5].

Test questions and assignments, which are included in a concrete e-test can be
chosen on the basis of different principles and rules. Opinions of different authors
expressed in the literature, are very contradictory [8].

The question arises, what kind of digital technology do the mathematics teachers
of the surrounding Hungarian-language schools use? Is it one of the above-
mentioned platforms or e-tests to assess knowledge even at the beginning of distance
learning? The results of this research I presented below.

2 Methods

The target group of the research were mathematics teachers teaching in Tran-
scarpathia, in Hungarian-language primary and secondary schools, as well as in
higher education. The 8-item electronic questionnaire I edited using a Google Form
and then made available on the social network. I got answers to my questions that
what methods are used after the introduction of distance learning, what platform
they do it on, and what advantages and disadvantages they see after overcoming the
initial difficulties. In addition to selecting one and multiple choice items (close type),
participants had to enter their own answers to the advantages and disadvantages
questions (open type). Fewer than expected, only 20 responses were received, the
results of which I will presented below as pilot research.

3 Results

While editing the survey questions, I considered important the question “How
many years of mathematical pedagogical experience?”. 1 was curious about the
differences between the different work experiences in choosing and applying the
technology and platforms required by the new situation. Figure 1 shows the
distribution of respondents’ work experience.
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Fig. 1 Distribution of respondents’ work experience

We can see that among the respondents, 8 persons have 1-5 years and another
5 persons have 6-10 years work experience. This suggests that more than half of
the respondents are closer to applying the technologies due to their young age. This
conclusion does not rule out the possibility that the use of technologies or learning to
use the necessary new programs and platforms would be far from more experienced
colleagues.

When choosing educational interfaces, in the spring of 2020, 60% of responding
teachers marked Facebook Messenger, and a further 10% mentioned this application
choosing the “other” answer option, thus listing more platforms. Regardless of
work experience, they responded that the applied application was chosen because
of its prevalence, as their students, or in the case of younger age, the parents of
the students, had already used it in their daily lives. 10% used Google applications,
and another 5-5% used other platforms like Geogebra groups, Microsoft Teams,
EduBase and Smart Learning Suite.

55% of the responding instructors had already used video call to conduct the
lesson at the time of the survey. Only 10% of respondents use the Zoom platform
alone, and another 10% use other video applications in addition to Zoom. 15% also
used it for measuring the level of knowledge when solving both oral and written
tasks. An additional 25% created and applied e-tests using different test editing
platforms, and 35% used traditional tests during the learning assessment. Other 10%
was traditional and e-tests, 10% that students submit photos from their solved tasks
and 5% does not use knowledge level measurement.

In Table 1, I summarized the advantages and disadvantages that respondents
wrote while completing the questionnaire. During the review, I categorized and
generalized the responses where the same things appeared. There were respondents
who expressed several advantages and / or several disadvantages.

The table shows that the instructors in the survey see the advantage in educating
students for independent, in which it helps a lot that they are separated from teachers
in space and time, and that the instructional videos they can be viewed multiple
times. In contrast, the disadvantages are that it is more difficult for students to learn
this way, often either due to a lack of necessary tools or difficulties in mathematics.
And in the case of knowledge assessment tests, it is difficult to decide whether the
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Table 1 Advantages and disadvantages of distance learning according to the respondents

Advantages Disadvantages

Students independent (4) Harder to learn (3)

Raising awareness, interest (2) Lack of device (electricity, internet,
communication equipment) (4)

Repeatable/look back video lesson and It is difficult to accountability the students

curriculum (3) knowledges (a parent or child had answer?) (3)

Speed (3) Lack of time (more time to prepare teacher) (3)

Different space and time (4) No personal contact (4)

No advantage (2) No disadvantages (1)

student solved the set task alone or with help. The lack of personal contact was also
mentioned as a disadvantage.

Respondents included teachers who said there were no advantages or disadvan-
tages to distance learning. In these cases, it can also be assumed that they did not
want to answer the question.

4 Conclusion

In the spring of 2020, asynchronous learning introduced the application of new
technologies in our countryside as well. The 20 mathematics teachers I interviewed
jumped through this hurdle. They use multiple platforms, online materials and video
calling to do their job accurately and conscientiously. To measure their students’
level of knowledge, they perform classroom character lessons in a video call, or
take online measurements using e-tests or correcting images submitted by students.

Examining the presented results, the possibility arises that it would be expedient
to repeat the survey by looking for the same 20 respondents to compare the extent
to which the technique they used has changed in the last school year of distance
education. Due to anonymous responses, this would not be easy to do, but instead it
would be appropriate to extend it to more respondents to I get more accurate values
and a picture of the distance learning process.
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The Use of Technologies to Promote
Critical Thinking in Pre-service Teachers o

Vanda Santos

Abstract In educational environments, technology is present as a resource that
facilitates teaching and learning. In higher education, modern education in science,
technology, engineering and mathematics (STEM) faces fundamental challenges.
The objective of the present study is to analyse, the learning strategy with the use
of technologies in mathematical activities, analyse mathematical activities and ways
of thinking in Higher Education. The research methodology adopted consists of a
case study, relating to a group of pre-service teachers in a public Higher Education
Institution. A qualitative approach was adopted with the interpretation of data
collected through the activities on GeoGebra Classroom, brief questionnaire and
conducting individual interviews. It is concluded that technologies have a significant
participation in the educational environment and support teaching and learning.
The teacher, when perfecting his pedagogical practice, will be able to insert the
technological tools in teaching and learning, to improve the interaction with students
and further the improvement of learning with the modelled use of technology in the
classroom.

1 Introduction

In educational environments, technology is present as a resource that facilitates
teaching and learning. In the teaching and learning of mathematics, at all levels
of education, it needs to integrate not only technology, but also the establishment of
links with other areas of knowledge, namely with the sciences in general.

The purpose of education is not just to teach basic knowledge, but to use thinking
skills such as creative thinking skills, problem solving skills, science and technology
skills, as these are necessary skills for sustainability and lifelong education. Accord-
ing to Organisation for Economic Co-operation and Development, the concept
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of competency implies more than just the acquisition of knowledge and skills
[11]. There are important skills, such as: learning to do, which includes problem-
solving skills, critical thinking and collaboration; learning to be, which includes
social and cross-cultural skills, personal responsibility and self-regulation; and
learning to live together, which includes teamwork, civic and digital citizenship, and
global competence [1, 11, 13, 16, 17]. Interdisciplinary knowledge is increasingly
important for understanding and solving complex problems [11].

In the teaching and learning of mathematics, at all levels of education, it needs
to integrate not only technology, but also the establishment of links with other areas
of knowledge [7], namely with the sciences in general.

The advantage of using technology in the teaching of mathematics and its
effects on professional development, namely in basic and secondary education,
it is well studied [22]. According to the authors Jones [4] and Tomaschko et al.
[20] are unanimous in stating that the teaching of mathematics, activities supported
by technology, facilitate the development of positive attitudes that will lead to
better learning and a greater taste for this science. Technologies enable students to
work at higher levels of generalization or abstraction and the GeoGebra software
(for all levels of education that combines together geometry, algebra, spread-
sheets, graphing, statistics and calculus in a single application') given the multiple
geometric and symbolic representations that it offers of mathematical concepts,
associating visualization and interactivity [14], can be a potentiator of solid content
learning mathematicians and supporting Science, Technology, Engineering, (Arts)
and Mathematics (STE(A)M) education innovating in teaching and learning. The
use of GeoGebra Classroom, a virtual platform, can made possible preparing STEM
practices for the teacher. They can assign tasks for students, observe in real time the
development of the activity carried out by the students, it is possible to view which
tasks students have (or have not) started, providing an immediate feedback and a
better interaction between teacher and students [24].

In higher education, modern education in STEM face fundamental chal-
lenges [12]. Interdisciplinarity, is an approach with recognized potential to provide
relevant experiences to students, bringing them closer to reality situations, and
allowing them to establish connections between curricular topics to develop deeper
learning in these areas, but also skills such as communication, problem-solving
and critical thinking [9, 18]. The last skill, critical thinking, according to National
Research Council is a central element of problem-solving at all levels of STEM
education [8].

In mathematic teaching, according to Su et al. [19], students have the ability to
improve and develop their critical thinking when learning mathematics by solving
mathematical problems, identifying possible solutions and evaluating and justifying
their reasons for doing mathematics, the results and thus gaining confidence in the
way they think. [19] also mention that critical thinking, combined with mathematical
reasoning, allows students to reflect on their own reasoning, as they must be taught

! https://www.geogebra.org/about.
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to: identify scenarios; evaluate them; select problem-solving strategies; identify
possible conclusions that have to be logical; describe and summarize a solution; and
sometimes indicate how these solutions will apply to more advanced mathematical
problems.

The objective of the present study is to analyse, the learning strategy with the use
of technologies in mathematical activity and ways of thinking in Higher Education.

Overview of the Paper The paper is organised as follows: after the introduction, the
methodology is presented in Sect. 2. In Sect. 3 the context of the study, participants
and activities with the use of GeoGebra Classroom are described as well the
interviews. In Sect. 4 discussion is made. In Sect. 5 conclusions are drawn.

2 Methodology

The research methodology adopted consists of a case study, relating to a group of
pre-service teachers in a public Higher Education Institution. The case study is
the most common qualitative method and is implemented when the researcher is
interested in researching a singular, particular situation, defined in the development
of the study. In fact, [23] states that a “case study is an empirical investigation
that investigates a contemporary phenomenon within its real-life context, especially
when the boundaries between phenomenon and context are not clearly evident (p.
13)”.

To cross-reference data from multiple sources of evidence, for example an
interview allows triangulation of data, adding more rigor to the investigations
[2, 10, 23]. Triangulation is a procedure where convergences between multiple
and different sources of information are sought to form themes or categories in a
study [3] .

3 Study Description

3.1 Context of the Study

The activities with the pre-service teachers took place during the academic year
2020/2021 but, due to the global pandemic by Covid-19, the face to face classess
were interrupted in the middle of March of 2020 and a distance learning regime was
adopted.
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3.2 Participants

The participants (N=10) were pre-service students (Master Students for Training
of Teachers for the 1st to 6th grades with emphasis on Mathematics and Natural
Sciencese) at 2nd semester of 2021, between April and May of 2021 .

During the Ist semester these students worked, in the context of a project
Formative “Train future teachers to teach children through Challenge Based Learn-
ing (CBL)”, in articulation with other courses. In this experience, students were
challenged to develop CBL projects [5] in accordance with a common motto for all
courses. This motto was centered on the goal 11 of the United Nations Sustainable
Development Goals (SDG-11), about Sustainable Cities and Communities [21]
using technological resources and technologies to support active learning. This
project allowed students to work with different areas in each topic, in a STEAM
strand.

3.3 Activities Description and Results

The activities took place at the 2nd semester of 2021. A brief questionnaire were
given befor the GeoGebra Classroom was introduced. A total of four activities
in GeoGebra Classroom were given—these activities are in line with the level of
education that will teach (students between 6 and 12 years old), were aligned with
the national curricula. At the end an interviews were done by email about critical
thinking.

Students have worked previously with GeoGebra software, offline. This was the
first time in GeoGebra Classroom, a short tutorial about functionalities as a teacher
and student was given. After this short tutorial, three questions, before the activities,
were given trough the Zoom platform, such as: Do you have questions from the last
GeoGebra Classroom class? 90% said no and 10% said yes (some doubts); Did the
class arouse any curiosity? 100% said yes; Did you have any experience with the
GeoGebra Classroom after class? 100% said no. The conclusion is they haven’t any
doubts with the use of GeoGebra Classroom.

The activities start with an exploratory activity, with two tasks about Eratosthenes
arc measurement technique to measure the Earth’s circumference. It was about
Eratosthenes’ the most famous accomplishment, the measurement of the circum-
ference of Earth (Fig. 1). It is possible to see as teacher what the students are doing
during the realization of the tasks, we see the eight students and task 2 (“Tarefa 2”)
at Fig. 2. The tasks placed to the groups were:

1.1 We have to measure the angle formed by the shadow of a stake (indicated
further orange on the right) and observe that it is equal to the angle to the center
of the Earth, formed by the two cities;
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Fig. 2 Teachers view

1.2 Try sliding the sliders in the figure. Can you explain why are the three angles
marked in orange geometrically equal? Use the selectors to position the two
cities mentioned in the text: Alexandria (latitude 31.2°) and Aswan (latitude

24°),

We can see what the students have performed, it is possible visualize the students
had completed the two tasks realted to this activity.
The second activity had eight tasks about the concepts of angles and
parallelism—parallel rays; rays directly parallel; corresponding angles; alternate
interior angles; alternate exterior angles; vertical angles and supplementary angles.
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These concept are inline with what they will teach in the future. The tasks placed to

the groups were [15] (Figs. 3 and 4):

2. Verify that the AC and DF lines are parallel;
Using letters from the figure, show:

2.1 Two parallel rays;

2.2 Two rays directly parallel;

2.3 A pair of corresponding angles;

2.4 A pair of alternating internal angles;
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Fig. 5 Student’s task

2.5 A pair of alternating external angles;
2.6 Two vertically opposite angles;
2.7 Two supplementary adjacent angles.

3. Do you keep the same answers if the AC and D F lines are not parallel?
The next activity were placed these tasks to the groups (Fig. 5):

4. See the figure below where a circle with center O and some lines that intersect
the circle are represented.

4.1 Check that the line AD is parallel to the line E B;

4.2 Identify two inversely parallel lines;

4.3 Identify two corresponding angles, geometrically equal;

4.4 Consider the line AB as a secant line to the line £B and the other line
chosen by you (it may vary from the first to the second question). Identify
two geometrically equal alternate interior angles;

4.5 Identify two geometrically different alternate interior angles.

These five tasks are about same concepts—opposite parallel lines; corresponding,
equal angles; equal alternate interior angles and different alternate internal angles.

The last three tasks was about Thales’s theorem (congruent angles from perpen-
dicular sides; congruent triangles) (Fig. 6).

5. One of Thales’ theorems tells us that any triangle inscribed in a circle that has
one of its sides coincident with a diameter is rectangular (the angle opposite the
diameter is right).

5.1 Applying the theorem above identify two congruent acute angles of perpen-
dicular sides;
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5.2 dentify two geometrically equal (but not coincident) triangles that have as
vertices points identified in the figure above;
5.3 Justify the equality of the triangles you marked earlier.

We see in the image at right the students’ work and verify some of them they
haven’t completed the task.

3.4 Interviews

Structured interviews were conducted using the email interview technique [6]. The
purpose is to look into the development as a student and a thinker, the interview
was composed of eigth questions. More particularly, the purpose was to determine
the extent to which the tools and language of critical thinking have come to play an
important part in the way the student go about learning, in school and in everyday
life.

The data collection procedure consisted of: elaboration of the interview guide
by the investigator; sending an e-mail to each of the participants with the questions
with the respective response time; receiving responses sent by participants via e-
mail. After receiving the responses by the participants, the content of the interviews
was analysed, which consisted of sending the questions in the body of the email,
inviting the participants to answer, by the researcher. The interviews proceeded to a
content analysis in which it was organized by categories, such as the identification
by code was assigned to each interview: Sn (to indicate the student who answered
that interview with n=1...6 and the date). When asked about what does critical
thinking mean to you? S1 says “Critical thinking involves the ability to assess what
is perceived, whether through what is heard or observed, through a careful analysis
of the fundamentals behind what is presented.” (S1, 21st April, via email). About
the role of critical thinking in class, S2 answer “The role of critical thinking in
classes is to encourage students to think critically, that is, make them question why
and awaken the desire to always know more.” (S2, 21st April, via email). Asked
how you approach learning new ideas, S3 reply “Nowadays, I believe that, to get
closer to learning of new ideas, it is essential to promote a more interactive, more
dynamic environment, create new experiences and, in a certain way, bring them
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closer to everyday life.” (S3, 21st April, via email). Regarding learning materials
promote critical thinking, S1 says “These materials must always contextualize the
topic addressed in class, and canbe educational games, new texts, books, movies.
You can also use digital tools such as MindMeister, Neo K12: Flow Chart Games
and ProcessOn.” (S1, 21st April, via email). To judge the quality of intellectual
work, the criteria you use are “Clarity, precision, accuracy, relevance and depth.”
(S6, 22nd April, via email). Concerning how does critical thinking apply to the
study of mathematics, S6 says “Critical thinking applies to the study of mathematics,
since it is only when students use critical thinking that they realize its applicability
in everyday situations and problems. In other words, critical thinking in the study
of mathematics allows students to analyze their everyday situations and think of
innovative solutions for them, through the mobilization of mathematical content.”
(S6, 22nd April, via email). It was asked to give some examples of the use of
critical thinking in your daily life, the responds was “I feel that, in my daily life,
critical thinking is part of a set of mental processes that help me deal with major
or minor events, from small decisions to major ones (why make one decision over
another) . This is manifested a lot in what is presented to me also in the context of
the classroom. I stop myself from accepting something as a truth, until I understand
why it is the way it is.” (S1, 21st April, via email). The last question was about to
what extent did your teachers encourage you to use critical thinking and to explain
the answer, S6 says “I think the situation in which I felt that my teachers encouraged
me to use critical thinking the most was last semester, when we were proposed to
develop an educational project that included a proposal for a solution to a locally
and globally relevant problem. In this case, during the development of the project,
I had to constantly use critical thinking, in order to understand whether the thought
solutions were feasible or not.” (S6, 22nd April, via email).

4 Discussion

The exploration of these three activities, in a total of 18 tasks, follows the work
developed by these students in the 1st semester, the Formative project, which
allowed them to have more tools to be able to develop STEM activities in the
future using technologies, in this case GeoGebra. Since from the point of view of
didactics in the discipline of Mathematics, GeoGebra is used by a wide international
community of teachers, its applications in multiple educational contexts have been
the subject of numerous studies focusing on student learning in the early years,
basic education, higher education, and the teaching of other sciences. Thus, the
acquisition of other means of teaching and forms of teaching interconnecting with
other subjects allows these students to have a greater mastery of other skills, namely
critical thinking, interdisciplinary knowledge and technology.

To promote critical thinking skills it is important questioning. Questions can, in
addition to encouraging the promotion of critical thinking skills, facilitate individual
student thinking and encourage them to start questioning other students and even
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themselves. The analysis made from the responses to the interview allowed us to
understand that future teachers have conceptions about critical thinking, revealing
that critical thinking is important for solving everyday problems and that teachers
should stimulate critical thinking in their students. Students are aware of the concept
of critical thinking, because according to S1 “critical thinking is part of a set of
mental processes that help me deal with major or minor events, from small decisions
to larger ones (why to make one decision rather than another).”.

4.1 Limitations of the Study

This study has some limitations, namely, the sample size of participants, which
does not allow generalizations; the duration and the observation time, that is, a
longitudinal study that allows to verify the effects of teacher training. Another aspect
is the interview being by email can prove to be a more rigid/thought out structure of
the responses, not being a natural conversation, because of circunstances we lived
at that time, in which the issues on the topics addressed could have been further
explored. It is recommended to use semi-structured interviews so that it is possible
to conduct an interview where the issues under analysis are deepened.

5 Conclusion

It is concluded that the technologies have a significant participation in the edu-
cational environment and facilitate teaching and learning. Students realize that
the use of technologies is important to promote more interactive lessons and that
critical thinking is important to “always want to know more” as referred to by S2.
The teacher, when perfecting his pedagogical practice, will be able to insert the
technological tools in teaching and learning, to improve the interaction with students
and facilitate the improvement of learning with the modelled use of technology
in the classroom. The use of the GeoGebra classroom familiarizes students with
the scientific process and improves the teaching and learning process and with the
participation in the project Formative, in a STEM approach, allows them to improve
their future integration of STEM in schools. These student have a prior experience
with the project Formative and classes with GeoGebra (offline) was a positive point
to these activities at GeoGebra Classroom, because they can use their experience to
teach in a STEM approach with their future students.
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Alarming Changes in Polish Education vs M)
Longlife and Remote Learning Qe

Ryszard Sleczka

Abstract The study presents the status and condition of Polish educational system.
The article presents its strenghts and weaknesses and also the area of possible
threats. The main part of the text presents the basic assumptions of Polish educa-
tional reforms, including the main benefits of joining the European Union structures.
The last part of the article presents the issue of distance learning and online
education.

1 Introduction

In 1990s Polish education system became fully modern and similar to the systems
established in other member states of the European Union. The solutions introduced
included 6-year primary school and two-stage secondary school. Higher education
was divided into bachelor’s (licencjat), master’s (magister) and doctoral studies.
In this context, mandatory education included primary school and stage I of the
secondary school. It was considered priority and fully matching the challenges of
the contemporary world.

2 Previous Solutions

Like other European community members, Poland has gradually reformed its
education system. These reforms were aimed at improving the existing educational
solutions and adapting them to the rapidly changing reality. First of them were
introduced in our country in 1932, by adopting the Act on the School System
[1]. During the People’s Republic of Poland (PRL), Polish education system was
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subject to numerous changes. The act of 1961 deserves particular attention, as it
introduced 8-year primary schools and 4-year secondary schools [2]. It is mentioned
purposefully because the solutions it offered are surprisingly similar to the ones
existing today. Some significant transformations took place after 1989. Polish
education system shifted from the previous (communist) model of state-governed
schooling to a more democratic, public and private structure. It was evident that
this model was compliant with the provisions of the Universal Declaration of
Human Rights, the International Covenant on Civil and Political Rights or the UN
Convention on the Rights of the Child. Another important step was gradual joining
the Bologna process, which kept bringing us closer to the modern educational
policy in terms of school system and science.! In the context, the School Education
Act (1991) [3] and the Act on the Implementation of the School System Reform
(1999), are worth mentioning. Schools were given under the supervisions of the
local governments and the whole education model became similar to other European
and world-wide solutions. The curricula were remade (new teaching framework and
module-based teaching). Active learning methods were promoted to become part
of the modern style and model of teaching. The so called Bologna system was to
ensure the development of the idea of lifelong learning and promote the European
Higher Education Area [4].

The general assumptions were that 80% of the students should complete general
education path followed with at least bachelor’s degree. The remaining 20% could
complete vocational schools. In order to improve the quality of education, a system
of external exams conducted by the central and regional examination bodies was
introduced [5]. Teachers were categorized into professional promotion groups. The
four degrees of professional career are: trainee, contract, appointed and chartered
[6]. Within this structure, teachers can be also awarded the honorary title of
education professor. Educators were encouraged to take part in different forms of
professional development such as: workshops, courses and post-graduate studies
[7]. The educational policy of the recent years reveals attempts to introduce some
neo-liberal solutions which would limit the role of the state and support new
solutions regarding management and organization of the education system and
financing thereof.

During this time, an attempt to introduce the European Qualification Framework
was made to ensure greater clarity of qualifications obtained, increase learners’ and
workers’ mobility and promote lifelong learning. The main objective was to create
a universal model which would enable comparing qualifications gained in different
countries and within different education systems. In our country, the National
Qualification Framework was established, the goal of which was to support the
reforms of the higher education system and education as a whole. The restructured

!'In June 1999, in Bologna, ministers of higher education from 29 European countries signed the
Bologna Declaration which established the European Higher Education Area. During the meetings
in Prague (2001) and Berlin (2003), commitments to coordinate the educational policy were made,
in order to create a comparable, competitive and globally attractive European higher education
system.
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curricula included learning outcomes which referred to the level of knowledge,
skills, and social competence. They are confirmed using the ECTS (European
Credit Transfer and Accumulation System) and ECYT (European Credit System
of Vocational Education and Training) points, referring to the accumulated learning
outcomes. Within few years that followed the reform, we had reached the European
educational standards and could compare with other EU member states, in particular
with the best economically developed ones.

3 Today’s and Future Perspective

The present functioning of Polish schools is regulated by the 2016 act the Law on
School Education (with further amendments) [8], which can be called archaic. It
surely steers us away from the modern European and global educational standards.
It has re-established 8-year primary schools, 4-year general secondary schools, 5-
year technical upper secondary schools as well as 3-year stage I and 2-year stage 11
sectoral vocational schools. Sectoral vocational schools are an interesting solution,
however, they lack adequate funding and support from business and industry sectors.
Activity of the Ministry of Education in the recent years cannot be evaluated as
positive. In many instances, especially regarding new solutions, this government
unit follows the rule of preserving the status quo. Communications presented
recently by the Ministry are also very alarming. Representatives of this resort and its
organizational units more and more often present xenophobic and racist messages,
attacking weaker individuals or people with a different sexual orientation. There
are too many examples to recall them all here and they are not encouraging. Thus,
perhaps it is worth mentioning some activities carried out during the last years and
ask at least two crucial questions which could help us understand the present world.

In Europe, in the context of the wellbeing crisis and the COVID-19 pandemic,
some initiatives to support young people were undertaken. One of them was “Youth
on the Move” aimed at helping young people acquire relevant knowledge, skills and
experience. The initiative was included in the Europe 2020 strategy and proposed
28 key actions to adapt education systems to the needs and interests of the young
European citizens. It promoted international studies and trainings, which facilitate
the entry of young people into the open labor market (European employment area).
One of the programme’s objectives was to reduce the share of early school leavers
(increase the share of young people with tertiary education or its equivalent). This
strategy was to facilitate joint solutions which should contribute to the increase
of the employment rate. In the area of experience exchange, a dialogue between
the member states and the European Commission was undertaken. One if its most
important documents was “Employment Guidelines”, approved annually by the
Council of Europe. The document included joint employment report and important
recommendations addressed to specific countries to improve the whole employment
process. In our country, the “2020 Human Capital Development Strategy” was
successfully implemented. It has been prepared in a way to facilitate full use of this
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capital in social, political and economic life. The strategy was used to: increase the
employment rate, prolong the professional activity and ensure better functioning of
the senior citizens, improve the situation of persons and groups at risk of social
exclusion, take care of the citizens’ health and increase the effectiveness of the
healthcare system, improve the level of civic competence and qualifications. Thanks
to these and other activities Poland has the one the lowest unemployment rate in
Europe and in the world.

Was it important for the young generation of Poles to participate in programmes
which supported education system financially? We had access to the following
European programmes: SOCRATES, LEONARDO DA VINCI, MINERVA and
other. They facilitated European cooperation in terms of open and remote education,
information and communication technologies and other similar initiatives. For
example, GRUNDTVIG programme supported development by providing resources
and services to be used in adult education. The second edition of LEONARDO
DA VINCI facilitated the development of vocational education through interna-
tional projects which focused on the improvement of the lifelong and vocational
learning systems and the increase of employment opportunities through promoting
innovation and entrepreneurship. SOCRATES-Erasmus was addressed to university
students. This programme is very popular among the students as it allows them to
gain new experiences and explore cultures in other countries. Along with increasing
their competitiveness on the labor market, it also gave them a chance to shape their
personality and individual value systems [9].

Was it a mistake to join the Eurydice system (the Education Information
Network in Europe) which exists from 1980 and supports cooperation in the field
of education? It works as an ongoing information exchange network between the
national units (set up by education ministries) and the central unit in Brussels.
The national units are responsible for providing basic information about their local
education systems, which is then processed and published as general data about the
school systems. One of the numerous publications of central unit was the report
(“Key Data on Education in Europe”) which presented the most important changes
in education systems during the last decade. It provides statistical and qualitative
descriptions of the phenomena that occurred in education. Its authors made an
attempt to answer many questions critical for the future of the young generation
(for example, what actions do European countries undertake to reduce the share of
early school leavers).

4 In Developing Remote Education and Online Learning

Polish education system, like others in Europe and around the world, has introduced
solutions rooted in the concepts of lifelong learning. These solutions using media,
that is, television (EDUSAT channel) and Internet access with wide access to
educational programs. However, experience has shown that the above mentioned
forms of learning are still underused and not very popular compared to traditional,
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stationary teaching forms. In this context, the experiences of the last dozen or
so months (almost two years) of COVID-19 pandemic may be significant. We
had an opportunity to test the whole education system nation-wide in terms of
modern teaching forms (for example, remote and online teaching). It seems that
conclusions drawn from the research conducted are not optimistic. The identified
barriers include: under-funding of education system, old technology and poor
awareness of modern challenges among students and teachers. More detailed
limitations involve education drop-out or information and scientific chaos (remote
school skipping, lack of psychological assistance addressed to students, teachers and
parents, unwillingness to show one’s own home). The positive aspects include the
culture of openness, connected with exchange of experience as well as potential of
remote education focused on developing students’ individual talents. Students who
do not have to always be top achievers.

5 Conclusion

As a summary, it must be stated that the existing legal regulations of the Euro-
pean Union enable maintaining full social, cultural and educational distinctness.
According to the Art. 165 and 166 of the Treaty on the Functioning of the European
Union, education remains within the sphere of competence of the member states.
EU institutions focus only on coordinating and supporting the actions taken (the
so called “open method of coordination”). It does not mean that education system
chosen by certain national subjects is less important or irrelevant. On contrary,
it seems essential when it comes to building the new European society. Thus,
Polish approach to education should be expanded to include wider horizons instead
of limiting it to tradition or someone’s childhood memories. It should be treated
globally, as a sphere where specific educational activities are implemented to
prepare young people to enter the labor market, participate in cultural life or identify
with the civic society.
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Mistakes in the Teaching of Scientific oo
Subjects at Secondary Schools

Zuzana Vaclavikova

Abstract Mathematics is a subject with perhaps the greatest overlap with other
fields, especially the natural sciences. As a secondary effect of a project focused on
creating and piloting problem tasks in the field of chemistry and physics, utilizing
inquiry-based learning, we observed the most common mathematical mistakes and
conceptual errors that are made by students using mathematical knowledge in other
areas of the natural sciences. A total of 40 problem tasks were created and verified
in cooperation with secondary-school teachers of physics and chemistry and more
than 650 solutions by student were qualitatively assessed. The paper will present
the most common mistakes and errors repeated across all tasks and compare their
occurrence between teachers who have and do not have mathematics as a secondary
subject. The mistakes and errors will also be explained from a mathematical point of
view and a proposal will be outlined on how to innovate the teaching of mathematics
in secondary schools. This should lead to the correct understanding of the issues and
the elimination of the errors found by this research.

1 Introduction

1.1 STEM Education in Czech Curriculum

Mathematics, as one of the disciplines in STEM education, requires the crossing
of boundaries between it and others subjects for learners to develop a better
understanding [1, 2]. Even so, the implementation of STEM education in the Czech
curriculum is still not very noticeable and mathematics is often taught completely
without any contextual relationship to other subjects. As a result, students do
not transfer their mathematical knowledge to other subjects and are essentially
unable to apply mathematics. There are many reasons why STEM education is so
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difficult to implement into Czech schools. One of the main reasons is probably the
fact that teachers themselves do not often have any awareness of interdisciplinary
relationships and teach individual topics without any connection to their application.
Therefore, in the framework of the education of future teachers and in the framework
of cooperation with active teachers, it is now crucial for us to work on activities that
support interdisciplinarity [3].

1.2  Mathematical Errors: Research Overview

Error identification, error analysis and error handling are the most important starting
points for researching teaching and the learning process, not only in mathematics,
but also for any scientific discipline.

According to Radatz’s [4, 5] historical survey, error analysis has been of interest
to the mathematics education community for at least one hundred years. research
interest focused on:

» Listing all potential error techniques;

¢ Determining the frequency distribution of these error techniques across age
group;

e Analyzing special difficulties, particularly encountered when doing written
division, and when operating with zero;

¢ Determining the persistence of individual error techniques;

* Attempting to classify and group errors.

Analyzing students’ errors may reveal the faulty problem-solving process and
provide information on the understanding of and the attitudes toward mathematical
problems [5]. The purposes of error analysis are to

 Identify the patterns of errors or mistakes that students make in their work;
¢ Understand why students make the errors;
* Provide targeted instruction to correct the errors [6].

Much of the research, as well as more general studies on mathematical errors,
focuses on understanding the underlying cognitive causes of these errors, either in
order to understand the cause of specific errors, or more generally to identify the
mechanisms underlying these errors.

In general, any research focused on the identification of mathematical errors is
usually concerned only with mathematics itself, and not errors arising from the
transfer of learning mathematical procedures taught in other subjects [6—11].
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1.3 Mathematical Errors: Categorization

There are many possible approaches for error categorization and error taxonomy in
mathematics [4—11].

The most cited categorization of mathematical errors is probably the Radatz
categorization [4, 5]. Five categories of errors are identified:

* Errors due to language difficulties;

* Errors due to difficulties in obtaining spatial information;

» Errors due to a deficient mastery of prerequisite skills, facts, and concepts,
» Errors due to incorrect associations or rigidity in thinking;

* Errors due to the application of irrelevant rules or strategies.

Radatz argued that most mathematical errors are causally determined, and very
often systematic [5].

Riccomini [12] outlined four types of errors in his research: procedural, factual,
careless, and conceptual. Procedural errors occur when students working on the
wrong order. Factual errors are computational errors and occur when students, for
example, cannot identify sign, digit or use incorrect formula. Careless errors occur
when students not paying attention (working too fast, making wrong count, writing
the wrong number or not following the direction), and conceptual errors occur when
students have misconceptions and poor understanding of mathematical concept,
procedures, and applications.

The specific research directly focused on taxonomy of mathematical errors
also exists. It is usually oriented towards a specific age group of pupils or
students (elementary school, secondary school, high school) and errors in a specific
mathematical area (algebraic operation, proportion, algebra, etc.). For example,
Ford, Gillard and Pugh [10] developed a taxonomy of errors which undergraduate
mathematics students may make when tackling mathematical problems. Each error
is given a code to allow for quick reference to the error when providing feedback to
students on their work.

Ben-Zeev [11] constructed a taxonomy of mathematical errors and attempted to
identify the causes of these errors by integrating findings from different studies.
The focus in this and other research is to understand why a student makes an
error. A student may over-generalize an algorithm which holds in one context
to a structurally similar context where the algorithm no longer works, something
Ben-Zeev calls syntactic induction. However, this was done only in the context of
mathematics teaching.

Research aimed at studying mathematical errors is driven, among other things, by
the fact that in recent years, error analysis, incorrect exercises method and student-
conducted error analysis aligns with the standards of mathematical practices and
mathematical teaching practices.
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1.4 Mathematical Errors: Our Object of Interest

One of the fundamental problems of the Czech curriculum is that the curricula
of individual subjects are not coordinated. Related to this is the fact that if
a mathematical apparatus is needed in chemistry for a selected topic, and students
have not learnt it in their mathematics lessons, the relevant part of mathematics is
taught by a chemistry teacher, and not a mathematician. Subsequently, when the
topic is included in mathematics, students already have knowledge and skills in this
area from a different subject, but students can also transfer some misconceptions.
Of course, with the implementation of STEM education, the occurrence of errors
due to incorrect associations or rigidities of thinking can arise. This is due to the
fact that within a given field, applications from another field are taught from the
point of their usefulness, and not always primarily with a professional approach,
therefore, depriving students of a deeper theoretical understanding of the underlying
principles.

2 The Research

The research was conducted using a qualitative method and used data obtained
from the project “IBSE as a tool for acquiring pupils ‘and teachers’ abilities and
attitudes to technical and scientific education with regard to market requirements”,
implemented as a cross-border cooperation with the University of Trnava. It was
aimed at creating activities for teachers and students that would combine topics from
physics, chemistry, and biology with the applied mathematical knowledge found
within them.

2.1 Data Collection

During the project, research-oriented tasks utilising an inquiry-based educational
approach [10, 11] for pupils aged 14—17 were prepared and verified. 8 experienced
teachers with experience from 4 schools were involved in the task creation process.
In addition, another 32 in-service teachers were involved, who were able to provide
us with information on how they teach a given area of mathematics in their scientific
subject. The tasks were thematically divided into 4 blocks: water, air, colours and
temperature, and 10 tasks were prepared for each topic. The topics were deliberately
chosen to relate to all-natural science subjects learnt at school, and to make use of
the mathematical apparatus that pupils in a given age group have knowledge of.
A methodological sheet by the author was prepared for each task, and this was
intended for the teachers. It described the inclusion of the topic in the curriculum
of the individual scientific subjects, the necessary tools for the experiment, the
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specified target group, and the recommended age of the students. It described the
research experiment in detail and provided hint questions in case the students did
not know how to find the answer for the research task. Furthermore, a worksheet was
created for each task, containing a motivational text and a research question—this
was the goal of the research itself. The procedure for setting up the experiment,
the tools needed, and the actual experiment itself, were left up to the students
to complete. Students recorded the obtained or measured data on a worksheet,
performed calculations, and formed conclusions from their research.

All created tasks were then piloted in a class of students who solved the research
tasks in groups of three, but then completed the worksheet individually. After the
implementation of all the pilot tasks, we evaluated the completed worksheets from
the perspective of specific areas of science and evaluated the mistakes made by the
students.

In total, we obtained over 650 solutions from the students from the 40 research-
oriented tasks.

2.2 Methods and Tools

It was necessary to use mathematics in each worksheet. This mainly consisted of
working with data (working with tables, creating and reading graphs, interpreting
measured data, etc.), working with physical or chemical relationships (including
working with units), descriptive statistics, working with percentages, interpolation,
understanding the dependencies of quantities, and working with functions.

After obtaining all the data, and by cooperating with mathematicians and
pedagogues of the natural sciences, the mathematical topics that appeared in the
worksheets were divided into two groups, depending on whether it was first taught
in mathematics or in another scientific subject.

Furthermore, we only dealt with the mathematical areas of the second group, i.e.
those that were taught in a subject other than mathematics. Although we did not
record the students’ personal data, we did register the school and class they were
from. This made it possible to organize the worksheets according to who has taught
the specific topic. This combine with information regarding the specialization of
individual teachers, made it possible to evaluate whether the subject was taught
by a mathematician (i.e. the teacher had a specialization in combination with
mathematics) or a non-mathematic teacher.

In our research, with regard to Riccomini [12], we chose not to focus on the
procedural, factual and careless errors as although the students were working in
groups, they completed the worksheets individually which eliminated these errors.
Throughout they compared the notes and discussed their findings and conclusions. If
someone made a procedural, factual or careless error, the others pointed out to it and
he checked his calculations. Instead, we chose to focus on conceptual errors when
using mathematics in other fields of the natural sciences. More specifically, this
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examined the students’ general misconceptions relating to their poor understanding
of mathematical concepts, procedures and applications.

The evaluation of individual errors took place by comparing the worksheets
completed by students with the solution provided by the teacher who had designed
the research-oriented task, and with the teacher who had taught the topic to the
students. The evaluation was also accompanied by interviews conducted with both
students and teachers where a provided solution used a non-standard procedure
but was still correct. This was done to determine where the solution had come
from, either the student or the teacher, and was related to two situations; either
mathematical procedures that are taught within the target group of students in
mathematics, but without an applied context, or conversely, procedures used in
mathematics but which had been taught for the first time in another subject with
no obvious link to mathematics.

2.3 Research Questions

With regard to Radatz [7], the following research questions were used:

* Are there any errors that arise due to the fact that the application of mathematical
procedures is not taught in mathematics, i.e. the mathematical apparatus is taught
in a subject other than mathematics?

 If so, can misconceptions lead to errors in solving pure math problems?

* How often does the error occur?

e Is its occurrence affected by whether the mathematical topic was taught by
a mathematician or a non-mathematician?

At the end of the research, we asked ourselves how to prevent such errors.

3 The Most Common Mathematical Mistakes

From the point of view of mathematics, we focused on monitoring the most common
mistakes that students made. At the same time, we tried to track whether mistakes
occur across the whole class, or in selected students, and whether they occur, or
reoccur only in cases where the students were focused on another research area
(chemistry or physics). We also observed whether the teacher of the scientific
topic that the research question was focused on (chemistry, physics) also made
the same mathematical errors and transmitted these mathematical inaccuracies or
misunderstandings of concepts to the students.
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3.1 Equality Relation
3.1.1 Students’ Worksheets

The most common mathematical mistake that occurred in all worksheets was the
incorrect interpretation of the equality relation, usually by writing numerical values
of physical or chemical quantities into relations with/without units on the different
sides of the equalities. If we write equality in mathematics, it means that the
expression on the left side is identical to the expression on the right side. In lessons
of mathematics with a general notation of expressions using x, y, f (x),..., it is
absolutely clear. The problem occurs when students work with physical or chemical
quantities that have a specific unit. Here it is necessary to realize that the unit
actually indicates how many times the given measure is greater than the measure
of the unit. For example, when we write the weight as m = 25.3 g, we say that the
weight is 25.3 times greater than one gram. Simply, we work with a unit as if there
was a mathematical operation “times” (i.e. multiplication) between the numerical
data and the unit. We can write

m=253g=12531g.

The sign for multiplication, as everyone knows, does not have to be written in
mathematics, for example 5x = 5 - x. In Fig. 1 we can see the student’s solution
for the calculation of density on a worksheet focused on the density of unknown
substances. It is clear that

2024 _ o2
0.002
but
2024 00 ke
0.002 3
VZOREK A je ..¥xde...mokx..... VZOREK B je ... /o4 .......

(Doplrite konkrctni nazev pro vzorek) (Doplnte konkrétni nazev pro vzorek)

Fig. 1 Student’s solution—incorrect equality relation
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If we did not know (or if the students did not know) what the notation means
and how it is written in mathematics, they would modify it by shortening and they
would obtain

2.024 k
22 o128
0.002 m3
1 =kg/m’
m? = kg

This is of course, nonsense, even though mathematically it is perfectly fine—
the problem is that the “equality” does not hold and this is why the solution is
completely incorrect. Therefore, we have to substitute either all the values without
units (only a mathematical calculation), or write the units on both sides.

3.1.2 Teachers’ Methodology Sheets

It is not only a problem of the students, because in some methodological sheets
the same type of error also appeared. For example, as Fig. 2 shows, in the teacher’s
solution for the research task focused on the density of unknown substances, the
same issue can be observed. In this case, the teacher was a chemistry teacher
in combination with biology. After indicating the error, the teacher argued that
such notation is common in chemistry and did not perceive it as a mistake. This
is where the very problem of teaching without interdisciplinary connections can
arise. The creation of mathematical mistakes when viewed from the perspective of
other subjects, are transmitted through teachers to their students. The students and
teachers will then both continue to make mistakes in this way. At the same time, the
correct notion of concepts and procedures is harmed, because it seems that “what is
true in mathematics works differently in chemistry”.

Hmotnost 2 | vzduchu (my) = 2,5 [g]

mMy

Hustota vzduchu: p = T

251077 = =
S0 — L25kg-m

3

Rozméry mistnosti: 6 m * S m =3 m
Objem vzduchu v mistnosti (Fp) = 90 m’

Hmotnost vzduchu v mistnosti: m = V- p

L

Fig. 2 Teacher’s solution—incorrect equality relation
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3.1.3 Using the Units: Why It Is the Best Approach

Thus, the question arises of whether to always teach students to use units when
working with physical or chemical quantities, or to let them work on the calculation
without units and then interpret the result with the units. The more useful way, of
course, is to teach students to always use and write units. There are several reasons
for this.

If we write the quantities with the units, we do not have to later remember which
units to use with the calculation—it is clear from the calculation. In the above case,
the student does not have to remember that the unit of density is k—%.

If we use the mass and volume correctly with the units, the result will be correct.
A student confusing the unit of density in their interpretation will not occur, this was
shown by one student’s worksheet, as shown in Fig. 3. For solving the problems,
we do not need to memorize formulas but we need to understand the relationship
between the variables. The relationship, the unit and the solution are very closely
connected. The knowledge of one leads to the knowledge of another. When there
is more mass in the same volume, the substance will be denser—knowing the unit
makes the calculation of the formula clear.

Additionally, the opposite is true—if a student knows the unit, he/she does not
have to remember the relationship for the calculation. In the case of density, if he/she
remembers that density is given as %, it is clear that it must be a ratio of weight in
kilograms and of volume in cubic meters.

If we always use the units, we will not lose the point of what we are counting.
This was shown for example, in the worksheet focused on minerals found in water.
The student correctly calculated the percentages, but at the end, added a unit of
grams to the result (how many percent). This further confused him in the task and it
was obvious that it was not clear to him how he should handle the result of “0.01 g”,
see Fig. 4.

Vysledky pozorovani
(Zde napis a zdivodni vysledky své prdce).

1 U \J,"

Fig. 3 Example of the student’s worksheet
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Fig. 4 Example of the

student’s incorrect i o 1\ = 52
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3.2 Problems with Rounding Results

Another common mistake found, was with the rounding of the results, i.e. the
interpretation of results with regard to the accuracy of the input data. If we have
a measuring tool with a certain level of accuracy, or if we have data with fixed
decimal places already appearing in the relation as an absolute term, the result
cannot be rounded to higher decimals than the smallest number of decimals given
in the relation. It is not possible to obtain by calculating, a result more accurate than
the values entered into the relationship. This always results in a bigger error, so we
can never round the result to more decimal places than the input data has. Thus, if
the values given in the relationship are rounded to only three decimal places, we
do not report the result more precisely than to three decimal places. However, for
example, with the chemistry worksheets there was a direct requirement to round
the result to 6 decimal places; although the input data was rounded to four decimal
places as Fig. 5 shows (in this case other students even used seven decimal places).

3.3 Work with Decimal Notation

The last common mistake is a misinterpretation of decimal notation. Although
it may not seem so with ordinary notation, in mathematics, when working with
decimal numbers, we make a distinction between the numbers 5.2 and 5.20. In
the first case, this means a number rounded to two decimal places, which may
‘represent’ the numbers 5.20, 5.21, 5.22, 5.23, 5.24 etc. The second example
unambiguously indicates that the number is determined to two decimal places and
the second digit after the decimal point is exactly zero. The “omission” of zeros at
the end of decimal notation appeared in worksheets in all of the scientific subjects. It
was then not clear how many decimal places in the relationship were actually being
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| médnatého ve 100 g vody s vypoitem, ktery jste |

|

i ziskali dosazenim prumerne teploty do |

| experimentding zjisténého vztahu (A).

| - |

jx = aT149¢384M |
Pracoval jsem s pfesnosti mé&feni ......oeers %. J

136

Fig. 5 Rounding the results of computation by students

worked on, and the students rounded up the results of their calculations to a different
number of decimal places each time.

3.4 Other Inappropriate Mathematical Procedures

Other inappropriate mathematical procedures included, quantifying ongoing inter-
mediate results when obtaining the overall result from multiple relationships. This is
understandable and acceptable for younger students who cannot work with algebraic
expressions in a general form; however, it should no longer occur at a high school
level. The correct mathematical procedure is such that we first express the final
relation before substituting numerical values, then we calculate the total result from
the entered values. With partial calculations we increase the error of the result (we
round it several times).

A good habit to form is, before measuring and according to the possibilities of the
tools, to determine the accuracy with which we will calculate and to leave this for the
entire solution of the problem. Then it would be clear throughout the measurement
and calculation how the resulting values should be rounded. In Fig. 6 we can see that
the students have not learned in this way. Despite using the same device during their
measurement of one of the chemistry problem tasks, they still rounded the results
completely differently.
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Fig. 6 Rounding the results of measurements by students

4 Conclusions

During this research, the answer to the question of whether there are the errors
that arise due to the fact that the application of mathematical procedures is not
taught in mathematics, was discovered. In the conducted interviews, mathematics’
teachers confirmed that these errors, especially for weaker students, subsequently
present problems and misunderstandings in mathematics. As mentioned in previous
sections, it appears that the mistakes are indeed taken from the teachers. These
mistakes did not occur in only one case, specifically, with the worksheets of a
teacher who taught a combination of mathematics and physics. None of the mistakes
described above appeared in either the methodological sheets or during the piloting
of the tasks for the class of this teacher. For teachers who do not teach mathematics
as a secondary subject, these errors occurred on almost all worksheets and with all
students in their classes.

This brings us back to the crux of the whole issue, the solution to which could be
brought about by the implementation of STEM education into the Czech curriculum
together with coordinating the curricula of mathematics and the natural sciences.
However, there is also the problem of needing to train active teachers who are not
used to using such a model. Their reaction to highlighting their errors is often that it
is irrelevant to their scientific subject and they do not perceive them as mistakes
in their subject. Good communication between teachers of subjects, where the
content overlaps or where knowledge from another subject is used in another, is also
important. The first step in rectifying this, was organizing training for the teachers
involved as well as their school colleagues. An expert outlined the mistakes that
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appeared in the worksheets from other subjects and explained why it was incorrect
and how it should be done correctly. Unfortunately, the way to improving the issue
is a task for the long term, and the better use and integration of STEM education
could provide only a partial solution in the near future.
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Challenges to the Development )
of Effective Creativity oo

Zhanat Zhunussova, Vladimir Mityushev, Yeskendyr Ashimov,
Mohammad Rahmani, and Hamidullah Noori

Abstract One of the key problems for students, especially from developing
countries during pandemic is a lack of the electronic materials. Obviously, there are
a lot of problems arise during education in the online regime. First of all, it is a weak
Internet connection combined with the lack of appropriate equipment. Even having a
higher quality computer they could not setup a program. It is connected to the both
their knowledge and the specialty. For example, the students biology, chemistry,
philology and others are not taught to computational skills. In general, they are users
as ordinary people. But the real situation concerning pandemic requires systematic
changes procedures in computer education. All these changes should be unified for
all the students in a group independently on their country. That is why the math
teachers have to look for an alternative method to make a proper decision for a
stated problem under supervision of works devoted to projects and diploma.

1 Introduction

We pay attention to the textbook [1] which may play the role of a guidance for
teachers as well as for students. This book is for beginners and could be useful for
higher qualified specialists in various domains not familiar with the main principles
of modeling. It is worth to say that the textbook doesn’t fit to a researcher like a
PhD student in Mathematics or Physics who should concentrate her/his attention
to a special problem and deeply go into the considered subject, because such a
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PhD student understands the field of its work and knows the key notions and
methods. In the same time, the book can be useful for a PhD student in Biology,
Engineering and so forth who deeply knows special topics and needs to apply
computer simulations. The textbook [1] is organized in such a way that it contains
a minimum of information about modeling for a beginner who can find in the
book the corresponding references and the proper key words in order to find the
necessary sources in internet. For instance, in order to investigate the trajectory
of the thrown stone one has to keep in mind the terms gravitation, velocity,
acceleration to find the corresponding equation for the gravitational law and further
to solve a problem. In order to model public traffic in a city one has to know the
key notion of the graph theory. Traditionally, a teacher has the task to explain for a
student “what”. A student shouldn’t deeply know everything. Knowledge besides
the fundamental theories and methods includes the option how to find it in internet.
What is the best way to solve a problem? To apply a theory, to use a computer for
fast computations? No, just to write the answer, maybe find it internet. If one needs
a date or something like this, no problem. But if a student has to determine a force
acting on an object, then usual way to put a button doesn’t work. The student must
know which button to put. The main question consists in the understanding what to
look for. The conception of [1] concerns the study of the fundamental theory and
its usage to quickly find the necessary information. In this sense, the textbook [1]
is superficial, it doesn’t contain all the theories. Roughly speaking, it answers the
questions “what” and “how” simultaneously.

The textbook [1] contains a systematic description how to develop a mathemati-
cal model and explain the main steps. The strategy consists in the following steps:

* to introduce spatial variables (description of geometry) and time;

* to think about dimensional units; to introduce the units perhaps during solution
of the mathematical problem;

¢ to introduce assumptions and conditions, first, as simple as possible;

* to formulate the law (physical, economical, biological, empirical etc.);

¢ to develop a mathematical description, first, as simple as possible;

* to try to solve the mathematical problem “by hand”; if that does not work, to try
a numerical method; to compare the results if different methods are applied;

 verification of the model; if the results are suspect to get back to the previous
steps.

These steps are illustrated by examples.

The textbook consists of three parts: general principles and methods, basic
applications and advanced applications. The first part is divided into two sections
which introduce to principles of mathematical modeling and numeric and symbolic
computations. With considering of a simple example of the free falling object from
a height h a reader can understand how to describe the trajectory of the object.
The description of projectiles by means of an ordinary differential equation is
presented. Next, the mathematical problem, more precisely Cauchy problem, is
solved. Hence, the required particular solution is obtained. By this way a principle
of hand calculations is described in detail. Further, some formulas from the example
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are checked in the package Mathematica®. The graph of the obtained trajectory
is drawn with numerically given parameters. One can use acquired skills from the
example in order to check equations by calculation of derivatives and integrals. In
fact, it takes time by hand. Especially, for math teachers who must verify a lot of
control works for the limited time. Nevertheless, it should be noted, that incorrect
use of computer by someone yields incorrect results. Such kind result is shown
on the example about calculating of few partial sums of the series. The series as
harmonic series diverges, although direct observations of the results could lead to
the conclusion that the series converges, see the fragment below

n
1
In[l1] .= S,_:= —

In[2] : Table[S,, {n, 1660, 1670}]
Out[2] = {7.99209, 7.99269, 7.99329, 7.99389, 7.9945,
7.9951, 7.9957,7.9963, 7.9969, 7.9975, 7.99809}

By this way, a principle of the stupid computer formulated as follow. Do not trust
the computer and try to check the result by hand. Even possessing computational
skills, one has to get a fundamental theoretical knowledge, simultaneously update
your skills in computer sciences.

In such a way, the development of mathematical model is gradually discovered
in the textbook [1]. The steps of the development are demonstrated in a simple
example, the falling of an object in vacuum and in air. The classification of
the mathematical modeling is proposed by types as deterministic and stochastic,
discrete and continuous, linear and non-linear. These types are explained by
examples.

2 Examples

The special attention is paid to

Principle of transition: continuous <> discrete. 7o divide a continuous object into
small parts, to apply a simple formula to every part, to calculate the sum for all the
parts and get back to the continuous object through the limit operation.

This principle is used in the standard course of calculus in introduction of
Riemann integral as the area under the positive graph. Many equations of physics,
biology, economy and other sciences are based on this principle. For instance, the
radioactive decay satisfies the physical law §m = —kmdt, i.e., the increment of
mass is proportional to the total mass and time. Next, this rule leads to a differential
equation and its solution m(t) = m(0)exp(—kt). Such an approach plays the
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fundamental role in mathematical physics and further can be used, for instance,
in fluid mechanics when the consideration of a discrete liquid element yields the
Navier-Stokes equations.

Stability of models is introduced by the principle, that a mathematical model
must be stable. It is noted, in order to investigate deeply numerical stability, the
reader should know the main mathematical approaches to stability should be found
in the courses ODE and PDE.

There are many exercises useful for student laboratory and for independent
student works in the form of projects. Below, we illustrate the Monte Carlo method
to calculate the constant 7. Let £2 be the square 2 x 2 and A be the disk enclosed to
the square displayed in Figure. Let n points be randomly thrown on the square. Here,
randomness means that each point is represented by its coordinates randomly chosen
in the interval (-1, 1). A part of these points m goes onto the disk. For sufficiently
large n one can expect that the ratio m/n will be close to the ratio of the areas of
the disk to the area of the square |A|/|£2]. In the considered case, it is equal to 7 /4.
Experimental computations of numbers n and m yields the value of 7. Using this
approach one can solve the following two examples from Chapter 5 [1].

Compute the area of the domain bounded by the ellipse x* /9+y?* /4 = 1 applying
the Monte Carlo simulations.

Compute the area S(a, b) of the domain bounded by the ellipse x*/a*> + y* /b* =
1 applying the Monte Carlo simulations.

Hintl: Investigate numerically the dependence of S(a, b) on two parameters,
i.e., on a with a fixed b and on b with a fixed a.

Hint2: An alternative way is based on the formula S(ka, kb) = k2S (a,b)
where k > 0 is a linear extension coefficient. Take k = (ab)™2. Then,
S(a,b) = ab S(d,d™") withd = a%b_%. Investigate numerically the dependence
of Sd,d Y ond.

Answer: S(a, b) = wab.

Compute the surface area S(a, b, ¢) of the ellipsoid by fitting the parameter p in
the approximate formula

1
aPb? + aPcP + c”bl’>n

S(a,b,c) ~ 4
(a,b,c) n( 3

Answer: p ~ 1.6.
Below, we present an exercise on statistics.
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Consider data presented in the form of a set of dimensional numbers. Take only
the first digits of these numbers. Generate a statistical distribution of the first digits
{1,2,...,9} following Simon Newcomb (1881) for

1. populations of countries,
2. areas of countries,
3. heights of mountains higher than 2 km.

Investigate the same statistical distributions but in other bases of number sys-
tems. Investigate the same statistical distributions of first digits in stock exchanges
taking prices of one stock in time.

3 Mathematica® Application for Numerical and Symbolic
Computations

We have to note that Mathematica® contains on-line data on US and other
stocks, mutual funds and other financial instruments. The special operators such
as FinancialData combined with DateListPlot are used to study market on-line.

The number of exercises and their diversity (calculus, ODE, data fitting etc.)
allows to look at the standard mathematical exercises from another computational
point of view. It is worth noting that visualization including animation serves as a
significant help to understand the considered problem. An electronic appendix with
solutions with Mathematica® codes is applied.

The textbook establishes the general principles and methods of mathematical
modeling. At the beginning a simple mathematical model is considered. The model
is explained by hand calculations as well as applying the packages Mathematica®
and MATLAB. Some numerical and symbolic computations are considered by
iterative methods, Newton’s method and a method of successive approximations.

In our case, the textbook has been used for students studying on specialty
“Mathematics”. The manner of explanation simultaneously by hand and a package
are helpful for them. After getting a progress and understanding the basics of the
package they have been able to develop their skills.

4 Weierstrass Functions and Their Invariants

As an example of such a project we consider the optimal random packing problem
of disks on the plane torus, i.e., in a class of doubly periodic packing with three
disks per the hexagonal fundamental domain [2]. The Weierstrass o-function and its
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derivatives are introduced by the following operators
olz_] := Weierstrass P[z, g2g3];
0l0, z_] := Weierstrass P[z, g2g3];
ol[l,z_] := Weierstrass P Prime(z, g2g3];
ol[z_] := Weierstrass P Prime(z, g2g3];
0l2. z_] := 6(0l0. z])* — 3054/.54— > 0;
o[3, z_] := 12¢[0, z]el1, zJ;

olk_/;k>3,2_1:=12

k
Z —3Binomiallk — 3, slolk — s — 3, zlo[s + 1, z]
s=0

The roots of the Weierstrass function can be found by the operate NSolve. The
optimal packing of three disks on the plane torus can be found by roots of the
Weierstrass functions and their combinations [2]. The following function includes
geometrical and analytical computations and illustrates the double periodic best
packing of three disks

HC = Show[Graphics[{{Gray, Disk[{—x[3], —y[3]}, r],
Disk[{w]l — x[3], —y[31}, 7],

Disk[{wlw2 — x[3], w3wlw2 — y[3]}, r], Disk[{wlw2 — x[3], ®3
wlwb — y[3]}, r], Disk[{Re[w] + w2 — x[3]], Im[w] + @2] — y[3]}, r],
Disk[{wlw2 — Re[((w] + w2))wb], w3
wlwb — Im[((w] + w2))w6]}, rl},

{Dashed, Line[{{—x[3], —y[3]}, {w] — x[3], —y[3]},

{Re[w] + @2 — x[3]], Im[w] + w2] — y[3]}, {Re[w2] — x[3], Im[w2] — y[3]},

{=x[3], —y[31}}1}, Arrow[{{=0.6, 0}, {0.6, 0}}],

Arrow[{{0, —0.6}, {0, 0.6}}1}, Aspect RatiowAutomaticl])
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Fig. 1 The double periodic best packing of three disks in the hexagonal cell

The result is displayed in Fig. 1.

Concerning standard courses of high school, it is difficult to say what is
hard to compute with the package Mathematica®. A beginners may start to
use it at once on an elementary level and further improve her/his skills related
to computations. This concerns pupils od secondary school too. Mathematica®
contains thousands Explore thousands of free projects across science, engineering,
technology, business, art, finance, social sciences of different levels and purposes

(31
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Part IV
Complex Analysis and Partial Differential
Equations
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George Chelidze, George Giorgobiani, and Vaja Tarieladze

Abstract In this note we show that for any complex number s such that 0 <
Re(s) < 1 and Im(s) # 0, the convergent Dirichlet series

n—1 1
;(—D =

as well as the divergent Dirichlet series

1

nS
n
are Riemann-like; i.e., the sum range under the rearrangements of each of these
series is the whole complex plane.

1 Introduction

Let X be a Hausdorff topological abelian group. For a series ), x,, in X its sum
range SR(D_, x,) is defined as the set of all elements s € X for which there exist
a permutation 7 : N — N such that the rearranged series ), x(,) converges
in X and s = ZZOZI Xz@)- A series in X is universal in X if its sum range is
the whole X. A series in X is unconditionally convergent if for every permutation
7 : N — N the rearranged series ), xz() converges in X. It is known that for
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each unconditionally convergent series ), x, in X, the set SR(D_, x,) consists
of one element. The famous Riemann’s theorem asserts that every convergent but
not unconditionally convergent series of real numbers is universal in R. However,
in R? not every series of this type is universal. As it is noted in [16], applying
the Riemann’s theorem it’s not difficult to construct universal series in RY, d =
2,3,....

When X is an infinite-dimensional normed space, the sum range has more
diverse structure [11] (see also [5]). In the Banach space X = C([0, 1]) of all
continuous real valued functions the existence of an universal series was first proved
in [8]. Using the similar approach, this result was extended for an arbitrary infinite-
dimensional separable Banach space in [15] and the existence of universal series
with some additional properties was established in [7]. In [12] (cf. [3]) sufficient
condition for the universality of the series in L;[0, 1] was included and a specific
example of such a series was constructed as well.

In this note we consider the problem of universality of the signed Dirichlet series

1
Y O, Op=Eln=12... (1)
nS
n

for a fixed s € C with 0 < Re(s) < 1, Im(s) # 0.
We derive the universality of (1) in C in case when the series converges; in
particular we get the universality of alternatively signed Dirichlet series

1
doEn= )
. n

Recall that (2) converges for any s € C,0 < Re(s) < oo, and its limit is known as
the Dirichlet n-function or the alternating ¢ -function.
We also show that, rather unexpectedly, the divergent Dirichlet series

1
- €)

nS
n

is also universal in C. Below we use the following characterizations of universal
complex series.

Proposition 1 (cf. [6, Theorem 1.4]) For a series of complex numbers ), z, the
following statements are equivalent:

@) SRQ_,zn) =C.
@ii) SR}, zn) # @ and

> IRe(wz,)| =00  Yw e C\ {0}. 4)

n=1
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Proposition 2 (cf. [9, Theorem III]) For a series of complex numbers Zn Zn the
following statements are equivalent:

() SR}, z) =C.

(ii) lim, z, = 0 and

Zmax(O, Re(wz,)) =00 Yw € C\ {0} (5)

n=1
Remark 1 Using the Proposition 1, it can be shown that for any fixed z € C with
lz| = 1and z & {—1, 1}, we have: SR(}_, %) = C (cf. [6]).

Remark 2 The result given in the previous remark fails for the division ring of
quaternions H: for any fixed z € H, |z|] = 1, z & {—1, 1}, we have: SR(}_, an) +H
(ct. [2]).

Note finally that an analog of Proposition 1 fails if we replace C by an infinite-
dimensional Hilbert space ([5], pg. 513). More general Proposition 2 (which is not
mentioned neither in [14] nor in [11]) can be derived also from its Banach-space
version contained in [13, Corollary 2].

2 Auxiliary Statements

In what follows, for a fixed s € C, let ©; be the set of all sequences (&,),eN of
complex numbers such that the series ), &,n~° converges in C. It can be seen that
D, is always a dense vector subspace and a Borel subset of CI.

We recall the following particular case of Jensen-Cahen’s theorem:

Lemma 1 Lets € C and Re(s) > 0. Then for any sequence (§;)neN € CN such
that

sup | Y &l < oo, 6)

neN k=1

Dirichlet series
—§
E &nn
n
converges in C, i. e. we have

(Snlnen € Ds. @)
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In particular, (0y)nen € D5, where (0,)neN is the alternating sign sequence
==D"Yn=1,2,...

Remark 3 In notations of Lemma 1
(a) In case Re(s) > 1, even from the weaker condition sup,,cy £, < 00, we can
conclude that the stronger conclusion

o
D lanT < o0
n=1

holds instead of (7).
(b) In case 0 < Re(s) < 1, the condition (6) implies (7) due to the observations
o0
: -5 _ —-s _ —s
limn™ =0 and 2}'” n+1)7° < o0 (8)
n=

and by use of Abel’s identity (summation by parts; cf. [18, Theorem 1.2.4, (p.3)]).
The second relation in (8) can be proved using the following inequality ([10, Ch.
II.1, Lemma 2 (p.3)]):

N~ —(m+ 1) < g(n*“—(nﬂ)*“), n=12,..., )

where 0 = Re(s). An “integral-free” proof of (9) is also possible.

Remark 4 In connection with Lemma 1 note that not only for the sequence
nS,n=12,... withs € C, Re(s) > 0, but for any (z,)nen € CN such that
lim, z, = 0, the existence of the sign sequence 6, € {1, —1}, n =1, 2, ... making
the series Zn 6,2, convergent is guaranteed by the Dvoretzky-Hanani theorem [4]

(or [117]).
Note also that:

(D Interms of the theory of Dirichlet series Lemma 1 asserts that if a sequence
(E)nen € CN satisfies condition (6), then the abscissa of convergence of the
Dirichlet series Y, &n~* equals zero.

M) IfzeCandO < Re(z) < 1, then

sup|Z—|_ . (10)

neNkl

In particular, Dirichlet series ), = L does not converge. (In fact, suppose that

suplZ—|<oo a1

neNkl
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Then taking in Lemma 1l s =1 —zand §, = ni, n=1,2,..., wederive the

convergence of ), %.)
()  Iff € R\ {0}, then

S|
sup | Z — | < 00,
neN — k1+zt

but again, Dirichlet series Zn ﬁ diverges (cf. [10, Ch. IL.1 (p.5)]; see also

(1, (p. 247)D).
av) If % < Re(s) < 1, then u(®@; (-1, )Ny = 1, where u stands for

the canonical product probability measure on {—1, 1}V (this follows from
Rademacher theorem; cf. [17]).

Lemma2 Letp e R, t e R\ {0}and0 < o < 1. Then

o0
Zn—“ max(0, cos(¢ — ¢ Inn)) = co. (12)
n=1
In particular,
o0
Zn_“|cos(<p—tlnn)|=oo. (13)
n=1

Proof Assume the contrary

Zn_" max (0, cos(p — t1nn)) < co. (14)

n=1
Fix k € N and write
TQrkg+o—% i)

ap =e'’ ] It S

1
by = o1 CThHe+T )

Clearly a; < by < ap41. Set:

Ar = NNJay, bil .

li]£n min{Az} = oo,
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from (14) we get

li - 0, —tl =0.
1I£n Z n~? max(0, cos(¢ nn))

neAy

Let us see that (15) leads to a contradiction.

5)

Choose an integer ko so that ax > 1 and by > ay + 3, for any k > ko. Fix now

k € N with k > kg. Observe that

card(Ag) > by —ar —2 > 1.

As
1
ne Ay = cos(p —tlnn) > X
we can write
1 1 1 1
—0
Zn max(O,cos(w—tlnn))zE —U>§Z;2
neAy neAy neAg
1 by —ap —2 1 _2r 2
> card(Ay) > —— — — (1 —¢ 3 — ).
= g ) = = l—e b
So,
3 177 max(0, cos(p — t1nm) > 2 (1 — ¢4 )
n~ % max(0, cos(p —tInn)) > —(1 —e 3 — .
v 2 ar + 3

neAy

From (16), as limy a; = oo we get:

liminf 3 77" max(0, cos(p — tInm) = 1 — e~ > 0.
k neA B
k

(16)

A7)

Relation (17) contradicts (15). Hence, (14) doesn’t hold and the lemma is proved.

O

It would be interesting to describe the sequences (c,) for which the following

analogue of Lemma 2 is true:

o0 o0
¢, >0, ch =00 = Zc,, max (0, cos(Inn)) = oco.

n=1 n=1

It can be shown that (18) is not true in general.

(18)
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3 Universality Theorems

Our first universality result looks as follows.

Theorem 1 Let s be a complex number with 0 < Re(s) < 1, Im(s) # 0, and let
Onen € Dy [)(—1, 1. (19)

Then SR(}_, 6,n~°) = C; i.e., the series (1) is universal in C.

Proof 1t suffices to show that the condition (ii) of Proposition 1 holds for z, =
6,n5,n=1,2,.... From (19) we have that SR(Z,, zZn) # @. So, it remains to
show that

> IRe(wn™")| =00 VweC\{0}. (20)
n=1

Fix w € C \ {0} and write w = re'? with some r > 0 and ¢ € R. Set also
o := Re(s) and t:=1Im(s).
Then we have
|Re (wnﬂ') | = n%|cos(g0 —tlnn)|, n=1,2,...

and (20) is true by equality (13) of Lemma 2. |

It can be seen that Theorem 1 may fail without the assumption (19). Nevertheless,
it is remarkable that the following statement is true.

Theorem 2 Let s be a complex number such that 0 < Re(s) < 1 and Im(s) # 0.
Then SR(}_, n~*) =C.

Proof 1t suffices to show that the condition (ii) of Proposition 2 holds for z, =

n~,n=1,2,....Clearly, lim, z;, = 0. So, it remains to show that
o0
> max(0, Re(wz,)) =00 Yw € C\ {0} 1)
n=1

Fix w € C\ {0} and write w = re'? with some r > 0 and ¢ € R. Set also

o := Re(s) and t:=1Im(s).
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Then we have
—s r
Re(wn™) = —cos(p —tlnn), n=1,2,...
nO'

and (21) is true by equality (12) of Lemma 2. O

Note finally that in connection with Theorem 1 and Theorem 2 it would be
interesting to know for which sequences (&,),cn of real or complex numbers the
equality SR(}_, £,n~*) = C holds.
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On One Oscillation Problem of Zeroth
Approximation of Hierarchical Model for o

Porous Elastic Plates with Variable
Thickness

Natalia Chinchaladze

Abstract The aim of the paper is to investigate of homogeneous Dirichlet problem
for the vibration problem of porous elastic prismatic shell-like bodies within the
framework of known models of mathematical problems arising in connection of
complicated geometry of bodies under consideration (see [18]). We consider cusped
bodies for them BVPs and IBVPs are non-classical in general. The classical and
weak setting of the problem are formulated. The weighted Sobolev spaces X are
introduced, which are crucial in our analysis. The coerciveness of the corresponding
bilinear form is shown and uniqueness and existence results for the variational
problem are proved.

1 Introduction

The development of science, industry and technologies on the one hand made the
possibility of constructing such new composite materials with different physical
properties (piezoelectric, piezomagnetic, multi-component mixtures, bio-materials,
meta-materials etc.) that are not found naturally on Earth. On the other hand these
new materials can be used for future development of the same fields. Several
examples include piezoelectric sensors for vibration control [17], high precision
actuators [1], materials with higher strength and stiffness [11] or ones that lower
energy consumption [4, 16], production cost and size of sensors or actuators [1, 17].

In 1955 Tlia Vekua [18] published his models of elastic prismatic shells. In 1965
he offered analogous models for standard shells [19]. In both papers he considered
a very important investigation of well-posedeness of boundary value problems
(BVPs) of peculiar types which could arise in the case of cusped shells. Using I.
Vekua dimension reduction method, complexity of the 3D domain, occupied by
the body will be transformed into the degeneracy of the order of the 2D governing
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equations of the constructed hierarchy of 2D models on the boundary of the 2D
projection of the 3D bodies under consideration.

Jaiani [9] is devoted to construction of hierarchical models for piezoelectric
nonhomogeneous porous elastic and viscoelastic Kelvin-Voigt prismatic shells on
the basis of linear theories [3, 6, 12, 14, 15]. Using I. Vekua [18] (see also
[19]) dimension reduction method, governing systems are derived and in the Nth
approximation of hierarchical models BVPs and IBVPs are set. In the N = 0
approximation, statical problem is investigated. The aim of this paper is to study
analogous problem in the case of oscillation.

2 Field Equations for Kelvin-Voigt Materials

A Kelvin-Voigt material, also called a Voigt material, is a viscoelastic material
having the properties both of elasticity and viscosity. The theories of viscoelasticity,
which include the Maxwell model, the Kelvin-Voigt model, and the Standard Linear
Solid model, are used to predict a material’s response under different loading
conditions. One of the simplest mathematical models constructed to describe the
viscoelastic effects is the classical Kelvin-Voigt model (see Eringen [5]). The basic
idea concerning this model is that the stress is dependent on the deformation tensor
and deformation-rate tensor. This model consists of a Newtonian damper and Hooke
elastic spring connected in parallel.
The field equations have the following form [6, 14]:

Motion Equations

Xjij+ @ = pitj(x1,x2,%3,1), (¥, %2,%3) € RC R, t>10, i,j=1,2,3;
H; ; + Ho = po¢ — F,

where X;; € C 1(Q) is the stress tensor; ®; are the volume force components; pg :=
ok’ (k' is equilibrated inertia), p is the reference mass density; u; € C 2(Q) are
the displacements; H; € C 1(Q) is the component of the equilibrated stress vector,
Hp and F are the intrinsic and extrinsic equilibrated volume forces; Einstein’s
summation convention is used; indices after comma mean differentiation with
respect to the corresponding variables of the Cartesian frame Ox;x>x3 (throughout
the paper we assume existence of the indicated (continuous) derivatives); dots as
superscripts of the symbols mean derivatives with respect to time 7.
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Constitutive Equations (Isotropic Case)

Xij = hexkdij + 2pue;j + AT épidij + 2utéi; + bedii + b 9si;, i, j=1,2,3,

Hj=&(p’j+0[*¢’j, j=1,2,3,

Hy = —bexk — £ — veép — 79,
where ¢;; € CH(Q) is the strain tensor; @Q =VvV)—V E C%(Q) is the change in
the volume fraction from the matrix reference volume fraction v (clearly, the bulk
reference density p = vy, 0 < v < 1, here y is the matrix reference density);

A, A, ow, o ut, b, b*, a, af,v*, &, &* are the constitutive coefficients,
depending on x; and x»;

Kinematic Relations

1 . .
eijzi(ui,j‘i‘”j,i)» i,j=1,2,3.

3 N = 0 Approximation for Porous Elastic Prismatic
Shell-like Bodies

We consider prismatic shell-like bodies of Kelvin-Voigt material (see, e.g., [7])
which occupies 3D domain 2 with the projection w (on the plane x3 = 0) and
the face surfaces

+) 5 =) 5
x3= h (x1,x2) € C*(w) and x3 = h (x1,x2) € C*(w), (x1,x2) € w,

where

- )
2h(x1,x2) := h (x1,x2) — h (x1,x2), (x1,x2) € w,

is the thickness of the prismatic shell. Prismatic shells are called cusped shells if a
set yp, consisting of (x1, x2) € dw for which 2h(x1, x2) = 0, is not empty. If

(+) (=)
h (x1,x2) = — h (x1,x2)

we have to do with plates of variable thickness.
Vekua’s hierarchical models for elastic shells are the mathematical models (see
[2,7,20]). Their construction is based on the multiplication of the basic equations of



216 N. Chinchaladze

=) )
h+h
+ =)’
h—nh

linear elasticity by Legendre polynomials P, (ax3 — b), a := 7 xi 5 ), b=

and then integration with respect to x3 within the limits (h) and (;1_). By constructing
Vekua’s hierarchical models in first version on upper and lower surfaces stress-
vectors are assumed to be known, while there the values of the displacements
are calculated from their Fourier-Legendre series expansions on the segment x3 €

=)
[ h,h ] Finally (see, e.g. [7]) we construct an equivalent infinite system with

respect to the rth order moments u;,, ¢,. After this, if we suppose that the moments
whose subscripts, indicating moments’ order, are greater than N equal zero and
consider only the first N + 1 equations ( = 0, N) in the obtained infinite system
of equations with respect to the r-th order moments u;-and ¢, we obtain the N —th
order approximation (hierarchical model) governing system consisting of 4N + 4
equations with respect to 4N + 4 unknown functions Zir, g, (roughly speaking }L\t/ir,

N . . N N . .
¢, is an “approximate value” of u;,, ¢,, since u;., ¢, are solutions of the derived

finite system), i = 1,3,r=0, N.
In N = 0 approximation for viscoelastic Kelvin-Voigt prismatic shells the
governing system has the following form (see [9]):

(,uhvozo,ﬂ),a + (thﬂo,a),a + ()&hvyo,y),ﬂ + (M*hi)ao,ﬂ),a + (M*hl}ﬁo,a),a
. 0 .
+(A*hvy0,),p + (bhipo) g + (b*hipo) g + Xp = phigo, B=1,2; (1)
0
(hv30,0) .« + (WhD30,0).0 + X3 = phi3ze; (2)

y ) . ) 0
(@hvr0,0),0 — bhvyo,y — ERYo + (@ ho.0) .« — V¥ hUy0, —E MY + H

= phiio — %o, 3)
where
o %
Vko 1= hL k=1,2,3, yp:= -

are so called the weighted displacements and the weighted volume fraction.
Note that, if we take

k*:()’ M*:O» b*:O, (X*ZO, 1)*:0, E*:O,

from the above obtained governing system, we get hierarchical models for porous
elastic prismatic shells.
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In case of N = 0 approximation for porous elastic prismatic shells, from (1)—(3),
we get the following governing system

0

(Mhveo,8) ¢ + (WhVgo,e) o« + (Avy0 ) g + (BRY0) g + X g = phigo, “4)
0 ..

(Lhv30.4).a + X3 = phiao; )

(@h0.) .0 — bhvyoy —Ehvo + H = pido — Fo. ®)
Dirichlet problem in the classical form looks like: find 4-dimensional vector
v = (10, v20. V30, Y0)" .
in o satisfying system (4)—(6) and the homogeneous Dirichlet boundary conditions
vio=0, i=1,2,3; Yo=0 on Jdw

Let denote by yp

Yo 1= [(xl,xz) € dw : 2h(xy,xp) = O}.

BCs for the weighted displacements and the weighted volume fraction are non-
classical in the case of cusped prismatic shells. Namely, we are not always able to
prescribe them at cusped edges.

We consider the body whose thickness is given by the following expression

2h(x1, x2) = hox5, x2 €[0,1] ho, k, [ =const > 0. @)

For the sake of simplicity we assume that

vOlOEOv Ol=1,2, U30¢0

In the case of harmonic vibration, taking into account (7), from (5), (6) we get

X2V30,00 + KV30,2 — 21 pP V30 = Z(Mho)_IX§7KX3, ®)

V0.0 +KV02 — (E — p0P)axa¥o = —2(&ho) 'x, *F, 9)
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where

o
H+Fo=eV"F(xi,x), X3 =e""X%(x1, x2),

910 ot
v30 = €V u30(x1, x2), Yo = eV Yo(x1, x2).

From the following theorem (see G. Jaiani, On a generalization of the Keldysh
theorem, Georgian Mathematical Journal, 2, 3 (1995), 291-297).

Theorem 1 [fthe coefficients a,, @ = 1, 2, and c of the equation

X5 U, qq g (X1, XU, +c(x1, x2)u =0, ¢ <0, kg =const >0, a=1,2,

are analytic in o, then

(i) ifeither ko < 1,0rky > 1,
ar(x1, x2) < x5! (10)
in s for some 6 = const > 0, where
ws = {(x1,x) €ew : 0<xy <6},
the Dirichlet problem (find v3g, Yo € C(w) N C(®) by their values prescribed
on dw) is well-posed;
(ii) ifir = 1,
ay(x1, x7) > x5! (1
in wg and ay(x1, x3) = 0(x'2q ), x2 = 04 (O is the Landau symbol), the
Keldysh problem ((Find bounded v3o, Yo € C*(w) N C(w U (dw \ Vo)) by their
values prescribed only on the arc dw \ V)) is well-posed.
it follows

Theorem 2 If

(i)
(it)

£—p0? >0, (12)

k < 1, the Dirichlet problem is well-posed;
if K > 1, the Keldysh problem is well-posed.
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Because of Eq. (8) mathematically coincide to the equation of N = 0
approximation of the classical linear theory of the elasticity (see [8]) we consider
Eq. (9), which in our case can be rewritten as follows

— (Mrou)a—(09* = €13 g =7, (13

o

Yo=0, on dw. (14)

Let
Vo, ¥§ € CH@)NCH®), FeC@)
Using Green’s formula and homogeneous BC we get

W0 ¥ = /F A do

w

I00.95) = [ [0 ~(09° = 003 it ] do (s)

w

Denote by D(w) a space of infinitely differentiable functions with compact
support in w. We introduce the bilinear form and norm by the following formulas:

(Yo, Yo xe = / x5 [1#0,11#(?1 + Wo,zlﬁ(}k,z]dw
w
and

1ol := /x§ g1 4+vi.2 Jdo.

w

The last is the norm because of the well-known Hardy-type inequality (see [13], p.
69, [10]). So, X* is a Hilbert space.

The classical and weak setting of the homogeneous Dirichlet problem can be
formulated as follows:

Problem 1 Findv € C 2(a)) Nncl(@) satisfying Eq. (13) in w and the homogeneous
Dirichlet boundary condition (14).

Problem 2 Find v € X* satisfying the equality

J(xzo, V) = (F,y5) for all ¢ e X“, (16)
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here F belongs to the adjoint space [X*]*, and (-, -) denotes duality brackets
between the spaces [X*]* and X*.

Lemma 1 The bilinear form J (-, -) is bounded and strictly coercive in the space
X“(w), i.e., there are positive constant Cy and C1 such that

(o, W1 < CrllVrollxe 1WE e (17)
J(Wo. Vo) = Coll ol 2 (18)

for all 120, Vi € X, because of (12).
Proof Equation (18) follows from (15) and Hardy’s inequality (see [13], p. 69, [10])

o 0 o o 2 . o o
I, V) = [ [ = (00 = 6 gty |do
> / h[lzo,alzo,a — 4(ph* — 5)&71)63120,21;0,2]6{60

> [ WfToato. — 406> — 05 i i o

02 02 o
> Co / h(Yo.1 + Yo )dw = Coll¥rglke. Co:=min{l, 1—4(p6* — &)a'1%}.
w
Now, we have to prove (17).
? O* 2 2 O* ? 0* 2
[J (Yo, Yol §C2‘ h(‘/”o,ﬂ/’o,l-i-l”o,zl/fo’g)dw‘
w
2 N
+| [ 08 — 03 hiyygdol
w
26| [ h(Fo105 1+ V0295 2 )do / (p6% = )3 hrgidol
w w
< Gl IV 112 + 16(08% — )% 21 hg / X3V d / Vg pde
w w

+2C3(p0% — )& hf|

) o [ o 2 o o 291/2
[ 505+ Vo295 Dol | [ atiovidal
w w

O 2y 2
< C2l¥ol "Il
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] [e] o ]
2 2~-272k 12 2 2 2 2
+16(pb° — &)“a lkho’(/xg(woyl +1/fo,2)da)/x§(1/f6‘ 1 + 5 2dw
w w
2 e 12 12 1 112 * S
+2C3(06% = )& 521V 1215 | / XY Hdw / Y2 do
w w

< Call Yo P11 + Csllvo P Ive 12 + Collvroll* Iy 11
this proves inequality (17).

Remark 1 1f J (Y, %) = 0, then v = 0 by (18).

Theorem 3 Let F be a bounded linear functional from [ X*1*. Then the variational
problem (16) has a unique solution v € X* for an arbitrary value of the parameter
k and

° 1
e < —||F K% .
lYollxe < COH llxe

Proof Taking into account Lemma 1.3, the proof immediately follows from the
Lax-Milgram theorem. l

Remark 2 1t can be easily shown that if F € L(w) and supp F' N y, = @, then
F € [X*]* and

(F L) = /F(x) i () do,

w

since wg € H'(w,), where ¢ is sufficiently small positive number such that
supp F C w = w N {x3 > ¢}. Therefore,

(F il =| [ F@ w500 do] < 1Pl 1951 tscon

< NFlLy) 10111 (@) < Ce I F Ly 1Y 1xx -

In this case, we obtain the estimate

° C
1Wollxe < = 1F1lLy() -
Co

Remark 3 The space X* is a weighted Sobolev space.
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Corollary 1 v has the zero trace on dw if k < 1.

Remark 4 In case of full system

1 (hita ).+ it o). | = Al ). =b(hits). = phd ity = F,
_M(h’?lla)aa —phv*uz = F3,

—G(hity ), +bhily , + Ehity — ph iy = Fy, B=1,2,
where

o o o o
ui =9, us:=1vo, Fi:=X;, Fs:=H+Fo,

we introduce the space Y with inner product and a norm as follows
] ° o o ° o o o ° o
W, u)ye = / x’z([(ul,l + u4) (uTl + uj) + (uz,z + u4> (162 + uj)
w
o ° o o ° o ° o
* * * *
+ (ul’z =+ u2’1> (”1,2 + “2,1) + ”3’0‘“3,(1 + M4,au4’ai|da),

02 L K o o 2 o o 2 o o 2
lullye == [x5| (w11 +us) +\uzp+us) +(ur2+uz;

w
) ) ) )
+ Uz Fuz,tug gt ”4,2]‘1‘0-
If

92 §min{L' i} (19)

the coerciveness of the corresponding bilinear form and uniqueness and existence
results for the variational problem can proved analogously.

In view of the homogeneous Dirichlet boundary condition, if « > 1, the
following Hardy inequality holds (see [13], p. 69, [10])

1 1
4
/ x'chzvgodxz > —2/ x'zc(vao,z)zdxz, K> 1.
e (k=D Jg

Replacing in last inequality « by « + 2, we obtain

) 1
4
/ xgviodxz > m/ x'2‘+2(va0,2)2dx2, for any k > 0.
& &€
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Now, considering the limit procedure as ¢ — 0+, since the limits of the last integrals
exist for vyo € Y, we immediately get the following

) 1
4
/0 x5 ade2 Z 1)2 / K+2(va0 2)%dxs, for any k > 0.

Integrating by x| over ]x(l), xl1 [, we get

4
/xgvgoda) > —2/x§+2(va0,2)2da), for any k > 0.
w (K - 1) w

The linear spaces X and Y* as sets of vector function as coincide and the norms

llx«<, || - [ly« are equivalent if (19) is fulfilled.
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Solution of the Kirsch Problem for the )
Elastic Materials with Voids in the Case Grechie
of Approximation N = 1 of Vekua’s

Theory

Bakur Gulua, Roman Jangava, Tamar Kasrashvili, and Miranda Narmania

Abstract In this paper we consider a boundary value problem for an infinite
plate with a circular hole. The plate is the elastic material with voids. The hole
is free from stresses, while unilateral tensile stresses act at infinity. The state
of plate equilibrium is described by the system of differential equations that is
derived from three-dimensional equations of equilibrium of an elastic material with
voids (Cowin-Nunziato model) by Vekua’s reduction method. its general solution
is represented by means of analytic functions of a complex variable and solutions
of Helmholtz equations. The problem is solved analytically by the method of the
theory of functions of a complex variable.

1 Introduction

The nonlinear and linear theories for the behaviour of porous solids, in which the
skeletal or matrix material is elastic and the interstices are voids of the material,
was developed by Nunziato and Cowin [1, 2]. Such materials include, in particular,
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rocks and soils, granulated and some other manufactured porous materials. This
theory differs essentially form the classical theory of elasticity in that the volume
fraction function corresponding to the void volume is considered as an independent
variable. In spite of a great number of works on the theory of elastic materials with
voids or empty pores, only a limited number of them focus on the study of plates
and shells.

As is known, there exist many methods of reducing three-dimensional problems
of equilibrium of elastic shells to two-dimensional problems. Some such general
methods were proposed by famous mathematician and mechanician I. Vekua [3, 4].
He used the Cauchy—Poisson method, which is based on the expansion of displace-
ments and stresses into series in terms of a system of functions with respect to
the thickness coordinate. As basis functions Vekua used the Legendre polynomials,
which make up a complete system on the considered interval, and for expansion
coefficients he obtained a two-dimensional system of equilibrium equations for
shells of variable thickness. According to Vekua’s method, in the expansions of
the sought functions we can preserve only the first member (approximation N =0),
the first two members (N = 1), the first three members (N =2) and so on. Thus, the
models obtained by the method under consideration are often called the hierarchical
models of elastic shells.

2 Statement of the Problem

Let Ox1xpx3 be the rectangular Cartesian coordinate system. Let 2 = wx]—h, h[
be an infinite plate with a circular hole of radius R centred at the origin O. The
plate thickness is assumed to be constant and equal to 2k. The plate is the isotropic
material with voids.

The governing equations of the theory of elastic materials with voids can be
expressed in the following form [2]:

* Equations of equilibrium
Tij +®; =0, j=1,2,3, (D
hii +g+ WV =0, (2)

where T;; is the symmetric stress tensor, ®@; are the volume force components, /;
is the equilibrated stress vector, g is the intrinsic equilibrated body force and W
is the extrinsic equilibrated body force.

* Constitutive equations

T;j = hexdij + 2ueij + Bodij, i,j =1,2,3,
hi=a¢;, i=1723, 3)
g = —5¢ — Bek,
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where A and p are the Lamé constants; «, 8 and £ are the constants characterizing
the body porosity; 6;; is the Kronecker delta; ¢ := v — vy is the change of the
volume fraction function from the matrix reference volume fraction vy (clearly,
the bulk density p = vy, 0 < v < 1, here y is the matrix density and p is the
mass density); e;; is the strain tensor and

eij =3 (uij +uji), “4)
where u;, i = 1, 2, 3 are the components of the displacement vector..

The constitutive equations also meet some other conditions, following from
physical considerations

uw>0, a>0 £&>0, )
3A4+2u >0, (GBr+2p)E > 382

In [5] using Vekua’s dimension reduction method [3], linear two-dimensional
(2D) governing equations were obtained from the above three-dimensional (3D)
equations with respect to so-called r-th order moments of functions under consider-
ation, where the zero order moments (which are averaged along the thickness of the
plate) and the first order moments are defined as

h h
© O 1 a M 3
<Mi1 ¢>=ﬂ/(ul»¢)d-x3v (uis ¢>:m/-x3(”lv¢)d-x3
—h

—h

Besides, In Section 7 under title N = 0 Approximation for Porous Isotropic Elastic
Shells of [5] it is shown that in the case of cusped prismatic shells, depending
on the character of vanishing of the thickness at the lateral boundary of the shell
the boundary conditions of 2D problems for displacements and volume fraction
functions are non-classical, in general, and the criteria’s are given when the Dirichlet
or the Keldysh type Boundary value problems are well-posed; The case of a plate of
constant thickness is considered as well.
In particular, in the N = 1 approximation of I.Vekua’s theory it is assumed that

©) x3(1)
ui(x1, x2, x3) = u;(x1, x2) + Fui(m, x2),

© x;
@(x1,x2,x3) = ¢ (x1,x2) + Z¢(X1,X2),
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Similarly, for the stress tensor components, the components of the equilibrated
stress vector and the intrinsic equilibrated volume force we will have the following
zero and first order moments

© 0 (© h
(Tij,hi, 8) = ﬁ [ (Tij. hi. g) dx3,
Zh
1 @ (1) h
(Tij,hi, 8) = 2;32—2 [ x3-(Tij, hi, g) duxs.
h

For h = const the reduced system of equilibrium equations gets split into two

. . . . . © © (1 O
independent systems: tension—compression equations with unknowns u 1, u2, u3,

. . . M 1 © . .
and bending equations with unknowns u1, uz, u3, ¢ . In this paper we consider the

system of tension—compression equations.
In the case N = 1 approximation from [5] the basic relations of elastic isotropic
plates with voids have the following form:

0)
dToy =0, a,y =1,2
(1) 3(1)
0o To3 — ET33 =0, (6)
(O
Oghy + & =0,
where

O O ©0) ©0) ©
Toy =2 0 +u3 | 8ay +u| 0xtty +0yug | +BPSay,

(V] © (1 1) 0
Tsz=A(0 +us)+2uus+p9¢,

) §)) 7
Ty3 = pdyus, @
) 0)
hy =ad, ¢,

(0) © © ()
§ =—6¢—B|0 +uz),

©) ) 0)
6 = 01uy + duy.
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Substituting (7) into system (6), we obtain the following system of governing

. . .0 © @ O
equations of statics with respect to the functions u1, us, u3,

(0) 0 1) (V]
wAuL + A+ pn)d1 0 + Aojuz + Bo1¢p =0,

0) ©) o) ©
AUy + (A + )02 6 + Aorusz + Bor¢p =0,

(1) 31 0 1) ©) 8
MAMS—E Lo + (A +2wusz + B | =0, ®)
) © @
(A =8)p—p| 0 +uz|=0,
where A := 911 + 922 is the two-dimensional Laplace operator.
On the plane Oxjxp, we introduce the complex variable z = x; + ixp =
ret?, (i2 = —1) and the operators d, = 0.5(0; — idy), 9z = 0.5(3; + i9y),

Z=2Xx1 —ixp,and A = 409,0;.
In order to write system (8) in the complex form, we multiply the second equation
of the system by i and sum the obtained with the first equation:

0) (0) 1) (V]
20z0;u 4 + (A + )z 0 + Adzuz + Boz¢ =0,

1) 31 O 1) 0)
HAus—E A0 + A+ 2wuz + Bp | =0, 9)

0 ©) (1)
(aA—€)¢>—ﬁ[9 +u3] =0,

(V] 0) 0 O 0) 0
where uy = uy +ius, § = duy + 0zi.

As the analogues of the Kolosov-Muskhelishvili formulas [6] for system (9) we
have

(0) —_— — _ _
2uiy = x19(z2) — x22¢'(2) — ¥ (2) — p10zx1(2, 2) — P20z x2(2, 2),
(1 _ _ —_—
uz =l x1(z, 2) + liaxe(z,2) — E1(¢'(2) + ¢'(2)), (10)

) -
¢ =bixi(z,2) +lox2(z,2) — E2(¢'(2) + ¢/(2)),

where ¢(z) and v (z) are the arbitrary analytic functions of z, x1(z, z) and x2(z, z)
are the general solutions of the Helmholtz equations

Ax —kix =0, Ax —Kyx =0,



230 B. Gulua et al.

and 1, kp are eigenvalues and /11, I>1, /12, [22 are eigenvectors of the matrix C.
Ei = ay1 +apn, E> = a1 + ap and a;; are coefficients of the matrix —C'D:

%A;M; h(xéﬁz ) v ez SV

— +2n +2p [ 2hpn(r+2p)

C - < 2,1,L,B g ﬁZ ) ) D = ( ﬂ ) .
a(A2n) o a(r+2un) 200(A+21)

Also x| = %—i— QEHBE)L 0 = L — GQE\+BE)) 1 — 4 +php

1 —
2 -2 o o Pl O+ 0 P2 =
4 ln+Bbo)u
QOF20) .
From (10) complex combinations of the stress tensor components are expressed
by means of the formulas

0) 0) ©) - 2 _ 2 _
Ty — T+ 2iTiy = =2x002¢"(2) — ¥'(2) — 2p105 x1(2, 2) — 2p203 x2(2, 2),
) ) _

T+ T = E3(¢'(2) + ¢'(2) + Eax1(z,2) + Esxa(z, 2),

(1 -
Ty =10z x1(z, 2) + 11207 x2(2, 2) — E19"(2)),
0) -
hy =110z x1(2, 2) + 1220z x2(2, 2) — E20"(2)),
(11)

where

A+
Es = M“m +33) — 20E) — 2BEy,

A+
E4 =2A + 28Dy — TM8P1K1,

A+
Es =2\ + 2Bl — TMSPWCZ-

Now consider a boundary value problem for an infinite plate with a circular hole
Fig. 1. We formulate the boundary value problem: find such a solution of system (9)
that on the hole contour and at infinity satisfies respectively the following boundary
conditions

) (0) 9] (V]

Ty +iTyy = 0, I3 = 0, hr3 =0,

) (O] ) ) )

Iy =p I35 =15 =15 =13 =0,

12)
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Fig. 1 An infinite plate with
a circular hole

where

0) ©) 1 (©) 0) 0) 0) ©0) _2ip
Trr+lTr1?=§ Tin+Tn+|Th—Tn+2iT)h|e ,

(1) (1) i
Tr3 =Re TJ,_E_Z y

(D (0) i
hy3 =Reqhye "V t.

3 Solution of the Problem

Taking into account formula (11), the boundary conditions (12) take the form
© O — , .
Trr +iTrp = E3(p (2) + ¢'(2) + Eaxi(z,2) + Esx2(z, 2)
(—2%2Z¢”(Z) — (@) — 2p10&x1(2. ) — 2292 02 (2, z>) e 7,
(1)

T = (022012, D) + 2t (2, ) — Emo”(z») e (13)
+ (1d:x1(2. D) + h2d:x2(2, 2) — E19”(2))) €7 =0,
(1)

hy3 = (12132)(1(& 2) + 12020 x2(2,2) — EQW(Z))) e

+ (13, x1(2, 2) + 120 x2(2, 2) — E29”(2))) 7.
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The analytic functions ¢’(z), ¥’(z) and the metaharmonic functions xi(z, z) and
x2(z, z) are represented as the series

o o0
Y@=y az", Y@ =) bz,
n=0 n=0

+o0 +o00 (14
0@ =Y aKa (e, xo(z,2) =) BuKu(Jiar)e™”

where K, (¢r) is a modified Bessel function of n-th order. From (5) « and «; are
positive numbers.

Bearing in mind conditions at infinity, from formulas (11) we define the
coefficients ag and b

ap = —p, bo=-—p. (15)

Substituting (14) into (13), comparing the coefficients of same exponents and
bearing in mind the condition of uniqueness of displacements, which follows from
formulas (11)

x1ay + xby =0,
we obtain

b2=2E2R2a0,

E

R—3é2+(E4K,z(f R -2 ]211(0(«/— B)) e

+ (Esk-2(ViaR) — 22 Ko(ViaR) ) B2 — bo =0,
4E _

02—111«/_(K1(«/_R)+K3(\/_R))012

Zgzzf 2 (K1(V/k2R) + K3(/k2R)) 2 = 0, (16)
=392~ Lkt (K1 (VK1 R) + K3(J/K1R)) o
1—5122_\/2_(K1(\//C_R)+K3(«/_R))ﬂ2=0

3R—2”2 frac14b4+(E4K2(¢_R) pix ‘K4(¢_R))
+(Eska(iaR) - B2 Ky(JaR) 2 = 0.

So from (14) and (15) we find ag, az, bg, by, bs, oy, Pr. All other coefficients
in series (14) are equal to zero.
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Thus, we have defined the sought functions ¢'(z), ¥’ (2), x1(z, z) and x2(z, Z)

a b b
gY@ =a+ . V@ =by+ >+,
4 Z Z

x1(z,2) = 2Ka(\Kk1r)az cos 29,  x2(z, z2) = 2K2(y/kar) B2 cos 29.

Thus, the problem stated is solved. As we see from the solution obtained, stresses
depend on the materials of which the body consists.
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Analysis of BVP for Some Elliptic ®)
Systems on a Complex Plane Qe

Giorgi Makatsaria and Nino Manjavidze

Abstract In the paper some special type elliptic systems of differential equations
on the complex plane is studied. The correct BVP for these systems are considered.
In some sense a unique class of solutions is effectively constructed for a sufficiently
wide class of singular elliptic systems for which the Riemann-Hilbert problem can
be correctly posed. The complete analysis of this problem is given.

1 Introduction

The boundary value problems for the first order elliptic systems on the complex
plane were investigated extensively over the past years [4]. The first order linear
system of partial differential equations

ou ou
a Z‘A‘('x7 J’)_ +B(X, y)u(-xv y)+?(x7 y)a
ax ay
where u = (uy,us,...,u,) is 2n desired vector, A, B are given real 2n x 2n

matrices, depending on two variables x, y, and F is a given 2n-vector. This system is
elliptic in some plane domain D if and only if the matrix A has no real characteristic
numbers in D. When n = 1 in case of sufficient smoothness of the coefficients of
the system, after corresponding change of variables this system can be reduced to
one complex equation

18 .9
35w+Aw+Bw=F<85=§<a+i5))_

At present this equation is called Carleman-Vekua equation.
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In this paper the Riemann-Hilbert boundary value problem
Re{A(Dw()} =y (), t€T, (R-H)

for the following Carleman-Vekua equation

E;—l; +A@Qw + B()w =0 (C-V)

with the polar singularities in the domain G is investigated. G is a finite m + 1-
connected domain of the complex plane z = x + iy with sufficiently smooth
boundary provided that the given functions A(¢) and y (¢) are the Holder continuous
functions. It is well-known that the equation (C-V) in case of regular coefficients
(i.e. A(z),B(z) € Lp(G) for some p > 2 ) the condition A(t) # 0,t € I’
provides the Noetherity of the problem (R-H) in the class of continuous functions
in G\ {z0} satisfying the equation (C-V) in G\ {zo} and the asymptotic conditions
O (|2 —20l°),z — zo. Here zg is some point in the domain G and o is some real
number. For the Carleman-Vekua equation with the polar singularities the situation
is essentially different. It is known that there exists a sufficiently wide class of
equations permitting only trivial solutions in the domain G\ {zo} and satisfying
the asymptotic conditions O (|z — z0|°),z — 2z, Where zg is the point of polar
singularity of the equation (C-V), o is a real number. Therefore it makes no sense to
consider the boundary value problems in this class. On the other hand if there are no
restrictions on the solutions in the neighborhood of the singular point zg then it may
occur that the homogeneous boundary problem has an infinite number of linearly
independent solutions.

In this work for the Riemann-Hilbert problem the Noetherity conditions in
particular like asymptotic conditions O (exp{8o |z — zO|_"0}), z — zo for a
sufficiently wide class of the Carleman-Vekua equations are obtained. Here the
constant parameters 8, og are uniquely defined by means of the coefficients of
the equation, are independent from the given boundary functions and characterize
the polar singularities of the coefficients. These asymptotic conditions are in some
sense exact since if we seek the solution of the Riemann-Hilbert problem in
the class satisfying the asymptotic condition O (exp {5 |z — Z()|_U}) sZ = 20,
and if at least one from the equalities § = &g, 0 = op is not fulfilled then
either the homogeneous problem has infinite number of linearly independent
solutions or the non-homogeneous problem isn’t solvable for any right-hand
side.

In Sect. 2 the above mentioned asymptotic conditions are obtained; the general
representation of the solutions of the Carleman-Vekua equations with the polar
singularities satisfying these conditions are constructed. By means of these results
the Riemann-Hilbert problem is correctly posed and is completely investigated in
Sect. 3.
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2 The Carlemann-Vekua Equations with the Polar
Singularities

Let G be a bounded complex domain with the boundary I" consisting from closed
non-intersecting Liapunov smooth Iy, I7, ..., I}, contours and I covers all the
rest. Let G* be some finite subset of the set G,

G*={z1,22,...,2n}, N > L.

Consider the Carlemann-Vekua equation
ow -
B—Z+A(Z)W+B(Z)w =0, ey

in the domain G, provided that the coefficient B(z) € L,(G), p > 2 and the
coefficient A(z) admits the following representation

N

A@) =g@+)

k=1

Ay (2)
|z — zi |1

2)

where the function g(z) is holomorphic in G\ G* and has continuous boundary value
on [; the function Ag(z) admits the following representation

Ap(z) = ar(z) exp {ing arg (z — zi)}, 3)
where
ar(z) — Ak
——— e L,(G), 2;
Iz — 22" p( ), p >

the constants A, vk, ng are correspondingly complex, positive and entire numbers
foreveryk =1,2,..., N (cf. [2, 3]).
Under the solution of Eq. (1) is understood the continuous generalized solution
in G\G*; denote by R (A, B, G\G™) the set of all possible such solutions (cf. [6]).
Everywhere below the fulfillment of the following condition

AMFEO g —1>20w—-1)>0,k=1,2,...,N “)

is assumed.

From (2) we have that the coefficient A(z) has the polar singularities of the form
|z — zx| ™" and the singularities of the function @ in the points zx. Below it will
be established that the structure of the solutions of the Carleman-Vekua equation
depends on the relationship between the parameters Ay, vg, ng. Generally speaking,
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if the required conditions do not hold, then the assumptions proved below are not
valid.
The following notations we need below

1
ge=Res*® k=1,2,... . N; Qv = — | gt)dt,k=1,2,....,m
=T 2mi I

Introduce an auxiliary function given by the formula
m N
= [ 5@ -y Gog - - Y drlo - ).
.z k=1 k=1

in the domain G\G*, where {p is some fixed point in G\G*; Iy, ; is a smooth
contour connecting the points ¢y, z and lying in G\G*; 7 is an arbitrary fixed point

inside the contour I,k = 1,2, ..., m. Consider also the function
F(z) = A(z) exp{2iImf (2)}x (2). z € G\G™, )
where
N
A@) =[] @ — ) 2Reard 6)
k=1
m N
X(@) =exp{2> Oclogle —wl +2) qelogls — zl ¢ - (7
k=1 k=1

It follows from the conditions (4) that 2—vy—ny # 0,k = 1,2, ..., N and therefore
by the formulas

5;=L,k=1,2,...,N (8)
2 — v —ng

the definite non-zero numbers are given. Assume
ES
8¢

N
R@z) = Zm cexp{i (g — 1) - arg (z — 20)} ©
k=1

Y (z) = F(z) exp{R(2)}. (10)
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Consider the following Carleman-Vekua equation

JWy __
9z 4+ A (Qws + B ()W, =0, (11
where
Y an@) — M B(2)¥ (2)
As(2) = ZRAS] TR pink arg(zfzk)y B.(z) = )
: ; |z — 2™ . 72

It is easy to see, that A, (z), B«(z) € L,(G), p > 2 and hence (11) is the regular
Carleman-Vekua equation.
The following theorem takes place.

Theorem 1 By the following relation

w(2) = ¥()w(z), z € G\G* (w« € R (A4, By, G\G*) ,w € R(A, B, G\G")),
(12)

the bijective correspondence between the classes R(A, B, G\G*) and R(A, By,
G\G"™) is established.

Proof One can check directly the following equalities

R
9z
dexp(R()} L .
—r exp{R(2)} ]; PR exp{ing - arg (z — z)},
I (2) Y —
—r =Y L; T P link-arg (@ —z) + g(z)} :

O

It is clear that by means of the relation (12) the bijective correspondence is also
established between the classes

R (A«, B., G\G*) N C (G\G*), R (A, B, G\G*) N C (G\G").
Let § = (81,62,...,8n) and ¢ = (01,02, ...,0y) are given N-dimensional

vectors with the nonnegative components. Denote by £2¢[8, o] the class of all
possible functions from the set R (A, B, G\G*) satisfying the condition

w(z) =0 (exp{dlz — 2| ™*}) .2 > zx.k=1,2,...,N. (13)
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Denote by 0[5, 0] the class of all Qossible functions from the set $2¢[5, o]
admitting the continuous extension in (G\G*). By §* and v* the following vectors
are denoted

8" = (s

8

s 8%

),U*E(U]—l,vz—l,...,vN—l).

The class of the solutions £2 [8 *, v*] is very important class in what follows.
The following theorem holds.

Theorem 2 If for some k the inequality 8y < ’8;:| is fulfilled then the class
20 [8, v*] is a trivial class (i.e., it contains only zero functions).

The proof of the Theorem 2 follows from [5] and [1].

Theorem 2 directly implies that if for some k the inequality oy < vy — 1 is valid,
then for every vector § the class £29[§, o] is a trivial class.

Therefore, if o = vy — 1,k = 1,2,..., N and for some ko the inequality
Sky < ’87(‘0‘ is fulfilled or if for some ko the inequality oy, < vg, — 1 is fulfilled then

the class §£2¢[8, o] is a trivial class.
It is natural to investigate the class £29[§, o ]. The following theorem gives us the
representation of the solution of this class.

Theorem 3 By means of the relation (13) the bijective correspondence between the
classes $20 [8*, v*] (20 [8*, v*]) . R (Ax, Bs, G) (R (Ax, By, G) N C(G)) is estab-
lished.

3 Investigation of the Riemann-Hilbert Boundary Value
Problem

In order to pose correctly the Riemann-Hilbert boundary value problem it is clear
from the above mentioned results that it is sufficient to require from the solution of
Eq. (1) the fulfillment of the asymptotic condition of the form

w(z) = 0(exp{|87§| - IZ—ZkI_”"+1}),z—> 2 k=1,2...,N (%).

In the present section the proof of sufficiency of asymptotic condition (x) is given
and the boundary value problems are investigated. Consider the following boundary
value problem: on the boundary I" the Holder continuous functions A(¢) and y (¢)
are given, y () is a real function and |A(¢)| = 1; find the function w(z) € 2¢[8, o]
satisfying the boundary equation

Re(A(Hw(t)} = y(1), teT. (14)
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From the Theorem 2 it follows that in case y (¢) # 0 the problem (14) isn’t solvable
in the class $2¢[8, o] if oy = vy — 1 forsome korifoy = vy — 1,k =1,2,..., N,
but §; < |8,’<"| for some k.

Let & # 0,01 > vy — 1,k = 1,2,..., N. Denote by H the set of all possible
values k of the index for which §; < |5,’€k |

The following theorem takes place.

Themgn 4 The homogeneous boundary value problem (14), (y(t) = 0), in the
class $20[6, o] has infinite number of linearly independent solutions if and only if
when one from the following conditions is fulfilled:

1. H=40; 211(\1:1 Ok + op) > Z,i\;l (|3;:| + v — ]);
22 H=0;0r >vr — 1,k € H.

Proof Let the first condition (1) be fulfilled. Then for all k = 1,2,..., N the
following inequalities hold

Sk = |85+ — 1,
and there exists at least one k = k¢ for which the strict inequality is fulfilled

Sty + 0kg > |85, |+ vkg — 1, (15)

From this last inequality follows that one from the inequalities 8k, > ‘8;0 , Oky =

vk, — 1 is also strict. Let &8, > ‘8;{"‘ and let us fix an arbitrary number
0

S > 0. Consider the solutions w,(z) from the class R (Ay, By, G\G*) which are
representable in the form

[
wy(2) = LA exp(@(2)), (16)

(Z - Zko)
where @(z) is a function, holomorphic in G and continuous in G. It is easy to see

th_at every function of the form (16) defines the solution w(z) of Eq. (1) of the class
£20[8, o] by means of the relation (12). Further on, we can see that by the relation

A7)

the bijective correspondence between the class of all functions of the form (16) and
the class

S
9%l A, B, (Z_Zﬁ> .G |nc(©G)
7 — 7k
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of the solutions of the equation

dw 72—k \*
a—zo + Ay (2)wo + By (Z—ﬁ> wy = 0. (18)

is established.

Together with the problem (14) consider the following boundary value problem:
find the generalized solution of the problem (18) continuous in G and satisfying the
boundary condition

X0
Re{ ——— =0, . 19
e { (=) lIl(t)a)o(t)} te 19)

It is clear that by the formulas (17), (12) every system of linearly independent
solutions of the problem (19) defines the system of linearly independent solutions of
homogeneous problem (14). On the other hand the number of linearly independent
solutions of the problem (19) [ satisfies the inequality

[ > 2ind ((_’\(—t)_)”m) —m4+1, (20)

r—20

by virtue of which we get

N
1>2 (indk(t) + S+Z[2Reqk]) —m+1.

k=1

From here it follows that for an appropriate choice of S the number [ will be
arbitrarily large and therefore the homogeneous problem (14) has infinite number
of linearly independent solutions. One can prove similarly that the set of linearly
independent solutions of the homogeneous problem (14) is infinite in case oy, >

. Hence we obtain that if the condition (1) is fulfilled then

the homogeneous problem (14) has the infinite number of linearly independent
solutions.
Let now the condition (2) be fulfilled. Then on the basis of the relation

J— *
v — 1,81, = ‘ako

50[50), a“)] c 50[50), C,(z)] ,
which follows directly from the conditions

87 #£0,k=1,2,....N;0 > " k e A,
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we get that the homogeneous problem (14) has infinite number of linearly indepen-
dent solutions. The sufficiency of one of the conditions (1), (2) is proved. Let us
prove the necessity.

Let the homogeneous problem (14) has infinite number of linearly independent
solutions and the set { # @ then for every k € H we have oy > vx — 1. Indeed, if
for at least one kp € H we have oy, > vi, — 1 then on the basis of the Theorem 2
the class £2y[8, o] would consist from only zero elements; we get a contradiction
and so when H # ¢ the condition (2) is fulfilled. Let now H = ¢, then prove that

N N

Y Geto > (I5p]+uw—1) @1

k=1 k=1
Indeed, otherwise it would be

N N

Y @G t+o0 =) (5] +u-1) (22)

k=1 k=1

and therefore §; = |8Z‘ yor=v—1,k=1,2,...,N.

Hence we will obtain that the homogeneous problem (14) has infinite number of
linearly independent solutions in the class £2¢ [8*, v*], but this problem has finite
number of linearly independent solutions. Indeed, by virtue of the Theorem 3, using
the relation (12), the bijective correspondence is established between the solutions
of the problem (14) and the following boundary value problem: find the generalized
solution of the equation

0Wsx
0z

+ Ax(@Qws (1) + Bswy =0, (23)

continuous in the domain G satisfying the boundary condition

R 20} )t =y@),tel 24
e mw*() =y@),tel. 24)

The homogeneous problem (23) and (24), (y (t) = 0 ), on the basis of [6] has finite
number of linearly independent solutions. That is why the homogeneous problem
(14) has finite number of linearly independent solutions in the class £2o [6*, v*].
Therefore the condition (22) isn’t fulfilled and thus (21) is fulfilled. Theorem 14 is
completely proved. O

Consider the boundary value problem: find the generalized solution continuous in
the class G of the equation

/

2 A.@wl(n) — Ba@ul, =0, (25)
0z
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satisfying the boundary condition

NOFNEN I
Re {mt (s)w*(t)} =0,tel. (26)

It is easy to see that the number of linearly independent solutions of the problem
(26), I is finite and it is clear that for the problem (23) to be solvable it is necessary
and sufficient the fulfillment of the following equation

A1) /
/r d/(t))/(t)w*(t) t 27)

for every solution of the problem (26).
On the basis of above obtained results the following theorem becomes evident.

Theorem 5 The homogeneous problem (14) in the class .Q_()[S*, v*] has finite
number of linearly independent solutions and the non-homogeneous problem is
solvable if and only if the condition (27) is fulfilled.

Let / be a number of linearly independent solutions of the homogeneous problem
(14). By means of the following evident equality

1 N
ind <ﬁ> = Z [2Reqy]

k=1

it follows the validity of the next theorem.

Theorem 6 The following condition

N
[—1.=2n+2) [2Req] —m + 1
k=1
takes place, where qy. is a residue of the function q(z) at a point zi.
From the results obtained above in particular we get the theorem.
Theorem 7 For the problem (14) to be Noetherian in the class 008,01 it is
necessary and sufficient the fulfillment of the condition

§=6% 0 =v".

Based on all the above, it can be said that for a sufficiently wide class of
singular elliptic systems, singularity is significant for the correct setting of boundary
problems as well as for their analysis.
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Second Order Differential Operators )
Associated to the Space of Holomorphic oo
Functions

Gian Rossodivita and Carmen Judith Vanegas

Abstract Let ¥ be a given differential operator, then a function space X is called
an associated space to ¥ if F transforms X into itself. In this work we show the
construction of all operators of second order with complex coefficients that are
associated with the space of holomorphic functions. As an application the solvability
of initial value problems involving these operators is shown.

1 Introduction

We say that a function space X is called an associated space to a given differential
operator ¥ if # transforms X into itself or we say that a pair ¥, G of differential
operators are associated in case ¥ transforms solutions # of Gu = 0 again into
solutions of this equation.

Associated spaces are used to solve initial value problems of the type

du = Ft,x,u,dju), j=0,...,n, (D
u(0, x) = (x), 2)

where ¢(x) satisfies the partial differential equation G(u) = 0, provided that the
associated space X of ¥ contains all the solutions for G(u) = 0, and that the
elements of X satisfy an interior estimate, i.e., an estimate for the derivatives of
the solutions near the boundary of a certain bounded domain (see [6]).
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There are two basic problems in the theory of associated spaces. The first one is
the direct problem, which consists on the construction of an associated space X to a
given operator 7. In other words, ¥ is given and one has to determine an associated
equation G(u) = 0 in which the initial value problem is solvable. The second one is
the inverse problem, G is given and one determines all # for which solutions ¢ of
G(u) = 0 are admissible initial functions. In this article, we have worked with the
inverse problem: we showed a characterization of all linear second order complex
partial differential operators with complex coefficients that are associated with the
space of holomorphic functions.

Necessary and sufficient conditions for evolution operators transforming holo-
morphic functions into themselves are given in [4], and [1] in the framework of
complex analysis and elliptic complex analysis, respectively. Sufficient conditions
for evolution operators transforming generalized analytic functions into themselves
are given in [5]. Necessary and sufficient conditions for first order differential
operators to be associated to the space of elliptic generalized analytic functions
are given in [3]. In the framework of Clifford analysis we find in [7], necessary
and sufficient conditions for linear first order partial differential operators ¥ with
coefficients of Clifford values, to be associated to the meta-g-monogenic operator:

n
Digay =Y qidi + 1, 3)
i=0
where go = 1,¢9; € A,,i =0,1,2,...,n are constants and A € R.

The results in this article are the first in the direction of considering associated
operators of higher order. As an application, we show the solvability of initial value
problems involving such operators associated to the space of holomorphic functions.

2 Associated Spaces

Definition 2.1 ([6]) Let # be a given differential operator depending on ¢, x, u
and d;u fori = 0,1, ---,n, while G is a differential operator with respect to the
spacelike variables x; with coefficients not depending on time ¢. ¥ is said to be
associated with G if # maps solutions for the differential equation Gu = 0 into
solutions of the same equation for a fixedly chosen ¢, i.e.,

Gu=0= G(Fu)=0.

The function space X containing all the solutions for the differential equation Gu =
0 is called an associated space of 7. O

Next we will determine necessary and sufficient conditions such that an second
order operator ¥ be associated to the Cauchy-Riemann operator.
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2.1 Necessary and Sufficient Conditions on the Coefficients of
T"

We consider the following second order differential operator:

Frw = A2(2)320 + B2(2)0%0 + C2(2)920 + D1 (2)0%w

+Ex(2)0%0 + F2(2)020 + Flo,
where 7 is defined by

Fiw = A1(2)0,0 + B1(2)3,0 + C1(2)3:0 + D1(2)dz0
+Ei(@Qw+ Fi(2) o+ G1(2),

and all coefficients of ¥, and ¥ are complex valued.
We will determine conditions over the coefficients of > such that

zw =0 = 0;:(Fw) =0,
So for an arbitrary holomorphic function w we have:
Fro = Ay (2)920 + Da(2)02w
+A1(2)3.0 + B1(2)0.0 + E1(2) @ + FI1(2) @ + G1 (). ()

Then assuming that the coefficients of (1) are continuously differentiable with
respect to z and z and applying the Cauchy-Riemann operator to > w, we get

9:(Faw) = D1 (2)03w + 3:A2(2)3.2w + (3:D(2) + B1(2)) 82w
+3zA1(2)0,0 + (F1(2) + 8:B1(2)) 0,0 + %E1(2) ®
+3:F1(2) @ + 8;G1(2). 2)

Therefore 9; (F2w) = 0 if the following sufficient conditions are satisfied:

Ds(z) =0, Bi(z) =0, Fi(z) =0,
0zA2(2) =0, 9;A1(2) =0,0:E1(z) =0, and 9:G1(z) = 0. 3)

Thus second-order operators of the form

Fo = A2(2)d20 + A1(2)d.0 + E1(2) w + G1(2), 4
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with the coefficients A>(z), A1(z), E1(z) and G1(z) as holomorphic functions, are
associated to the Cauchy-Riemann operator.

Now we assume that (7>, 9;) is an associated pair, i.e., 0z (F2w) = 0 if only w is
a holomorphic function.

In order to obtain the conditions on the coefficients of operator ¥, given by (1)
we will start by choosing special functions of the associated space, in this case
special holomorphic functions, and we will write out the relations assuming that 7,
is holomorphic for those functions.

Then choosing the function w = 0 in

3:(F2w) = D2(2)83w + 8:42(2)8: %0 + T1(2) 8%
+0zA1(2)0;0 + T2(2) 0.0 + 9zE1(2) @
+0:F1(2) @ + 9:G1,
where T1(z) = 9;D2(z) + Bi(z) and T2(z) = Fi(z) + 9zB1(z), we obtain
0;(Frw) = 3:G1 = 0 and so G is holomorphic and the term d;G | can be omitted
from 0z (Frw).
We now choose the functions w = 1 and w =i in
0:(F20) = D2(2)3:3w + 3zA2(2)0:*w + T1 (2)9: %
+0:A1(2)0:0 + T2(2) -0 + HE1(2) @

+0:F1(2) @,
to get
0zE1(2) +0zF1(2) =0, 9zE1(2) — 8zF1(2) =0,
which implies 9z E1(z) = 9zF1(z) = 0 and 9; 7 (w) reduces to

3 (F20) = D2(2)3;3w + 3A2(2)d°w + T1(2)9; 2w
+ 3241 (2)8.0 + Ta(2) B 0.

Next we choose the holomorphic functions @ = z, and @ = iz. For these
functions we obtain from

¥ (Faw) = D2(2)330 + 8:A2(2)3%w + T1(2)d 2w
+ 3zA1(2)3;0 + T2(2) ;0

the equations

zA1(2) + Ta(z) =0, 3zA1(2) —Ta(z) =0
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implying dzA1(z) = T>(z) = 0 and so
0:(F20) = D2(2)330 + dA2(2)d: %0 + T1 (2)0: %
Choosing the holomorphic functions w = z2, and w = iz2, we have that
0:(F2) = D2(2)0 3w + 94220070 + T1 ()07
implies
0zA2(2) + T1(z) =0 and 9zA2(2) — T1(z) =0,
which in turn implies d:A7(z) = T1(z) = 0 and so 9z (Frw) = Dz(z)BZTa).
Finally taking @ = z> in the above equation, we have D;(z) = 0.
Since T1(z) = 3;D2(z)+Bi1(z) and Tr(z) = Fi(z)+3zB1(z), we get Bi(z) =0

and then Fi(z) = 0.
Therefore the following statement is true:

Theorem Suppose D>, By, Fi, Ay, A1, E1 and G are continuously differ-
entiable with respect to 7 and 7. Then second order partial differential operators
given by

Frw = Ar(2)920 + B2(2)0%0 + C2(2)020 + D1 (2)32w

+E2(Z)3z22a) + Fz(z)azz_a)
+A1(2)3;0 + B1(2)3,0 + C1(2)dw + D1 (2) =00
+Ei@Qw+ Fi@)w+ Gi(2),

are associated with the Cauchy-Riemann operator if and only if the following
conditions are satisfied:

Di(z) =0, Bi(2) =0, Fi(2) =0,
9zA2(z) =0, 9zA1(2) =0, 3zE1(z) =0, and 9:G1(z) =0.

3 Solution of Initial Value Problems via Associated Spaces

We consider the initial value problem

o, z) =Fol,z) ey
w(0,2) = ¢(2), (@)
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where ¢ € [0, T] is the variable time, z € C, w(z, z) is a complex-valued function
and Fw(t, z) is as in (4).
This problem can be rewritten as (see [2])

t
w(t,z) = @) +/ Fo(t, z)dT. 3)
0

Consequently, the solution of the initial value problem (1), (2) is a fixed point of the
operator

t
Tw(t,z) = ¢(2) +/ Fo(t, z)dT. )
0

and vice versa.

The existence and uniqueness of this problem can be showed using the contrac-
tion mapping principle. To apply such a principle, the operator (4) should map a
certain Banach space B of holomorphic functions into itself. Since the operator
¥ also depends on the derivatives with respect to z of w, this map exists in case
when the derivatives with respect to z of (Tw (¢, z)) do exist and can be estimated
accordingly. Therefore, one has to restrict the operator to a space of holomorphic
functions for which the derivatives with respect to z of a holomorphic function w can
be estimated by w itself. Then the Lipschitz condition with respect to the function w
and their derivatives on ¥ is necessary. This sought space is the so-called associated
space and the estimates for the derivatives with respect to z of @ can be attained by
using the so-called interior estimate.

Interior estimates can be obtained via integral representations using the Cauchy
kernel.

In consequence, the method of associated operators is applied to solve initial
value problems with initial holomorphic functions and we have the following
theorem:

Theorem Let ¥ be the operator defined in Theorem 2.1. Suppose F and the
operator 9z form an associated pair of operators, for each fixed t € [0, T], and
the solutions of the corresponding equation dzw = 0 satisfy an interior estimate of
first order. Then the initial value problem (1), (2) is solvable provided that the initial
function is a holomorphic function. O

4 Conclusions

We have given necessary and sufficient conditions on the coefficients of the operator
¥ under which #is associated with the Cauchy-Riemann operator o;. It means that ¥
transforms holomorphic functions into holomorphic functions, for a fixedly chosen
t.
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Using the equation d;w = 0 some derivatives could have been discarded
from 9;(Fw), and the sufficient conditions for 9;(Fw) = 0 could have been
obtained by comparison of the coefficients. On the other side, by substituting
special holomorphic functions, we showed that these conditions are also necessary.
Therefore, we have found all linear second order operators of the given form, which
are associated to 9; in C.

Theorem 3 implies that each initial value problem (1) and (2) is solvable provided
that the initial function is a holomorphic function, i.e. if it belongs to an associated
space to F. The technique of associated spaces allowed us to solve the initial value
problem of type (1) and (2).
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Constructional Method for a Non-local )
Boundary and Initial Problem Raised Qe
from a Free Boundary Model of Cancer

Jian-Rong Zhou, Heng Li, and Yongzhi Xu

Abstract In this paper we investigate a parabolic partial differential equation with
non-local boundary condition motivated by ductal carcinoma in situ (DCIS) model.
Approximation solution of the present problem is implemented by Ritz-Galerkin
method. Numerical experiment shows that the method is effective and accurate.

1 Introduction

Ductal carcinoma in situ (DCIS) refers to a special diagnosis of breast cancer. In
our earlier papers [11, 14], we introduced a free boundary problem model of DCIS
and four kinds of inverse problems related to different diagnosis methods. For more
information, see [9-14, 19]. Among them, clinical data of the third model is obtained
by a sequence of tomograph, which is related to a boundary and initial problem of
parabolic equation.

In this paper, we consider the following parabolic equation

v _ o .0, 0 I, 0<r<1 )
— = — x,1), <x <1, <t<l,
FT T
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non-local boundary conditions

v(l,t) =g@), O0<t<l, 3)
b(t)
/ vix,)dx =m(), O<t<l1, O0<b(l)<l, @
0

and compatibility conditions

S =v(l,0) = g(0), ®)

b(0)
f(x)dx = m(0) (6)

The problem is to determine v(x, t) for given p(x, ), f(x), g(t), b(t) and m(¢).

The presence of non-local boundary conditions can make the application of
standard numerical methods complicated and affect the accuracy of result. Thus in
this paper, we convert non-local boundary value problems to a desirable equivalent
problem and solve it by using the Ritz-Galerkin method. This method is a powerful
tool to solve differential equation by converting the non-linear problem into a set of
linear equations. It has been widely used in many areas of mathematics, especially
in the field of numerical analysis [2—4, 6, 15-18].

The remainder of this paper is organized as follows: In Sect. 2, we present
equivalent forms of original problem. Then we introduce the properties of Bernstein
polynomials in Sect. 3. The numerical schemes for the solution of equations are
described in Sect. 4. Finally, one numerical experiment is exhibited in Sect. 5 to
verify the accuracy and efficiency of the novel method.

2 Equivalent Problems

In this section, we introduce one transformation and an transition function G (x, t)
to convert our problem (1)—(6) to two equivalent forms.
Introduce the first transformation:

wx,t) =v(x,t) — F(x,t), @)

where

2x — 2 _
Fort) = X200, 4y 4 2000 —0)

2—-b b(1)2 — b(1))’ ®
—50 5T b @~ b))
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Under the first transformations (7), we obtain the first equivalent form of original
problem(1)—(6) as following:

Jw 82w

¥=W+K(x,t), 0<x<l1, O<t<l, )
X

with initial condition

wx,0) = f(x), 0<x<l, (10)
boundary conditions
w(l,r)=0, 0<t<l, 11
b(r)
/0 wkx,Ndx =0, 0<r<l, (12)

and compatibility conditions

w(l,0) = f(1) =0, 13)

b(0) b(O) _
/ w(x, 0)dx = f(x)dx =0, (14)
0 0

where

92F (x, 1) _3F(x,1)

K(x,t) =pkx, 1)+

9x? ot
_  Qx b2 =b)g (1) + 28 (H(x — 1)
= p(x,1) 2 - b()? (15)
_ 2m' (Ob()2 — b()(1 —x) —4m()b' (t)(1 — b(2))(1 — x)
(b(1)?(2 — b(1))? '
o _ 2x — b(0) _ 2m(0)(1 — x)
f(x)=fx) 3 b0) g(0) O —b0) (16)

In order to convert non-local boundary condition to desirable form and apply
Ritz-Galerkin method to it, we introduce transition function

X 1
G(x,t) = / w(s, t)ds + (x2 —2x) - / w(s, t)ds, 17
b(t) 0
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then we have

1

0GD e 1) +20x 1)/ w(s, )ds, (18)
0x 0

s 1

] G();, 1 _ w1 +2/ w(s, t)ds, (19)
9x 0x 0

PGx, 1) 0*w(x, 1)

9x3 ax2 =
) 1
awéx,t) _ ad G(-x9t) —2()6_ l)/ aw(s7t)ds. (21)
P dxdt 0o 01
1
/ w(s, nds = SO (22)
0 b(t)(b(t) —2)

thus the second equivalent form of original problem is as follows:

IG* 3G d (GO,
— K,[Z—l'——vo 1,0 t 1,
oxor axd TR DRA=D <b(t)(b(t)—2)> srshUsrE
(23)
with initial condition
X r
G(x,0) = f(s)ds + (x> — 2x)/ f(s)ds, 0<x <1, (24)
b(0) 0
boundary conditions
G
—{,))=w(,r)=0, O0<t<l, 25)
dax
G@0,1)=0, 0<t<l1, (26)
and compatibility conditions
G
—(1,0) = w(1,0) =0, 27
ox

G(0,0) =0, (28)
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Furthermore, we can obtain the relationship between G(x,t) and v(x,?) as
following:

X 1
G(x,1) =/ v(s, H)ds + (x° —Zx)/ v(s, )ds
b(t) 0

X 1
- / F(s,)ds — (x> — 2x)/ F(s, t)ds (29)
b(t) 0

x ! (O 2x—x2=2b()+b*(1))
- Dds+(x2 =2 / Dds—2
/b(t)v(s t)ds+(x X) A v(s, Hds bO2—b1)

_gOxa b)) o, <g(r)<1 — b(1)) m(1) )

2-b() 2-b) b(1)(2 — b(1))
and
3G L GO
v(x,t) = m (x,1) —2(x 1)—b(t)(b(t) 2 + F(x,t) 30)
96 Gb(), 1) 2x —b(1) 2m(t)(1 — x)
= o D2 =D = T =00 f P T v — sy

3 Bernstein Polynomials and Their Properties

The general form of the Bernstein polynomials of mth degree proposed by Bhatti
and Bracken [1] is defined on the interval [0, 1] as

Bim(x) = in(l )" 0<i<m. (31
’ i'(m —1)!

It can easily be shown that each of the Bernstein polynomials is positive and also
the sum of all the Bernstein polynomials is unity for all real x € [0, 1], that is,

Y Bimx)=1, xel0.1]. (32)
i=0

Moreover, the Bernstein polynomials have the following properties:
Bim(x) = (1 = %) Bim—1(x) + xBi—1 m—1(x), (33)

—1 i+1
Bim () + — = Bit1.m(x), (34)

m
Bi,m—l ()C) =
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B (x) = m(Bi_1,m—1(x) — Bim—1(x)), (35)

1
1 .
/(; B m(x)dx = m——f-l’ i=0,1,---m. (36)

Each kth degree Bernstein basis function can be expressed in the mth degree
Bernstein basis as (see [7])

m—k+i . .
_ _ k'(m — k) jl(m — j)! ‘
Biilx) = 2 T DI = Dlm — k= j + oty Dim
i=0,1,---k), ask <m. (37

A set of Legendre polynomials, denoted by {Li(x)} for k = 0,1,---, is
orthogonal with respect to the weighting function w(x) = 1 over the interval [0, 1].
These polynomials satisfy the recurrence relation [5]

(k+DLgy1(x) =Rk + 1D2x — 1)Lxg(x) —kLxg—1(x), k=1,2,---, (38)
with
Lox)=1, Li(x)=2x—1. (39)
It can be shown [8] that the Legendre polynomial L, (x) can be expressed in the
mth degree Bernstein basis Bo , (x), B1,m(x), -+, By, m(x) as
- m+i m!
Ly(x) = g(—n T 11 Bim - (40)

Thus, from (37) and (40), we can obtain that any given polynomial P,,(x) of
degree m can be expanded in the mth degree Legendre and Bernstein base on x €
[0, 1]

m

Pu(x) =Y hLi(x) =Y ciBim(x). (41)
k=0

i=0
Let V = L2[0, 1] is the vector space of real functions whose domain is the close

interval [0, 1] and all functionsin V = L2[O, 1] are assumed to be square integrable.
We define the inner product of f(x) and g(x) as follows

1
< f). g(x) >= /0 F)g()dx, 42)
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Remarks

(1) Space Span{Lo(x), L1(x), -+, Ly(x)} = Span{BO,m(x)z Bl,m(x)s e, Bm,m
x)} :=Y C V and By, (x), Bom(x), -, By m(x) are basis of subspace Y
of V.

(2) Suppose f(x) € V = L?[0, 1], then there exist a unique best approximation to
f(x) outof Y such as yp(x) € Y; thatis, if y(x) € Y,

I yo(x) = fQ) I <1l yGx) = f Qo) I, (43)

moreover

m
Y0(x) =Y ckBim
k=0

= (cos 15+ s em)(Bon (x), Bum (), -+, Bum () := CT, (44)
where coefficient matrix C” can be obtained by

CT =< f,¢T >< ¢, 9" >7". (45)

4 Bernstein Ritz-Galerkin Method for Our Problem

In this section, we apply Ritz-Galerkin method to the second equivalent problem
(23)—-(28) in Sect. 2, then the approximate solution of original problem can be
obtained easily by (29) and (30).

Consider the second equivalent form as following:

3G* 3G d ( Gb@),1)
— = — + K, H)R2x—-1) — | —————, 0 1,0<t <1,
axar g TR OT2D T (b(t)(b(t)—2)> e e
(40)
with initial condition
X I
G(x,0) =/ f(s)ds + (x2 —2x)/ f(s)ds, O0<x<l, A7
b(0) 0
boundary conditions
G
8—(l,t)=w(1,t)=0, O0<t<l, (48)
by

G@O0,1)=0, 0<t<l, (49)
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and compatibility conditions
0G
— (1,0 =w(1,0) =0, (50)
ax

G(0,0) =0, (&28)
where

(2x = b®)(2 = b(1)g'(1) + 28D () (x — 1)

K(x,t) = px,t)— 2 —b()? (52)
_2m (0)b(H)2 = b)) (1 = x) — 4m(@)b' (1) (1 — b)) (1 — x)
(b(1)%(2 — b(1))?

= o B 2x — b(0) B 2m(0)(1 — x)

Foo =16 = 5780 = 7850 (53)
Let
_0G* %G d G, '\

WO = or ~ o K =2 =D <b(t)(b(t) - 2)) 0. G

A Ritz-Galerkin approximation to (54) is constructed as follows. The approximation
solution G (x, t) is sought in the form of the truncated series

N M

Gx.t) =Gx,00- | Y > cijt Bin@)Bju®) + 1], (55)

i=0 j=0

where B; y(x), Bj m(t) are Bernstein polynomials. From compatlblhty conditions
(50) and (51), it is easy to see that the approximation solution G(x t) satisfies the
initial condition (47) and the boundary conditions (48) and (49).

Now the expansion coefficients ¢; ; are determined by the Galerkin equations

< W(G(x,1)), Bin(xX)Bjm(t) >=0, (=0,1,---,N, j=0,1,---, M),
(56)

where < . > denotes the inner product defined by
< W(G(x,1), Bin(X)Bjy(t) >= / / W(G(x,1))Bin(x)Bj y(t)dtdx.
0 0
(57)

Galerkin equations (56) gives a system of (N + 1)(M + 1) linear equations which
can be solved for the elements ¢; ; using mathematical software.
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5 Numerical Application

In this section, a numerical example is exhibited to verify the efficiency and accuracy
of our scheme.

Example 1 Consider (1)-(6) with

xX+t+2
)= — <x=<1,0<t<1, 58
Pet) = x (58)
f)=Ihkx+1), 0=<x=<1, (59
gt)y=In(t+2), 0<r<lI, (60)

t+1
b(t)=T, 0<tr=<1, (61)
t+1
m(t) = 5 (In¢t+1)+3mIn3—-3mn2—-1), 0<tr<l1, (62)
which has the exact solution

v(x,t) =In(x +1+ 1), (63)

From (23)—(28), we can obtain the following equivalent problem

IG? _83G+K( 4+8—1). 2 G4
axor  axd T T\t na -3

),O<x<1,0<t<l,

(64)
with initial condition

Gx,0)=4+x)In(14+x)— (1 — ln2)x2 4+ (1-3In2)x, O0<x<1, (65
boundary conditions
G
—({1,1)=0, O0<t<l, (66)
ax

GO,1)=0, 0<t<I, (67)
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where

x+t+4+2 _(4x—l—1)(3—t)—|—4(x—1)(t+2)1n(t+2)
x+1+1) G- +2)
41 =)+ 1 (InG + 1)+ 33 ) +8(1 = (1 = x)

- t+ DG -2 -

K(x, 1) =

From (7), (17) and (63), we can deduce that the problem (64)—(67) has the exact
solution

Gx,t) =@ +t+DInGx+r4+1)— ¢+ D¢+ 1)

t+2
+x(x =2)(1 + l)lnt—l—_l —x"+x(1 =In(t +2)). (69)

We applied the method presented in this paper with N = 2, M = 4 and solved
Eq. (64).
From Galerkin equations (56), we have

co,0 = 1.0600, co,1 = 1.5023, cp = 0.5983, cp3 = 0.8410, cp4 = 0.6442,

c1,0 = 1.0200, c1,1 = 1.1670, c12 = 0.7445, c1 3 = 0.7004, c; 4 = 0.6289,

c2.0 = 1.0267, c2,1 = 1.1064, c22 = 0.7069, ¢33 = 0.7022, ¢34 = 0.6049.
(70)

From Egs. (69), we can obtain the approximate solution G(x,1) of the problem
(64)—(67) as following

N=2M=4

Gx.)=Gx,00- | > > cijt Bin@Bju@) +1]. (71)

i=0 j=0

According to (30), we can get following corresponding approximate solution v(x, )
of the problem (1)—(6).
8(x — DG, 1)

t+ 1@ —3)

(x —t—DIn¢t +2) 40 —x)(n( +1)+3In3 1)
+ 3—¢ + 3—¢ ’

- 3G
v(x, 1) = a(x,t) -

(72)
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—-0.002
—-0.004
—-0.006

—-0.008

19

Fig. 1 Exact (red) and approximate (green) solutions of G(x, ) in Example 1

In Fig. 1, the exact and approximate solutions of G(x, ¢t) with N =2, M = 4 are
plotted.

In Fig. 2, the exact and approximate solutions of v(x, t) with N =2, M = 4 are
plotted.

Tables 1 and 2 present respectively absolute error for G(x, t) and v(x, t) with
N =2 and M = 4 in example one.
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Fig. 2 Exact (red) and approximate (green) solutions of v(x, 7) in Example 1

Table 1 The absolute error (x, 1)

: Absolute error for G(x, t)
for G(x, t) in Example 1

(0,0) 0
0.1,0.1) | =7.17 x 1073
0.2,02) | —1.98 x 1073
(0.3,03) | 6.08 x 107
(0.4,04) | 6.85x 107
(0.5,0.5) | 2.68 x 1073
(0.6,0.6) | —8.84 x 1076
0.7,0.7) | —1.53 x 1073
(0.8,0.8) | =5.30 x 107
(0.9,0.9) | 2.78 x 1077
1D 0
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Table 2 The absolute error (x, 1)

Absolute error for v(x, t)

for v(x, t) in Example 1

(0,0) 0
0.1,0.1) | 6.17 x 107©
0.2,02) | —1.63 x 1072
0.3,03) | —2.31 x 1072
(0.4,04) | =7.55 x 10°°¢
(0.5,0.5) | —1.43 x 1073
(0.6,0.6) | 2.84 x 1073
0.7,07) | 3.03x107?
0.8,0.8) | 2.23x 1073
0.9,09) | 9.23 x 1076
1D 0
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Complex Variables and Potential Theory



A Perturbation Result for a Neumann )
Problem in a Periodic Domain Checicfor

Matteo Dalla Riva, Paolo Luzzini, and Paolo Musolino

Abstract We consider a Neumann problem for the Laplace equation in a periodic
domain. We prove that the solution depends real analytically on the shape of the
domain, on the periodicity parameters, on the Neumann datum, and on its boundary
integral.

1 Introduction

The aim of this paper is to prove the analytic dependence of the solution of a periodic
Neumann problem for the Laplace equation, upon joint perturbation of the domain,
the periodicity parameters, the Neumann datum, and its integral on the boundary.
The domain is obtained as the union of congruent copies of a periodicity cell of
edges of length q11, ..., gnn With a hole whose shape is the image of a reference
domain through a diffeomorphism ¢. As Neumann datum we take the projection of
a function g, defined on the boundary of the reference domain and suitably rescaled,
on the space of functions with zero integral on the boundary. As it happens for
non-periodic Neumann problems, in order to identify one solution, we impose that
the integral of the solution on the boundary is equal to a given real constant k.
By means of a periodic version of potential theory, we prove that the solution of
the problem depends real analytically on the ‘periodicity-domain-Neumann datum-
integral’ quadruple ((q11, ---, qnn), @, &, k).
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Many authors have investigated the behavior of the solutions to boundary value
problems upon domain perturbations. We mention, e.g., Henry [7] and Sokolowski
and Zolésio [18] for elliptic domain perturbation problems. Lanza de Cristoforis
[10, 11] has exploited potential theory in order to prove that the solutions of
boundary value problems for the Laplace and Poisson equations depend real
analytically upon domain perturbation. Moreover, analyticity results for domain
perturbation problems for eigenvalues have been obtained for example for the
Laplace equation by Lanza de Cristoforis and Lamberti [8], for the biharmonic
operator by Buoso and Provenzano [2], and for the Maxwell’s equations by Lamberti
and Zaccaron [9].

In order to introduce our problem, we fix once for all a natural number

neN\ {0, 1}

that represents the dimension of the space. If (q11, ..., gun) €]0, +00["* we define
a periodicity cell Q and a matrix g € D/ (R) as

qi1 0 --- 0

0 gn-- 0
Enoq” RN

0 0 - gu

where D, (R) is the space of n x n diagonal matrices with real entries and D, (R) is
the set of elements of D, (R) with diagonal entries in ]0, +o0o[. Here we note that we
can identify D} (R) and ]0, +o0o[". We denote by |Q|, the n-dimensional measure
of the cell Q, by vg the outward unit normal to 0 Q, where it exists, and by g~ ! the
inverse matrix of ¢g. We find convenient to set

0 =10, 11", Gg=1,,

where I,, denotes the identity n x n matrix. Then we introduce the reference domain:
we take

a €]0, 1[ and a bounded open connected subset 2 of R"
(L

of class C'* such that R" \ Q is connected ,

where the symbol “~* denotes the closure of a set. For the definition of sets and
functions of the Schauder class C'® we refer, e.g., to Gilbarg and Trudinger [6].
In order to model our variable domain we consider a class of diffeomorphisms

ﬂaQQ from 92 into their images contained in é (see (3) below). By the Jordan-
Leray separation theorem, if ¢ € ﬂaQQ, the set R"” \ ¢(9€2) has exactly two open
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422

q11

Fig. 1 The sets Sy[¢l[¢]]™ (in gray), Sy [¢l[¢]] (in white), and g¢ (3€2) (in black) in case n = 2

connected components (see, e.g., Deimling [5, Thm. 5.2, p. 26]). We denotery
I[¢] the bounded open connected component of R” \ ¢ (3€2). Since ¢ (02) € O, a
topological argument shows that Q \ I[¢] is also connected (cf., e.g., [3, Theorem
A.10]). We are now in the position to introduce the following two periodic domains
(see Fig. 1):

Sqlqligll = | (g2 + qlia)) Sqlqllg]l™ =R \ S4lqlle]].

zeZ"

The set Sy[ql[¢]]~ will be the one where we shall set our Neumann problem.
Clearly, a perturbation of g produces a modification of the whole periodicity
structure of S;[ql[¢]]™, while a perturbation of ¢ induces a change in the shape
of the holes Sy [¢gI[¢]].



274 M. Dalla Riva et al.

Ifg e DF(R), ¢ € CH¥ (R, R")mﬂgﬂ, g € C%*(3Q) and k € R, we consider
the following periodic Neumann problem for the Laplace equation:

Au=0 in S, [ql[@]1]™,
ux +qz) = u(x) Vx € Sylqligll—,Vz € Z",
Fo—u(x) = g(¢ V(g7 'x)

IgI[g] 1 1 1
T de Jaqne 891 (@71 y) doy Vx € dqlig].
Jagugrudo =k.

2

We note that the function

1

(e ") - ——r
( ) Joquer do

/ g0 Vg y)) do,
dql[¢]

clearly belongs to the space

O (aqligho = | € C*(aqllg): pdo =0}.

aqll¢]

As a consequence, the solution of problem (2) in the space Cq]’a(Sq [q1[¢]1]7) of g-
periodic functions in S, [¢l[¢]]~ of class C L@ exists and is unique and we denote it
by ulq, ¢, g, k] (see [3, Thm. 12.23]). Our aim is to prove that u[q, ¢, g, k] depends,
in a sense that we will clarify, analytically on (g, ¢, g, k) (see Theorem 1). Our
work originates from Lanza de Cristoforis [10, 11] on the real analytic dependence
of the solution of the Dirichlet problem for the Laplace and Poisson equations upon
domain perturbations. Moreover, this paper can be seen as the Neumann counterpart
of [15], where the authors have proved analyticity properties for the solution of a
periodic Dirichlet problem. An analysis similar to the one of the present paper was
also carried out for periodic problems related to physical quantities arising in fluid
mechanics and in material science (see [4, 14, 16]).

2 Preliminary Results

In order to consider shape perturbations, we introduce a class of diffeomorphisms.
Let © be as in (1). Let Ayq be the set of functions of class C Lo, R™) which are
injective and whose differential is injective at all points of 9€2. The set Ayg is well-
known to be open in CI(E)Q, R™) (see, e.g., Lanza de Cristoforis and Rossi [13,
Lem. 2.5, p. 143]). Then we set

A% = {6 € Aa : 002) < 3. @)
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In order to analyze our boundary value problem, we are going to exploit periodic
layer potentials. To define these operators, it is enough to replace the fundamental
solution of the Laplace operator by a g-periodic tempered distribution S, ,, such that
ASyn = eqn 8qz — ﬁ, where §,, is the Dirac measure with mass in gz (see
e.g., [3, Chapter 12]). We can take

1
S == 3, 10l42lg 1z 2¢

zeZ"\{0}

Zﬂi(q’lz)-x

in the sense of distributions in R” (see e.g., Ammari and Kang [1, p. 53], [3, §12.1]).
Moreover, S, is even, real analytic in R" \ ¢Z", and locally integrable in R" (see
e.g., [3, Thm. 12.4]). We now introduce the periodic single layer potential. Let Q¢
be a bounded open subset of R” of class C1® for some o €]0, 1] such that Q_Q cC Q.
We define the following two periodic domains:

Sqlol= | (az+20).  Sq[20]™ =R"\§;[2]

zezn

and we set

vq[aQQ,u](x)s/Q Synx — () do, — Vx e R
Qo

and

W 0820, ul(x) = /asz Voo (X) - DSy n(x — y)u(y)doy  Vx € 9Qg
Q

for all u € LZ(BQQ). The symbol VR, denotes the outward unit normal field
to dQ2p, do denotes the area element on d2g and DS, , denotes the gradient
of S4,n. The function v, [0S0, 1] is called the g-periodic single layer potential.
Now let u € CO’“(BQQ). As is well known, v;‘[BQQ, ul = vy[0R20, “]IW

belongs to C;’“(Sq[QQ]) and v;[&QQ,M] = vq[aﬂQ,u]lw belongs to

qu’a(Sq[QQ]—) (see [3, Thm. 12.8]). Moreover, the following jump formula
for the normal derivative of the g-periodic single layer potential v, [0S0, 1]
holds:

L 1
Treg v, 10820, 1] =:F§u+W;[8QQ,M] on Q2.

For a proof of the above formula we refer to [3, Thm. 12.11].
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Since our approach will be based on integral operators, we need to understand
how integrals behave when we perturb the domain of integration. Moreover, we need
also to understand the regularity of the normal vector upon domain perturbations.
For such reasons, we collect those results in the lemma below (for a proof, see Lanza
de Cristoforis and Rossi [13, p. 166]).

Lemma 1 Let o, Q2 be as in (1). Then the following statements hold.

(i) For each y € CH¥Q, R") N Ayq, there exists a unique 5[] € CH*(3Q)
such that 6 (] > 0 and

/ w(s)dos = / wo Y (y)a[y](y)doy, Vo € L' (¥(39)).
¥ (OQ) il

Moreover, the map &[-] from C1% (2, R") NAyq to CO*(IRQ) is real analytic.
(ii) The map from C1-* (3, R")NAyq to C+* (32, R™) which takes Y to Vi oY
is real analytic.

3 Analyticity of the Solution

Our first goal is to transform problem (2) into an integral equation. In order to
analyze the solvability of the obtained integral equation, we need the following
lemma.

Lemma 2 Let o, Q be as in (1). Let ¢ € D;f (R). Let ¢ € Cl2Q, RN ﬂaQQ.
Let N be the map from C%®(dql[$]) to itself. defined by

1
Niul = Sp+ Wldqligl, pl - Vi€ C*(9qlig)).

Then N is a linear homeomorphism from C% (0q1[@]) to itself. Moreover, N
restricts to a linear homeomorphism from C%¢ (0q1[p])o to itself.

Proof By Dalla Riva et al. [3, Thm. 12.20], we deduce that N is a linear
homeomorphism from C%%(3qI[¢]) to itself. By Dalla Riva et al. [3, Prop. 12.15],
we have that %/L-{— W/ 1041141, u] belongs to C%%(3ql[¢])o if and only if u belongs
to CO""(Bq]I[q)])o. As a consequence, we also have that N restricts to a linear
homeomorphism from C O (9q1[¢])o to itself. m|

Then, in the following proposition, we show how to convert the Neumann
problem into an equivalent integral equation.
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Proposition 1 Let o, Q be as in (1). Let g € DF (R). Let ¢ € cheaQ, R")ﬁﬂaQQ.
Let g € CO*(3Q). Let k € R. Then the boundary value problem

Au=0 in Sy [qllg]]™,
u(x +qz) = u(x) Vx € Sylqllpll—,Vz € Z",
o) = g(@ V(g™

— faqﬂ[m g(¢(_1)(q_1y)) doy ¥x € dqll¢],

Joqugr 40
faqﬂ[¢] udo =k
“)
has a unique solution ulq, ¢, g, k] in C,}’“ (Sqlqll@]]7). Moreover,
ulg, ¢.8. kl(x) = v, [9gI[P], pl(x)
1 _
+ -k —/ v, [0g1[¢], u] dU) Vx € Sqlqllell,
faqn[qs] da( oqlip] !
)
where 1 is the unique solution in C%*(3q1[¢])o of the integral equation
1
SR + WT0qllg], () = g(9 V(g 7'x)
1 / ( (-1 1 ) ©
- g(¢ (g y)doy  Vxedqlig].
faqﬂ[m do Jaquig) !

Proof By Dalla Riva et al. [3, Thm. 12.23] we know that problem (4) has a
unique solution. Moreover, by Lemma 2, equation (6) has a unique solution u
which belongs to C%%(3g1I[¢])o. Then by the properties of the periodic single layer
potential (see, e.g., [3, Thm. 12.8]), we deduce that the right hand side of (5) solves
problem (4). |

In Proposition 1, we have seen an integral equation on dgl[¢], namely equation
(6), equivalent to problem (2). However, if we want to study the dependence of the
solution of the integral equation on the parameters (¢, ¢, g, k), it may be convenient
to transform the equation on the (g, ¢)-dependent set dgl[¢] into an equation on a
fixed domain. We do so in the lemma below.
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Lemma 3 Let o, Q be as in (1). Let ¢ € D (R). Let ¢ € ch@Q, RN ﬂaQQ.
Let g € C%%(3Q). Then the function 6 € C%(3Q) solves the equation

1
S0+ / Vtie1 (@9 (1)) - DSyn(qd(t) — )06 (g1 y))doy
q¢(082)

(7
1
=g(t) — ———7— o d vVt € 092,
g(1) T o5lqaldo /mgo[qtb] o €
if and only if the function i € C%%(dql[¢]), with u delivered by
p@) =60(6"@ ') Vx € agligl, ®)
solves the equation
1
S @) + Wol9gllgl, plo)
1
=0V 0) = [ g6V ) doy v € aglig).
faq]lw)] do Jaqiig)

Moreover, Eq. (7) has a unique solution 0 in C%%(32) and the function u delivered
by (8) belongs to C**(3qI[¢p])o.

Proof 1t is a direct consequence of the theorem of change of variable in integrals,
of Lemma 2, and of the obvious equality

1
/ (g(¢<‘><q‘x>) - / g(¢“>(q‘y>)do-y)dax =0,
aqllg] Jaquigr 40 Jaquig)

which implies that

1

g(e"V@™") - ——r
( ) Jaqug) do

/ g(¢0" Vg y)) do,
dql[¢]

is in C%%(ag1[4])o. O

Our next goal is to study the dependence of the solution of the integral equation
(7) upon (g, ¢, g). We wish to apply the implicit function theorem in Banach spaces.
Therefore, having in mind equation (7), we introduce the map A from D;f (R) x
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(cl’a(asz, R") N ﬂaQQ) x (CO(3))” to CO%(dQ) by setting

1
Alg. ¢, 8. 010) = 50()
+ / Vi1 @) - DSyu(gd (@) — »O(@ D (g~ y))do,
q¢(32)

—g@) + g6lgpldo VYt € 3R,
Q

iz |,

fBQ &[qd)] do a
for all (¢, ¢, g, 0) € D (R) x (Cl’“(asz, R") N ﬂaQQ) x (COe(a0))%.

We are now ready to apply the implicit function theorem for real analytic maps in

Banach spaces to equation A[g, ¢, g, 8] = 0 and prove that the solution 6 depends
analytically on (¢, ¢, g).

Proposition 2 Let o, 2 be as in (1). Then the following statements hold.
(i) A is real analytic.
(ii) For each (q.¢.g) € DF(R) x (cl’“(asz, R") N ﬂ%) x CO%(3Q), there
exists a unique 6 in CO (3 such that

Alg.¢.8.01=0 on 982,

and we denote such a function by 0[q, ¢, gl. B

(iii) The map 6[-,,] from D (R) x (Cl’“(aﬂ,R”)ﬁﬂg%) % CO*(3Q) 1o
CO2(3Q) that takes (g, 9, 8) to0lq, ¢, gl is real analytic.

Proof By Luzzini et al. [17, Thm. 3.2 (ii)], Lemma 1, and standard calculus in

Banach spaces, we deduce the validity of statement (i). Statement (ii) follows by
Lemmas 2 and 3. In order to prove (iii), since the analyticity is a local property,

it suffices to fix (g0, g0, go) in DF (R) x (Cl""(aQ,R") mﬂgg) x CO%(HQ)
and to show that 6[, -, -] is real analytic in a neighborhood of (qo, ¢o, go) in the
product space D;f (R) x (Cl""(aﬂ, R™ N ﬂBQQ) x C%%(39). By standard calculus
in normed spaces, the partial differential dgp A[qo, ¢0, g0, €190, ¢0. go]l of A at
(g0, 90, 80, B1q0, ¥0, gol) with respect to the variable 6 is delivered by

s Alqo. ¢0. 80, 0190, Po, gol1(¥) ()
1 _
=3V @+ / VaoTigol (9000 (D)) - DSgo n(qodo(t) — MW (o8 (g5 ' v))doy
q0¢0(082)

Vt € 092,
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for all ¥ e C%%(3Q2). Lemma 2 together with a change of variable implies
that dp Alqo, P0, g0, O1qo, Po, gol] is a linear homeomorphism from C 0.@(3€2) onto
C%*(3Q). Finally, by the implicit function theorem for real analytic maps in Banach
spaces (see, e.g., Deimling [5, Thm. 15.3]) we deduce that 6[-, -, J is real analytic

in a neighborhood of (qo, ¢o, go) in D} (R) x (Cl""(BQ, R*) N ﬂaQQ> x CO%(3Q).
O

Remark 1 By Lemma 1, Propositions 1 and 2, we have the following representation
formula for the solution u[q, ¢, g, k] of problem (2):

ulg, ¢, g, kl(x) = /M2 Sq.n(x —q¢(5))01q. ¢. g1(s)a[q](s) do

(k — Jsa Jaq San(@@ () — ¢()0lq. ¢, g](S)5[q¢](S)d0s5[q¢](t)dm>

fBQ&[q¢]dU

+
Vx € Sqlqllgll—,

for all (¢, ¢, g, k) € DY (R) x <C1~“(asz, R") mﬂgg) x CO2(3Q) x R.

By exploiting the representation formula of Remark 1 and the analyticity result
for (g, ¢, g) — Olq. ¢, g] of Proposition 2, we are ready to prove our main result
on the analyticity of u[q, ¢, g, k] as a map of the variable (¢q, ¢, g, k).

Theorem 1 Let o, Q2 be as in (1). Let
(90, 40, 0. ko) € D (B) x (€102, R") N AL, ) x C*(0%) x R.

Let U be a bounded open subset of R" such that U C Sgolqollgoll~. Then there
exists an open neighborhood U of (qo, ¢o, go, ko) in

DF(R) x (Cl*“(GQ,R") mﬂaQQ) x C*(3Q) x R

such that the following statements hold.

(i) U C Sylqllpll™ forall (q,¢,8,k) € U.
(ii) Let m € N. Then the map from U to C’”([L) which takes (q, ¢, g, k) to the
restriction ulq, ¢, g, k]lﬁ ofulg, ¢, g, k] to U is real analytic.

Proof We first note that, by taking U small enough, we can deduce the validity
of (i). The validity of (ii) follows by the representation formula of Remark 1, by
Lemma 1, by Proposition 2, by the regularity results of [12] on the analyticity of
integral operators with real analytic kernels, and by standard calculus in Banach
spaces. ]
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