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What skills do students need to be taught when learning to program? To date,
the emphasis has been on program generation (i.e., teaching students how to
write computer programs). To illustrate, the majority of work in the AIED
community and/or computer science education focuses on supporting the process
of program generation or aspects of it (e.g., [2,8,11]). Program generation is
certainly a core skill, but it is only one of several competencies listed in theories
of programming education [26]. A foundational skill proposed in Xie et al.’s
framework [26] is code tracing. Code tracing involves simulating at a high level
the steps a computer takes when it executes a computer program (including
keeping track of variable values and flow of execution through the program). The
high-level goal of our research is to design tutoring systems that help students
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learn to code trace. As a step in this direction, here we describe two alternative
designs of a tutoring system supporting code tracing and the corresponding
evaluation. We begin with the related work.

1.1 Code Tracing: Related Work

Code tracing helps students learn the mechanics of program execution, which
promotes understanding of the constructs making up the program [19]. Tracing
on paper is positively correlated with programming performance [16,17,24] and
there is experimental evidence that teaching students to code trace first helps
them to subsequently write programs [3]. However, many students find code
tracing challenging. Some report not knowing where to start [27]. Others report
avoiding code tracing altogether, resorting to suboptimal methods instead [7].
When students do code trace, their traces are often incomplete [6,9] and/or
contain errors [9]. Thus, support for code tracing is needed.

One way to help students learn to code trace is with tutoring systems. In
our prior work [13], we implemented CT-Tutor, which was designed to provide
practice with code tracing through problems. To test the effect of scaffolding,
we created two versions of the problem interface: (1) the high-scaffolding inter-
face guided code tracing by requiring students to enter intermediate variable
values and providing feedback on these entries; (2) the reduced-scaffolding inter-
face only provided an open-ended scrap area. In both versions, for each problem
CT-Tutor provided a corresponding example, shown either before the problem
or after (based on condition). Students learned from the tutor but there was
no significant effect of either scaffolding or example order. However, when the
analysis included only students who learned from using the tutor, an interaction
between scaffolding and example order emerged. When students were given the
high-scaffolding interface, learning was highest when the example came after the
problem, but the opposite was true for the reduced-scaffolding interface (more
learning if the example came before the problem). CT-Tutor aimed to mirror the
process of code tracing on paper. Another way to code trace is with a debugger
(these are often included in program development environments). Nelson et al.
[18] developed a tutoring system called PL-Tutor that like a traditional debugger
showed the program state at each program-execution step, additionally prompt-
ing students to self-explain during various parts of the code-tracing process.
PL-Tutor was evaluated by comparing learning from the tutor and Codecademy
materials. There was no significant difference between the two conditions but
students did learn from using PL-Tutor.

Other work focuses on evaluating debugging and/or program visualization
tools. While access to debuggers can be beneficial [10,20], these are traditionally
designed for students with some programming experience, since they use techni-
cal terms (e.g., stacks, frames). A potential limitation of these tools is that they
do all the code-tracing work, and so students may fail to learn how to do it on
their own without the help of the tool.

Other work focuses on the design of code-tracing examples (rather than prob-
lems as we do in the present work). Hosseini et al. [12] created a tutoring system
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that provided animations of code traces. The animations showed a visual trace of
the program as well as the stack frame with values of variables. A second type of
example included in the tutor was static, providing written explanations about
code traces without animations. Students had access to both examples. Access-
ing animated examples was positively associated with higher course grades, while
accessing static examples was associated with lower grades. Kumar [14] evalu-
ated a tutoring system that presented a code-tracing example after an incorrect
code-tracing solution was submitted. Students in the experimental group were
prompted to self-explain the example; the control group did not receive prompts.
There was no significant difference in gain scores between the prompted and
unprompted groups, perhaps because tutor usage was not controlled (this study
was done in a classroom context and students worked with the tutor on their
own time, so some may have devoted little effort when answering the prompts).

As the summary above shows, obtaining significant effects related to code-
tracing instructional manipulations is challenging, highlighting the need for more
research. In general, existing support for code tracing focuses on showing the
mechanics of program execution and state. However, in order to code trace a
program, the programming language syntax and semantics need to be under-
stood. This is not trivial for novices [21]. Accordingly, theories of programming
instruction propose that translation is an essential component of learning to pro-
gram [26]. Translation involves converting programming language syntax into an
explanation of what the statement does in a human language. The translation
grounds the code in more familiar language, which should free cognitive resources
needed for performing the code trace. Translation can be characterized as the
general mechanism of self-explanation [4], because it requires inferences over
and beyond the instructional materials and because these inferences should be
beneficial for performing the code trace.

Note that translation of individual programming statements or lines differs
from describing what an entire program does. There is work on the latter aspect
[17,25]. To illustrate, Whalley et al. [25] evaluated the reading comprehension
skills of novice programmers. Participants were asked to explain what programs
do at a high level. The prompts targeted entire programs or subsections that
involved multiple program lines. In contrast, during code tracing, students read
line-by-line to trace variable values and program behavior and so smaller pro-
gram components are involved.

2 Current Study

To the best of our knowledge, work in AIED and beyond has not yet evaluated
whether incorporating explicit support for line-by-line translations in a tutoring
system promotes learning of code tracing. To fill this gap, we conducted a study
to answer the following research question:

RQ: In the context of a tutoring system supporting code tracing, does trans-
lation of programming language syntaz into a human language (English in our
work) prior to code tracing improve learning?
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Simulate the execution of this program by:

(1) entering a translation for each program line

(2) if there is an update to a variable related a line translated, update the Code Trace table

(3) finish updating the Coce Trace table by entering the values of variables for each loop iteration.

( Python Code: | ( Translations: | ( Code Trace:

—_—

1 print(*"Number 17) o Prints the string "Number 1”to the screen Description/ Variables:
iteration:

2 val=5 o Assign the value 5 to the vaniable val val res

3 res = 10 o Assign the value 10 to the vaniable res before loop e 5 e 1
[ Compiete the lines of code inside the ioop first loop R €
Check if the variable res is less than 5 second loop 3 3

4 while True:

5 ifres <5:

6 break

Exit the loop

7 val =val - 1 E Lower the vaiue of the vanable val by 1

8 res = res - val (‘_oner the value of the variable res by the value

9 print(val, res) Print the vaiue of the vaniables val and res to the

Fig.1. The translation tutor interface with the full solution entered. The Python
program to be code traced appears in the leftmost panel; the translations of the program
from Python syntax to plain English are in the middle panel; the values of the program
variables for a given loop iteration are in the right-most panel that contains the code-
trace table. Notes: (1) the orange bubbles are for illustrative purposes and were not
shown to students - see text for their description; (2) the solution to the translation,
not shown here for space reasons, appears to the right of the code-trace table. (Color
figure online)

To answer this question, we created two versions of an online tutoring system
supporting code tracing of basic Python programs: (1) a translation tutor, and
(2) a standard tutor. Both versions were created using CTAT [1]. CTAT is a
tutor-building framework that facilitates tutor construction by providing tools
to create the tutor interface and specify tutor behaviors. Both versions scaffolded
the process of code tracing, but only the translation tutor required students to
self-explain the meaning of the program being code traced.

2.1 Translation Tutor vs. Standard Tutor

The translation tutor presented one code-tracing problem per screen. Each screen
included a brief Python program (Fig. 1, left), a translation panel used to enter
plain English translations of the program (Fig. 1, middle), and a code-trace table
used to input values of the program’s variables during program execution (Fig. 1,
right). To solve the problem, for each program line, students had to first self-
explain the line by translating it into plain English. The translation was required
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before the code trace to encourage reflection about the meaning of that line
(its semantics) and so reduce errors during code tracing. Once the explanation
was provided, students had to code trace the program line by entering relevant
variable value(s) into the corresponding input box(es) in the code-trace table.

Figure 1 shows the tutor interface with a completed problem. When a problem
is first opened, all the translation and code-trace table input boxes are blank and
locked (except for the first translation box next to the first program line, which
is blank and unlocked). The input boxes are unlocked in sequence as entries
are produced. To illustrate, for the problem in Fig.1, a student has to enter
the translation of the first program line into the corresponding input box (see
label 1, Fig.1), which unlocks the second translation input box (see label 2,
Fig. 1). Once the second translation is produced (see translation related to label
2, Fig. 1), the corresponding code-trace table box is unlocked (see label 3, Fig. 1);
this process continues, with the next translation and table input boxes unlocked
after corresponding answers are generated (see labels 4 and 5, Fig. 1). Note that
if a program includes a loop, as is the case for the program in Fig. 1, a translation
of a line inside the loop body has to be produced only once (during the code
trace of the first loop iteration).

The translation tutor provides immediate feedback for correctness on the
entries in the code-trace table, by coloring them red or green for incorrect and
correct entries, respectively. To guide solution generation, a correct table entry
is required to unlock the next input box. For the translations, due to challenges
with natural language parsing, immediate feedback is not provided, and any
input submitted for a translation unlocks the next input box. Students can view
a canonical translation solution after the entire code-trace problem is completed,
by clicking on the purple box used to temporarily hide the translation solution
(not shown in Fig. 1 for space reasons). At this point, students can revise their
translations if they wish (all translation boxes are unlocked after the code trace-
table is correctly completed).

In addition to feedback for correctness, the interface is designed to implicitly
guide the code-tracing process in several ways, using tactics from our prior work
[13]. First, as described above, the tutor requires students to enter the code
trace step-by-step in the logical order dictated by the code-tracing process -
cues are provided about this because the input boxes are locked (colored gray)
until a step is correctly generated, at which point the color of the next input
box changes to indicate it is unlocked and available for input. This design aims
to encourage students to enter the entire solution step by step, motivated by
the fact that when tracing on paper, students produce incomplete traces and/or
skip steps when code tracing [6]. Second, because some students do not know
which program elements to trace, the interface specifies the target variables to
be traced (see code-trace table, Fig. 1).

The standard version of the tutor is identical to the translation version,
except that its interface does not include the translation panel shown in Fig. 1
(middle). Thus, in the standard tutor, students only have to enter the code trace
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using the code-trace table. All other scaffolding included in the translation tutor
is also provided by the standard tutor.

2.2 Participants

The study participants were 44 individuals (37 female, 6 male, 1 demi-femme)
recruited using a range of methods: (1) class announcements in a first-year uni-
versity programming class for cognitive science majors, (2) the SONA online
recruitment system available to students in a first-year university class that pro-
vided a broad overview of cognitive science, (3) social media advertising via
university Facebook groups, and (4) word of mouth. Participants either received
a 2% bonus course credit for completing the study, or $25 compensation. To be
eligible, participants either had to have no prior programming experience or at
most one university-level programming course.

2.3 Materials

Both versions of the tutor were populated with four code-tracing problems. The
same problems were used for the two versions; each problem showed a Python
program with a while loop (e.g., see Fig. 1). A brief lesson was developed to pro-
vide an introduction and/or refresher to fundamental programming concepts.
The lesson corresponded to a 20-min video showing a narrated slideshow. The
lesson covered variable assignment, integer and string data types, basic condi-
tional statements, and while loops.

A pretest and posttest were created to measure domain knowledge and learn-
ing. The tests were isomorphic, with the same number of questions and question
content, but different variable names and values. There were three types of ques-
tions on the test, namely translation, code tracing, and code generation. Each
test showed a series of six brief Python programs - for each program, students
were asked to produce (1) a line-by-line translation of the program into plain
English, and (2) a detailed code trace. The final question required the genera-
tion of a Python program. A grading rubric was developed, with the maximum
number of points for each test equal to 44.5.

2.4 Experimental Design and Procedure

The study used a between-subjects design, with two conditions corresponding to
the two tutor versions described in Sect.2.1. Participants were assigned to the
conditions in a round-robin fashion.

The study sessions were conducted individually through Zoom (one partic-
ipant per session). The study took no more than two hours to complete. After
informed consent was obtained, participants were given the link to the video
lesson and were asked to watch it; they could take notes if they wished (20 min).
After the lesson, participants completed a brief demographics questionnaire and
the pretest (20 min. with a 5min. grace period). Next, participants took a five-
minute break. After the break, they were provided a link to the tutor (either
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the translation tutor or the standard tutor). After logging into the tutor web-
site, they were given a five-minute introduction to the tutor by the researcher,
including a demonstration on how to use the tutor (this was scripted for con-
sistency between sessions). The demonstration used a problem from the video
lesson. Next, participants used the tutor to solve four code-tracing problems.
Participants were instructed to complete the problems at their own pace and
told they would have 40 min to do so (with a 10-min grace period). After the
tutor phase, participants were provided with a link to the posttest (20 min. with
a five-minute grace period).

3 Results

The primary goal was to analyze if translation activities during code tracing with
a tutoring system improved learning. Learning was operationalized by change
from pretest to posttest (details below). The tests were graded out of 44.5 points,
using a pre-defined grading scheme. Recall there were three types of questions on
the test, namely translation, code tracing, and code generation (the latter was
the transfer question, as the lesson and tutor did not cover program generation).
We conducted separate analyses for each question type because each involved
distinct concepts and lumping them together had potential to obscure findings.
Initially, there were 22 participants in each condition. For a given question type,
we removed from the analysis participants at ceiling at pretest for that question
type, so the degrees of freedom will vary slightly.

The descriptive statistics are shown in Table 1. Collapsing across condition
and question type, participants did learn from using the tutor, as indicated by
the significant improvement from pretest to posttest (Myqim = 5.52%, SD =
10.24), ¢(43) = 3.57, p < .001, d = 0.54.

Prior to testing conditional effects, for each question type, we checked if there
was a difference in the pretest scores between the two conditions using an inde-
pendent samples t-test. Despite the assignment strategy, overall the translation-
tutor group had slightly higher pretest scores, but this effect was not significant
for any of the three question types (translation pretest scores: ¢(42) = 1.21, p
= .233, d = 0.37; code-tracing pretest scores: ¢t(39) = 1.67, p = .103, d = 0.52;
code-generation pretest scores t(42) = 1.49, p = .144, d = 0.50).

To measure learning, we used normalized gain [5], calculated as follows:

posttest(%) — pretest(%)
100% — pretest(%)

Normalized gain characterizes how much a student learned (based on their
raw gain from pretest to posttest), relative to how much they could have learned
(based on their pretest score). This enables a more fair comparison between
groups, particularly in situations where there are differences in pretest scores.
This was the case with our data, i.e., the pretest scores for all three question
categories were higher for the translation tutor group, albeit not significantly so.
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Table 1. Mean and standard deviation for pretest, posttest, and raw gain (posttest —
pretest) scores (by percentage) for each question type and condition.

Question Type Standard Tutor Translation Tutor
n = 22 n = 22
M (SD) M (SD)
Translation Pretest (%) 66.99 (23.60) 74.88 (19.49)
Posttest (%) 63.04 (28.71) 78.71 (22.58)
Raw Gain (post-pre) (%) | —3.95 (15.70) 3.83 (8.11)
Code Trace Pretest (%) 50.78 (23.43) 63.91 (26.96)
Posttest (%) 66.75 (31.24) 64.81 (27.82)
Raw Gain (post-pre)(%) | 15.97 (20.93) 0.90 (8.35)
Code Generation | Pretest (%) 23.49 (28.48) 28.95 (31.34)
Posttest (%) 31.44 (34.69) 51.32 (39.11)
Raw Gain (post-pre)(%) | 7.96 (21.59) 22.37 (28.06)

Normalized gain was calculated for each student separately. The average
normalized gains for each question type and condition are shown in Fig.2. A
disadvantage for normalized gain is that it is arguably harder to interpret than
raw gain (posttest - pretest). Thus, for the sake of completeness, we also report
raw gain in Table 1. For the sake of parsimony we only report the inferential
statistics for the normalized gain but the pattern of results for each question
holds if raw gain is used as the dependent variable.

For the translation questions, the standard-tutor group performed slightly
worse on the posttest than on the pretest as indicated by a negative normalized
gain, while the translation-tutor group improved from pretest to posttest (see
Fig.2). This effect of tutor type on normalized gain was significant, ¢(31.2) =
2.4, p = .025 d = 0.78), with the translation-tutor group learning significantly
more. The opposite pattern occurred for the code-trace questions, with only the
standard-tutor group improving from pretest to posttest; the translation-tutor
group had similar pretest and posttest scores (see Fig.2). This effect of tutor
type on normalized gain for the code-tracing scores was significant, ¢(39) = 2.5, p
= .016, d = 0.8. For the code-generation transfer question, the translation-tutor
group had higher normalized gain but not significantly so, ¢(39) = 1.2, p = .251,
d = 0.37 (but see below after outliers were removed).

The results show that the effect of tutor type depended on question type
(more translation learning with the translation tutor but more code-tracing
learning with the standard tutor). This interaction between tutor type and ques-
tion type was significant as indicated by a mixed ANOVA with question type as
the within-subjects factor and tutor type as the between-subjects factor, F(2,
74) = 6.57, p = .005, n,% = .30.

To ensure the validity of our results, we checked for the presence of outliers.
There were no outliers due to data errors but there were several in each condi-
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Fig. 2. Average normalized gain for each condition and question type (note that nor-
malized gain is calculated differently from the raw gain shown in Table1)

tion due to normal variation'. If outliers are a normal consequence of inherent
individual differences, the advocated approach is to re-run the analysis without
them and report if the original patterns change. This is advocated over remov-
ing outliers that are not due to errors as it portrays a more holistic view of the
results. The removal of the outliers did not change the significant effect of tutor
type for the translation and code-trace questions (translation: ¢(41) = 2.09, p
= .043, d = 0.64; code-tracing ¢(33.31) = 3.07, p = .04, d = 0.92). For the
code-generation transfer question, the outliers were influential. After they were
removed, the translation-tutor group improved significantly more on the transfer
question than the standard-tutor group, ¢(27.43) = 2.72, p = .011, d = 0.88.

4 Discussion and Future Work

The present paper describes the design and evaluation of a tutoring system
supporting code-tracing activities. Overall students did learn from interacting
with the tutoring system but the analysis of normalized gain scores broken down
by question type revealed a nuanced pattern regarding the effect of tutor type.

We begin with the positive results. Students working with the translation
tutor had to generate translations of programming language syntax into plain
English. These students had significantly higher normalized gain on translation
test questions, compared to the standard-tutor group not required to produce
translations. Since translation is a form of self-explanation, our findings replicate
prior work showing the benefits of self-explaining [4]. We acknowledge that the

1 There was 1 outlier in the standard-tutor data for translation scores, 4 outliers in the
translation-tutor data for code-tracing scores, and outliers for the code-generation
scores (3 in the standard-tutor data and 1 in the translation-tutor data).
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translation-tutor group had practice on translation, but explicit support does
not always result in significant effects (e.g., [13,14,18]) and so this finding is
encouraging. Notably, the standard-tutor group got slightly worse in their trans-
lation performance from pretest to posttest. This may have been due to the
time gap between the lesson, which included translation information, and the
posttest. Due to this gap, the standard-tutor group may have forgotten transla-
tion concepts from the lesson. In contrast, the translation-tutor group received
support for translation with the tutor, which likely reinforced lesson concepts.

The translation-tutor group also had significantly higher normalized gain on
the code-generation transfer question (after outlier removal). This group was
scaffolded to generate explanations from Python to plain English. Because these
explanations may have made the program more meaningful, this could have
facilitated learning of code schemas (i.e., algorithms), which are useful for code
generation [22].

We now turn to the unexpected result related to learning of code tracing,
namely that the standard tutor group had significantly higher code-tracing nor-
malized gains than the translation-tutor group. In fact, the translation-tutor
group did not improve on code-tracing outcomes from pretest to posttest (nor-
malized gain was close to zero). This surprising, as this group had opportunities
for code-tracing practice, which based on prior work should increase learning
[15,18]. One possible explanation for this finding is that the translation tutor
required translation at each step and this may have increased cognitive load [23],
which interfered with the code-tracing process. In particular, translations added
an extra feature students had to pay attention to, and cognitive load theory pre-
dicts that splitting a student’s attention between features can hinder learning.
Other factors to explain why the translation-tutor group had low code-tracing
performance include the timing of translations, effort, and feedback. The timing
of the translations may have not been ideal - perhaps if the tutor prompted for
translations at a different point in the instructional sequence, rather than con-
currently during the code-trace activity, learning would have occurred. Moreover,
writing translations requires effort. This increased effort may have led to fatigue,
leaving less resources for the code trace. Finally, the feedback for the transla-
tions was delayed until after the code trace due to logistics reasons and came
in the form of a canonical solution showing the “ideal” translations. This format
requires students to invest effort into processing the feedback (e.g., comparing
their translations to ones in the canonical solution), something that they may
have been unmotivated to do.

In conclusion, the answer to our research question on whether translation
activities improve learning depends on the outcome variable of interest (trans-
lation, generation, code tracing). Requiring translations to be completed con-
currently with a code-trace activity produced a modest but significant boost for
normalized gain related to translation questions; translation also improved nor-
malized gain related to code generation, once outliers were removed. However,
translation hindered learning of code tracing. To address this issue, future work
needs to investigate alternative designs, including other instructional orderings.
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For instance, perhaps students need to master the skill of translation from a
given programming language to their native human language before any code
tracing occurs. Another avenue for future work relates to providing guidance for
translations. In the present study feedback in the form of a canonical solutions
was provided after the code trace - perhaps novices require feedback earlier.
Work is also needed to generalize our findings. In our study, the majority of
participants were female. This was partly a function of the fact that about a
third of the participants came from a first year programming class required for
all cognitive science majors in our program (even ones not focused on computer
science), and this class has a higher proportion of female students. In general,
however, programming classes are increasingly required for non-computer sci-
ence majors, and so research is needed on how to best support students from
varied backgrounds.
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